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Foreword

It is with deep satisfaction that I write this Foreword to the proceedings of the
ICSCN 2020 held at Surya Engineering College (SEC), Erode, India, during 06–07
August 2020.

This conference brought together researchers, academics and professionals from
all over the world, experts in sustainable networking technology, sustainable
applications and sustainable computing and communication technologies.

This conference particularly encouraged the interaction of research students and
developing academics with the more established academic community in an
informal setting to present and to discuss new and current work. The papers con-
tributed the most recent scientific knowledge known in the field of ultra-low-power
sustainable system, sustainable vehicular ad hoc networks, Internet-enabled
infrastructures for sustainability and sustainable mobility and vehicle manage-
ment. Their contributions helped in making the conference as outstanding as it has
been. The local organizing committee members and volunteers have put much effort
ensuring the success of the day-to-day operation of the meeting.

We hope that this program will further stimulate research in sustainable big data
frameworks, energy and power-constrained devices, low-power communication
technologies, sustainable vehicular ad hoc networks, smart transport systems and
smart data analytics techniques.

We thank all authors and participants for their contributions.

Dr. E. Baraneetharan
Conference Chair, ICSCN 2020

Associate Professor & Head
Department of EEE, Surya

Engineering College
Erode, India
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Preface

This conference proceedings volume contains the written versions of most of the
contributions presented during the conference of ICSCN 2020. The conference
provided a setting for discussing recent developments in a wide variety of topics
including communications, networks and sustainable applications. The conference
has been a good opportunity for participants coming from various destinations to
present and discuss topics in their respective research areas.

This conference tends to collect the latest research results and applications on
intelligent data communication technologies and networks. It includes a selection of
53 papers from 293 papers submitted to the conference from universities and
industries all over the world. All of the accepted papers were subjected to strict
peer-reviewing by 2–4 expert referees. The papers have been selected for this
volume because of quality and the relevance to the conference.

We would like to express our sincere appreciation to all authors for their con-
tributions to this book. We would like to extend our thanks to the keynote speakers,
all the referees for their constructive comments on all papers. Especially, we would
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like to thank to the organizing committee for their hard work. Finally, we would
like to thank Springer publications for producing this volume.

Dr. P. Karuppusamy
Shree Venkateshwara Hi-Tech Engineering College

Erode, India

Dr. Fuqian Shi
Rutgers Cancer Institute of New Jersey

New Jersey, USA

Dr. Isidoros Perikos
Professor

Department of Computer Engineering
and Informatics

University of Patras
Patras, Greece

Dr. Tu N. Nguyen
Professor

Director of Network Science
Department of Computer Science

Purdue University Fort Wayne
Fort Wayne, USA
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A Long Short-Term Memory (LSTM)
Model for Business Sentiment Analysis
Based on Recurrent Neural Network
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S. M. Rafiuddin Rifat, and Tahira Alam

Abstract Business sentiment analysis (BSA) is one of the significant and popular
topics of natural language processing. It is one kind of sentiment analysis tech-
niques for business purpose. Different categories of sentiment analysis techniques
like lexicon-based techniques and different types of machine learning algorithms are
applied for sentiment analysis on different languages like English, Hindi, Spanish,
etc. In this paper, long short-term memory (LSTM) is applied for business sentiment
analysis, where recurrent neural network is used. LSTM model is used in a modi-
fied approach to prevent the vanishing gradient problem rather than applying the
conventional recurrent neural network (RNN). To apply the modified RNN model,
product review dataset is used. In this experiment, 70% of the data is trained for the
LSTM and the rest 30% of the data is used for testing. The result of this modified
RNN model is compared with other conventional RNN models and a comparison
is made among the results. It is noted that the proposed model performs better than
the other conventional RNN models. Here, the proposed model, i.e., modified RNN
model approach has achieved around 91.33% of accuracy. By applying this model,
any business company or e-commerce business site can identify the feedback from
their customers about different types of product that customers like or dislike. Based
on the customer reviews, a business company or e-commerce platform can evaluate
its marketing strategy.
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2 Md. JahidulI. Razin et al.

Keywords Business sentiment analysis · Product reviews · Recurrent neural
network · LSTM

1 Introduction

Nowadays, the Internet is a fundamental part of our daily life. All fields of infor-
mation are rising exponentially every moment, where it is easier to share our opin-
ions on e-commerce websites, forums and media for various types of products and
services. It provides essential information about some different number of domains
and some social applications. It is difficult to handle these huge amounts of data
manually. For this reason, business sentiment analysis (BSA) is very feasible, which
also provides an idea on the requirements of people. It has become a popular research
topic in natural language processing domain. Analysis of reviews can quickly extract
information from a text and can also define the target and opinion polarity. Various
types of social applications and websites can use BSA to forecast consumer patterns,
economic policies and stock market forecasting.

Researchers perform business sentiment analysis using various machine learning
(ML) techniques. ML’s support learning models include support vector machines
(SVM) [1], logistic regression [2], naive Bayes (NB) [3], random forests [4] and
so on. Artificial neural network (ANN) is one of the areas of ML [5]. ANN also
has various forms like recurrent neural network (RNN) [6] and convolution neural
network (CNN) [7]. Artificial neural networks are mainly constructed using three
layers. These are the input layer, hidden layer and output layer. This concept is
extended in deep learning. Deep learning is constructed using more than two hidden
layers. Howmuch deeper the network is defined by the layers used in the hidden layer.
Deep learning is a part of artificial neural network. Deep learning gives much better
services than other ML techniques like SVM, NB, etc. These techniques are used
in all natural language processing fields like all types of recognition (speech, entity,
pattern) [8] and computer vision techniques. For its accuracy level, it has become very
popular nowadays. Good accuracy can be achieved if the representation of data is
perfect. Conventional ML algorithms are depending on handcrafted characteristics.
But deep learningneeds high computation ability and storage to increment thenumber
of hidden layers as comparison to conventional ML algorithms and getting better
performance. Deep learning technique can adapt more swiftly as it will get more and
more training data. As business sentiment analysis needs to process a lot of data for
the prediction, and this motivated us to apply deep learning technique for business
sentiment analysis [9].
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The importance of consumer views and the vast amounts of centric data are avail-
able to the public and the unpredictability of the market climate has led the orga-
nization to introduce monitoring and tracking measures such as sentiment analysis,
which is mainly performed here as business sentiment analysis.

The principal contribution of the proposed research work can be summed up as
follows. This paper presents the study of the business sentiment function by a list
of product feedback. Using the proposed model, the reviews are divided into three
categories, which are positive, neutral and negative. A well-defined text dataset is
used to apply long short-term memory (LSTM) as a part of modified RNN model
that gives better accuracy result in comparison to conventional RNN model. This is
a different approach when compared to traditional feed-forward networks [10].

A feed-forward network takes a limited text for predicting the next word. Here,
RNN can easily use previous words for prediction. An RNN model sees the text as
a signal made up of terms, where it is presumed that recursive weights reflect short-
term memory. LSTM is different, which is a part of the RNN structure in the ANN
network. It is allowed for both long and short patterns and it sorts out the problem of
vanishing gradient. So, LSTM is now approved in several numbers of applications
and it is a promising practice for business sentiment analysis.

This article is structured as follows. Section 2 explains the related works and the
motivation of this research. Section 3 discusses about the methodology. Section 4
discusses about implemented tools. Section 5 explains result and analysis. Section 6
concludes the paper.

2 Related Work

Several numbers of researches have been performed on sentiment analysis for
different languages using different types of neural networks. Some of them are
summarized as follows.

Xu et al. [11] applied supervised learning algorithms like the perceptron algorithm,
naive Bayes and support vector machine to predict the reviewer’s ratings. They used
70% data for training and 30% data for testing. They also determine the precision
and recall values for the different classifiers.

Deep learning is very popular in this area of sentiment analysis. Sujata Rani,
ParteekKumar, applied convolution neural network for sentiment analysis [12]. After
cross-validation, they have used 50% data as train data and 50% for test data.

Mikolov et al. [13] proposed a model applying recurrent neural network (RNN);
it is used for processing sequential text data. An RNN model is depending on the
input layer, hidden layers and output layer. When an RNN model is performed, the
input layer is added with the hidden layer, which is arranged for a new input layer to
calculate the hidden layers. This is working as a loop and it has been repeated after a
limit of time ‘t.’ All the information from the previous layer is successfully reversal
using it. For this, the performance is increased and also helping to squint all words
in sequential order. So, this model is beneficial for looping and sequencing facilities.
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However, the RNN model covers the orderly structure of the text and it can fix a
short-termdependence problem.But it is not possible to fix the long-termdependence
problem using RNN, because it cannot gain any knowledge properly from the long
term. If there is an interval between two relative texts and the current location is larger,
then therewill always be a problem in theRNNmodel. As there aremany layers in the
back-propagation through time optimization algorithm (BPTT), it is indicating the
loss of information while training. So, long short-term memory (LSTM) is used for
our business sentimental analysis, where it provides better results than the traditional
RNN model.

3 Methodology

This sectionwill describe ourmethod for business sentiment analysis from reviewer’s
text data. For business sentiment analysis, long short-term memory (LSTM) is used.
The LSTM model is designed for avoiding long-term dependency. Remembering
that long-term dependency is the default behavior of LSTM. This model is most
popular with researchers. Within this model, the RNN node is replaced by the LSTM
cell, which can easily store previous knowledge. For this reason, business sentiment
analysis using LSTM is better than other methods.

Our proposed method is divided into four phases:

3.1 Discussion about RNN and LSTM architecture.
3.2 Data processing.
3.3 Training the model.
3.4 Testing new data.

3.1 Discussion About RNN and LSTM Architecture

LSTM is a subsection of RNN and there are many similarities between them. This
work has proposed some structural diagram and brief discussion about LSTM and
RNN.

Figure 1 [14] provides an illustration of a traditional RNN model where X(t) is
input, h(t) is output and A is the neural network that can gain knowledge from the
previous. One output goes to another and passed the information easily.

Figure 2 [14] provides a clear knowledge of a single LSTM cell. LSTM model
is kind of similar like standard RNN, except that the memory block is just replaced
into the hidden layer, as in Fig. 4 [14]. The symbols in Fig. 3 [14] have the following
meanings.X is using for scaling of information, σmeans Sigmoid layer, ‘tanh’ means
hyperbolic Tangent layer, h(t − 1) means sigmoid layer, ‘tanh’ means hyperbolic
tangent layer, h(t − 1) means output of last LSTM unit, c(t − 1) means memory
from last LSTM unit, X(t) means current input, c(t) means new updated memory,
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Fig. 1 The structural diagram of RNN model

Fig. 2 Structural diagram of LSTM cell (a)

h(t) means current output. In RNN, only the hyperbolic tangent layer is using to over-
come the vanishing gradient problem [15]. The second derivative of the hyperbolic
tangent function can solve the problem before going to zero. But it cannot forget or
remember anything. That is why the sigmoid layer is also used in LSTMmodel with
the hyperbolic tangent layer. Sigmoid can output 0 or 1, which is used to forget or
remember the information.

The first step in the LSTM is to find the useless text which is not needed and also
thrown away from the cell state. It is achieved by a sigmoid layer, called a forget
layer. New pieces of information will be processed in the cell in the second level,
which will be decided by a sigmoid layer called the gate layer of the data. In the third
stage, the old cell state updates into the new cell satellite with the above-mentioned
input gates and forgets gates information. The output gate essentially defines the
output value, which is dependent on the cell state.
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Fig. 3 Structural diagram of LSTM cell (b)

Fig. 4 LSTM architecture

Mainly, four steps of calculation process in LSTM.

• Initially calculates the forget gate values and input gate values.
• Update the cell stage of LSTM.
• Calculate output gate’s value.
• Lastly update the cell state [16–19].

All equations are shown in below [14].
Input Gates:

it = σ(xtU
i + ht−1W

i ) (1)
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Fig. 5 LSTM network

Forget gates:

ft = σ(xtU
f + ht−1W

f ) (2)

Cells:

Ct = tanh(xtU
g + ht−1W

g) (3)

Ct = σ( ft × Ct−1 + it × Ct ) (4)

Output gates:

Ot = σ(xtU
o + ht−1W

o) (5)

Cell output:

ht = tanh(Ct ) × Ot (6)

RNN and LSTM consider the problem of the vanishing gradient via a sequenced
sentence of text. RNN model will display lower error rate. But when there is a
long text argument, LSTM is more effective at overcoming the vanishing gradient
problem. In our business sentiment analysis, the modified RNN-based LSTMmodel
is applied. The proposed model is shown in Figs. 5 and 6.

3.2 Data Processing

To train the proposedmodel, a business review dataset is collected from amazon.com
on product analysis. The dataset was created by Web scraping or APIs. Researchers
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Fig. 6 LSTM architecture

compiled the information from Amazon Review Information (ARD) when it comes
to Amazon datasets [20]. This dataset contained punctuation and HTML tags. In
order to vanish these, a function is used for taking a text string as a parameter and
then preprocess the string to remove punctuation and HTML tags from the given
string. These punctuation and HTML tags are replaced with an empty space. All the
single characters and multiple spaces are removed. At last for each term, the analysis
text is naturally divided into emotions of the business class. Then, a tool is used for
vector representation to transform every term into a vector using the vector equation:

v ∈ R1 × d (7)

which is known as the word embedding. Here, word2vector tools are used. Then the
cyclewas followedby the natural order; the sentence of participleswas traversed from
left to right, which is the forward calculation of LSTM. The results of the production
depended on the probabilities of the word at ‘t’ time and also the sequence of vocab-
ulary giving before ‘t’ time. Finally, the error was determined by the likelihood of a
common distribution of all the words in the sentences.

3.3 Training the Model

After preprocessing the data and splitting the dataset, LSTM model is used to train
our model. LSTM layer is created with 100 neurons and also added a dense layer
with sigmoid activation function.

The process is introduced as follows:

• Due to their emotional marks, all training data is divided into three groups, has
positive, negative and neutral. The LSTM models are then trained in each data
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Fig. 7 Business sentimental emotion classification

category and with multiple LSTM models resulting in them as well. This is done
for equal ratings.

• To get a new input review, the LSTM models are available in the training phase
evaluated on the new input review. The model which is giving the smallest error
value is assigned to the new input review.

Figure 7 is showing the structure of the processing of the training phase: This
model could overcome the vanishing gradient problem completely than the conven-
tional RNN model. It also better performs in many experiments, like as structure
with conjunctions, such as, ‘not only…but also…,’ ‘However,’‘in addition,’ etc.

3.4 Testing the Model

After training the model, new text data is used for testing our model. When a new
product review is coming, this model has classified the new review as negative,
positive or neutral.
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Fig. 8 RNN-LSTM working process in business sentiment analysis

Figure 8 described the working process of our RNN-LSTM model in business
sentiment analysis.

4 Implementation Tools

The proposed work has used the Jupyter Notebook [21], which is an open-source
Web platform. It has helped to develop an environment to perform our experiments
and also creating and sharing all types of documents like code, text, equations and
visualizations. The LSTM-RNN model is developed using TFLearn (deep learning
library) Python packages, which are installed at the top of the TensorFlow [22]. The
proposed work also uses Keras (NNs API) [23], which is written with Python and
runs in TensorFlow.

5 Result and Analysis

The analysis of the outcome along with the result for the entire system is discussed in
this section. The outcome is splitted into three parts. This is an experimental dataset
(Sect. 5.1), Experiment Result Analysis (Sect.5.2) and Comparison (Sect.6).
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Table 1 Accuracy of LSTM model

Epoch Training accuracy Testing accuracy

10 0.9504 0.8954

30 0.9551 0.9092

50 0.9623 0.9193

5.1 Experimental Dataset

Amazon Review Information Dataset (ARD) [20] contains 142.8 million ratings and
a variety ofmetadata. This work has taken a selected amount of data from this dataset.
After taking the data from dataset, all the data has been categorized into positive,
neutral and negative. Then Word2Vec tools are used to create word embedding for
our LSTM model. After that, it has been gone through the LSTM layer. There is a
Dense() layer, which is the final layer of the model. It can crunch all the output that
is coming from the LSTM layer and convert it as a single numeric value of 0.0 and
1.0.

Total of 25,000product reviews,which are divided into a 70% items for the training
set and a 30% items for the testing set. Then train and test have been performed by
the proposed model. It achieved 95.04% (from Table 1) accuracy on the training data
and 89.54% accuracy on the test data for 10 epochs. Then increasing the epoch size
into 20, our accuracy for training data 95.51% and accuracy for test data 90.92%.
Again, the epoch size is increased from 20 to 50, then the accuracy on training data
will be 96.23% and accuracy on testing the data will be 91.33%. If epoch size is
increased more than 50 iteration, the deference between training and test result is
increased a lot and overfitted. That is why the epoch size is not increased more than
50. Figure 9 is showing the training and testing loss; after 20 iteration, here blue line
are showing training loss and orange line are showing testing loss.

Figure 10 is showing the training and testing accuracy; here, blue line is indicating
training accuracy and orange line is indicating testing accuracy. Our model test data
accuracy is 91.33%.

5.2 Experiment Results Analysis

After training and testing this model, it can easily classify a new product review,
which is previously unseen. Previously unseen product review of, ‘ The product was
not so great.’ Here, the prediction probability value is around 0.1368. From Table 2:
When the value is less than 0.30, the model predicts it as very bad. If the value is
greater than 0.30, then it is predicted as bad.When the value is greater than 0.50, then
it is positive. When the value is greater than 0.60, then it is predicted as good. When
it is greater than 0.80, then it is predicted as excellent. For multi-valued analysis, it
is required to encode as positive (0, 0, 1), neutral (0, 1, 0) and negative (1, 0, 0).
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Fig. 9 Loss versus epoch graph

Fig. 10 Accuracy versus epoch graph

Table 2 Review type

Prediction Result

Greater than 0. 80 Excellent

Greater than 0.60 Better

Greater than 0.50 Good

Less than 30 Very bad

Greater than 0.30 Bad
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Fig. 11 Comparison with other models (Accuracy)

6 Comparison

Mohammad Rezwanul Huq and Ahmad Ali proposed a two model for sentiment
classification [24]. Their model is based on k-nearest neighbor (KNN) and another
model is based on a support vector machine (SVM). 84.32% accuracy is achieved
based on KNN model and 67.03% accuracy is achieved based on SVM model. Xu
et al. [11] applied SVMand naiveBayesmodel to predict the reviewer’s rating. 88.8%
accuracy is achieved on training data by this model and 59.1% accuracy is achieved
on testing data. Figure 11 is showing a comparison graph between different models
and their accuracy. Here, our model has been achieved 91.33% accuracy, which is
better and maximum than other proposed models.

7 Conclusion

In this paper, an LSTM model based on RNN is used to evaluate the business senti-
ment. It covers all the sequences and performance of business sentiment analysis.
This model is used for multi-classification in product reviews. This model can be
used for any kind of product review datasets for different languages. In the future,
it will be attempted to improve our algorithm for obtaining a better accuracy rate
by preprocessing the dataset before feed into the model and by proper feature engi-
neering and tuning. The dataset is required to adjust depending on our local market,
which is more balanced than this one. Further, a Web tool will be developed for our
local market in order to help the local businesses.
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Abstract In the field of machine learning, the deep learning technique plays a very
important role as it is useful in various real-life domains. As various crimes and
misdeeds are occurring in various public places because of lack of proper moni-
toring, a number of methods have been proposed for detecting violence from videos.
Automatic violence detection has gained increased research importance in case of
video surveillance. However, they suffer from various limitations and most of the
times it depends on special criteria. In this perspective, this paper proposes an effec-
tive violence detection method from videos using 3D convolutional neural network.
The proposed methodology uses machine learning and deep learning techniques
for improving the accuracy. Comprehensive performance analyses have proven that
the proposed method achieves high performance in case of detecting violence from
videos. The experimental results also prove that the proposed technique outperforms
various other existing methods for detecting violence from videos.
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1 Introduction

Deep learning is considered as one of themost powerful domains ofmachine learning.
It builds models that assist computers to do things that humans can do naturally.
In deep learning, the model learns to perform classification tasks directly from
image, text, sound, or video. These models can acquire higher accuracy, sometimes
even outperforming human-level performance. Models are trained by using the large
labeled dataset and neural network architectures [1] having a number of layers.

In deep learning, a convolutional neural network [2] is considered as a class of
deep neural networks that most commonly applied for analyzing the visual imagery.
Three different types of convolution layers are present in CNN architecture, namely
1D, 2D, and 3D convolutional layer. 1D convolutional layer can perform in one
direction. It is used for text and sound data recognition. 2D convolutional layer is
basically used for image data for sliding a kernel in two directions with 3 dimensions
(height, width, and color of the image). 3D convolutional layer is very popular for
3D image classifications and recognition. In 3D convolutional layer, a kernel can
easily move in 3 directions with 4 dimensions where the last dimension represents
the color. 3D convolutional layer is widely used for recognizing different types of
diseases from different medical data.

Convolutional neural networks have become widely popular as they can be used
for solving various real-life problems. For example, this paper is focused on detecting
violence from video data. The use of CCTV is becoming popular day by day for
ensuring security. Both government and non-government organizations are spending
a lot of money in this sector. However, CCTV is not properly used for the sake of our
safety because of various reasons, such as not having sufficient manpower for moni-
toring theCCTV footages, not havingmodern control roomwithmodern equipments,
etc. Therefore, for solving these problems many methods and techniques [3] have
been introduced for automatically detecting violence from video data [4]. They use
artificial neural network (ANN), support vector machine (SVM), 2D convolutional
neural network, etc. for building their models. However, most of them depend on
some special criteria and their performance decrease if the video quality is not good.
All these factors motivated us to propose an effective model for detecting violence
from video data, which does not depend on any criteria and performs well even if
the video quality is not good.

There are many reasons behind selecting 3D convolutional neural network for
building our model. Other machine learning algorithms need to create some features
from the image and then feed those features to those algorithms. This feature extrac-
tion is a time-consuming work. Some algorithms also use image-level pixel values
as a vector of features. For example, for training a 28× 28 image, SVM uses each of
the pixel values as a feature and thus gets 784 features. On the other hand, 3D convo-
lutional neural network automatically extracts features from images. A pixel-vector
algorithm loses a lot of spatial interaction between pixels, but on the other hand, a
3DCNN effectively uses adjacent pixel information. It effectively downsamples the
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image and then uses a prediction layer at the end. For these reasons, 3D convolutional
neural network is more effective compared to other machine learning methods.

An effectivemodel is proposed for detecting violence using 3D convolution neural
network (3DCNN). For training our model, the dataset is collected fromKaggle. The
name of the dataset is ‘Real-Life Violence Situation Dataset,’ and it is proposed by
Soliman and Kamal [5]. This dataset contains both violent and non-violent video
data. Even though the quality of the videos in this dataset is poor, our model can
easily detect violence automatically. As the model is automated, there is no need of
any human interaction for detecting violence. Only a signal needs to be sent to the
nearest security control room.

The main contributions of our paper are given as follows:

• Proposed an effectivemodel for detecting violence automatically from video data.
• The proposed model can detect violence regardless of the quality of the videos

and is not dependent on any specific criteria.
• As 3DCNN is used, it automatically extracts features from the data.
• Effective data processing technique is used for the model.
• Real-life applications of this technique show the suitability of our research work.
• Comprehensive experimental analyses establish the supremacy of our proposed

method.

The remaining part of our paper is arranged as follows:

• Section 2 presents some related research works to get insight of our proposed
research work.

• The proposed method is explained in Sect. 3.
• Section 4 has described the proposed experimental results and also a comparison

with other methods.
• Finally, Sect. 5 concludes the remarks and discussions on our future plans.

2 Related Works

The first method for violence recognition from videos was proposed in 1998 by
Giannakopulo [6]. It identified violence by detecting blood and flame from videos. It
also used the characteristics of motion and sound for detecting violence. On the other
hand, Clarin [7] detected violence frommovie sequences. The sequences that involve
actions and produces blood from extreme punching, kicking, etc. are identified as
violent.

Gao [8] used two different types of datasets for detecting violence. In their model,
they used different types of classifiers and methods. When they used SVM classifier
[9–11] with ViF method, they got 88.01% accuracy. On the other hand, when they
used the same classifier with ViF andOViFmethod they got 91.93% accuracy. Again,
when they used these same methods with SVM and AdaBoost [12] classifier, then
they got 92.81% accuracy.
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Nievas proposed a technique [13] for recognizing fight from video. For training
their model, they used the KTH dataset which has videos of various activities
including fights. They divided the videos into fights and non-fights and labeled them
accordingly. For violence detection, they usedMoSIFT [14] and Space-Time Interest
Points (STIP) [15, 16] method. Kumar [17] proposed a method for HDR video
encoding that is capable for capturing a high dynamic video range than traditional
8-f-stops method.

However, all these proposed methods depend on some specific features of the
videos. But in real-life scenarios, those features may not be available in the videos.
For example, for crime detection from video footages, many methods depend on the
audio also. On the other hand, many methods depend on the quality of the videos and
some methods require gray-scale videos. These features are not always available in
all CCTV cameras, and even if they are, then it becomes very costly. However, our
model does not depend on any special feature or criteria. It can detect violence even
if the quality of the videos is poor. While dealing with video data, the optimization
and prepossessing of data are very difficult. These problems are omitted by tuning
various features of our 3DCNN model and also by using effective techniques in our
data preprocessing step. For these reasons, our method achieved better performance
than the other methods proposed for detecting violence from video data.

3 Proposed Model

This section will describe the method proposed for detecting violence from videos.
For violence detection, convolutional neural network is used [18]. As it is mainly
dealt with video dataset, 3D convolutional neural network is used. The advantages
of our proposed method over other methods can be described in two folds. First, like
other methods, it does not depend on some specific features or the quality of the
videos. Other algorithms also need to create some features from the data and then
feed those features to the algorithms. But as 3D convolutional neural network is used,
it automatically extracts features from the data. Second, by using effective techniques
in our data processing step and by tuning various features of our 3DCNN model,
the problems regarding video data optimization is omitted. Most of the methods will
suffer from the complexities of video data optimization and preprocessing, but this
part is handled effectively. For these reasons, our method performs better than the
other methods.

Our proposed method is divided into 3 phases:

1. Data Processing
2. Training the Model
3. Testing New Video Data

They are described below:
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3.1 Processing

OpenCV is an open-source python library that is used for solving complex computer
vision tasks. OpenCV is used to extract the frames from the videos. After extracting
the frames, all the frames were resized into 50 × 50 dimensions. After that, the 2D
frames are converted into 3D frames using openCV as 3DCNN is used. The frame
depth was 15. The frames were transformed into grayscale after resizing. In gray-
scale images, very less information is required to distinguish a particular image from
other images. After that, the preprocessed frames were converted into Numpy Array
[19] and were labeled according to their class (violent or non-violent) using class
vector. For feeding our model, it is converted into binary class matrix. They are used
as input for the proposed model.

3.2 Training the Model

Here, 3D convolution neural network (CNN) model is used for training our model.
The design of the layers of CNN is different than other neural networks as shown in
Fig. 1. CNN has various layers like the input layer, convolution layer, hidden layer,
polling layer, and output layer. Convolution layer is the key feature of CNN. This
layer is used for extracting edges, corners, colors, etc. And it also helps in case of
identifying different shapes, digits, etc. The 3D convolution layer is used with a filter
size 32 and 3 × 3 pooling layer.

Various deep learning techniques are also used for improving the accuracy of the
model. The ReLU activation layer is used [20] for amplifying the positive results and
down sampling the negative results. Softmax activation function [21] is used so that
the classifying model produces only two probabilistic values (0 or 1). Max-pooling
[22] layer is used for reducing the number of parameters from image matrices and
also for selecting the largest parameter from the matrices. A 3 * 3 max-pooling is

Fig. 1 Convolutional neural network architecture
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Fig. 2 Max pooling

shown in Fig. 2. The dropout is also used for regularizing the proposed model. At
last, the Nadam optimizer [23] is used for updating the networking width in training
data.

3.3 Testing New Video Data

After training themodel, the unlabeled newvideo data is used for testing the proposed
model. The data frames are randomly selected from the dataset, but this time it is
not labeled as violent or non-violent. The proposed model has classified them into
violent and non-violent.

4 Result and Analysis

This section has described the implementation tools, experimental dataset, experi-
mental results, and performance comparison with other methods.

4.1 Implementation Tools

Jupyter Notebook [24], which is an open-source web application, is used here.
The 3DCNN model is developed by using python package TFLearn (deep learning
library) [25], which is built on top of TensorFlow [26]. Keras (NNs API) [27] which



An Automatic Violence Detection Technique Using 3D … 23

Fig. 3 Violent dataset sample

is written with python is used for further process. The proposed method has also used
OpenCV, which is an open-source computer vision library for processing the video
data.

4.2 Experimental Data Set

For training our model, a dataset named ‘Real-Life Violence Situation Dataset’ is
collected from Kaggle that is basically proposed by Solaiman and Kamal [5]. It
contains a total of 2000 videos. Each video is categorized as either violent or non-
violent. Half of the videos are violent and the other half are non-violent. Each video
has a length of five seconds. Figure 3 is showing some of the violent videos, and
Fig. 4 is showing some of the non-violence videos.

It has used 80% data for training the model and 20% data for testing the model.
That means 1400 out of the 2000 videos were used for training our model and the rest
of the 600 videos were used for testing our model. Our model has achieved 96.17%
accuracy in case of identifying violence from the test data outperforming many other
methods.

4.3 Performance Analysis

For evaluating the performance of our method, experiments are performed on the
mentioned dataset and our model has achieved satisfactory accuracy in case of iden-
tifying violence. The proposed dataset is trained for various epoch sizes. It helped
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Fig. 4 Non-violent dataset sample

Table 1 Accuracy of the
model (varying epoch size)

Epoch Accuracy (train) (%) Accuracy (test) (%)

10 97.21 95.33

30 97.43 95.33

50 97.85 96.00

100 97.93 96.17

our model to increase the performance. However, if the epoch size is increased to
more than 100, then it causes overfitting. Table 1 shows the accuracy for different
epoch sizes by considering both training and testing data.

Figure 5 depicts the training and testing loss graph after 50 iterations. Here, the
Blue line is indicating the training loss and the Green line is indicating the testing loss
according to the number of iterations. On the other hand, Fig. 6 represents training
and testing accuracy graph after 50 iterations. Here, the Blue line is indicating the

Fig. 5 Loss graph (50
iterations)
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Fig. 6 Accuracy graph (50
iterations)

training accuracy and Green line is indicating the testing accuracy according to the
number of iterations. Here, the performance is better compared to the performances
for 10 and 30 iterations. Figure 7 depicts the training and testing accuracy graph
for 100 iterations. Here, the Blue line is indicating the training loss and the Green
line is indicating the testing loss according to the number of iterations. This graph
shows that the training and testing accuracy is increasing with the increasing number
of iterations. Here, the performance is better compared to the performance for 50
iterations. On the other hand, Fig. 8 represents the training and testing loss graph
after 100 iterations. Here, the Blue line is indicating the training loss and Green
line is indicating the testing loss according to the number of iterations. This graph
shows that the training and testing loss is decreasing with the increasing number of
iterations.

Fig. 7 Accuracy graph (100
iterations)
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Fig. 8 Loss graph (100
iterations)

Table 2 Accuracy
comparison of different
models

Model name Accuracy (%)

Fused detection 58.5

ViF with SVM 88.01

ViF + OviF with SVM 91.93

ViF + OviF with SVM + Adaboost 92.81

STIP and MoSIFT 90

Our model 96.16

5 Comparison

For establishing the supremacy of our method, the performance of our model is
compared for detecting the violence from video data with other methods [6, 8, 13].
It is observed that our method outperforms these other methods for achieving higher
accuracy.

Table 2 is showing different model name and their accuracy, and Fig. 9 is showing
a comparison graph of different models in case of their accuracy. It clearly shows
that our method performs better in case of identifying violence from video dataset.

6 Conclusion

Recognition of aggressive and vicious activities from videos is an important appli-
cation area. Many methods have been proposed for detecting violence from videos.
Such methods can be useful in video surveillance in public areas, prisons, psychi-
atric centers, etc. The primary aim of this work is to propose a method for detecting
violence from video feeds. 3D convolutional neural network is used for classifying
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Fig. 9 Comparison with other models

the videos. Like other methods, our method does not depend on any specific criteria
of the videos and is capable of identifying violence even if the video quality is poor.
The proposed work has achieved 96.17% accuracy by using this architecture. The
future research work includes developing a dataset that focuses on the context of our
country.
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An Online E-Cash Scheme with Digital
Signature Authentication Cryptosystem
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Shahed Hossain, and Mithun Dutta

Abstract This paper is intended to enlighten the curious minds on how to use cryp-
tocurrency easily in our day-to-day life. What bitcoin really is? The relation between
bank and the user, who has bitcoin, describes potential system design, basic payment
method using cryptocurrency, the payment gateway and explains it in the simplest
way, and finally the conclusion. Cryptocurrency is one type of digital virtual curren-
cies that have not physically existed. This proposed research work is mainly focused
on bitcoin, which is the decentralized digital currency, and it conducts peer-to-peer
connection, to make it safe and secure than other digital currency types or hand cash.
This paper has proposed an online E-cash scheme with a digital signature authenti-
cation cryptosystem that has the tendency to replace the traditional fiat currency, and
bitcoin is used instead of the conventional currency and payment system. We can
exchange bitcoin to E-cash and E-cash to bitcoin also. This system will find a new
way to protect the users from unauthorized transactions in online and offline E-cash
system.

Keywords Bitcoin · Cryptocurrency · E-cash · Peer-to-peer connection · Digital
signature

1 Introduction

Bitcoin and E-cash are the most common and well-known crypto-currencies in the
world. By using bitcoin, users are able to do transactions with each other and users
can exchange values digitally with the bank [1]. In this model, users are able to
do transactions. Bitcoin or E-cash is used in various applications like bank, online
super shop/market, and other such online application [2]. According to this situation,
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bitcoin can be changed into E-cash and E-cash can be changed into bitcoin. E-cash
will be available in two types, they are

1. Network type
2. Smart Card type.

Users can complete the transaction by picking up one suitable way. If the user has
bitcoin, then they will either exchange or withdraw E-cash from the bank as well.
User can also make their payment in the super shop. Users can easily pay their bill
by using bitcoin if the super shop has a bitcoin wallet. Otherwise, super shop will
be unable to receive bitcoin because their receive system is only E-cash, then the
customer has to convert their bitcoin into E-cash [3]. When the customers pay the
bill, then the super-shop system sends a notification message to customers [4]. If
the user gives the permission to the system to receive bill, an acknowledgment is
generated automatically. Super shop can also deposit their bitcoin or E-cash in the
bank [5]. Super shop can also exchange bitcoin into E-cash from the bank.

In this system, users order goods from the super shop and the user can make
payment by bitcoin or E-cash. We think this method will be one of the easiest ways
to online transactions all over the world [6]. The proposed approach components,
incorporating the applicable criteria that follows.

2 Related Work

We know that there are many types of digital currencies in the world. And I got
ideas about market capitalization [7] from different websites. Among them bitcoin,
Litecoin, Ethereum, are notable. Peter mentions in his paper about its future uses [1].
We know about the close relationship between bitcoin and blockchain [8]. Bitcoin
is just a fancy method of blockchain known as cryptocurrency. William mentions in
his writing that bitcoin is like a memory [9]. In 2015, Raymaekers wrote in his paper
about the challenges and future of using the cryptocurrency bitcoin [3]. Also, the use
of bitcoin in e-commerce has led to a technological revolution [6]. Buying and selling
products directly in e-commerce using bitcoin or digital currency has increased [10].
Blockchain technology and digital signature are used to find out the way of the secure
transactions [11–13]. The hash function makes the digest to encrypt and decrypt the
data with an asymmetric algorithm [14]. Above all, the massive growth of bitcoin
has been discussed in the paper [15]. In [16] paper, author shows the group signature
method that can use the banker and bank control transaction by group signature this
system customer depends on the bank. Sattar J. Aboud writes his paper method of
offline E-cash system, and we got information about his analysis account that can be
hacked by insiders of the untrusted bank or malicious [17]. İn [18] paper, we can see
the scheme of the E-cash system and its security level. In our papers, we make sure
that our security system is definitely better than [18] other security systems.
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3 Basic Model

We are living in the digital era of new technology where everything is digitalized.
In future, there will be no hand cash, day-by-day the technology is improved and
the human has increased their lifestyle at the next level. So, people are interested in
E-cash more than hand cash. E-cash is easy to use and people are purchasing their
goods easily by using E-cash system. So, we proposed an online E-cash scheme with
a digital signature authentication cryptosystem to make their lives faster and easier.
We want to use bitcoin in our proposed system to explore the new trend. Bitcoin
is similar to cryptocurrency, and it is a decentralized peer-to-peer electronic digital
currency in the world [19]. It does not have a central issuing authority or regulatory
body that’s why its process is faster and transactions are accurate [9]. In this paper,
we make a relationship between the user, bank, and super shop/application. A user
can withdraw E-cash online/offline both methods from the bank, and users can also
convert their bitcoin into E-cash from the bank aswell. A user can buy goods from the
super shop/application, if the super shop/application has a bitcoin wallet, then they
can receive the bill in bitcoin, otherwise, users have to pay the bill as E-cash. Super
shop/application can deposit their E-cash in the bank and they can also convert their
bitcoin into E-cash from the bank [1]. This simple online E-cash scheme is more
secure, and this cryptocurrency method is more reliable and faster than any other
currency systems (Fig. 1).

Fig. 1 Simple basic model
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4 System Operation

4.1 System Design

There are three actors in the E-cash model. The first one is user, the second one is
bank and another one is super shop/application. Users can withdraw E-cash from the
bank. If the users have bitcoin, they can convert it into E-cash by the bank transaction
and then they can withdraw E-cash as the same process easily. A user can pay any
type of bill in the super shop by E-cash. If the super shop does not have any system to
receive bitcoin, then the super shop can take their bill from the customer on E-cash
method by their own super-shop application. With this application, customers will
pay their bills easily. Super shop can deposit money to the bank on E-cash (Fig. 2).

In this system, we are showing the easiest way to the user to use bitcoin in real life.
The system also represents how to make payment by using bitcoin. A user can order
necessary goods from the super shop by using the super-shop apps. After ordering,
user can complete the user’s payment in two ways.

First one, a user can make payment by bitcoin. If the user wants to pay through
bitcoin, the system will convert it into E-cash or money, and then the super shop will
receive the money. After receiving money super shop will prove the payment [14].

The second one is, a user can pay on E-cash. If the system will convert E-cash to
money than the system can receive payment from the customer, otherwise transaction
will be cancel.

Fig. 2 Proposed system
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4.2 Hash Function

Hashing algorithm is a mathematical procedure that takes the information contained
in files and scrambles it to create a fixed-length string of numbers and characters [7].
In this paper, we approach SHA-256 to digest the information and encrypt it using
the user’s private key and users can share their public key to decrypt it [11, 12], and
get the payment to the client. A strong cryptographic and blockchain technology
process the whole system easily [14]. So that no one can freeze the account and the
transaction is safe.

P(H(X) = i) ∼ 1/N (1)

Here,

• [0, N] is a small fixed-length output.
• i = infinite and it is a large input domain.
• Regular hash function h = H(X) is using for the hash table.

We are using strong collision resistance to perform the hash function, and it can
computationally infeasible to find any pair (X, Y ) such that H(X) = H(Y )

4.3 Payment Gateway

In the payment gateway, the system represents a user on how tomake payment. A user
can make a payment on bitcoin then it will be converted into money by super-shop
application. This application sends a notification with a request for verification to the
customer. We will observe two options YES or No. If the customer presses YES then
he/she gives access to generate OTP. Then a secret code will be sent through OTP
to super-shop application [4]. The secret code will authenticate by the system. After
authenticating, the system verify and confirm certificate acknowledgement, will be
sent to the customer. Customers receive a short message of successful payment [14].
If the customer presses No, then the transaction will be canceled (Fig. 3).

Our approach proposed system is functionally related to credit or debit card
system, but our approach system is more secure than any other system. The debit
card or credit card system produce hand cash, and our approach system produce safe
E-cash transaction.

4.4 Limitation of Some Research Works

(Table 1).
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Fig. 3 Payment gateway

4.5 Proof of Work

Hashcash is a method that is generated proof of work to verify the data in an easy
way [20]. Proof of work is a random process with low probability. The trial and error
are required to generate valid proof [21]. Hashcash proof of work is using to generate
a new block in the bitcoin.

Hash(B) ≤ balance(U ) ∗ M/D (2)

Here,

• Hash (B) is the hashing function.
• B is the block header of the current block.
• Balance (U) is a function that returns the balance of address U.
• M is the maximum value of the hashing function.
• D is the target difficulty.

4.6 System Algorithm

Step 1: Start the procedure.
Step 2: Input all of the goods (products) items.
Step 3: Get an online memo to purchase.
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Table 1 Limitation of some research work

Author information Limitation Our approach system

Mauro Conti, Senior Member,
IEEE, Sandeep Kumar E,
Member, IEEE, Chhagan Lal,
Member, IEEE, Sushmita Ruj,
Senior Member, IEEE, “A
Survey on Security and
Privacy Issues of Bitcoin”
arXiv:1706.00916v3 [cs.CR]
25 Dec 2017

Anonymity level depends on
the number of participants,
vulnerable to DoS (by stalling
joint transactions), Sybil, and
intersection attacks, prevents
plausible deniability

Our approach system security
is better than others. So, our
system will be safe from any
other attack as like as DoS

Aboud, Sattar. (2014).
Analysis of Offline E-cash
Schemes International Journal
of Advanced Research

They cannot fulfill about
crypto security

Blockchain technology, hash
function are mainly focus on
crypto base security to protect
the system from unauthorized
access

U. Mukhopadhyay, A.
Skjellum, O. Hambolu, J.
Oakley, L. Yu and R.
Brooks, “A brief survey of
Cryptocurrency systems,”
2016 14th Annual
Conference on Privacy,
Security and Trust (PST),
Auckland, 2016,
pp. 745-752, https://doi.
org/10.1109/pst.2016.790
6988

Their model cannot ensure
proper security-based work

We ensure high security with
digital signature authentication
[13]

H. Tewari and E. O. Nuallain,
“Netcoin: A Traceable P2P
Electronic Cash System,”
2015 IEEE International
Conference on Web
Services, New York, NY,
2015, pp. 472-478,
doi:10.1109/ICWS.2015.69

This system showed
peer-to-peer transaction
system but they did not
connect to the bank this is an
important thing about
economic

Our approach system is
decentralized and peers to peer
connection in transaction [19].
We can establish a better
relationship between the bank,
user, and super
shop/application

Step 4: Give the payment using bitcoin; if Yes, then convert the bitcoin into
E-cash, otherwise E-cash has to be paid.
Step 5: Verify the payment; if Yes, then receive the money and get notification
to the customer with payment confirmation and acknowledgment, otherwise stop
the procedure.
Step 6: End the procedure.

http://arxiv.org/abs/1706.00916v3
https://doi.org/10.1109/pst.2016.7906988
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Fig. 4 Market capitalization of bitcoin from 2013 to 2019

5 Cryptocurrency Market Analysis

Based on the 2019 market analysis, bitcoin was the most valuable cryptocurrency
in the world. From the world market analysis, bitcoin’s fastest-growing market is in
North America and the largest market in Europe, the Middle East, and Africa. The
CAGR of bitcoin is 62.2% [7] (Fig. 4).

From the market capitalization of bitcoin 2013 to 2019 analysis report, we can
see that bitcoin is the fastest-growing cryptocurrency in the world and day-by-day its
value is increasing rapidly [7]. In 2017 bitcoin market capitalization was $566.26 bn
USD, it was the highest market value of bitcoin and 2019 market capitalization was
$237.1 bn USD. Today’s market analysis bitcoin price is 9164.54 USD, and bitcoin
cash price is 221.8 USD, where the Etherium price is 225.71 USD. In Europe/Latin
America, 85.6% of people are using cryptocurrency [7]. It is the most valuable
currency in the future and no one could use the hand cash. So, we are approaching
this system based on market capitalization analysis of cryptocurrency.

6 Observation

Our approach proposed system efficiency is good, and it can be performed very
well. The blockchain technology and cryptographic algorithm increase the system
accuracy and make it more powerful. A comparative study between existing system
and proposed system [22] is written below (Table 2).
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Table 2 A comparative study of existing and proposed system

S. No. Existing system Proposed system

1 The existing system can produce physical
hand cash

The proposed system is an approach to use
digital currency

2 The physical currency transaction rate is
high, third party costs are included in their
transaction process

Bitcoin/E-cash transaction cost is less than
other currency

3 Physical currency is not safe for users, it
can harmful and sometimes the user can
face the robbery problem. There is a lack
of privacy and scalability

Digital currency is more secure and
blockchain technology is used to increase
the number of security and Special
emphasis on privacy and scalability

4 Central banks are creating a vital role in
monitoring the currency policy

Decentralized digital currency and
generate peer-to-peer connection easy to
use [8]

7 Advantages

i. Freedom of payment.
ii. Bitcoin wallet account is safe and there is no possibility to freeze the account

by anyone.
iii. The transaction process is well organized, no one could rob the bitcoin/E-

cash easily. Blockchain technology is used to protect the wallet for hackers
or unauthorized access [23].

iv. The transaction cost is less than the other cost.
v. No third party is interrupted by their transaction process, so it is smooth [24].

8 Conclusion

From the above research work, it is concluded that the bitcoin is considered as a new
platform to deploy digital currency. This research work explains the process, advan-
tages, and disadvantages of bitcoin [1]. Bitcoin is not perfect but it remains useful for
users. It is a safe transaction network [22]. Bitcoin transaction is more secured, and
it does not flash users’ personal information. The digital currency exchanges have
now gained the access to convert bitcoins into fiat currency. Electronic cash provides
strong security [2], where the bitcoin wallet cannot be hacked by the intruders. The
transaction procedure is safe [25] and no third party can interrupt the transaction
[24]. Nowadays, 200 million bitcoin wallets are available in the world and more than
400,000 people are using bitcoin every day [6]. Day-by-day the bitcoin wallet users
are increasing with a continuous increase in its economic value, where it can help us
to make our new digital lifestyle more secure and safe.
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9 Future Work

Physical money and the physical transaction will be decreased while all the systems
are digitalized, and people can use to do transactions digitally by using bitcoin or
E-cash. In the future, the world transaction will be held by bitcoin [15]. In the future,
interest in E-cash will be surveyed and this proposed approach will be modified to
achieve a better user experience and satisfaction.
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Smart Electrification of Rural
Bangladesh Through Smart Grids

Dhrupad Debnath, Abdul Hasib Siddique, Mehedi Hasan, Fahad Faisal,
Asif Karim, Sami Azam, and Friso De Boer

Abstract A smart grid is a new technology that integrates power systems with
communication systems. It is an intelligent and efficient management system that
has self-healing capabilities. The smart grid can be applied to manage networks that
integrate different types of renewable resources for power generation. Bangladesh is
currently experiencing severe power deficiency. Renewable energy sources such as
solar power and biogas can play an important role in this scenario, especially in rural
areas where electricity is even scarcer. By applying prototype concepts of smart grid,
power generation from renewable resources and efficient load management can be
achieved by a centralized control center. This will control the on-off sequence of the
load andmaintain the system stability. In this paper, different aspects of implementing
a prototype of the smart grid in the rural areas of Bangladesh are discussed.
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1 Introduction

Capability in electrical power generation is a major driving force towards socio-
economic development of a country. For a developing country like Bangladesh, the
electricity capacity of power generation is far less than the demand [1, 2]. Therefore,
to cope with the rapidly escalating demand for electricity, rigorous attention needs to
be provided to generate electrical energy from renewable energy sources [3]. Rural
areas of Bangladesh have limited access to the electrical power supply from the
national grid compared to the urban areas [4]. People living in rural areas which do
having electricity encounter frequent power shortages [4]. Solar photovoltaic (PV)
systems arewidely implemented in these areas [4]. Toprovide electricity in rural areas
with renewable resources, a prototype of the ‘smart grid’ concept can be considered.
This approach can lead to cost-effective deployment, efficient operation and good
maintenance of the deployed system [3]. Some aspects of the smart grid systems can
be implemented in this type of approach. This paper provides a discussion on how a
basic framework of a smart grid system can be used to achieve control strategies and
well-organized operation of a prototype system that incorporates renewable resources
in rural areas of Bangladesh. The existing power system situation is discussed first
as well as the current state of renewable resources of Bangladesh. A brief overview
of the framework of a smart system is provided afterwards. Challenges of integrating
renewable resources are highlighted. Finally, the different aspects of implementing
the prototype using smart grids concept are discussed.

2 Existing Power Scenario of Bangladesh

Bangladesh, a low-income developing country [5], is highly vulnerable to setbacks
arising from the ongoing electricity crisis. Natural gas, the main source of fuel for
energy generation, is responsible for around 72% of the total commercial electricity
consumption and around 81.72% of the total electricity generated [6, 7]. But, studies
show indicate that the gas demand will increase up to 4,567 mmcfd by 2019–2020
[8] resulting in a shortfall of around 1,714 million cubic feet per day (mmcfd) [8].
Even if a slow growth rate of GDP is considered as 5.5% till 2025, Bangladesh will
need about 19,000 MW of additional power each year [8].

Solving the ongoing electricity crisis was one of the major issues in the election
manifesto of the current government [8]. The government focused on Quick Rental
Power Plants which run on diesel fuel. Initially, it was able to reduce the gap of
generation and demand for electricity, but the fuel cost made the cost of electricity
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considerably higher [9]. Due to the latest rise in oil prices in the international market,
government subsidies for petroleum-basedpower plantswent up.As a result, the price
of electricity per unit was increased three times within just four months. Cost per
KW-hr of electricity rose from TK 4.16 (USD 0.051) to TK 4.72 (USD 0.058) on
December 1, 2011, then to TK 5.02 (USD 0.061) on February 1, 2012 and finally
to TK 5.32 (USD 0.065) on March 1, 2012 [10, 11]. The average production cost
of a unit of electricity is Tk 5.70 (USD 0.070), according to the Bangladesh Power
Development Board (BPDB) [9].

As a developing country, it is not surprising that Bangladesh depends quite heavily
on coal to produce electricity [1]. In the short term road map to meet energy demand
by 2015, the Bangladesh government had contracted almost 2600 MW of coal fire
power plants in Chittagong and Khulna [1]. A study of carbon emission shows that
carbon dioxide emission rate (Metric tons per capita) increased very rapidly from
0.2 in 2005 to 0.3 in 2008 [3]. These developments current developments in power
generating plants will make Bangladesh more vulnerable to high carbon emission.

System loss is another major problem for power systems in Bangladesh. This
consists of the line loss, heat loss, unaccounted energy usage and electricity theft.
System loss affecting public utilities is a persistent problem in Bangladesh’s infras-
tructure. According to BPDB, the overall system loss calculated in 2008–2009 was
6.58% of net generation [1]. The monthly system loss for various months of the
year of 2011 in Dhaka, based on information provided by Dhaka Electricity Supply
Company Limited (DESCO) [2] is shown in Fig. 1.

The inefficiency of the overall transmission and distribution system, shortage of
gas, unavailability of some power plants from time to time due to maintenance,

Fig. 1 System loss percentage in Bangladesh from 2000–2019 [2]
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rehabilitation and overhauling, degenerated capacity due to aging of power plants
are also some other problematic issues for the power system in Bangladesh [1].

The dependency on natural gas, oil and coal as well as abovementioned issues
have changed the focus to renewable energy resources. Biomass, Biogas, Solar,
Hydropower and Wind are the potential sustainable sources of energies. Energy
security, as well as a cost-efficient and effective power supply to the off-grid rural
areas of Bangladesh, can be provided if electricity can be harnessed from these
renewable resources [3]. It is therefore imperative to study the renewable energy
scenario of Bangladesh.

3 Renewable Energy Scenario in Bangladesh

To meet the existing deficit in power generation, renewable resources are becoming
more attractive alternatives in Bangladesh. As a result, a policy for the effective
utilization of renewable energy resources has been adopted by the Government of
Bangladesh (GOB) [3]. The focus of this policy is to shift the considerable depen-
dency on conventional fossil fuel-based thermal power plants. Global depletion of
fossil fuels, increasing cost of purchasing and importing as well as a desire to move
towards clean energy are the main driving forces behind it. So, the necessity of
harnessing energy from renewable resources is essential. Among different types
of available renewable resources in Bangladesh, the most potential ones which be
explored rigorously by Bangladesh are discussed below.

3.1 Solar Energy

The abundance of solar radiation (daily 4.0–6.5 kWh/m2) [12] has enabled the poten-
tial growth of solar-based energy resources in Bangladesh. The months of March to
April and the months of December to January provide maximum and minimum solar
radiation respectively [13]. Photovoltaic (PV) solar systems and Concentrating Solar
Power (CSP) systems are themost common technologies. PV solar systems have been
implemented extensively throughout the country, mostly in rural areas [3]. 801,358
Solar Home System (SHS), having a capacity of 36.5 MW, had been installed by
January 2011 [3].

3.2 Biomass Energy

Bangladesh is an agricultural country. So, biomass is the most notable energy source
in Bangladesh as biomass covers all types of organic matters which are available
from a different type of crops. Biogas plants also use animal wastes from dairy and
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poultry farms. 70% of total final energy consumption is produced by biomass in
Bangladesh [14].

3.3 Wind Energy

Wind energy generation has some prospects in the coastal areas of Bangladesh. The
average wind speed available in coastal areas is 6.5 m/s and the density of wind
power varies from 100 to 250 W/m2 [15].

3.4 Hydro Energy

Bangladesh is a land of rivers. Approximately 1.4 trillion cubic meters of water
per year flowing through different rivers. Even though the land is fairly plane, high
current flows through major rivers for six months of the year which provides some
locations with the prospect of 10KW to 5 MW power generation capacity [3].

Based on a study by Kaiser et al. [16], the relative contributions in terms of
installed capacity in MWp for five renewable resources in Bangladesh are shown in
Fig. 2. From the chart, it can easily be interpreted that solar and biogas are playing
the most significant role. So it can be concluded that for rural areas, solar power
can be the obvious choice for the main power generation source of a prototype grid
where some technologies of smart grid concepts are implemented. For the successful
implementation of this type of approach, the basic elements of the smart grid need
to be reviewed.

4 Framework of Smart Grid

A smart grid is an intelligent network that uses digital and other modern technologies
to observe and supervise the transportation of electricity from different generation
resources to meet the dynamic electricity demands of the customers. Smart grid
manages the requirements and capacities of all parts of the system including gener-
ators, grids, and customers as efficiently as possible. As a result, it minimizes costs
and environmental impacts and maximizes system stability, reliability and resilience
[17].

Smart grid helps to operate and proficiently manage the existing grid. The integra-
tion of a bi-directional communication system integratedwith the power system is the
most unique feature of the smart grid. Perhaps the most important feature of a smart
grid is the ability to dynamically integrate the variable renewable resources which
helps to reduce carbon emission and assists to meet the future power demand [18].
To maintain the balance of supply and demand, it also includes a storage system.
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Fig. 2 Contribution of different implemented renewable energy technologies in Bangladesh in the
year 2019 [2]

It is equipped with a real-time metering system that allows customer interaction
facility, dynamic tariff system and demand-side management. Self-healing feature is
an important characteristic of a smart grid. To maintain the stability of the system,
the operators can manage the distributed resources to provide reactive power, voltage
support and other ancillary services using the two-way communication infrastructure
of the smart grid [19].

The technological improvements in the areas of communication, control and
sensor technology are enabling the gradual implementation of a smart grid all over the
world. The existing grids need to be updated with modern technological advance-
ments for the transformation towards a smart grid. A standardized bi-directional
communication system is the first area that needs to be updated. Integration of
improved power electronics and measurement devices is also an integral part of
a smart grid. An appropriate control method needs to be developed and implemented
for the successful application of smart grids [20, 21]. The proposed prototype system
borrows these features of smart grid technology along in addition to some other
elements.
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5 Smart Grid Prototype for Rural Areas of Bangladesh

Solar power is the most prominent source of renewable energy in Bangladesh [16].
For rural areas of Bangladesh, the Solar PV systems are most widely used. The
goal of this smart grid prototype system is to provide electricity to a group of rural
households of Bangladesh with the Solar PV system (Fig. 3).

5.1 Structure of Smart Grid Prototype

A stand-alone solar PV system consists of a solar panel, a charge controller circuit
and a battery [22, 23]. As our existing system is an AC grid, the electricity obtained
from the solar PV system is fed to the inverter before reaching to the load [23]. In
case of a DC grid, the electricity can be directly provided to load.

Renewable source of energy, that is the solar PV system, will be connected to the
grid through a charge controller circuit. Depending on demand and generation, the
charge controller circuit will control the charge flow to the energy storage device
and the load. During high demand, available electricity will be directed to the load.
During excess generation, the controller circuit will charge the battery so that this
energy can be used later. Also, the controller circuit will charge the battery if the

Fig. 3 Overview of a smart grid prototype for rural Bangladesh
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charge level falls below the threshold value of the battery. When there is a generation
greater than the rated value, the controller circuit can trip to protect the devices as
well [24]. The electricity produced is connected to the distribution system. A Central
Control Unit (CCU) controls the total system. It includes communication devices,
monitoring devices and decision-taking system.

The communication with other devices can be maintained with a wired or wire-
less connection. Wireless communication systems can include Zigbee and IEEE 802
based standards for short-range and moderate range applications respectively [25].
Power Line Communication (PLC) system can be implemented for the wired system.
These components will have a built-inmodem. All the components will be communi-
cating with the CCU using themodems. Communication is one of themost important
parts of this system. So, it needs to be ensured that the communication links among
the modems have minimal channel errors and thus high reliability.

The monitoring system will be composed of different measuring devices. These
deviceswillmeasure different parameters such as voltage level, current, energyusage,
generation, demand, etc. Since the loads are not sensitive, the measurements will be
taken and transmitted to CCU periodically. This will result in a less complex system.

The decision-taking system of CCU will analyze these data. Based on it, it will
take decisions that will be transmitted to respective components through modems.
So, necessary actions will be taken corresponding to current parameters for efficient
operation and management. For successful operation of the prototype, several other
applications are also required.

5.2 Prototype of DC Grid

Since a solar PV system is applied, henceDCpowerwill be generated. So, a prototype
of the DC grid is required. The solar panel will be connected to a charge controller
circuit which will be then connected to a DC grid through an energy storage device
like a battery. The DC grid will be connected to loads through inverters which will
convert the DC power to AC. All the inverters will be connected with CCU. Figure 4
shows the setup of the prototype DC grid. DC transmission system is preferred over
AC transmission due to its higher efficiency. Only loss got is at the conversion of
DC-AC. This is about 5–10% of the generated power. As micro inverters are used
the loss will be towards the lower side of the band.

5.3 Synchronization of Voltage, Frequency and Phase

Synchronization of voltage, frequency and phase is an imperative aspect of this
system. The inverters need to be synchronized before connecting them to the grid.
A load and its associated inverter will be taken as reference node by the CCU. All
other inverters will be synchronized corresponding to this inverter by CCU. TheCCU
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Fig. 4 Prototype of DC grid

will measure the voltage level. There are multiple inverters in this system each one
connected to DC link. Each inverter is driving different load in the network. CCU
controls the on-off sequence of these inverters according to the demand. Multiple
inverter system has been proposed for this system to increase the reliability of the
system. A central big inverter can go down even if one solar panel does not function
properly whereas micro inverter diminishes this problem.

The control algorithm can be expressed as below.

• Initialize the reference inverter out of ‘N’ inverters and assign its index i = 0.
Turn off all the switches at other loads.

• Measure the voltage (v), frequency (f ) and phase (Ø) of each inverter and transmit
to the CCU:
{F}i = {v, f , Ø}i where i = 1, 2,3 …… … (N − 1)

• while {F}ref �= {F}i do
if {F}ref < {F}i then {F}i = {F}i − � {F}i
where � {F}i = step size
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elseif {F}ref > {F}i then {F}i = {F}i + � {F}i
else turn on the switch.
end while

• Transmit the decisions to the sensors at each load.

This control algorithm can also be applied if an inverter goes out of synchroniza-
tion due to a major disturbance.

Voltage, frequency and phase of an incoming node and compare it with the refer-
ence node. Then CCU, using a control algorithm, will instruct the new incoming
node to match its measured parameters till synchronization is achieved. This process
is similar to the concept of micro-grids [26].

5.4 Control of Harmonics

The inverters can produce harmonics. Tomitigate its effect, theCCUwill periodically
measure the voltages from the measuring devices connected at each inverter. Based
on this, the CCU will perform a harmonic analysis and take appropriate measures to
control the harmonics within an acceptable level [27].

5.5 Managing the Prototype with Hybrid Energy Sources

Diesel generators are the cheapest and the most easily available generators in
Bangladesh [4]. It is widely used in rural areas for irrigation as well as supplying
electricity during load shedding [4]. Since there is a lot of power shortage in rural
areas, the people in these areas use diesel generators as back up source of electricity
if they can afford it [4]. The prototype can have hybrid energy sources by including a
diesel generator with renewable energy resources. This diesel generator can be used
as a backup unit to provide electricity to the system when the load demand is higher
than the capacity of solar PV sources. It can also be used to charge the battery when
the battery voltage becomes low and there is no solar power available to charge the
battery. Since a diesel generator is anAC source, it cannot be connected to theDCgrid
directly. So, a rectifier needs to be placed in between the DC grid and diesel gener-
ator. Traditionally, the diesel generator is turned onmanually when it is required. But
this can be done automatically as well by using a smart controller circuit. The smart
controller can measure the voltage level of the solar PV system and load demand
and based on that the smart controller can take decisions by itself whether the diesel
generator should be turned on or not. Sensors placed on the battery will transmit the
voltage level of the battery to the controller. The controller will compare this value
with a threshold value. If themeasured voltage of the battery is less than the threshold
value, a smart controller will turn on the diesel generator. If the operating load goes
beyond the rated value of the solar PV system, themeasured value will be transmitted
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to the CCU which will switch off the loads. When there is low demand, like after
midnight and when the charge level of the battery is also low, the diesel generator
can be turned on to charge the battery. Since Biogas is also largely available as a
renewable resource in rural areas [16], it can also be incorporated with the solar PV
system in future.

5.6 Synchronization for AC Grid

The synchronization process for the prototype of the DC grid has been discussed
previously. The similar approach can be followed to synchronize the inverters of
multiple solar PV systems. These inverters need to be synchronized prior to their
connection to the grid. Different operating parameters of these inverters will be
transmitted to the CCU. The CCU will then compare these values with the refer-
ence node values and synchronize the inverters by instructing them to match the
parameters.

5.7 Incorporating Irrigation Pumps

Bangladesh is an agricultural country. So, there is a lot of demand for irrigation
pumps. This demand even gets even higher during the dry summer seasons. As a
result, a lot of power outage takes place during the dry season when load demand
in city areas, as well as rural areas, increase altogether. The irrigation pumps are
mostly induction motor-based pumps [4]. As have known, the characteristic of the
induction motor is to draw a large starting current. Solar PV systems are sometimes
used to power these irrigation pumps [4]. So, the large starting current of the induction
irrigation pumps can exceed the rated current values of solar PV systems [4]. The
prototype system can accommodate this scenario. When the pumps are turned on,
the sensors will transmit the signal to CCU. The CCU can monitor the current level
and manage other operating parameters to accommodate the large staring current. It
can also switch off other loads and turn on the diesel generator if required.

5.8 Protective Mechanism

Self-healing characteristic is an important aspect of smart grid systems.Theprototype
system can incorporate this idea. Since the prototype system has sensors all over
which communicate with the CCU, the prototype system can sense the irregular
operating conditions and take required remedial actions. The prototype system will
be capable of detecting over-voltage or under-voltage conditions of the sources.
When the demand gets too high, the CCU can manage this situation by adding more
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sources on the generation side. It can also manage the system by switching off some
loads, which is also known as load side management. The prototype system will be
equipped with the ability to provide reactive power support to the grid. To increase
the protection of the total system, a coordinated protective relay system will be
implemented as well. Frequency droop regulation technique should be implemented
in the system to provide the real load (KW) sharing [28].

5.9 Load-Energy Economy

Demand-side management is an integral part of the prototype system. This helps to
maintain the balance of generation and demand. Public awareness has to be created to
ensure the efficient use of electricity. The people need to be educated and informed
about when to use what type of devices. Users should be encouraged to change
their habits to reduce the wastage of electricity. Sometimes, people keep electrical
devices turned on even if they are not required. By creating public awareness, these
types of behaviours can be changed. Also, users should be aware of peak demand
periods. They should be encouraged to use less electronic devices during peak hours
if possible. This will reduce and shift the peak demand and hence accommodate low
generation during high demand [29].

5.10 Local Energy Economy

The local-energy economy will help the users under the prototype system to manage
their load. When generation balances the demand, the price of electricity will be low
[30]. But when demand is higher than a generation, power has to be bought from the
grid or it has to be generated using the diesel generator. This is most likely to be at
a higher price [30]. Also, excess generation from solar PV can be sold to the grid
or used to charge the battery for later use. The difference in the price of generating
power between the solar PV system and grid & diesel generator will encourage the
more responsible application of demand-side management by the users [30].

6 Smart Grid and the Internet of Things (IoT)

The Internet of Things (IoT) is a breakthrough technology using which surrounding
objects are connected through wired or wireless networks without any user interven-
tion. The objects then become capable of communicating and exchanging infor-
mation among themselves as well as to any servers that are available through
local networks or public infrastructure such as the Internet. The information that
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Fig. 5 IoT-based smart grid [32]

is collected and analyzed through multifarious IoT devices can offer advanced
intelligent services to users [31].

In any Smart Grid setup, as shown in Fig. 5, application of IoT is vital, as it inte-
grates almost in every sub-part of a SmartGrid, frompower generation to distribution.
Even at the users’ end, various aspects of power consumption can be effectively quan-
tified and enhanced, bringing a range of benefits to not only the power distributors
but also to the user base.

Transformers are a key component in electricity distribution and transmission
for recalibrating the source voltage for customer use. IoT enabled sensors can be
installed internally to gauge operating parameters such as temperature, current, oil
level fluctuation and even real-time environmental humidity and unit vibration [33].
All parameter values can be transmitted to monitoring stations through GPRS in
real-time. This instantly alerts the monitoring stations in case of any emergency
occurrences.

Further, sensor-enabled IoT based Power Meters, placed in any household that
has basic home network-enabled, can collect many parameters from different devices
in the household that uses electricity. This data can then be put to use for analyzing
electricity usage, calculate billing information, make real-time decisions on load
distribution, recognize detect unwanted malfunctions and even risks of probable
outages. In addition, the power wastages can also be separately calculated, which
can have a strong positive effect in reducing the overall monthly bill [34].

There were just a few of the examples of how IoT empowers a Smart Grid setup.
IoT devices can further be placed into almost at any point of a Smart Grid and
can amass a massive range of critical operating information. Such large datasets of
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information can also be processed using state of the art machine learning algorithms
[35] to generate prediction patterns. Such advanced analytics can not only bring
considerable improvement in service and cost savings but also can enable automatic
fault-tolerant processes within various internal equipment [36].

7 Conclusion

The increasing price of electricity, rising power demand, and significant generation
deficit is drivingBangladesh tomove towards renewable resources. Different types of
renewable resources are nowbeing explored and implemented as an alternative source
of energy, especially in rural areas. Instead of managing these systems centrally, it
will be more effective to manage these resources on a small scale. A prototype of
a smart grid as discussed in this paper can ensure the intelligent and autonomous
management of supplying power from renewable resources to a few households in
rural areas. It can also control the load side more efficiently and thus contribute to
the solution of the energy crisis in Bangladesh.
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Dissimilar Disease Detection Using
Machine Learning Techniques
for Variety of Leaves

Varshini Kadoli, Karuna C. Gull, and Seema C. Gull

Abstract Agriculture is one of the main sectors in which about 70% of the popula-
tion is dependent on, in India. The leaf disease detection would help the agriculturist
in knowing whether the plants are affected by the disease before it could spoil the
entire plantation. The method proposed helps in the early detection of leaf disease if
the plant is affected. Advance machine learning has been used to determine the same
by taking the diseased leaf image as an input. The system adoptedwithK-means clus-
tering and the support vector machine classification technique after proper training
is utilized for testing any plants’ leaf diseases. The accuracy of the result obtained is
in the range of 85–88%.

Keywords Image processing methods · Machine learning (ML) · Classification ·
Support vector machine (SVM) · Standard deviation (SD) · K-means clustering ·
Accuracy

1 Introduction

Developing world population has brought a ton of weight on rural assets. It is basic
to get the greatest yield from harvest keeping in mind the end goal to support the
populace and the economy. Plant diseases are the primary wellspring of plant harm
which brings about financial and generationmisfortunes in agrarian ranges. Inferable
from troubled climatic and ecological conditions, an event of plant illnesses is on the
ascent. There are different sorts of diseases in plants, the assortment of side effects,
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for example, spots or smirch emerging on the plant leaves, seeds and stanches of the
plant. Keeping in mind the end goal to deal with these elements viably, there is a
need to present a programmed strategy for plant observation that can examine plant
conditions and applied information-based answer for recognition and groups them
into different infections. Machine Learning is one of the distinguished methods for
a proper structure to bolster this issue.

The proposed work includes the impression of image processing, where an input
provided is an image, and the output might be an image or attributes of the image
which helps to quantify input image. “An image is an array, ormatrix, of square pixels
arranged in rows and columns.” As the image is a two-dimensional array, normally
an advanced image is eluded as image components or pixels. Each pixel in the image
is recognized by one or more numerical qualities that ultimately lead to being the
characteristics of the image. For grayscale images, a solitary quality recognizes the
force of the pixel. The intensity range can be of [0, 255] range. For color images,
“image handling is a multidisciplinary field” [1]. It additionally concerns different
regions, for example, machine learning, counterfeit consciousness, human vision
research and so on.

1.1 Motivation

Due to the extreme climatic and ecological conditions, plants usually get affected
by certain diseases. Leaf disease detection would help in identifying whether the
plant is affected by the disease by its leaves. Advancement in technology, the way
interacted with the environment, is also changing. This change can influence us to
get better in each and every field including image processing technique. Exploring
the connection between the physical and digital world may help the farmers. The
method of detecting leaves diseases provides a helping hand to the agriculturists. It
may give the farmers the best way of knowing about the health of the plant that they
are yielding in the field. Machine learning is one such method that helps in detecting
the disease in the leaves.

1.2 Problem Statement

To emerge automatic disease detection, a tool takes the leaf image as an input and
enhances the image by applying different enhancement technique. Later, segmenta-
tion operation is applied to an enhanced image utilizing the k-means clustering algo-
rithm. Features are extracted from the clustered images. Based on these features, the
leaf is classified as either diseased or healthy using support vector machine. Thus, to
find healthiness of a variety of leaves, a method is proposed as “dissimilar disease
detection using machine learning techniques for a variety of plants’ leaves.”
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2 Literature Survey

The proposed method has been obtained after going through the papers.
Apple leaf disease is one of the main problems that [2] have become the constraint

in the growth of an apple. Apple leaf disease detection is done using image processing
techniques and pattern recognition techniques. A color RGB input image of the apple
plant is taken and then converted HIS, YUV and gray models. The background was
then later removed using a threshold value and the spot segmentation was done using
region growing algorithm (RGA). Around 38 classifying features were extracted
based on color, texture and shape. The most valuable or the features considered
important was extracted by combining genetic algorithm (GA) and correlation-based
feature selection (CFS) to reduce the dimensionality of feature space and improve
the accuracy of apple leaf disease detection. Finally, the SVM classifier is used to
identify the disease that occurred in the apple leaf.

It explores the various imaging techniques. [3] These are developed mainly with
a motto on deployment for monitoring methods for plants or crops. Classification
of plants is done whether one is a healthy or diseased plant. It is expected to be
accurate and the diseased plant should be detected as early as possible to help the
agriculturists. Hyperspectral imaging has been used for the review. It is further used
to provide additional information about the plant.

Machine learning is an advancement that has been in used in present days [4].
It is now developing and reduces the human effort and it comes under the field of
computer vision. The diseases caused have a dangerous impact on agriculture. So a
method is developed to detect the leaf disease. Normally, a plant is said to have a
disease if it is affected by the pathogens such as bacteria, fungi and virus. Prediction
for earlier detection has been used. This is done by using machine learning. Deep
learning algorithms are also further used to detect the same. It acquires the data for
the detection and the data is being stored in the cloud. It goes through the stages
like image acquisition, image segmentation, feature extraction and classification. It
also has to recognize the plant and hence the disease it has been affected. The output
obtained is in the form of graphical visualization.

Spectral imaging has been in use within breeding because of the utility as a
non-invasive diagnostic tool [5]. Canopy-scale measurements have resulted in low
precision. It mainly tries for a prototype for the design that is a multi-spectral system
for the study of plants. This analysis mainly takes machine learning into account for
feature selection, disease detection to carry on with the classification. It further helps
in the improvement of the system. The proposed model produced accurate results up
to 92%when imaging was done for oilseed rape plants. False-color mapping of vege-
tation was used. The structure of the plant was further recorded using photometric
stereo. The shape of the plants was also recorded. This allowed for the reconstruc-
tion of structure and leaf texture. The importance of this is to capture the structural
information with the effect of reflectance and classification. This could be used in
plant breeding with the quantization capability.
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Evaluation in cluster analysis produces different clusters when used in diverse
clustering techniques [6].

The distance between data vector x and centroid v is computed as using various
measuring techniques.

The suggested depends on your dataset and output required that choose the proper
distance measuring method with K-means to get the required output.

The feature set obtained is used for robust visual object recognition and identifi-
cation [7]. The classifier used is SVM-based identification. The test case used here
is human detection as a test case. The existing edge and gradient descent-based error
detection are used for description. Histograms of oriented gradient (HOG) have been
used for the test case as mentioned. This new approach has been an improvement in
technology and hence gives a near-perfect classification of the pedestrian database
including the pose variations of the human beings.

Euclidean distance:
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Raspberry Pi has been used as a controller to detect plant diseases and prevent them
from spreading [8]. For image analysis, K-means clustering was done. According to
the research, the leaf ailment was necessary to be recognized since it automatically
detects symptoms of the plant diseases by K-means clustering in image processing.
It has been useful for upgradation. It recognizes the diseases by using the particular
picture and then providing the information by email, SMS. Automatic detection of
diseases by its symptoms is done which would reduce the use of pesticides and hence
increase the productivity in the farm.
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Fig. 1 SVM basic operation
(Anon. 2011)

The authors explained the support vector machine [9] algorithmwith the objective
function.
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where θ is the parameter vector, x is the feature vector, n is the number of features,m
is the number of training sets, C is the regularization parameter, cos t1
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are the costs when y = 1 and y = 0, respectively.
A basic representation of how it splits the data is shown in Fig. 1.
They said that for a given dataset, there may be multiple possibilities of hyper-

planes but the SVM algorithm chooses the one that provides the greatest margin or
the maximal margin between the classes. It is one of the sophisticated classification
methods with high classification accuracy which made it so popular.

The process of classification of pomegranate leaf detection was done using image
acquisition, image preprocessing and image segmentation, and thus, feature extrac-
tionwas done [10]. The classification followed themethod of support vector machine
(SVM). Spatial filter, K-means clustering, GLCM were the additional techniques
used to produce 90% result.

3 Proposed Methodology

The steps involved in the execution of the proposed work are image acquisi-
tion, preprocessing, feature extraction and classification which are explained in the
following section.

3.1 Image Acquisition

“In image processing, the image acquisition can be defined as the process of retrieving
the image from different types of sources.” The hardware-based sources are used to
retrieve the images. Performing image acquisition is always the first step in image
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Fig. 2 Sample images of healthy and disease leaves

processing, because without an image, further, any processing is not possible. In the
proposed method, the images are collected from farms, agricultural universities and
books and data available on the website (which is publicly available) to prepare own
database for healthy trainingof the system.Thedatabase contains the disease-affected
leaves and healthy leaves.

The leaf has four different diseases. They are alternaria, anthracnose, bacterial
blight, cercospora. The sample images of pomegranate plant leaves are shown in
Fig. 2.

3.2 Preprocessing

The image set obtained from the dataset consists of noise. Noise may be dust, spores,
water spots, etc. So images must be preprocessed to remove the noise. After prepro-
cessing, the image should be resized to adjust the pixel values. Then it enhances the
quality of the image with respect to contrast.

Try searching for the threshold that minimizes the intra-class variance [15],
defined as a weighted sum of variances of the four classes:

σ 2
ω(t) = ω0(t)σ

2
0 (t) + ω1(t)σ

2
1 (t) + ω2(t)σ

2
2 (t) + ω3(t)σ

2
3 (t) (6)
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Original 
Images

Contrast-
Enhanced

Fig. 3 Sample images after contract enhancement

Weights ω0, ω1, ω2 and ω3 are the probabilities of the four classes separated by
a threshold t, and b20, b

2
1, b

2
2 and b23 are variances of these four classes. Then class

probabilities and class means can be computed iteratively.
Apply morphological operations on the image (Fig. 3).

3.3 Feature Extraction

In the segmentation stage, the preprocessed image is given as an input. The segmen-
tation means subdividing the whole image region into small regions. In the proposed
method, k-means clustering algorithm is utilized for the segmentation process [11].
It is useful to extract the image structures.

In the proposed system, the k-means clustering intends to partition n perceptions
into k-clusters in which every perception has a place with the cluster with the nearest
mean, serving as a model of the cluster. Clustering is the process of portioning a
group of data points into a small number of clusters. The following objective function
(Equation 7) narrates the same.

k
∑

i=1

k
∑

x∈Si
||x − μi ||2 =

k
∑

i=1

|Si |Var Si (7)

where μi is the mean of points in Si. This is equivalent to minimizing the pairwise
squared deviations of points in the same cluster. For instance, the pixels in the image
are clustered. Of course, this is a qualitative kind of portion. Figure 4 shows the
example of the k-means clustering.

Thus, the steps involved in segmentation process using k-means clustering
operation are

Input: Leaf image.
Output: Segmented clusters of leaf image.
Step 1: Find the centroid of the pixel.
Step 2: Divide the pixels into a cluster.
Step 3: Represent the clustered image.
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Fig. 4 K-means clustering. Courtesy https://qph.fs.quoracdn.net/main-qimg-770e75d8c69d0b7
7f49bb371cad50c3d

Step 4: Segmented output (Fig. 5).

In the proposed strategy, the segmented image is utilized to extract the charac-
teristics of the input image [12]. To extract the region of interest, the estimation of
these characteristics is essential [14].

The features extracted from the segmented images using GLCM are further
utilized for the classification.

Thus, the process for statistical feature extraction is:

Input: Leaf image
Output: Statistical features
Step 1: Read the segmented leaf image
Step 2: Calculate the features by applying the GLCM technique
Step 3: Generate a feature vector.

In the proposed technique, statistical features like mean, standard deviation,
entropy, skewness, kurtosis, correlation, etc. of segmented imageought to be superim-
posed to the sample image. All extracted features of the sample image are compared
to the feature set of training imageswhichwere extricated and stored in characteristics
or feature table (Fig. 6).

Fig. 5 Sample images after clustering

https://qph.fs.quoracdn.net/main-qimg-770e75d8c69d0b77f49bb371cad50c3d
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Fig. 6 Characteristics or feature table

A mid-training phase the feature vector is stored as a text file and it is called as
training data. The text file itself is utilized as a contribution for the classification. In
the training stage, all the images are named utilizing the 0, 1, 2, 3 and 4 rotations.
0 represents the alternaria disease leaf. 1 represents the anthracnose disease leaf,
2 represents the bacterial disease leaf, 3 represents to cercospora disease leaf, 4
represents the healthy leaf. A mid the testing stage all the measurable features are
extracted for the given image and stored as a text file and text data.

3.4 Classification

In the proposed strategy, the support vector machine (SVM) classifier is utilized. In
a high or boundless dimensional space, a machine builds an arrangement of hyper-
planes that are utilized for classification. Here, the margin is being looked to maxi-
mize between the data points and the hyperplane [13]. The loss function that will
maximize the margin is given by

c(x, y, f (x)) = {0, ify ∗ f (x)

≥ 11 − y ∗ f (x), otherwise (8)

The hyperplane is accomplished the great partition if preparing information
purposes of closest separation to any class having the biggest separation. If clas-
sifier having the larger margin, then generalization error will be low. In the support
vector, the data points are near to the isolating hyperplane. By definition, “x” repre-
senting the data points of sort 1 and “−” representing the data points of 2. For a given
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training set, every value is named as having a placewith one of class. It builds amodel
and new cases will be dispensed to one of the classifications. The illustrations are
represented as points in space in Fig. 7.

Essentially, SVM can just resolve issues which are identified with double charac-
terization. Presently, they have been extended to prepare multi-class issue. It utilizes
the one after one strategy to fit all paired subclassifiers furthermore to locate the right
class by choosing component to concede the multi-class order. The workflow of the
proposed system is depicted in Fig. 8.

Fig. 7 Support vector machine

Fig. 8 Block diagram of classification
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4 Experimental Results

The proposed method comprises of 125 pictures; the projected strategy utilizes the
fundamental features like mean, standard deviation, skewness, kurtosis and many
more. These features are put away in the feature or characteristic table as shown in
Fig. 6. This table is acting as a reference of knowledge for the SVM classification.

The extracted characteristics or features of the segmented sample input image are
given as an input for SVM classifier for the classification. In view of these qualities,
it will classify the leaf as healthy and diseased. After classification, the results are
directed with the assistance of performance parameters like specificity, sensitivity
and accuracy. Taking into account, these values can without much strength legitimize
the accuracy of the classification.

4.1 Performance Parameter

The dataset comprises of both diseased and healthy leaf images. The test results can
be positive means; it predicts the image as a diseased leaf. On the off chance that
the test result is negative means, it predicts the image as a healthy leaf. The different
testing results are:

• True Positive—the segmented leaf is healthy or diseased and it is classified as
healthy or diseased respectively.

• False Positive—the segmented leaf is healthy and is classified as diseased.
• True Negative—the segmented leaf is diseased and is classified as diseased.
• False Negative—the segmented leaf is diseased and is classified as healthy.
• True Positive Rate: It is additionally called as affectability. It decides the extent

of real positive values that are accurately distinguished. It implies that the rate of
the segmented leaf containing diseased is effectively classified as diseased.

True Postive Rate = TP

TP + FN
(9)

• True Negative Rate: True negative rate is likewise called as specificity. It decides
the extent of negativity qualities which are accurately recognized. It implies that
the rate of a healthy segmented leaf is effectively delegated healthy.

True Negative Rate = TN

TN + FN
(10)
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4.2 Accuracy

It decides the factual measure of how well a classifier has effectively classified the
images. The accuracy is the rate of genuine after-effects of both true positive and
true negative qualities.

Accuracy = TP + TN

TN + TN + FP + FN
(11)

The classified results are shown in Fig. 9. The accuracy and error rates for SVM
polynomial using a confusion matrix with a various ratio of training and testing
dataset are depicted in Fig. 9. The accuracy of the stated SVM is ranging from 84 to
88%.

The scatter plots for the various training and testing dataset ratios with one feature
(Mean vs. Correlation) to the confusion matrix are depicted in Fig. 10.

The affected areas of the various leaves with different types of diseases in
percentage are depicted in Figs. 11, 12, 13 and 14.

Fig. 9 Confusion matrices with accuracy and error rates for different training and testing ratios
(70:30, 75:25 and 80:20, respectively)

Fig. 10 Scatter plots with the misclassified highlighted for different training and testing ratios
(75:25 and 80:20, respectively)
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Fig. 11 Cercospora diseased brinjal leaf with 15.432% affected

Fig. 12 Alternaria diseased mango leaf with 15.0245% affected

Fig. 13 Anthracnose diseased cotton leaf with 15.773% affected

5 Conclusion

This work proposes the development of diagnostic classifier for leaf images of the
plant. Usually, plant images are having noise. Therefore, it is necessary to improve
the contrast and suppress the noise present in the image, for identification of diseased
leaf of a plant. The enhancement technique is used to improve the contrast of the
images; it removes the noise present in the image. After the enhancement technique,
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Fig. 14 Normal and healthy pomegranate leaf

the images are segmented using a k-means clustering algorithm. The segmented
images are used for feature extraction and have utilized extracted relevant data about
the segmented images for the classification. Support vector machines are used to
analyze data and recognize patterns with the assistance of algorithms and accuracy
of the result obtained is quantifiable up to 88%.
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Face Aging Through Uniqueness
Conserving by cGAN with Separable
Convolution

K. B. Sowmya, Mahadev Maitri, and K. V. Nagaraj

Abstract Inspired by the transition of style from Gatys and Goodfellow and the
generative adversarial network (GAN), the use of conditional GAN (cGAN) is to
achieve human age progression. cGAN is good at generating fake images, where
labels are used as conditions which is why it is better than other GANs. For face
aging, pre-processing of the original dataset is highly required. This makes it more
computational. In terms of performance, “identity-preserving” technique is used to
yield better results. Also, in this paper, a novel age order approach is presented by
arranging reproductionmisfortune and present the boundaryλwhich is even between
huge age highlights and unobtrusive surface highlights. The trial results exhibited
here, proposed cGAN, furnishes better maturing faces with personality protecting
over other best in class age movement techniques.

Keywords Conditional generative adversarial network (cGAN) · Age estimation ·
Style transfer

1 Introduction

The human face is one of the features which best describes a person, and it is the
only part and most complicated structure to define a person. The same structure
of the human body is being used for many applications such as face recognition,
used in public by government to find criminals or lost children and entertainment,
smart unlock for devices, and many more. However, these applications will be not
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accurate as time passes since the face changes according to genes and the envi-
ronment. Hence, it is most important to develop the cross-age verification [1] and
recognition for a human face. In recent years, many age verification and estimation
methods are proposed and witness various developments using neural network in
the age estimation from a human face. The other method for age verification and
recognition is to synthesis the human face for that age, i.e., face aging. Face aging
is still a very difficult job for different reasons. First, the presented human faces that
have different expressions and lighting conditions which pose major challenges in
modeling aging patterns. From the survey, there are two methods to model the face
aging: first, traditional face aging and second, deep learning method.

Current facial aging strategies can be divided into two: concept approaches and
physical model approaches. Prototype methods are the one that decides the average
face for a facial age group, and the variation between different average faces is the
aging trend that would be useful for constructing the aging face. In contrast, the
physical model describes the structure and shape of the face shifts in the form of
muscle, hair color and crease, etc., with age. Such strategies, however, also include
the same person’s face aging sequences for a wide variety of ages. To overcome
these problems, generative adversarial network (GAN) [2, 3] deals better with age
progression. GANwas introduced to reconstruct the original (training) images. GAN
hast twomodels joined adversarial: a generative model G and a discriminative model
D. In recent years, the GAN approaches are helping the researcher to utilize this
framework for many of their applications like image-to-image translation. Out of
many, as a notable GANs, conditional generative adversarial network (cGAN) [4, 5]
performs better than classic GAN since cGAN is trained with labels, i.e., condition.
GANs have also been used to make improvements on human faces, such as changing
color, inserting sunglasses or even quantitative aging. Nowadays, GAN gained more
popularity because it can produce high-quality images from low quality. To produced
images with different age, face features should remain intact and those features
changed to get an image with the aged face. For that pre-trained classifier is required.
More the accuracy of the discriminator better will be the image produced by the
generator.

In this paper, mainly, face aging-based cGAN is proposed, which is focused on
identity preserving. Because a common problem with previous GAN-based face
modification methods is the fact that the identity of the original individual is always
lost in a changed picture. In particular, contributions are as follows:

• Design an effective and efficient conditional GAN-based face aging system while
preserving the identity of a person and cross-verifying with age estimation.

• Reduce the computational efficiency of the above cGAN while maintaining
functionality and accuracy.
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2 Related Work

2.1 Face Aging

The last couple of years have seen big attempts to tackle this issue [6], where aging
accuracy and permanence of identity are widely seen as the two fundamental prin-
ciples of its achievements. The conditional GAN-based approach for automatic face
aging is suggested in this research. Unlike previous works that use GANs to change
facial features for age progression, in this usage of identity preservation is done
which is the high cost [6, 7].

Face aging, in real life, can be observed through a change in facial structures
like skin’s anatomy and facial muscles. These can be achieved by the prototype-
based approaches. But those require an enormous amount of training data. But GAN
does not require that much training, in this project training is only required for age
prediction part. So much alteration in facial features will alter the image’s credibility
(the identity of the person at a particular age) [8]. So the only facial structure is
changed to get face aging. Also, the resolution of the image plays an important role
because facial structures may change in smaller increments which cannot be done in
low-resolution image. Apart from biometric recognition [9], face aging is considered
the most reliable personal identification. This is because of uniqueness in the facial
features found in the face images.

2.2 Generative Adversarial Network

Generative adversarial network (GAN) framework was introduced by Ian J. Good-
fellow in the year 2014 to generate similar data for the applications of artificial
intelligence. In this framework, two models are trained, namely a generative model
G and a discriminative model D. The functionality of these two models: where one
measures the distribution of data and the other calculates the likelihood of how close
the training data is to the output of the generator. When the model is training, G is
attempting to increase the likelihood that D would make an error. When both models
are assigned with arbitrary functions, there exists a unique approach with G recon-
structing the data distribution and D attaining the probability equal to ½ everywhere.
This is similar to a two-player game where one tries to win over the other [3].

2.3 Age Estimation

Existing age prediction systems attempt to calculate ages correctly or to classify age
groups. The age is measured based on features derived that are length, width between
eyes, nose and number of facial wrinkles and skin conditions. Conventional methods
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for extracting features include the local binary pattern operator, the biologically
induced feature, and the Gabor filter. Recently, a deep-learning age prediction is
suggested to learn filters and to extract features and learn ages. These are the active
challenges in the field of deep learning technology. The techniques proposed are of
two types, one which classifies the age into multiple age groups and accuracy is the
measure of performance for classification method. On the other side, it predicts the
age based on regression techniques, mean absolute error (MAE) and mean squared
error (MSE). It is used to evaluate themethod bymeans of performancemeasurement
between the ground-truth age and predicted age [1].

For the face aging and age estimation [5, 10], there is numerous database available
open-source such as MORPH, FG-NET, and IMDB-Wiki. The proposed work is
evaluated on the IMDB-Wiki database which is discussed in Sect. 3.

3 Methodology

GAN has two main blocks—generator and discriminator. Generator G tries to
generate image/data from a given input and noise. Discriminator D tries to esti-
mate the results from the generator to predict it is real or fake. The training follows
a two-player game with objective function V (D,G) as shown in Eq. (1). The y0 is
conditional age, z is an input image to generator, and x is an image from the dataset.

min
G

max
D

V (D,G(z, y0)) = Ex∼pdata(x)
[
log D(x, y0)

]

+Ez∼pz(z)
[
log(1 − D(G(z, y0), y0))

]
(1)

In the early stage of learning, the discriminator will reject the samples produced
by the generator, as many iterations will increase the generator will produce better
data which is not rejected by the discriminator. At this stage, the values of function
V (D,G) will be nearly half [3].

3.1 Style Transfer

Recently, a deep-learning age prediction is suggested to learn filters and to extract
features and learn ages. Style transfer [11] goal is to take the input image’s features
and bind it with the set of styles defined. Latter image and the input image are
combined to give an artistic style image. Optimization of content loss and style loss
has to be done. These two losses depend on the pre-trained neural network’s features.
Using high-quality images will give better accuracy but the training of it will take
more time [12] (Fig. 1).

In this, image along with expected age is given as input to GAN. It recognizes the
facial features of the given input image and tries to convert into the expected aged
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Fig. 1 Flow of data through stacked layers of a discriminator

image trying to keep as realistic as possible. The output of this image is given to
discriminator, which again analyses the image and predicts age. If the predicted age
and expected agematches, then the trainingwill be completed. In our project,AlexNet
is used inside discriminator which is already trained to predict the age. Generate has
convolution layer, ReLu layer, convolution layer and ReLu layer, respectively. So
overall, it is a system which accepts an image of a person that needs to be converted
into an expected agedperson [13].With themulti-layer neural network, facial features
for face aging are automatically identified using convolutional layers with kernels
and structures the face for age progression. Some of the face aging features are
wrinkles, tanning, etc. On top of these facial feature’s transformations, the identity
of the person is maintained throughout the network for face recognition.

3.2 Generator

The generator accepts image converts to a specific resolution image into give as
input. There is 6 residual block in the generator. Before the first convolution, the
input image and conditional feature are superimposed, and in a general term, age
is considered as a condition and input image is of a person which is concatenated
together. Invertible conditional GAN is adapted and used in this. High-quality input
image will give better result compared to low-resolution images. First layer 4 × 4
convolution layer and LeakyReLu layerwith conditional features, next three layers of
4 × 4 convolution layer, batch normalization layer and LeakyReLu layer with stride
as two are used. For age classification, pre-trained AlexNet is used which shares a
similar architecture compared to conv1 to pool5. In the end, three fully connected
layers and one softmax layer. Overfitting can be prevented using dropout [4].
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Fig. 2 Design of conditional GAN [14]

3.3 Discriminator

For age classification, pre-trainedAlexNet is usedwhich shares a similar architecture
compared to conv1 to pool5.AlexNet uses eight layers. The first five layers are convo-
lutional and followed by max-pooling layer, and the last layer is fully connected. It
is a better version of convolutional neural network. After that two fully connected
layers and one softmax layer is used. Overfitting can be prevented using dropout
techniques, and it is the technique in which neurons are turned off with given proba-
bility. Each iteration uses different parameters from the sample. But it increases the
training time. Figure 2 shows the architecture of the discriminator from the GAN
[14].

3.4 Age Classification

To generate the image for a given range of age, pre-training of the classifier is needed.
If an image generated from the generator does not fall in those ranges, penalties are
given to the generator. The penalty will vary according to the age difference predicted
by the discriminator. Similar to the softmax function used for a penalty, as the age
difference between predicted age from discriminator and image from the generator
increases the penalty value also increases [15]. Using a backpropagation algorithm
generator changes the face of the image to correct the group.
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4 Implementation

4.1 Dataset

The pictures are taken from the Cross-Age Celebrity Dataset (CACD2000) [16]
including 163,446 photographs from 2,000 superstars assembled from the Internet.
Pictures are drawn from mainstream web search tools utilizing the name and year
of big names (2004–2013) as watchwords. Subsequently, computing the period of
big names in the pictures by really taking away the time of birth from the year in
which the image was taken, since there are for the most part white individuals in the
CACD2000 database.

From the dataset, the range of age is from16–62. So, for the categorization, the age
range is divided into 5 which are 11–20, 21–30, 31–40, 41–50, 50+. In individual age
categories, there are 8,656, 36,662, 38,736, 35,768, and 26,972 images, respectively.

4.2 Conditional GAN

Face aging is synthesizing the given image to a target age. For that discriminator
is used. To fake, the aging generator tries but discriminator should not find that it
is fake. So after a few iterations, generators will generate better images with facial
structures. As discriminator can tell the images are real or fake with the given age
conditional GAN [17] is used to get more realistic images. To optimize the network,
matching aware discriminator is used as proposed in [18]. For identity, preservation
mean square error (MSE) is used as a loss function.

5 Results

The dataset provided by CACD2000 is utilized in this work to face aging. The
architecture for both generator and discriminator is designed efficiently such that
without losing any features extracted from the existing method. The output from the
generator, trained for all the images from CACD belonging to 5 age categories as
described in Sect. 4.1, is 5 images belonging to each category created. From this
work, the results are presented in Fig. 3 and the response time for the entire network
are 576 ms. The outcome indicates that the proposed model is still competitive with
existing ones, even when contrasting the aging of facial features.
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Input 11-20 21-30 31-40 41-50 50+

Fig. 3 Output of generator belonging to 5 categories of age

6 Conclusion

In this paper, a method for face aging using conditional GAN is proposed. Firstly,
collecting the dataset and categorized into five as discussed in Sect. 4.1, second,
designed the architecture of the cGANefficiently and having same features, i.e., iden-
tity preservation of the person. Lastly, the cGAN is modified using counterparts of
each layer designed earlier; for example, convolution is changed to separable convo-
lution, making it much more efficient than existing methods, and mainly, focusing
on the generator part which is key to GAN. Moreover, InfoGAN or dual conditional
GAN can be used to produce better results by loading conditions as features, i.e.,
limiting the number of features and progression of age based on the categorized age
group.
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AWearable System Design for Epileptic
Seizure Detection

V. Sangeetha, E. Shanthini, N. Sai Prasad, C. Keerthana, and L. Sowmiya

Abstract Epilepsy, a neurological disease, affects quite sixty-five million individ-
uals all over the world. Epilepsy, a brain disorder, is characterized by intermittent
seizures which are caused by disturbances in the electrical activity of the brain. These
seizures will last from seconds to minutes and vary from an impaired consciousness
up to severe convulsions of thewhole human body. To reducemorbidity andmortality
caused by epilepsy, real-time patient observation is essential to alert caretakers and
to look after the emergency medications and give assistance. A wrist band monitors
real-time biological parameters in cloud server whereas Myoware muscle sensor
senses muscle contraction and SpO2 sensor measures pulse rate and oxygen level in
the body. Databases are collected in the cloud server which helps doctor and care-
takers tomonitor patient’s health regularly. AnAndroid app is used to alert caretakers
and alarm is used to alert the surroundings for emergency help and medication.

Keywords Epilepsy · Seizures ·Wearable · Band

1 Introduction

Biomedical engineering or medical engineering is an area in which engineering-
oriented concepts and technologies are applied in medicine and biological fields.
Epilepsy is the neural disease which occurs due to infection in the brain. A person
with epilepsy does not have a well-defined monitoring system to avoid a risky situ-
ation. Devices for epileptic patients are available but they are not affordable. Many
types of epilepsy occur for a person according to their seizure effect in the brain.
Hence, a beneficent monitoring system and a device are needed to take care of an
epileptic patient. To develop a system for the detection of an epileptic seizure, the
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biological parameters associated with the problemmust be known. The basic param-
eters involved in detecting the epileptic seizure are muscle contraction, pulse rate of
heart and oxygen level of the body. Muscle contraction means shrinkage or retrench-
ment of body muscle at the wrist or the bounces. The contraction occurs normally in
our body, but sudden heavy muscle limpness leads to myoclonic seizures resulting
in shock spasms and trouble in walking and speaking. The electrical activity in the
brain during a seizure can also change our pulse and usually causes an increase in
heart rate. It is the basic symptom of epileptic attack for epilepsy patients. Thus,
measurement of pulse rate is very important for seizure detection. During most of
the seizure attacks, the oxygen level in the bloodwas found to be reduced below 70%.
Due to lack of oxygen level, the brain gets damaged and thus ending up in the loss
of consciousness. By taking the biological parameters such as muscle contraction,
pulse rate and oxygen in the body into account, prevention and detection of epileptic
seizures are possible.

2 Literature Survey

In 2018, Dionisije Sopic proposed an e-glass, a wearable gadget [1] primarily based
on four EEG electrodes for the detection and identification of epileptic seizures.
Based on a warning from e-glass wearable system, it is feasible to inform caregivers
to rescue the affected person and also to avoid loss of life due to the neurological
disorders. Their wearable system has a sensitivity range of 93.8% and a specificity
of 93.37%, which operates over 2.71 days on a single battery charge.

JoseManuel Ramirez-Alaminos proposed a paper [2] that uses a low-cost epilepsy
detection device to send an alert in case of an emergency. It may come across early
signs of epilepsy seizures. Themachine uses several parameters including the temper-
ature, heart rate, and the extremities movement. The tool transmits the information
about the occurrences of these seizures to a cell phone, where an application notifies
the person or institution in charge of the patient. This application also keeps a record
of these parameters and events which can be viewed later by the user.

In 2015, Imtiaz and team’s paper [3] explained about the overall performance
based totally on electricity intake. They exhibited a low strength equipment execution
of epileptic seizure records choice algorithm with encryption and records transmis-
sion showing the alternate-offs across the exactness and the overall strength consump-
tion of the machine. They showed that the total power saved by the machine through
information selection may be carried out via transmitting less than 40% of data. They
also manifested that a reduction of 29% of electricity is feasible while choosing and
transmitting 94% of all seizure events and handiest 10% of background EEG.

A Pantelopoulous proposed a paper [4] on a preclinical demonstrator for the
purpose of real-time seizure detection based on coronary heart rate. The gadget
includes a body hub (a smart telephone having Bluetooth, low energy, and Android
operating system) and an MIO Alpha Watch that is connected through Bluetooth.
It can produce a nearby warning pursued with the aid of sending an SMS message



AWearable System Design for Epileptic … 85

while a seizure has been identified. The consumer has the chance to set the alert
edge for easily the dimension of the pulse. It additionally detects when the device is
disconnected or while the sensor is not in contact with the skin.

In this regard, Bunchfield et al. [5] explored a biomedical application based on a
wireless sensor network (WSN). It investigates an application of biomedical sensor
systems, which endeavors to screen patients for particular conditions in a totally
non-invasive, non-intrusive way. This procedure utilizes an accelerometer to decide
whether an individual’s arm development is like that of an individual experiencing a
seizure or intense cerebrum damage causing loss of cognizance or unconsciousness.

The outputs of the deployed algorithms have been tested on test subjects and
confirmed few occurrences of false positives. In future tests, automated calibra-
tion primarily based upon fake positives will, in addition, reduce the occurrence of
mistakes for a given test subject.

Lorincz et al. created a wearable wireless sensor-based platform [6] for under-
standing the patient movement analysis calledmercury. This platform only employed
motion sensors to detect if seizures were happening. Mercury also includes tech-
niques for the consumption of energy and radio band to increase the lifetime of
batteries.

Huige et al. developed the design [7] of sensor nodes in order to track human
postures. Each of their nodes is equipped with an accelerometer and a magnetometer
for motion detection. They also introduce energy-saving mechanism in order to get
higher battery cycles.

In this paper [8] they examined the application of four accelerometers shortly
called as ACM’s which are connected to the limbs and surface electromyography
electrodes connecting the upper palms for the detection of tonic-clonic seizures [9].
sEMG i.e surface electromyography electrodes can recognize the strain in the midst
of the tonic period of tonic-clonic seizure, whereasACMcan recognizemusical cases
of the clonic period of tonic-clonic seizures [10–12]. AI strategies, which includes
the highlight choice and least-squares bolster vector machine order, were utilized for
recognizing tonic-clonic seizures from ACM and sEMG signals [13–15].

3 Proposed Work

The low-cost wearable system is used to monitor the epilepsy regularly and store
the data in the cloud server. When a seizure occurs, it sends a message alert to the
caretakers and it alerts the surrounding with the help of buzzer.

Figure 1 represents the block diagrammatic representation of ourwearable system.
The wrist band which the epileptic patient wears is embedded with the temperature
sensor, SpO2 sensor, and muscle sensor. These sensors are controlled using the node
MCU microcontroller.

The values of the sensors are transmitted using the Wi-Fi. At the receiving side,
the Android app has been created using the MIT App Inventor 2 and the cloud has
been created using ThingSpeak. The sensor values are stored in the cloud server.
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Fig. 1 Block diagram of the proposed system

These data can be viewed at any time with the help of Android app and ThingSpeak
network by their caretakers. It is also helpful for doctors while giving treatment to
patients. In case of any emergency or crisis, an alarm signal is sent to the caretakers
with a location. If this condition prolongs for a long time, the alert with the buzzer
is sent to nearby surroundings. Therefore, the patient is safe and secure at all time.

4 Technology Used

A wrist band monitors real-time biological parameters in cloud server whereas
Myoware muscle sensor senses muscle contraction and SpO2 sensor measures pulse
rate and oxygen level in the body. Databases are collected in the cloud server which
helps doctor and caretakers to monitor patient’s health regularly. During a seizure
attack, the patient may become unconscious. An Android app is used to alert care-
takers and alarm is used to alert the surroundings for emergency help andmedication.
The Android application collects the data from sensors and stores them in the cloud.
At the receiver side, it acts as amedium to view the data and receive the alert message.
The Android application also has access to maps which is used to find the location of
the epileptic patient in case of emergency. The app acts as a path to store the data in
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Fig. 2 EPISMART app using MIT App Inventor 2

the cloud so that it is accessible around the world. Using this app, the relative of the
patient and family doctor can have regular monitoring of the epileptic patient. MIT
App Inventer 2 platform is used to create the app which is termed as EPISMART
app.

Figure 2 shows the login page of the EPISMART app created using MIT App
Inventor 2. There is a login ID for each and every individual including the epileptic
patient, caretakers, doctors, and common ID for a hospital.

5 Results and Discussions

The wrist band is used to monitor the health of the patient in normal conditions and
if a seizure occurs it sends an alert message to the caretaker and alarms the buzzer
for the immediate help from the surrounding.

Figure 3a, b shows the hardware components embedded within the wristband.
The muscle sensor, temperature sensor, and pulse sensor are interfaced with the node
MCU board. The node MCU board is dumped with the coding that gives the values
of the sensors. Values obtained from these sensors are then sent to the EPISMART
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a b

Fig. 3 a Product before stitching b Product after stitching

Android mobile application through Wi-Fi that is interfaced in node MCU board.
The working of three sensors is controlled by node MCU.

Figure 3a shows the designed product before stitching as a band and Fig. 3b shows
the product after stitching as a wrist band.

Fig. 4 Graphical representation of muscle contraction for epileptic patient
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5.1 Graphical Representation of Obtained Muscle
Contraction Value

Figure 4 shows the graphical representation of muscle contraction of the epileptic
patient using EMG sensor. The threshold value for epileptic seizure is above 100.
From the graph, it can be examined that the detected value is 459. Thus, the epileptic
seizure is detected.

Figure 5 shows the muscle contraction of a person works out in a gym. Normally
the muscle contraction value for a person working out in a gym is found to be below
100. From the graph obtained, the value was found to be 16, which indicates the
person is normal.

Figure 6 shows the graphical representation of the EMG sensor for a normal
adult. As stated earlier, the threshold value of epileptic seizure for a normal person is
below 100. The graphical results state that the value obtained is found to be 4, which
indicates the person is normal.

Fig. 5 Graphical representation of muscle contraction for person works out in a gym

Fig. 6 Graphical representation of EMG sensor for normal adult
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Fig. 7 Graphical representation of obtained values in temperature sensor

Fig. 8 Graphical representation of obtained values of heart rate

5.2 Graphical Representation of Obtained Body Temperature
Value

Figure 7 shows the graphical representation of obtained values in the temperature
sensor. Approximately, a normal person has a body temperature of value between 80
and 99 Fahrenheit. From the graphical representation, the detected value was found
to be 81.12 F indicating the person is normal.

5.3 Graphical Representation of Obtained Heart Rate
and Pulse Oxidation Value

Figure 8 shows the graphical representation of the obtained values of heart rate. A
normal resting heart rate for adults is found to be 60–100 bpm. The detected value
was found to be 92.47 bpm, which is indicating that the person is normal.

Figure 9 shows the graphical representation of obtained values in SpO2 sensor.
The normal value of SpO2 sensor for a healthy person is found to be between 95%
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Fig. 9 Graphical representation of obtained values in SpO2 sensor

to 100% (oxygen level). From the graph, the detected value was found to be 94%
stating that the person is normal.

6 Conclusion

The design of the low-cost wearable system will be very useful to epileptic patients.
It is composed of a wrist band that contains muscle sensor, SpO2, and temperature
sensor. In addition, it also contains node MCU that acts as both controller and Wi-Fi
module which is used for wireless communication with the smartphone. The main
feature is that Internet of things (IoT) technology has been used.

The patient history is stored in the cloud and the doctor can analyze it through
the app at anytime and anywhere in the world. The information is delivered to the
respective caretakers at an emergency condition (i.e.) they get an immediate alert
message through the patient’s wristband with his current location. The complete
database is available at free of cost. The device helps to prevent the death of any
patient who is unnoticed during a seizure attack. By this device, the patient can have
continuous monitoring of his/her health. In case of sudden occurrence of epilepsy, a
buzzer will sound as an alarm to get the immediate help and support from the nearby
environment.

Many existing methods are bulky in nature and mostly kept in hospitals or homes
to only detect the seizure attacks. But the proposed system is a handheld wearable
device which is very helpful for patients anywhere they go. It alerts the caretakers at
home as well to the registered hospital which is the research novelty of the proposed
project.
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Abatement of Traffic Noise Pollution
on Educational Institute
and Visualization by Noise Maps Using
Computational Software: A Case Study
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and Mohindra C. Jain

Abstract The aim is to study the impact of traffic noise pollution on an educa-
tional institution near Nagpur–Aurangabad Highway and propose a feasible noise
assuaging measure. Optimizing the suitable barrier to attaining the desired attenua-
tion, insertion loss (IL) for varying heights was computed using specialized software
Predictor LimA. Further, software mapping of worked-out data was performed to
generate noise contours for scenarios before and after the installation of the barrier
enabling visualization of noise extent across the study area. Noise barrier design
experiment concluded that a barrier of 4 m height along the college boundary could
able to provide a maximum IL of 6 dB(A). Consequently, the subsequent noise level
would be in the range of 57.9 to 62.9 dB(A). The developed noise maps displayed a
considerable reduction in noise levels for the proposed 4 m height noise barrier.
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1 Introduction

The emerging development of the cities has contributed to a much-unheeded form of
environmental pollution,which is noise. The noise levels have increased considerably
during the last hundred years due to human-made sources and are nowdoubling every
ten years [1]. Increasing population, growing demand for vehicles, industrialization,
rising construction works, lack of proper implementation, disobeying of noise rules,
etc., are the major reasons for worsening of the problem. Noise pollution causes
hearing loss [2], sleeplessness [3], irritability and stress, effects onwork performance
[4], reduced physical and mental abilities [5], increased blood pressure and uneven
heart rhythms [1], etc. World Hearings Index (2017) ranked the noisiest cities of the
world, inwhichGuangzhou, in China, topped the index followed byDelhi, the capital
city of India, Cairo, and Mumbai [6]. Therefore, as per the ranking, undoubtedly,
Indian people are at constant risk of being exposed to high noise levels, which may
severely affect their health.

India needs a paradigm shift to deal with its noise management problems. With
the rapid development of road network in India, vehicular traffic has risen to an
average speed of 10.16% per annum over the last five years [7]. India is struggling
with heterogeneous traffic conditions like congestion, mixed vehicle flow, changing
weather conditions, road type and lack of traffic knowledge [8]. A study on Nagpur
City concluded that residents are exposed to high noise levels of 70 dB(A) and above
at almost all locations [8]. The underway construction of Metro in Nagpur has added
to congestion of roads, thereby increasing the noise nuisance and discomfort [9].
However, due to growing awareness, Indian government institutions such as Maha-
rashtra Metro Rail Corporation Limited (MMRCL) has come forward along with
Central Road Research Institute (CRRI) to figure out places of Nagpur where noise
is exceeding the permissible limits and reduction measures such as noise barriers
and rubber pads are desired to be implemented [10].

Noise affects the students of educational institutions bydisrupting a healthy educa-
tional environment and learning skills [11]. Ibrahim [12] studied the noise levels of
an engineering college in Baghdad and mapped them with the help of SoundPlan
software. The study indicated noise levels ranging from 55 to 80 dB(A) around the
student gathering areas. Another study by D. Thattai [13] was carried out in a univer-
sity campus of South India, comprising a medical facility. The obtained noise levels
were violating the permissible limits which shows the need for the study to be carried
out. Similarly, noise levels of three educational institutes of Chittagong city were
studied by Mamun [14] besides these a questionnaire survey was also conducted.
All the three studies revealed that the campuses are exposed to higher noise levels
taking our attention towards the growing issue of noise levels, particularly in the
educational institutions. As the educational institutions are usually located near the
busy areas, it is necessary to provide appropriate measures to curb noise levels to
provide a safe educational environment.

Noise barriers haveproven to beveryuseful inmitigatingnoise pollution; however,
due to lack of awareness and literature, they could not be appropriately put into
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practice in India. An effective noise barrier should be tall and long enough to block
the overall noise levels through absorption, reflection, transmission and diffraction.
Parameters, like effectiveness, maintenance, cost, acceptability, aesthetic, etc., must
be given due consideration before designing a noise barrier. Besides this, weather
conditions are also important aspects which can affect the barrier performance hence
must be taken into account [15].

Noise mapping is an essential tool for getting a visual map of the sound contours
of a particular area for management and control of environmental noise. In European
countries, noisemapping is performed after every five years based on noise indicators
(Lden) and (Ln) for industry, railway and road traffic sources [2]. However, the use
of such maps and mapping practices is still limited in India. The current study aimed
to access the noise levels of a college adjacent to a national highway and demonstrate
it with the help of noise contours to get acoustic environment view of the area and
proposes assuaging measures.

2 Study Area

Anacademic institution inNagpur, India,was selected as the study area for the present
work. The college is situated on Nagpur to Aurangabad Highway (NH-753A), just
next to the traffic signal and before the petrol pump as shown in Fig. 1. Distance
between college boundary and road is measured to be about 2.5 m, and the road is
around 11.5 m from both sides. College boundary and road median are nearly 14 m
apart. The college has two main buildings of height 15 m and 20 m, length 14 m and
thickness of 77.0 m, respectively. Further, the college has a large campus along with

Fig. 1 College layout
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parking area adjacent to the highway whereas the main building of the college is
around 38 m from college boundary and about 40.5 m from the edge of the highway.
The college is having an existing boundary of 2 m height that comprises of 1 m
concrete construction and 1 m metal fencing.

3 Materials and Method

Noise measurements were performed using an integrated digital sound level meter
(SLM) CK:172B Optimus Green (Cirrus, UK) having Fast, A-weighted response
mode (LAF) with data logging of 125 ms time break. Noise measurements were
carried out complying with ISO 1996-2:2007, which is an essential document of
acoustics [16]. Before measurements, the sound level meter was appropriately cali-
brated using a standard calibrator and set fixed for the time duration of 20 min for
monitoring purpose. The height of the sourcewas 0.5m, and the height of the receiver
was 1 m. Average noise levels were recorded at every 1 m distance from the edge of
the highway on 13 selected locations. The highway comprised of the vehicular flow
of all types of vehicles, so the average speed on the road was calculated by classi-
fying the vehicles into six categories namely bike, auto, car, truck, lorry and bus. The
obtained average speed was 33–50 km/hr. Environmental noise influencing param-
eters such as temperature, humidity and wind speed were checked regularly before
monitoring to ensure noise measurements carried out in suitable weather conditions.

Noise level measurements are performed at 24 different locations inside college
premises at a distance of 10 m, 15 m, 30 m and 38 m from the college compound.
Before the initiation of proper barrier design, optimization of the height of the barrier
is crucial that can provide the desired attenuation relating to the geometric location
of the barrier from the source and the receiver. For finalizing the adequate height
of noise barrier for the present case study, assumptions of five height levels of 1 m,
2 m, 3 m, 4 m and 5 m were experimented on Predictor LimA software. Further,
depending on the required insertion loss, a particular level of height has opted.

4 Noise Mapping

Noise mapping is a scientific method of representing noise levels of a particular area
in the form of colour contours so that each colour stipulates the specific intensity
of noise. Noise maps help in identifying and differentiating the high sound affected
areas with other areas in the region.

The rapid development of GIS technology, fast computing capabilities, digital
mapping, noise modelling tools, etc., in recent years and contribution of all has made
it possible to develop 2D and 3D noise maps to understand noise problems precisely.
Noise mapping is recommended to achieve the following objectives.
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• Noise maps are easy to understand document for the general public compared
with graphs and tabular formats

• Noise data can be mapped in terms of spatial–temporal variability
• Assist in planning for an upcoming development in the city
• Increase awareness amongst the common public as they get familiar to the extent

of noise levels in there surrounding
• Noise developed for any city can become the benchmark for other cities for

planning and mitigating noise pollution
• It helps the town planners better understand the urban noise problems and help

them establish proper development plans for the city to set objectives for any noise
issues.

Predictor LimA (LimA, 2016) (Type 7810) software is advanced software, which
allows performing extensive calculations with precision. It uses ISO 9613 standard
for calculations and subsequently predicting noise levels. Using the software noise,
maps were generated to provide detail dissemination of highway road noise on the
educational institute.

5 Results and Discussion

The results obtained based on the conducted noise assessment are engrossed in this
section. Noise monitoring had performed in favourable weather conditions. Mete-
orological parameters such as temperature, humidity and the wind speed observed
were 30 °C, 58.8%RH and 1.4 m/s, respectively. The investigation revealed that road
traffic noise is the leading cause of high noise levels inside the college premises. The
traffic signal and the petrol pump being closely located at two ends of the college
front boundarymake frequent halting andmoving of vehicles that create engine noise
and provoke regular honking of the horn. The noise generated by this contributes
significantly and increases the overall noise level at the source.

Noisemonitoringwas performed at various locations along the highway and inside
the college premises to realize the severity of the noise pollution. Noise monitoring
conducted at 24 different locations inside college based on chosen distances from
the college boundary specifies noise levels varies from 61 to 68 dB(A). Highway
noise levels monitored at 13 positions starting from the petrol pump and ending on
the traffic signal at 10 m distance from each other showed high variations. Amongst
all the 13 measured noise levels, the highest noise level of 77.2 dB(A) found near a
petrol pump and lowest of 73.4 dB(A), near to the signal. The overall average traffic
noise level obtained during monitoring on the highway road was 75.4 dB(A). The
impact of such high noise levels originating from the nearby highway on a college
campus was 68 dB(A), which breached the permissible limits of Central Pollution
Control Board (CPCB), New Delhi, for silence zones [17].

The college has an existing college boundary wall of 2 m height that comprises
of 1 m concrete construction and 1 m metal fencing which is incapable of curbing
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the road traffic noise. Hence, the students and other staff of the college are at risk of
exposure to the higher noise levels. In this case, a concrete barrier of greater height
to shield the receiver from road traffic noise has been considered as the most suitable
mitigation measure to curb the excess noise levels inside the college premises.

5.1 Assessment of Noise Barrier Height and Location

The conducted survey discovered that college is quite close to the highway, and
the college boundary is along the paved road. Therefore, the barrier was proposed
on the existing boundary wall. Consequently, the distance between the source and
the receiver concerning the existing fence will remain unaltered. The validation
of the monitored data and prediction of the noise levels for designing of a noise
barrier was an essential aspect of the study. Many previous studies confirm that
the acoustic performance of the barrier can be evaluated through the insertion loss
of the proposed noise barrier. Consequently, with the help of specialized software,
Predictor LimA, a barrier with varying heights of 1 m, 2 m, 3 m, 4 m and 5 m
has been experimented and noise levels were predicted for each case. Insertion loss
was derived by subtracting the measured noise levels inside the college premises at
various locations with predicted noise levels computed for multiple heights of noise
barrier [18]. Further, by comparing the noise reduction obtained for each case, the
final barrier height is optimized as shown in Fig. 2.

Fig. 2 Software predicted noise levels at different distances for varying barrier height
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The predicted noise levels obtained with Predictor LimA software for 1 m height
barrier signify the existing noise scenario of the college premises without barrier as it
also has 1 m concrete boundary wall and predicted data confirms with the measured
noise levels, thus validates the accuracy of themethod. Besides, observed data reveals
that noise reduction increases with an increased barrier height. Considering the above
facts as well as the concerned cost of the barrier and aesthetic look, 4 m barrier height
is suggested to mitigate the excessive noise levels.

Material choice is a crucial part of barrier construction and should be selected
such that it provides required insertion loss plus an additional 10 dB(A) transmis-
sion loss (TL) [18]. The researchers have studied the use of waste materials such
as palm tree pruning waste [19], demolished wastes [20], recycled ceramic wastes
[21] as an alternative eco-friendly option for barrier construction. Also, vegetation
could provide additional attenuation and also improve the aesthetic view of the area
providing the feeling of the green area [15]. Different shapes of noise barriers such as
wing, zig-zag, curved and flat type for their noisemitigation capacities have also been
studied [22, 23]. Concrete is amongst the world’s most widely used and adaptable
materials for construction of noise barriers and hence recommended for the present
case study [22, 24]. Proper designing of noise barrier requires consideration of both
acoustical as well as non-acoustical parameters. They can be precast or cast in site;
however, prefabricated barriers are relatively more expensive [24]. Implementing
concrete barriers is advantageous due to their high life expectancy, which is gener-
ally 40–50 years and also their cost is 5% less than the wood barriers and 10% lower
than aluminium barriers [4]. Hence, as per the performed experiment, a 4 m height
of the barrier with concrete as a barrier material was able to provide noise reduction
of 6 dB(A). The study also proposes plantation of sufficiently dense vegetation belt
of 2 m width along the college boundary wall to attain additional attenuation.

Noise mapping is an effective scientific method and well-established practice that
represents the noise levels of a particular area in the form of colour contour maps.
The overall noise scenario before and after establishing noise barrier is visualized
with the help of noise contour maps to indicate the most noise-prone areas were the
extent of the college facing the national highway. Figure 3 shows noise dissemination
of the study area for the existing 1 m boundary. It can be observed that the dominant
noise levels appear near the main building of the college area ranges between 60
to 65 dB(A) as clearly delineated with brown colour contour, whereas noise levels
along the boundary ranges between 65 to 70 dB(A) demarcated with violet colour
contour.

Similarly, Fig. 4 shows the noise scenario of the study area after considering the
proposed 4 m barrier as a noise abatement measure. The noise contour map depicted
that there is a significant reduction in noise levels. Now, the dominant noise levels
appear near the main building of the college area ranges between 55 to 60 dB(A)
outlined with pink colour contour, whereas noise levels along the boundary ranges
between 60 to 65 dB(A) demarcatedwith brown colour contour. Comparison analysis
of both the maps concludes that establishing 4 m concrete barriers is an effective and
reasonablemitigation strategy to reduce the noise levels in the educational institute to
a significant extent. Although the suggestedmitigation solution provides a significant
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Fig. 3 Noise map of college having existing 1 m boundary (top view)

Fig. 4 Noise map of college with proposed 4 m barrier (top view)

noise reduction nevertheless, it could not able to attend the level below the permissible
limits prescribed by CPCB owing to the highway, traffic signal and the petrol pump
are at proximity to the institution. In this case, the implementation of 2 m vegetation
belt can help achieve more noise reduction. Figure 5 represents the difference map
between the noise levels before and after the implementation of the barrier of 4 m
height and also defines the insertion loss achieved by the noise abatement strategy.
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Fig. 5 Computing insertion loss of the noise barrier using the Predictor LimA Software

6 Conclusion

A constantly developing city like Nagpur with various constructions works and other
development activities going on regularly is likely to face noise issues. The conducted
study revealed that the teachers and students are at high risk as the college is exposed
to noise levels, which exceed 50 dB(A) CPCB permissible limits. Unfortunately, the
academic institution building faces the national highway creating its direct exposure
to the noise sources. Obtained noise levels from the roadweremuch higher; therefore,
mitigation measures were of immediate concern for reducing these noise levels.

The average of noise levels obtained duringmonitoring on the highwaywas found
to be 75.4 dB(A),whereas its impact on the college campuswas about 60 to 65 dB(A).
The experimental analysis concluded that a 4 m height barrier could provide noise
reduction of 6 dB(A). Consequently, the predicted noise levels inside the college
premises would be in the range of 55 to 65 dB(A). Besides this, the use of 2 m wide
vegetation belt along the boundary wall inside the college premises can provide an
extra reduction of noise levels and also help in enhancing the view of the barrier.
Performed experimental analysis indicates that insertion loss increaseswith increased
height of the barrier and decreases with increase in distance from the barrier. Investi-
gation results validate the accuracy of the prediction data, and IL calculations as the
measured noise levels for existing 1 m boundary wall and the computed noise levels
for 1 m concrete barriers are similar.

Obtained data were mapped to view the noise dissemination of the study area,
and it indicates that the college parking area and the college buildings are amongst
the most noise prone regions. The observations from the noise map concluded that a
proposed 4m barrier was able to provide a substantial reduction in noise as compared
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to existing 1 m concrete wall thereby proving to be a suitable measure to combat the
noise levels. Use of concrete as a material for noise barrier construction is recom-
mended to combat the excessive noise level. The present work promotes the use of
contour noise maps to get a clear idea of the present and futuristic noise levels of
the study area. Though noise barriers are useful, they are moderately expensive and
are not entirely efficient are amongst its limitations. New concepts and innovative
research in the field of acoustics aremuch needed, whichwill prove helpful in dealing
with the increasing nuisance of noise pollution. The present study is one of its kind
as it has studied, analysed and mapped the noise levels and suggestive measures have
also well provided. Also, this study can be a valuable reference for future projects
dealing with areas coming under silence zones and prove helpful.

Acknowledgements The authors wish to thank CSIR—National Environmental Engineering
Research Institute,Nagpur, India, for giving this opportunity and facilitating uswith all the necessary
requirements for this paper. This article has been checked for similarity index through iThenticate
software with KRC No: CSIR-NEERI/ KRC/2019/SEP/AID/1.

Conflict of Interest The authors declare that they have no conflict of interest.

References

1. Hunashal, R., Patil, Y.: Assessment of noise pollution indices in the city of Kolhapur India.
In: International Conference on Emerging Economies—Prospects and Challenges India (ICEE
2012), vol. 37, pp. 448 – 457 (2012). Procedia—Soc. Behav. Sci.

2. Manwar, V., Mandal, B., Pal, A.: Application of noise mapping in an Indian opencast mine for
effective noise management. In: 12th ICBEN Congress on Noise as a Public Health Problem
(2017)

3. Bluhm, G., Nordling, E., Berglind, N.: Road traffic noise and annoyance-an increasing
environmental health problem. Noise Health 6(24), 43–49 (2004)

4. Ahac, H., Lakušic, D.V.: Croatian experience in road traffic noise management-concrete noise
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RainRoof: Automated Shared Rainwater
Harvesting Prediction

Vipul Gaurav, Vishal Vinod, Sanyam Kumar Singh, Tushar Sharma,
K. R. Pradyumna, and Savita Choudhary

Abstract A large proportion of rainwater harvesting systems is not optimized
for maximum water conservation. Along with requiring tedious timelines to gain
approval, the rising urbanization necessitates the adoption of shared rainwater
harvesting, a system that uses a shared rainwater store for the surrounding community.
The process of estimating the feasibility of such a system is complex and requires
a lot of manual inspection. This paper presents a machine learning and computer
vision-based solution that automates the entire process by implementing rooftop
image segmentation, depth estimation, rainfall prediction, and optimal tank place-
ment. Rainfall prediction is done using a seasonal autoregressive moving average
(SARIMA)-based rolling forecasting model with a mean absolute error of 85.69.
The Mask R-CNN segmentation model is enhanced by the Canny edge algorithm
and contour mapping to calculate the catchment volume of the rooftop. The system
can thus provide the feasibility of an installation and estimate the break-even period
based on the computed metrics.

Keywords Shared rainwater harvesting · Rooftop segmentation · Depth
estimation · Optimal tank placement · Rainfall prediction · Computer vision ·
Deep learning · Machine learning

1 Introduction

Water scarcity has emerged as an immense problem around the world and a tropical
country like India, which is blessed with sufficient rainfall scattered across various
states, is still facing water shortages. In India, rainwater harvesting is not feasible for
every housing settlement typically due to the large upfront costs and the convoluted
government procedures in place, involving tedious paperwork and inspections carried
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out by only qualified engineers, thus rendering it inefficient [1]. It requires the feasi-
bility study for the given region which involves various factors ranging from rainfall
received by that region, daily water consumption rate, potable water availability, and
catchment area estimation [2]. Our proposed system ismotivated to solve the problem
of feasibility estimation and the associated deployment procedures by automating
the process requiring expensive and time-intensive skilled inspection by providing
a machine learning-based end-to-end tool. The proposed solution only requires a
scaled satellite image of the user’s rooftop and the tool performs enhanced image
segmentation to obtain the segmented roof dimensions. With the computed area,
the depth estimation module combined with the region-specific rainfall prediction
system calculates the total rooftop catchment volume. This value is then extrapo-
lated to compute the mean rainfall volume based on the surface runoff coefficient of
the rooftop material to obtain the total predicted water accumulated in the system.
Based on a detailed statistical model herewith explained in Sect. 3, the non-drinking
water usage estimation is used as the verification metric to validate the feasibility of
the shared rainwater harvesting system. Our image segmentation pipeline consists
of a Mask R-CNN model whose accuracy is enhanced by the Canny edge detection
algorithm thus rendering a much more efficient automated tool. Using these state-of-
the-art machine learning models, our system reduces the arduous manual procedure
taking several months to a simple and intuitive online system that computes the entire
data in a few minutes on-demand.

Our tank placement prediction algorithm is a unique set ofmethods used to predict
the perfect location to create the tank. This is also based on scaled satellite imagery
and the depth elevationmap available from the opengeocoding directory. The satellite
image is first subjected to a Gaussian blur. Next, the volume of the tank is used to
obtain tank dimensions for the required capacity. This computed value along with
the image is subject to the lowest elevation mapping where the tank is predicted
to be placed at the geographical minima for that region. With this freely computed
data, the community can raise a quote or a tender directly with any company without
having to go through the hassles of recruiting agents to perform manual inspection
and offer their estimates over a long time period.

2 Related Work

Redmon et al. [3] studied that object detection is carried out by using classifiers that
evaluate its various locations and scales in the image to constructing bounding boxes
that can be processed by the classifier. This can be treated as a regression problem
instead of localization where class probabilities can be assigned to each region in the
proposed box and further use them for rooftop detection. Singhal et al. [4] studied
the process of automating building detection in aerial images using Canny edge
detection which emphasizes on manipulating the straight-line borders of building as
edges and color invariances present in the image that can be used for segmenting out
the building. Chen et al. [5] experimented with convolutional neural networks for



RainRoof: Automated Shared Rainwater Harvesting Prediction 107

rooftop segmentation and found them better than the other approaches because of
its capacity to extract high-dimensional feature maps from the manual design. Yu Yi
studied the possibility of measuring the area of irregular objects based on pixel ratio
and perspective projection [6] which can be extended for use in measuring the area
of rooftops from aerial satellite images. Ashutosh Saxena et al. experimented with
various conceptual approaches to determining depth from single monocular images
[7]. Parmar et al. [8] studied the nonlinear relationships present in the rainfall data
and experimented with various models to find out that artificial neural networks are
themost optimal approach to predict rainfall. Eni andAdeyye [9] studied the seasonal
variations of rainfall, in general, using the autoregressive integrated moving average
(ARIMA)model whichwas found to be suitable for the seasonal variations of rainfall
data. Hajani et al. [10] analyzed the cost benefits of the rainwater harvesting system
and factors affecting them in the urban regions and also studied various methods of
regression to predict the cost with a greater accuracy and confidence score. Choud-
hary et al. [11] studied the rainfall patterns in India with various experimentations
of models to determine that artificial neural networks and random forest regression
are most suitable for predicting rainfall for India. Umapathi et al. [12] studied the
life cycle cost (LCC) for a complete rainwater harvesting system in India which
included the profit feasibility study of any rainwater system investment. Balasubra-
mani et al. [13] designed a geospatial system to construct underground maps that
can be used for urban infrastructure planning and utilized for various applications.
Kim et al. [14] proposed a deep learning-based approach for underground object
detection which can be used when buried obstacles are encountered. Umapathi et al.
[15] proposed a monitoring-based investigation of rainwater collection systems in
groups with non-conventional end users for rainwater. Martinez [16] reviewed the
methodologies related to rainwater harvesting and studied the characteristics related
to each hydraulic structure which guarantees the runoff collection in the basic area.
Rahimi [17] proposed a cost-efficient system with long service life and optimization
of storage tanks based on the balance among the rainwater volume and non-potable
demands. Norman [18] reviewed the research gap between the geospatial technology
in estimating the rainwater harvesting systems quality and study the implication of
roofing material and roofing surface conditions.

3 Methodology

The approach involves six major phases which include detection and segmentation
of rooftops, depth estimation, and catchment area volume estimation, predicting
non-drinking water consumption and rainfall propensity for that region. In addition,
the optimal tank placement for shared buildings is attempted to determine. The
feasibility is determined using rainfall prediction and cost calculation based on the
water consumption rate. The aim was to develop a complete product that can study
rainwater harvesting (Fig. 1).
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Fig. 1 Rooftop detection procedure

3.1 Rooftop Segmentation

The satellite images are preprocessedwith bilateral filtering andmorphological trans-
formation to obtain sharper and better boundaries in the images. The YOLO algo-
rithm performs well with few clear resolution satellite images but suffers from the
misclassification of rooftops which is detrimental to the utility of the approach.
Thus, the image is preprocessed further with watershed transformation and Canny
edge detection to obtain segmented results. The former suffers from over-segmented
results compared to the latter and thus, the images are preprocessed using Canny
edge detection and then annotated to create a custom dataset.

3.2 Instance Segmentation

The state-of-the-art models are tried to obtain segmentation masks of rooftops exper-
imenting with U-Net [19], one of the finest networks in segmenting biomedical
images, ResNet [20] used for segmenting and image recognition, and Mask R-CNN
[20] specialized in instance segmentation. Out of these, Mask-RCNN produced the
best results. The Mask-RCNN is modified to obtain a custom network with a few
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Fig. 2 Input image for rooftop detection

Fig. 3 Watershed segmentation result

changes to its architecture to tune the receptive field required by the satellite images
(Figs. 2, 3 and 4).

3.3 Roof Catchment Area Estimation

The concept of pixel per metric ratio and contour lines is used. Contours are plotted
in the segmented result and sorted from left to the right. The larger contours are
accounted for the estimation of area and smaller ones are discarded as noise to
obtain the specific region of interest. The midpoint of each region is computed, and
the Euclidean distance is calculated for each set of midpoints and further divided it
by pixel per metric to obtain the final measurement of the rooftop catchment area
(Fig. 5).
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Fig. 4 Canny edge detection result

Fig. 5 Mask R-CNN instance segmentation of rooftops

3.4 Lowest Elevation Point Estimation

A contour map is plotted to identify the areas with the least elevation around the
terrain of the buildings. An array which consists of evenly spaced elevation values
referred to as digital elevation modeling is used for approximate depth estimation.
It computes the least elevation point by segregating the image into boxes and then
calculates the local minima for every box. The global minima obtained through the
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Fig. 6 Least elevation estimation using digital elevation model

above procedure is taken as the lowest elevation point for the given area matrix. The
multiple least elevation points are taken and they select the one which has no obstacle
at that point and use this depth to estimate the position of the tank. This approach
provides us with the optimal placement of the tank (Figs. 6 and 7).

3.5 Break-Even Analysis and Underground Mapping

Our approach to estimate depth is based on unsupervisedmonocular depth estimation
[21] which can perform depth estimation on a single 2D image without any true
labels. Monocular depth estimation uses a left–right disparity consistency and a
reconstruction loss to determine the depth. Solving for correspondence between left–
right images gives the disparity. Depth is inversely proportional to the disparity. The
model receives the stereo pairs of images andoutputs oneof themafter reconstruction.
Theperfect stereo images fromsatellite datawere unable to obtain andhence, resorted
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Fig. 7 Optimal tank placement algorithm

to using real-timepredicted rainfall depth as the depthmetric as in Sect. 3.6. The semi-
supervised approach tomonocular depth estimation was implemented with reference
to [22]. Upon computing, the volume of water collected on the roof and correcting for
the satellite scale factor obtained the net water collected. With the computed volume,
the predicted non-water drinking usage is used to get the consumption value. Note
that this metric is influenced by a multitude of factors and hence, approximate values
from waterportal.org have been used. The construction of a rainwater harvesting
tank is not only dependent on the catchment area and depth but also the external
factors such as terrain, availability of space, and the obstacles underground. For this,
we need to take care of the piping infrastructure and gas pipelining underground.
This entails the use of ground penetration radar (GPR) to detect underground buried
obstacles [14]. For GPR-based object detection, the strength of the signals becomes
essential to determine the depth up to which needed to place the underground storage
tank. There are three main phases in ground penetration radar-based underground
object detection: Phase 1 is the data collection phase using the GPR system, Phase 2
is the data processing, and Phase 3 is the classification phase using CNNs and their
feature maps. Different architectures and library independent models can be used
for transfer learning rather than pretrained weights. Phase 1 entails the use of the
GPR system with the required signal strength to obtain scale-invariant image scans
of the land features. Phase 2 is the statistical analysis of the scanned data from Phase
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Table 1 Average
non-drinking water
consumption per person

Category Liters/person

Drinking and cooking 7

Bathing 20

Sanitation 40

Washing clothes 25

Washing utensils 20

Miscellaneous 23

Total 135

1 and includes data preprocessing and data reconstruction. The data is prepared to
be used by the classification phase of the pipeline. Phase 3 uses a convolutional
neural network (CNN) architecture with residual connections (ResNet) to classify
the scanned images for the presence or absence of obstacles that would impede the
storage tank placement. Based on this, a calculator tool has been implemented that
estimates the break-even period based on the cost of investment and the consumption
details given for a shared roof rainwater harvesting system (Table 1).

The feasibility of a rainwater harvesting model is determined by the per capita
drinking water and non-drinking water consumption in that region and the predicted
rainfall to be received by that region. The catchment area estimation is a multiple
regression problem. The total estimated cost depends on the mean material pricing
for laying the piping structures and the estimated cost of the tank. The required
information is obtained from the rooftop catchment area prediction and the depth is
estimated. The surface runoff coefficient determines the amount of water that would
drain away from the catchment surface. This amounts for a portion of water that
cannot be captured in the tank and thus must be proportionally excluded from our
estimation. Figure 8 tabulates the runoff coefficients for various types of catchment
surfaces.

Fig. 8 Runoff coefficients for various catchment surfaces
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Table 2 Dataset for climatic changes and rainfall patterns

Column Description Observation

1 City Statewise name of cities

2 Precipitation amount Rainfall in the area (in mm)

3 Air temperature Kelvin

4 Average temperature Kelvin

5 Dew point temperature Kelvin

6 Maximum air temperature Kelvin

7 Minimum air temperature Kelvin

8 Relative humidity Percentage

9 Specific humidity Gram of water vapor per kilogram of air

10 Normalized difference vegetation index Number

3.6 Rainfall Estimation

The amount of rainfall is used as a depth metric to calculate the break-even analysis
of a region. The data obtained from the Government of India’s official rainfall data
consists of the aforementioned parameters (Table 2).

When negative binomial regression is applied to the set of input features, we
found that the humidity (both relative and specific) and air temperature were the
most significant features in predicting the precipitation amount in all the states across
India. Random forest regression handles the correlations between the temperatures
and humidity parameters particularly well and thus can achieve acceptable accu-
racy. However, we noted that there are many seasonal patterns in the dataset. These
seasonal patterns were handled in a much better fashion when the data is passed
as input to a simple three stacked layered LSTM [23] along with recurrent neural
networks that handle the seasonality in the data. The recurrent neural network calcu-
lated the mean absolute loss for the training data to be 0.033 and test mean absolute
loss to be 0.029 [11]. This makes it possible to predict the amount of rainfall that
would occur in the region for studying the overall feasibility of the system design.

TheGOIprovides time seriesmonthly rainfall data aswellwhichhad the following
variations from 1910 to 2000. It had a highly seasonal nature with peak rainfall
observed only during the months from June to September. To cater to these seasonal
changes, the data has experimented with seasonal autoregressive integrated moving
average (SARIMA) which correctly predicts the time period of rainfall ranging from
June to September, which is the valid onset of monsoon in India. This method proves
to be better than autoregressive integrated moving average (ARIMA) andmuchmore
adaptable to the data specifically for Indian rainfall patterns with a mean absolute
error of 85.69 mm compared to 94.56 mm in case of ARIMA (Figs. 9 and 10).
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Fig. 9 Time series analysis of annual rainfall across India

Fig. 10 Seasonal patterns of annual rainfall in India

4 Formulas

The Canny edge detection mentioned in the paper is formulated as follows [24]:
The operator is used to define the gradient amplitude and direction of a smooth

data array I(x, y). Px[i, j] and Py[i, j] are direction partial derivatives in the respective
directions.
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Px [i, j] = (I [i + 1, j] − I [i, j] + I [i + 1, j + 1] − I [i, j + 1])/2 (1)

Py[i, j] = (I [i, j + 1] − I [i, j] + I [i + 1, j + 1] − I [i + 1, j])/2 (2)

The gradient amplitude is calculated as:

M(i, j) =
√

fx (i, j)
2 + fy(i, j)

2 (3)

and gradient direction depends on:

θ(i, j) = arctan
(
fy(i, j)/ fx (i, j)

)
(4)

The pixel per metric ratio is used for the calculation of the size of objects in a
two-dimensional image, and the formula as follows:

pixel per metric = object width/scale factor (5)

The capacity estimation can be done by performing a modified version of the
famous Shannon channel capacity equation [25]:

C = W log

(
1 + PS

PN

)
(6)

Seasonal autoregressive integrated moving average is SARIMA (p, d, q, P, D, Q)
as follows:

φp(L)φ∼
P (LS)�d�D

S yt = A(t) + θq(L)θ∼
Q (LS)εt (7)

φp(L) is autoregressive order
φ∼
P (LS) is seasonal autoregressive order

�d is differencing
�D

S is seasonal differencing
yt is time series
A(t) is constant
θq(L) is moving average order
θ∼
Q (LS) is the seasonal moving average order

εt is noise.

Multiple linear regression is formulated as follows:

yi = β0 + β1x1 + β2x2 + · · · + βnxn + ε (8)

yi dependent variable.
xi independent variable.
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β i parameter.
ε error.

5 Results and Discussion

The product successfully automated the procedure of rainwater harvesting inspec-
tion which was earlier highly time-consuming and expensive as well. The water
consumption rate is studied with both drinking and non-drinking estimations taken
into account. Based on these parameters, a profit calculator was successfully imple-
mented and the optimal placement of the tank for a shared housing settlement was
achieved using contour lines and monocular depth estimation. Rainfall estimation
was carried out by the recurrent neural network whose mean absolute loss for the
training data is 0.033 and the test mean absolute loss is obtained as 0.029 which
proved to be better than other regression techniques. The rainfall probability was
determined by the time series analysis experimenting with ARIMA and SARIMA
which gave 94.56 and 85.69 as mean absolute error making SARIMA more suitable
for deployment. The comparison of actual and forecasted results by the SARIMA
model is displayed in Fig. 14. The end product involves an end-to-end progressive
Web application based on the Flask Framework inwhich the user uploads the satellite
image of the region as shown in Fig. 11. The deep learning network is run on the
image from backend and the segmented result is produced as in Fig. 12. Based on the
rainfall data predicted, the water usage, and number of clusters, a profit calculator
using multiple linear regression runs as the backend of the profit calculator to predict
the time period needed for the return of investment. The current model was devel-
oped for the shared rainwater harvesting problem. The solution enumerates several
phases to bring about the most optimal solution. The first of which is the estimation
for the volume of the tank from the segmentation of rooftop images and estimating
its area from satellite images. The next phase includes the digital elevation model
for depth estimation used along with the ground penetration radar (GPR) for optimal
placement of the tank as shown in Fig. 16. Apart from estimating the location of the
tank, computing the cost and break-even analysis is essential. Thus, rainfall predic-
tion is necessary and is used to calculate the volume of water filling the tank. The
prediction is done using SARIMA models with rolling forecasting. The feasibility
of the system is determined by the break-even analysis computed as a result of all
the above-mentioned phases (Figs. 13, 14 and 15).

6 Conclusion

The system currently uses rainfall estimation as a depth metric and the future scope
of the product will be to design a suitable algorithm for depth estimation from satel-
lite images to calculate the actual capacity of each rooftop as a potential rainwater
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Fig. 11 Scaled satellite image input to the image processing pipeline

Fig. 12 Image segmentation and area computation output

harvesting storage. Currently, the system works on the concept of pixel per metric
ratio and more efficient implementation to calculate the catchment area from the
satellite images is also needed. These works can efficiently increase the feasibility
of the product and aid in automating shared rainwater harvesting universally.
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Fig. 13 Break-even analysis of the shared rainwater harvesting system

Fig. 14 SARIMA rainfall prediction results
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Fig. 15 Final prediction results and break-even analysis

Fig. 16 Final tank placement prediction
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A Smart Biometric-Based Public
Distribution System with Chatbot
and Cloud Platform Support

Shashank Shetty and Sanket Salvi

Abstract Public distribution system (PDS) is a hierarchy of a government system
in India consisting of government, machinery of government (MoG), broker, and
the beneficiary as a consumer with below poverty line (BPL), who is provided with
the food and non-food items at a subsidized rate. Radio-frequency identification
(RFID) and fingerprint reader-based automatic ration shop also called a fair price
shop is a practical approach in the public distribution system for efficient and accurate
distribution of ration across the needy without any manual intervention. Automatic
rationing for public distribution using the fingerprint sensor can be used to prevent
irregularities as well as fraudulence. It involves less manual work, and faster results
are seen. The entire mechanism is Arduino-based, thus making it an easy approach.
Automatic rationing prevents non-transparent procedure followed by the shopkeeper,
who may sell the ration for a higher price to someone and forge a false entry in
the records. RFID tag used and the fingerprint details carry the user’s information
and the microcontroller connected to the reader will authenticate the users. After
successful two-layered verification, the quantity of the ration allotted will be auto-
matically distributed among the consumers. The automated question–answer system
with Chatbot assistance is provided for improved customer service and engagement.
The smart ration distribution system (SRDS) manager is supported by a cloud plat-
form for visualization and monitoring of the system. The novelty of the work is to
low-cost design and cloud platform integration with Chatbot assistance.
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1 Introduction

From ATMs to smartwatches, technology has made life so much simpler than ever
before. However, the advantages of technological advancements are best-made use
by people with higher living standards and one who can afford it. For a developing
country like India, where the majority of the population is below poverty line, it
is more crucial than technological advances reach to these people in some or other
form. There are several schemes made available by Govt. of India for the section of
people who are below the poverty line. However, its reachability and transparency
remain an issue of concern. Thus, technology can be used to address such issues and
increase outreach by providing ease of access and simple to use applications, and
also providing a system to help govt. schemes.

Traditionally, vending machines are used to provide goods or items on demand.
Delivering fixed ration to an individual based on biometric and RFID, one can save
upon several resources and maintain transparency throughout the process of ration
distribution. Such a system can work with minimal human intervention and allow
round the clockworking capability. It also paves theway for a new type of smart ration
distribution system, where ration can be provided like current ATM Systems. On the
other hand, with increasing penetration of Chatbots in various fields, integration of
Chatbot [1] with the SRDSwould offer a simpler andmore human way of interaction
to manage SRDS resources.

The rest of the paper is organized as follows: Sect. 2 highlights the previously
carried out work in the domain of distribution systems; Sections 3 and 4 focus on our
proposed system design and implementation, respectively, followed by a discussion
on results and conclusion.

2 Related Work

The planning commission performed a comprehensive survey on targeted public
distribution system (TPDS) intending to validate the efficacy of the system imple-
mented and found that the 58% of subsidized ration distributed by the government
do not reach the families with the below poverty line [2]. It was due to the non-
transparent procedures of the ration shop vendor, error in identification, or unethical
process followed in the system. Basanta et al. [3] in their study point out the inability
of the PDS due to the corruption in the government created system and proposed
measures to overcome these issues at the microlevel by revamping the system. It is
revealed that there are considerable complications and gaps in the implementation
of PDS [4]. Several efforts are made to solve the above-discussed issues.

Advantages of various technologies like IoT [5–8] and cloud computing [9] can
be employed to build more secure and easy-to-use public distribution systems. Valar-
mathy et al. [10] proposed an automated ration distribution machine replacing the
conventional system and ration card with the GSM and RFID support to avoid any
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Fig. 1 Block diagram of proposed smart ration distribution system

wastage of food grains or misconduct in the system. Kowshick [11] introduces the
public dispensing machine with the RFID reader as an alternative for ration cards
and utilizes the cloud for storing customer information. Madur [12] proposes RFID
as a smart card and ARM7-based ration distribution system. Priya et al. [13] devised
an E-PDS to prevent any irregularities using a smart card and RFID. Vaisakh et al.
[14] designed and developed a ration dispensing system using the Internet of things
with GSM and fingerprint sensor to validate the customer identification.

These works provided significant insight into various design principles and
conceptual understanding required for building our proposed system.

3 Proposed System

Theproposed system is divided into three layers, namely rationunit,Chatbot, anduser
as shown in Fig. 1. Under the ration unit, the components are subdivided into sensors,
actuators, communication module, and controller. Components such as motor driver
andmotor comeunder actuatorwhile fingerprint scanner,RFID reader,weight sensor,
and ultrasonic sensor come under sensors. Actuators and sensors are connected to a
controller which has a Wi-Fi communication module. By using this Wi-Fi module,
the proposed monitoring and control operations can be performed remotely. The
Chatbot layer has three subcomponents, namely Google Dialogflow,1 Telegram2 and

1https://cloud.google.com/dialoglow.
2https://telegram.rg/.

https://cloud.google.com/dialoglow
https://telegram.rg/
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Thingspeak Cloud.3 Google Dialogflow provides an easy to make Chatbot service,
which uses Google Cloud Platform for training the query response system of the
designed Chatbot. Telegram provides messaging services and Chabot APIs in the
form ofwebhooks. ThingSpeak cloud delivers data storage and visualization services
for IoT devices. And finally the topmost layer, the user which implies an individual
with managerial access to the SRDS.

To enhance the existing ration distribution system, a system is proposed with
simplicity and security of transactions which are of prime importance. A two-layered
security check is proposed, i.e., first, the fingerprint is checked to see if the user has
been enrolled and then the RFID card number is checked against the fingerprint
provided by the user, and only if the match is found, the ration will be provided to
the user. Keeping into consideration the increasing size of the database, the customer
authentication details are saved over the cloud. If one RFID card is given to a family,
the ration for a stipulated time can be got only once in the proposed machine. If all
the fingerprints of the family members are registered under one RFID card, then any
member of the family can collect their family’s ration. This eliminates the disad-
vantage of restricting a single person of the family for collecting their family’s
ration.

The ultrasonic sensor and weight sensor continuously monitor the available ration
in the containers and keep updating the same over ThingSpeak cloud platform from
where the SRDSmanager is notified. Themanager also gets notified about the family
or person who has received or not received the monthly ration.

4 Implementation

The implementation of the system is divided into hardware and software. Hard-
ware implementation discusses the design and detailed workflow of different
data throughout different hardware components, whereas software implementation
discusses design, integration, and data flow in the Chatbot.

4.1 Hardware Implementation

Figure 2 shows a detailed circuit diagram of the proposed system. The sequence
diagram of the overall system is shown in Fig. 3. The proposed system uses an
Arduino Uno with external Wi-Fi ESP8266 module to leverage the features such as
low-cost availability, community support, and a huge range of libraries available for
integration. The implementation of each module is discussed as follows:

3https://thingspeak.com/.

https://thingspeak.com/
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Fig. 2 Detailed circuit diagram of proposed system

Fig. 3 Sequence diagram of the overall system
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• Module 1—Fingerprint scanner: Fingerprint scanner GT-511C3 is deployed for
scanning the fingerprint of the user. The consumer needs to register the fingerprint
to obtain a ration. When the new consumer tries to enroll for the system, the
message will be prompted to place their finger on the scanner for recording their
fingerprint. After a successful scan, the message will be displayed in the result
box, and the fingerprint scanner will be ready for the next scan by incrementing
the ID number; also, the entry would be updated over the cloud. To verify, whether
a user or user’s fingerprint has been registered and to check the ID generated for a
particular user’s fingerprint, place a finger on the scanner and select the “Identify
(1: N)” button. The scan results are displayed in the result box. Timeout message
will be prompted if the finger is not positioned on the scanner for a significant
period and a cancel button can be employed to stop the identify check.

• Module 2—RFID authentication: The information of the ration for a particular
consumer is incorporated in the RFID tag. Every consumer is provided with the
authorized RFID tag. After the successful fingerprint verification, the RFID tag is
scanned against the RFID reader unit. RFID tag comprises of unique information
(i.e., a combination of characters and digits), which is collected when the RFID
tag is scanned. The unique code is matched against the already recorded data,
and if it matches, then the procedure continues or else prompts for the authorized
RFID tag to be scanned again.

• Module 3—Working of valve using motor: After the successful two-way
authentication (i.e., the fingerprint and theRFID scan), the valve is opened through
the motor and the process of ration distribution begins. As per the information
stored against the consumer, the prescribed quantity of food is provided.

• Module 4—Level indicator: The container used has radius 6 cm and height
100 cm. This stores around 10 Kgs of ration. The levels marked at ThingSpeak
are at the scale of 10. The formula to calculate the remaining quantity of ration is
shown below:

RRation = 3.14 × r2 × (10 − h) × di (1)

where RRation is the total quantity of ration remaining inside the container in Kgs, r
is the radius of the container used, h is the distance between lid and the stored item
in decimeters, and di is the density of the item.

This is a fail-safe for weight sensor. Thus, weight sensor values and ultrasonic
sensor values are updated over the cloud for monitoring the ration quantity.

4.2 Software Implementation

The Chatbot is created in three different stages, which include the usage of three
different platforms. Its implementation is discussed accordingly as follows:
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• Automated Question–Answer System (Google Dialogflow)Google Dialogflow
is a cloud-based service provided by Google for designing custom question–
answering systems. It includes terms such as agent, intent, entity, and actions. An
agent is a full-fledged Chatbot which contains all relevant questions and answers,
for example, movie ticket booking agent, pizza ordering agent, etc. An intent is
named according to the context of the question and answers. For instance, if the
intent name is “Ask User Name”, it would include questions such as “What is
the name of the User?” and “Who is the user?”. It also includes a set of expected
replies. At the back-end, Google trains the system to understand and predict
other different ways of asking the same question. For questions or answers which
include multiple names for the same object an entity is associated, which is a
group of words implying the same object. Actions are used to classify a set of
intents. Awebhook is also provided such that the system can be directly integrated
with any of the popular existing platforms. Based on all these concepts, a set of
predefined questions and its expected answers is defined for the proposed SRDS.

• Chatbot interface (Telegram) The webhook provided by the Google Dialogflow
requires a dedicated connection with Telegram. To achieve this, a default Chatbot
called “Bot Father” from Telegram is used. Bot Father provides a template for
Chatbot and its authentication token. This authentication token is then shared with
Google Dialogflow to provide Dialogflow’s agent over Telegram.

• IoT cloud storage platform (ThingSpeak) ThingSpeak is an IoT cloud storage,
visualization, and data analytics platform by Mathworks. ThingSpeak provides
its APIs for communication between IoT device and cloud. A dedicated channel
is created at ThingSpeak, and its read–write APIs are used in the IoT device, i.e.,
the Arduino Uno of SRDS. Using this API, SRDS sends data as well as receives
data from ThingSpeak. On the other hand, the Google Dialogflow webhook takes
input from the ThingSpeak channel as and when requested by Telegram Client.
For instance, if the query is “How much ration is available in SRDS?”, then the
Dialogflow will get the latest updated value of Weight Sensor from ThingSpeak,
add additional text response around it and reply “The currently available ration is
X Kgs” where X is the value taken from ThingSpeak weight sensor.

5 Experimental Setup and Results

The implemented system is tested against two registered users with a preset quantity
of 1 kg ration for each. Figure 4 shows various stages of user validations and ration
distribution. Figure 4a, indicates the user getting authenticated based on the registered
fingerprint. Figure 4b shows the second level of authentication where the user is
authenticated based on the RFID card. Figure 4c shows the distribution of the ration
post verification of provided details.

At SRDS manager, the manager can view the ration level on ThingSpeak cloud
as well as receive messages from the Chatbot. Figure 5 shows the responses that a
manager can view. Figure 5a shows ThingSpeak channel feeds for two fields, one
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(a) Finger Print Scanner (b) RFID Tag Reader

(c) Ration Collection Unit

Fig. 4 Various stages of user validations and ration distributions

for rice and other for wheat. Ten levels are indicating 10 decimeters of the container
height and using Eq. 1, the remaining ration is calculated, and the same is conveyed
to the manager. Figure 5b shows the Chatbot–bot interface and interactions with the
SRDS system Chatbot.

6 Conclusion

Smart ration distribution system (SRDS) is a transparent ration vending machine
that enables consumers to obtain ration without any manual interventions or any
involvement of intermediaries and keeps track of accountability of the food grains
distributed, thus preventing the fraudulence and corruption involved in the public
distribution system and providing the food and non-food items to the needy in
the subsidized price. Two-way authentication is incorporated that includes finger-
print and RFID scanner to eliminate unauthorized users from accessing the rations
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(a) Thingspeak Channel Feed (b) Ration Vending Chatbot

Fig. 5 Smart ration distribution system manager view

allotted to the consumers with below poverty line. After successful authentications,
the allotted ration canbe collected by the consumer’s time-to-time easily and securely.
The simple user interface with Chatbot support helps consumers to interact with
the system more systematically. The regular monitoring, storage, and visualization
facility are provided to the SRDS manager through ThingSpeak cloud platform. The
current prototype developed operates on the solid food items and in future, our work
would be focused on designing a touchless public distribution system that works on
liquids as well.

Our proposed system uses registration of the entire family with one RFID card as
well as many fingerprints of members from the same family. This allows the system
to work in the situation where due to certain circumstances if one member cannot
receive the ration other members from the family can get it. However, it is important
to maintain the RFID card and report in case it is lost or damaged. The system
can further be improved by adding facial recognition systems to avoid usage of any
additional component.
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Performance Evaluation of Clustering
Techniques for Financial Crisis
Prediction

S. Anand Christy, R. Arunkumar, and R. Madhanmohan

Abstract In the present days, financial crisis prediction (FCP) iswindingupprogres-
sively in the business advertises. As organizations gather an ever-increasing number
of data from day-by-day activities, they hope to draw valuable decisions from the
gathered data to aid on practical assessments for new client demands, e.g., client
credit classification, certainty of return that was expected, and so forth. Banks as well
as institutes of finance have connected diverse mining methods on data to upgrade
their business execution. With all these strategies, clustering has been measured as
a major strategy to catch the usual organization of data. Be that as it may, there are
very few examinations on clustering methodologies for FCP. In this work, we assess
two clustering algorithms, namely k-means and farthest first clustering algorithms
for parsing distinctive financial datasets shifted out off time periods to trades. The
evaluation process was conducted for datasets Weislaw, Polish, and German. The
simulation results reported that the k-means clustering algorithm outperforms well
than farthest first algorithm on all the applied dataset.
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1 Introduction

Despite the availability of numerousfinancial datasets, theydonot afford to contribute
to a valuable decision making. Worldwide rivalries, dynamic markets, as well as
fast advancement in the data and correspondence innovations are a portion of the
significant difficulties within the present financial industry. For example, financial
organizations are in consistent requirements for more data analysis, that is winding
up additional extensive as well as complex. The measure of data accessible is always
expanding; our capacity to process it turns out to be increasingly troublesome.
Productive revelation of helpful knowledge from these datasets is in this manner
turning into a dispute and a huge monetary need.

Then again, data mining is the way toward removing helpful, frequently before-
hand obscure data, supposed knowledge, out of very big dataset and utilized in the
various application such as the fraud detection, client maintenance, market analysis,
and so forth. As of late, financial crisis prediction (FCP) has turned out to be excep-
tionally powerful and gainful in breaking down financial datasets [1]. Be that as it
may, mining financial data present unique difficulties [2]: heterogeneity, complexity
confidentiality, external factors as well as dimension. The FCP dispute is to discover
the patterns rapidly when they are substantial and also to perceive the time when the
patterns are not any more powerful. Additionally, planning a fitting procedure for
finding significant knowledge in financial data is an extremely complex assignment.

In this work, we study two clustering algorithms for examining distinctive finan-
cial datasets for an assortment of utilizations: credit cards extortion detection, invest-
ment exchanges, stock market, and so on. We talk about the favorable circumstances
and inconveniences of every strategy in connection to better comprehension of
internal organizations of financial datasets in addition the capacity of every clustering
technique in this unique situation. At the end, the motivation behind this examination
is to give an outline of how fundamental clustering techniques were connected on
FCP.

2 Related Works

In cluster analysis, the dataset with the closer similarity is clustered together [3]. In
any case, the groups are not characterized ahead of time. Regularly, clustering anal-
ysis is a valuable beginning stage for different purposes, for example, summarization
of data. A Cluster of Data Articles can be measured as a type of Data Compres-
sion. Diverse spaces may be able to imply grouping strategies to analysis data, for
example, science, information retrieval, medicine, and so forth. In the business and
fund, clustering may be able to be utilized, for example, to fragment clients into
various gatherings for extra analysis and showcasing exercises. Clustering is a usual
process in data compression; here are very few applications of the finance that utilizes
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this system contrasted with classification as well as affiliation analysis. Another clus-
tering strategy is thickness depended [3] that avoids segmenting example space using
the mean-center point; however, rather thickness-based information is utilized, by
that it is tangled, unpredictable shaped, however, very much disseminated dataset be
able to be grouped effectively.

OPTICS. OPTICS gives a point of view to investigate the size of density flanked
groups. OPTICS makes an increased ordering of cases in light of the density distri-
bution. This cluster ordering might be able to be utilized by a wide scope of density
flanked grouping, for example, DBSCAN.

In any case, OPTICS requires few priori, for example, neighborhood radius (ε)
as well as a least amount of items [4].

DBSCAN [5, 6] depends on density connected rate from subjective center objects
that comprises the objects with the MinPts it records the participation of the cluster
initially further points can be referred in [4].

“Since reachability plot is unfeeling to the information parameters,” [7] recom-
mend which the qualities ought to be sufficiently “large” to give up a decent outcome
bymeans of no unclear illustrations aswell as reachability plot look not barbed. Inves-
tigations demonstrate which MinPts utilizes ranges somewhere in the range of 10
and 20 dependably get great outcomes with sufficiently vast ε. Quickly, reachability
plot is an exceptionally natural intends to derive the indulgent of the financial data
of thickness flanked organization and its usual dimensions are utilized.

[8] employed an online developing methodology for identifying of financial artic-
ulations’ peculiarities. The online advancing strategy [9] is a vibrant method for
grouping data stream. This technique progressively builds the quantity of clusters
by figuring the separation among illustrations and existing cluster focuses. In the
event that this separation is higher than edge esteem, another cluster is made and
instated by the case [10, 11] used hierarchical agglomerative clustering [3] way to
deal with dissect securities exchange data. The authors proposed a productive metric
for estimating the similitude between clusters, an ideal issue for various leveled
agglomerative grouping techniques. The creators additionally specified that some
pre-preparing systems, for example, mapping, dimensionality decrease, and stan-
dardization ought to likewise be connected to enhance the execution. Besides, they
utilized precision–recall technique [10] to expand the cluster quality.

3 Clustering Algorithms

3.1 K-means Clustering

K-means [12, 13] be a familiar clustering algorithm that performs grouping of n
data points to K clusters by minimizing the data points from K cluster heads in
an iterative manner. K-means is a sort of unsupervised learning technique regularly
utilized for taking care of the notable clustering issue. This procedure method tracks
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a less complex and less demanding path for arranging a known dataset utilizing a
specific count of clusters (assuming k clusters) fixed apriori. The essential rule is to
characterize k clusters, one for each group. The arrangement of clusters ought to be
completed shrewdly because of the way that shifting area prompts diverse outcomes.
Subsequently, the best technique for setting them is to keep them quite far from each
other. The succeeding advance takes each point has a place with a given dataset and
partners it to the nearest cluster. At the point when none of the fact of the matter is
inadequate, the underlying advance is done and an early gathering age is likewise
done.

At that occasion, there is a prerequisite to perform recalculation of k new centroid
as barycenter of the clusters got from the preceding step. Subsequent to k newcentroid
is resolved, another coupling procedure will happen between the comparable dataset
clusters and the nearest new cluster. A circle will be made. Thus, it is seen that the
k focuses adjust their area well-ordered till none of the progressions exist or it can
named as the clusters do not move any more. Toward the end, this strategy means to
minimize an aim function recognized as squared error function and is represented
as:

J (V ) =
c∑

i=1

ci∑

j=1

(∥∥xi − v j

∥∥)2
(1)

where ||xi − vj ||2 represents the Euclidean distance of xi and vj, count of data points
(ci) cluster (ith) and count given by “c”.

3.2 Farthest First Clustering

This clustering approach is introduced by Hochbaum and Shmoys in 1985 [8, 14].
It is similar to k-means in which it opts the centroid and assigns the entities in the
cluster; however, with maximum distance, initial seeds are value that is at more
distance to the mean values. In this situation, assigning clusters is dissimilar, and at
initial cluster, a linkwith high session count will be received, for instance, at cluster-0
more than in cluster-1, etc. This algorithm requires fewer adjustments [8]. Firstly, it
takes point Pi selects the preceding point Pi maximum distance. Pi is centroid, and
the points are p.1, p.2, …, p.n otherwise entities member of dataset belong to cluster
out off Eq. (2).

Minimum{maximum dist(p.i, p.1),maximum dist(p.1, p.2) . . .} (2)
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4 Results and Discussion

The method has used three datasets, and they are the “German, Weislaw, and the
Polish ” with the instance with the maximum variation from 240.01 to 100.01
containing 20 to 64 characteristics and were two types non-bankrupt and bankrupt
used (Table 1).

Table 2 and Figs. 1, 2, and 3 show the cluster formation of K-means as well as
farthest first algorithms. The cluster 0 in addition to cluster 1 in table represents the
number of instances grouped in cluster 0 and cluster 1 as bankrupt and non-bankrupt.
For better clustering performance, the number of instances in the cluster 0 and cluster
1 should be closer to the number of instances under bankrupt and non-bankrupt. From
the table, it is shown that among the 700 bankrupt instances in German dataset, theK-
means algorithm clusters 713 instances where the farthest first algorithm clusters 869
instances. These values show that the K-means clustering performs well and attain

Table 1 Description of dataset used

Dataset Source Instances Characteristics # of class Bankrupt/non-bankrupt

German UCI 1000.01 22 2.0 701/301

Weislaw UCI 240.02 34 2.0 120/120

Polish UCI 7028 65 2.0 114/130

Table 2 Cluster assignments of various dataset using K-means and farthest first algorithms

Dataset K-means Farthest first

Cluster-0 Cluster-1 Cluster-0 Cluster-1

German 713 287 869 131

Weislaw 128 112 196 44

Analcat data 25 25 27 23

Fig. 1 Visualization of clustering on German dataset
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Fig. 2 Visualization of clustering on Weislaw dataset

Fig. 3 Visualization of clustering on Analcat dataset

superior clustering than compared one. In the same time, for Weislaw dataset, the K-
means clustering algorithm clusters 128 instances as bankrupt and 112 instances as
non-bankrupt. These values imply that K-means algorithm clusters are almost closer
to the original ones. Similarly, for Analcat dataset, K-means algorithm is superior to
farthest first algorithm in several dimensions.

5 Conclusion

FCP has turned out to be exceptionally powerful and gainful in breaking down
financial dataset. Similar to classification, cluster analysis groups comparative data
objects into groups, in any case, the classes or clusters were not characterized ahead
of time. Regularly, clustering analysis is a valuable beginning stage for different
purposes, for example, data summarization. In this work, we assess two clustering
algorithms, namely k-means as well as farthest first clustering algorithms, for parsing
distinctive financial datasets shifted out off time periods to trades. The validation
process reported that the k-means clustering algorithm outperformswell than farthest
first algorithm on all the applied dataset.
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Optimization of Job Scheduling
with Dynamic Bees Approach

Harsimrat Singh and Chetan Marwaha

Abstract Cloud-based job scheduling is used to achieve high throughput. The
problem of load balancing hampers the performance of the cloud. To end this, the
bees life algorithm is used to achieve optimization in job scheduling. This paper
proposes unique dynamic scheduling using the bees algorithm with the shortest
job first approach to achieve a high degree of load balancing. The effectiveness of
cloud computing depends greatly upon the performance of the cloud scheduler. The
scheduling algorithm used achieves high performance, since waiting time for jobs is
reduced. The overall algorithm is divided into phases. The first phase is the initial-
ized section in which fog and execution nodes are defined. In the second phase,
job fetching and uploading are accomplished. In the third phase, jobs are sorted
according to the shortest burst time. In the last phase, bees are deployed to locate
the best possible processor for job execution. The result of the dynamic bees algo-
rithm shows effective load balancing as compared to the static bees algorithm. Result
in terms of execution time, waiting time, execution speed, and memory allocation
shows improvement by 2–3%.

Keywords Cloud computing · Job scheduling · Optimization algorithms ·
Dynamic bees life algorithm

1 Introduction

Cloud computing platforms attract mass community due to the affordable and vast
availability of resources [1].Heavy traffic toward cloud resources could leads to dead-
lock, and waiting time for other users increases significantly. This problem causes
loss of confidence and hence degrades the quality of service [2]. In broker-driven
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Fig. 1 Dynamic bees approach for job execution

VM selection policy, the fittest machine is selected and the job is allotted no criteria
is specified regarding the release of resource causing a high probability of deadlock
[3]. Resource provisioning thus requires scheduling based on multiple parameters.
An algorithm based on multiple criteria is optimization algorithm and satisfies the
need for avoiding a deadlock situation. The structure of the cloud satisfying require-
ments of different clients is given in Fig. 1. The job is submitted to the cloud by the
registered user. Jobs form batches and picked by the broker. The broker is responsible
for checking the compatibility of a job against the processor resources. Job sorting
is also performed by the broker. Once job sorting is performed by the broker and
compatibility check is performed, job allocation is performed [4]. After the execution
of the job, the result in the form of execution time is returned. The job compatibility,
if not satisfied, then jobs are portioned into the task and stored within the job buffer.
The process is repeated until all the jobs are executed successfully. The objective of
the proposed work is dynamic job scheduling and is performed. To compute various
parameters like execution time, waiting time, execution speed, memory allocation,
compare the proposed work with static bees approach [5]. To achieve job execu-
tion, the best possible resources are searched for. This is accomplished using job
scheduling algorithms [6]. Job scheduling algorithms based on single metrics are not
effective in today’s era. Multicriteria algorithms such as genetic algorithm, PSO, and
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bees algorithms are capable of handling the problem of multiobjective jobs. All of
these algorithms are discussed in Sect. 2. The problems within these algorithms are
discussed in Sect. 3. Section 4 gives themathematical foundation and proposedwork.
Section 5 gives the performance analysis and result, and Sect. 6 gives the conclusion
and future scope. Section 7 gives references.

2 Multiheuristic Approach to Job Execution

The multiheuristic approach is based on multiple conditions. This means, multiple
conditions if satisfied, then the job is executed on the current processor. The job
execution based on multiple multiheuristic approaches is given in the tabular form.

2.1 Genetic Algorithm-Based Job Execution

The genetic approach is one of the oldest mechanisms to execute a job based on
multiple objectives. The genetic approach is divided into phases. The first phase
corresponds to population selection, the second phase corresponds to mutation, in
the next phase objective function is evaluated and at last, the crossover is performed.
The population selection is based on the satisfaction of objective function. Figure 2
shows the sequence of phase execution in a genetic approach.

The genetic approach is used by many researchers to execute jobs with multiple
objectives. This is given in Table 1.

2.2 Particle Swarm Optimization (PSO)

Particle swarm optimization is amultiheuristic approach inwhich swarm intelligence
is used. Allocation of resources in the best possible way is accomplished using this
mechanism. Figure 3 demonstrates the steps of this approach.

The techniques demonstrating the use of PSO in job scheduling is given in Table 2.

2.3 Bees Algorithm for Job Scheduling

Bee’s life algorithm is revolutionary in updating the mechanism by which a genetic-
based approach executes the job. The phases associated with bee’s life algorithm are
given in Fig. 4.

The research utilizing the bees algorithm is given in Table 3.
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Fig. 2 Genetic algorithm phase execution

Table 1 A genetic algorithm for the execution of job

Authors Year Multiobjectives Merits Demerits

Ling and Leung
[7]

2007 • Load balancing
• Cost-effective
scheduling

All the jobs are
executed then the
algorithm is allowed
to finish.

The convergence
rate is poor

Pavez-Lazo and
Soto-Cartes [8]

2011 • Load balancing
• Cost-specific
allocation

Load balancing is
achieved effectively

The convergence
rate is high

Garg and Singh
[9]

2015 • Grid allocation
• Reducing execution
time

Allocating grid to
the cloudlet
effectively and
workflow scheduling
is achieved with high
performance

Load balancing is
an issue

Ferrarotti et al.
[10]

2016 • Job execution time
• Load balancing

The load is balanced
with high
performance

The rate at which
execution takes
place is slow
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Fig. 3 PSO steps for job scheduling

Table 2 PSO utilized in job scheduling

Authors Year Multiobjectives Merits Demerits

Pacini et al. [11] 2015 • Load balancing
• Cost-effective
scheduling

Three-level approach
for securely
executing the job

The convergence rate
is poor

Smanchat and
Viriyapant [12]

2015 • Workflow job
scheduling

• Cost-specific
allocation

High traffic of
cloudlets can be
executed easily

The convergence rate
is high

Mohtasham
et al. [13]

2016 • Execution time
• Waiting time

Allocating resource
to the cloudlet
effectively and
cloudlet scheduling
is achieved with high
performance

Load balancing is an
issue

Devi and
Poovammal [14]

2016 • Overlap community
detection

• Execution time

Load balancing is
effective

Execution time and
waiting time can be
reduced effectively
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Fig. 4 Bees algorithm for job scheduling

Table 3 Bees life algorithm for job execution

Author Year Multiobjective Merits Demerits

Lee [15] 2015 • Makespan
• Flowtime

Makespan and
flowtime are reduced

Convergence and load
balancing is a
problem

Kimpan and
Kruekaew [16]

2016 • Makespan
• Flowtime

Execution time is
reduced with a
multiheuristic
approach

Rate of convergence
and load balancing is
an issue

Bitam et al. [17] 2018 • Minimizing
execution time

• Job execution

Makespan and
flowtime are reduced

Low convergence rate
due to unfinished
processes and waiting
time is high

Vishwakarma
and Jain [18]

2019 • Cloud security
• Job execution

Minimizing
execution time is
achieved using
honey bot approach

Load balancing is an
issue not achieved
through this approach
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3 Problem Definition

The problem from the bees life algorithm indicates that load balancing is achieved
but waiting time is a problem. The execution speed is also high in the existing bees
approach. The job is matched against the compatible processor and if the match does
not occur, the cloudlet is added within the waiting queue. The process will not come
out of the queue until the processor with the compatibility is located. The process will
be in an indefinite loop and may not execute at all. This causes a low convergence
rate associated with the bee’s life algorithm. The discovered problems from the bees
life are listed as under (Fig. 5)

• The static approach causes unfinished or daemon processes.
• Low convergence rate due to unfinished processes.
• Job allocation based on first come first serve approach.
• High execution time if compatibility is violated.

3.1 Difference in Static and Dynamic Bees Approach

In this section we briefly differentiate between the state and dynamic bees approach
is given in Table 4.

Table 4 Difference between the static and dynamic bees approach

Parameters Static approach Dynamic approach

Number of tasks Fixed per virtual machine Variable depending upon the load

Convergence Takes a large amount of time Takes less time

Load balancing It is achieved but to a lesser extent It is achieved to a better extent

Cost More virtual machines used to lead to
higher cost

Less virtual machines usage caused
the least cost

Waiting time It is high as task partitioning is fixed It is less as task partitioning is
variable
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4 Mathematical Foundation and Proposed Work

Some metrics are evaluated in the dynamic bees algorithm to prove worthy of
study. These metrics should be effective enough to state the validity of the proposed
approach. The mathematical foundation for the proposed approach is given as under

4.1 Mathematical Foundation

The approach uses the objective function. The objective function is based on cost,
load balancing, and compatibility check. The objective function is given as under
Eq. 1.

y = ax2 + bx + c (1)

Here ‘y’ is the objective function value which is to be maximized. ‘x’ indicates
the confidence level or degree of importance associated with each factor. ‘a’ is the
obtained value of load balancing, ‘b’ is the cost factor, and ‘c’ is the compatibility
factor.

The waiting time indicates the amount of time the cloudlet needs to wait after
arrival before the resource is allocated. The waiting time is given as under Eq. 2.

Wt = Tt − Bt (2)

‘T ’ indicates the turnaround time, ‘B’ indicates the burst time, and ‘W ’ indicates
the waiting time. The execution speed is the parameter indicating the fast conver-
gence. The execution speed is measured with the response time. This is given as
under Eq. 3.

Speed = Pt − At (3)

‘P’ is the time during which process first get the CPU and ‘A’ is the arrival
time. The turnaround time is another metric that is estimated with the formula. The
turnaround time is given as under Eq. 4.

TAT = Ct − At (4)

‘C’ gives the completion time of the job, and ‘A’ indicates the arrival time.
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4.2 Proposed Work

The proposed work is focused upon the job partitioning and execution approach
using the bees life algorithm. Scheduling is based on a time scale depending upon
the process burst time. Deadline-oriented approach is used for determining the best
possible job for execution over the processor. The phases of this approach are given
as under.

– Job Sorting

This phase receives the job and then performs the sorting operation based upon the
burst time associated with the job. The job burst time if lowered is placed in the first
place within the batch. The job sorting operation is based on the shortest job first
approach. This sorting operation is performed before assigning a broker to the job.
The algorithm for this phase is given as under

• Initialize the process and add it into the ready queue.
• Assign CPU to process having the lowest burst time and execute it.
• If two processes have similar Burst time then SJF executes the process which is

arrived first is executed.
• Repeat the steps above until the queue become empty.
• Calculation of waiting time and turnaround time of the individual process is done.
• Calculate the average waiting time and average turnaround time.

– Resource Sorting

Bubble sort has been applied to receive the resources which are highest in number.
After that, the highest resources will be allotted to the jobs. The resource sorting
operation is based on a bubble sort approach. The algorithm for resource sorting is
given as under.

Algorithm- Resource Sorting 
Input: Resource List, N(number of resources)
Output- Sorted List 

Set index i = 0 
Set index j = 0 
For i = 0 to N 
 For j = 0 to N-i-1 
If (Resourcei > Resourcei+1)
   Temp = Resourcei
Resourcei = Resourcei+1 
Resourcei+1 = Temp 
  End of if 
 End of For 
End of For 
Output Job list 
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– Job partitioning

The job partitioning is performed by receiving the jobs and then checking against the
pool of resources. The job requirement if matches with the processor resources then
the job is entered into the active queue. The jobs that are present within the queue
are evaluated again after all the jobs present within the active queue are finished.
The job is partitioned into tasks to make the compatibility of jobs with the processor.
These portioned jobs are submitted again to the queue for resource allocation. The
algorithm for the job partitioning is given as under

Algorithm-Job Partitioning 
Input: Job List, i(index), N (Number of Jobs), CE(Computing elements or
processors), CE_R(CE resources), Top=0 
Output: Task List 

Input Job list from first phase (Jobi)
Set Top=0 
For i = 0 to N 
 If Jobi. Requirments > CEi
Waiting_list [Top] = Jobi
     Top = Top+1 
 Else 
CEi = Jobi
 End of if 
End of for
Top = i 
Check Waiting Queue 
If (is empty (Waiting_list) ) 
   Call Bees Algorithm 
Else
    L = waiting_list [Top] 
    Top = Top-1 
End of if 

Jobsi = L/CE_R 
Goto Job Sorting algorithm 

The model for the first two phases is given as under
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Fig. 5 Proposed model for the first two phases

The compatibility check mechanism corresponds to the number of resources
possessed by a virtual machine and requirements of the process. The process require-
ments must be matched with the resources possessed by VM otherwise compati-
bility check fails. Thus, the number of resources is a parameter used to check the
compatibility.

– Dynamic bees approach

This is the final phase of the proposed approach. The bees are deployed to execute
the jobs. This approach receives jobs after sorting and task partitioning. The bees
are deployed to locate the nearest food source. The bees hunt down the food source
and the job is executed. The fittest resource is searched, and if resource from the
processor is left over, the core is partitioned to utilize the resource further. Since
the fittest processor is selected hence load balancing is effectively achieved. The
algorithm for this approach is given below;

Algorithm bees
Input: Job list, resource list
Output: Waiting time, speed, memory allocation

• Deploy bees corresponding to the number of resources
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• If (is found (Resourcei))

Execute job
End of if

• If (Resource_Finished)

Deploy Scout bees for resource searching
End of if

• If (Finished (Jobi))

Return waiting time, memory allocation, speed
End of if
The model for the dynamic phase is given in Fig. 6.

Fig. 6 Bees algorithm for job scheduling
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First, all the jobs are uploaded and stored within the text file. Fog nodes and
execution nodes are also created. The number of jobs should be directly proportional
to jobs uploaded. In case these jobs are not equivalent to execution nodes, then
process wait for execution and waiting time increases. Inputted jobs are checked
against the processor resources. This will build a fittest processor sort list. After this,
depending upon the burst time of the job and processor resources, the task list is
prepared. This task list is sorted according to the shortest job first approach. These
tasks are again stored within the task list. This task list is submitted to the broker
for execution. This bee corresponding to the task list is formed. These bees look for
the best possible processor for the evaluation of the task. After this initial solution is
prepared and building a complete solution, bees are randomly scattered. The result
is again obtained. This result is compared to the previous solution. The best possible
solution is retained.

5 Performance Analysis and Result

The performance of the dynamic bees approach is much better as compared to the
static bees approach. The result is presented in the form of waiting time, execution
time, memory allocation, and speed. The number of fog nodes and execution nodes
is varied to determine the variation in the result. The result is given in Table 5. The
number of fog nodes and execution nodes is kept at a constant 5 value.

The plot for Table 5 is given in Fig. 7. The execution speed shows improvement
by a margin of 10%.

Table 5 Speed comparison

Number of jobs Speed (static bees) ms Speed (dynamic bees) ms

10 282 293

20 512 532

30 712 722

40 900 912

50 950 970

60 1023 1072

70 1200 1278

80 1300 1356

90 1396 1450

100 1520 1560
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Fig. 7 Speed plot for dynamic and static bees approach

Task completion speed is given in Table 5. This speed measures the efficiency
of the proposed system. The allocation could be early but due to interruption, the
processor may be prompted hence task completion is considered in this case. The
waiting time also shows significant improvement. The waiting time is shown in
Table 6. The improvement by a margin of 7% is achieved.

The plot showing the betterment of the proposed approach in terms of load
balancing and latency is given in Fig. 8.

Table 6 Waiting time or latency comparison

Number of jobs Waiting time (static bees) ms Waiting time (dynamic bees) ms

10 2490 1293

20 5120 2532

30 7112 3722

40 9020 4912

50 9530 5970

60 10,223 6172

70 12,020 7178

80 13,030 8156

90 13,496 9150

100 15,520 10,560
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Fig. 8 Waiting time for dynamic and static bees approach

The memory allocation increases with the number of processes. The process burst
time directly impacts the memory consumption. The performance of the proposed
mechanism is certainly better as the process does not last within memory for a
longer time and hence less memory is consumed. Table 7 shows the performance of
the proposed mechanism in terms of memory consumption.

The plot for Table 7 is given in Fig. 9.

Table 7 Memory consumption comparison

Number of jobs Memory (static bees) KB Memory (dynamic bees) KB

10 9.56 5.33

20 12.433 6.87

30 14.675 8.656

40 17.786 10.34

50 20.434 12.343

60 23.2234 13.454

70 30.434 15.4343

80 32.345 17.343

90 33.344 20.343

100 35.3434 21.2323
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Fig. 9 Memory consumption by dynamic and static bees approach

The execution time indicates the time of completion associated with the process
or job. The arrival time must be subtracted from job completion time to obtain the
actual execution time of a job. Thus when all the job waiting time is added together,
then the execution time of a batch is obtained.

The plot for the execution time is given in Fig. 10 (Table 8).
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Fig. 10 Execution time comparison
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Table 8 Execution time for dynamic and static bees algorithm

Number of jobs Execution time (static bees) ms Execution time (dynamic bees) ms

10 2440 1393

20 5140 2332

30 7232 3422

40 9230 4312

50 9580 5370

60 10,623 6072

70 12,420 7278

80 13,630 8356

90 13,796 9450

100 15,820 11,560

6 Conclusion and Future Scope

Static bees scheduling algorithm is used to achieve optimization in terms of waiting
time. The jobs are executed onmachines that are not sorted. Themachine executes the
job on the first come first serve basis. This mechanism although executes all the jobs
but execution time increases. To tackle the issue, a dynamic mechanism is needed.
The proposed mechanism not only sorts the jobs but also sorts virtual machines. The
execution of a job is much faster as compared to static bees algorithm. The waiting
time, turnaround time, and execution time are reduced greatly using the proposed
system. The order of scheduling is broker-driven. The broker is a software agent that
is used to select the optimal VM on receiving the job. The job is presented to the
system in batches. The execution of a job if not possible on the current machine then
the machine is divided into cores. The proposed mechanism is termed dynamic since
the processor is selected based on job requirements.

The dynamic bees approachwith job sorting and partitioningmechanism achieves
better load balancing and hence the result is improved. In the first phase, job sorting
is achieved. To accomplish this, a bubble sort mechanism is applied. The primary
parameter used for this purpose is the job burst time. The next phase is used to check
the compatibility of the job with available resources. The complexity violation leads
to task partitioning. The task partitioning approach allows all the jobs to be executed
within the prescribed deadline. Bees approach allows the execution of the job list
and results in terms of execution time, memory, waiting time, and speed is presented.
The resulting improvement by the margin of 2–4% is achieved.

In the future, similar job identification with a benchmark dataset can be used. The
additional parameters can also be accommodated within the dynamic bees approach.
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Enhancing Cloud Security Using Secured
Binary-DNA Approach
with Impingement Resolution
and Complex Key Generation

Jasmine Attri and Prabhpreet Kaur

Abstract Cloud computing is used by the mass community. Categories of users
using cloud resources are indifferent. Cloud security is thus the area of concern. This
paper focuses on the security aspect by modifying the BDNA procedure. Although
DNA-based encryption is considered one of the safest mechanisms for managing
data within the cloud, it has a flaw of a Key Clash that is rectified using a random
number generator and hashing mechanism within BDNA. The impingement occurs
when the key generated with DNA has the same location as the earlier key loca-
tion. The employed mechanism is termed as chain-based BDNA to improve security
further also with impingement handling. It considered chaining-based BDNA and
BDNA approach to tackling the problem of impingement with keys. The parameters
considered are execution time in key formation, reliability, number of impingements.
BDNA is based on binary encryption and to enhance the security further, excess three
codes are merged within the proposed mechanism. The proposed system is imple-
mented using Netbeans8.1 java-based platform along with cloudsim4.0. The overall
result of encryption is least as time consumption is reduced and highest in terms of
reliability as compared to the BDNA approach.

Keywords Cloud security · BDNA · Chaining · Impingement

1 Introduction

Sander and Tschudin [1] Cloud security is an issue surrounding the mass community
and required to be tackled to increase descent traffic towards cloud resources [2]. To
this end, cloud security procedure is employed both at client and service provider
end. Cloud security consists of a set of policies that yield optimize performance by
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rejecting unauthorized access to resources. Although cloud services and apps attract
people, however, security issues could put cloud resources, system information, and
data management at risk. To tackle the issue cloud security mechanisms must be
enforced both at client and service provider end.

NIST [3] Cloud security mechanisms required for handling mass storage both at
the client at the server end. There are three service models requires handling distinct
requirement from the user. Primary work associated with the proposed work deals
with software as a service [4]. The encryption mechanism in the general situation
employed in cloud computing is transposition cipher. In this mechanism, if data
“ABC” is to be transmitted than according to the transposition mechanism “CAB”
can be transmitted [5]. This encryption mechanism is weak. To tackle the issue
random interchange mechanism is employed to make the key complex. Both public
and private key mechanisms are used for encoding and decoding of keys. During the
advancement in the encryption process, DNA encryption is developed for making
information more and is secure. In the cloud, this technique is used to enhance user
trust in the service provider.

DNA Encryption is the process of perplexing genetic information. The computa-
tional method that is used is genetic sequencing. This mechanism plays a critical role
in communication security. There are several reasons for using DNA encryption.

• This technology is one of the rapidly growing mechanisms that found its
application in the cloud environment also.

• It is quite possible with DNA encryption to create complex crypto algorithms.
• It becomes possible to design algorithms for unbreakable problems.
• Less storage is required to handle DNA-based encryption as compared to DES

and RSA algorithms.
• The power source is not required during the computation of DNA.
• Millions of bits can be stored in a few milligrams of data in the real world.

Kchim [6] Several modifications to DNA encryption are suggested to improve the
efficiency of the encryption process. DNA encryption process is elaborated in Fig. 1

Binary 
Message

Encryption
DNA

Encryption 
Message

Transmit 

Cloud

Message

Fig. 1 Binary Encryption process under DNA encryption
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A comparison of literature is presented in the literature survey along with merits
and demerits.

The objective of the proposed methodology is as given below

• To handle the large file with least execution time
• To avoid impingement problem to handle data loss
• To achieve a better and secure key for encryption
• To compare the result of BDNA approach with the proposed approach.

The general structure of this paper is considered as under. Section 2 gives detail of
studied literature of the existing mechanism associated with encryption for secured
data transmission. Section 3 gives the problems and corresponding solutions to the
problems. Sections 4 gives the methodology of proposed work along with a descrip-
tion of each phase, Sect. 5 gives performance analysis and result, Sect. 6 gives the
conclusion and future scope and last section gives the references.

2 Literature Survey

This section presents the encryption mechanism that is used to secure the cloud.
The security of cloud computing is considered at distinct levels. At the first level,
the least secure mechanisms will be considered and continue towards more secure
mechanisms of security toward cloud computing

2.1 Level 1 Security Mechanisms

Level 1 securitymechanisms include security systems that can be further improved or
in other-words are least secure. Comparison Table 1 provides insight into the level1
security.

Random number generator is missing in almost all the studied literature given in
Table 1. Also, the security of data is at stake with the use of public key mechanisms.

2.2 Level 2 Security Mechanisms

Level 2 security is advanced as compared to level 1 security levels. The random
number generator is accommodated within most of the mechanisms to provide
security among encryption mechanisms.

These mechanisms are more secured as compared to strategies without a
random number generator. The mechanism employed could be further enhanced
by employing strategies to tackle the issue regarding key generation.
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Table 1 Level 1 security standards

Technique Security metrics Merits Demerits Considered in

RSA Key Size
Execution time

The key that is
formed depends
upon random
prime numbers

Public Key
formed can be
hacked easily that
is transmitted over
the public medium

Mahalle and
Shahade [8], Seo
et al. [9]

DES Key Size Key size is small
and is a building
block for most
secure encryption
standards in the
modern era

Encryption
standards are poor
using a 56-bit key
size

Security [10],
Gupta et al. [11]

Homomorphic
Encryption

Key Size
Execution time

Key size is
reduced but
complex by the
use of random
number generator

Encryption
standards use both
public as well as
private key
mechanisms that
make the entire
mechanism
complex

Wang et al. [12],
Alabdulatif et al.
[13], Miguel [14]

2.3 Level 3 Security Mechanism

Level 3 security mechanisms more secure as compared other two levels. To manage
the abnormalitieswithin the dataset, pre-processingmechanisms are employed.Also,
to manage the storage, deduplication is utilized. The mechanisms ate discussed in
Table 2.

There is a problem of impingement within the discussed literature. Impingement
resolution can be resolved by the use of chaining in the proposed system. The problem
discovered in BDNA approach that is discovered to be most secured than the rest of
the literature is given in Table 3.

The proposed system accommodates BDNAwith excess 3 code rather than binary
codes. The phases of BDNA is described as under

2.4 Phases of BDNA Approach

BDNA encryption algorithm uses the symmetric key generation algorithm that is
DES [7]. A Block cipher of 64 bits is used in the case of the DES algorithm. 56 bits
form 64 bits are used for encryption and the rest of the bits are used for padding
and checking parity. 16 rounds lead to the generation of the final key. The key is
maintained using a security framework. The local database is used to maintain and



Enhancing Cloud Security Using Secured … 163

Table 2 Level 2 Encryption mechanisms

Considered in Technique Description Advantage Disadvantage

Zhang et al.
[15]

Dynamic DNA
coding

It first generates
the Chaotic
sequence of the
image pixels.
Then, it uses DNA
encoding to
encrypt the image
pixels

It gives better
security to image
and can effectively
resist statistical,
shear, and another
attack

Reliability is
low

Gautam et al.
[16]

BCD-based
coding

In this, the BCD
code is used to
encode the data
and the key is used
once. It also used
1’s complement
and 2’s
complement for
encoding

It gives efficient
and performs well
for text crypto.
Throughput of the
system is high

CPU time is
more

Abdalla et al.
[17]

Playfair
algorithm using
XOR

It converts image
pixels into the
matrix and then
calculated key
value using XOR

It makes it hard for
the attacker to
perform a
frequency analysis
based on the used
pixel digraphs

Complexity is
high

Table 3 Level 3 Security mechanisms for the security of cloud

Considered in Technique Description Merit Demerit

Chandel et al.
[18]

Homomorphic
encryption

This encryption
determines the
complexity of key
and space
conservation is
applied

Less space but
the more
complex key

Space conservation
may cause
additional overhead

Sohal and
Sharma [2]

Security of cloud
storage using
BDNA approach

This approach is
of encryption
based on DNA
with high security

Complex key
generation is
included

Impingement
problem is not
tackled

store secret keys. The framework manages the keys using access rights of the users.
The steps involved in the existing BDNA mechanism is given as under

• A transposition cipher is obtained from 64-bit plain text. This transposition is
obtained by changing the position of the bits within the plain text.

• 16 festal rounds are applied on 64-bit keys with distinct functions.
• 32 bits generated from 16 rounds form the first half of the key.
• Substitution and permutations are performed to generate the next half of the key.
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• The finalized key is generated by applying the XOR operation.

The second phase consists of AES encryption. This key generation is applied to the
output generated from the first phase of the key generation. The steps involved in the
encryption is given as under

• Substitute bytes: in this phase, the bits from the transmitted text or plain text is
replaced with the key codes.

• Shifting Rows: the rows from the generated ciphertext are shifted randomly to
generate a complex matrix.

• Mix Columns: the same shift operation is also applied to columns of the generated
matrix.

• Add round keys: the generated matrix is applied with XOR operation to generate
finalize key.

The final phase consists of applying the first and second phases except the mixing
of columns phase. The generated key is then stored at the server end. The phases are
applied to the uploaded file. The problem of impingement is not handled even at the
file uploading phase. This problem is tackled within the proposed model. The result
obtained from AES, DES, DNA, and BDNA is given in this section.

It is observed that BDNA is best in terms of execution time. The file size is directly
proportional to the execution time (Fig. 2).

Thekey sizemust be complex andusing theBDNAkey ismore secure as compared
to AES, DES, and DNA encryption mechanism. The primary reason for security
enhancement is the assembling of multiple encryption mechanisms.

The key size indicates complexity and security. With the BDNA approach key
size is significantly enhanced. The plot is given in Fig. 3.

The complexity of the key in the BDNA approach is more as compared to other
approaches. The problem of impingement is handled by the use of a hash-based
mechanism described in the next section.

1000 2000 3000 4000 5000
AES(ms) 15 28 32 45 60
DES(ms) 16 29 31 43 59
DNA(ms) 12 25 30 42 52
BDNA(ms) 10 19 28 39.98 45.63
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Fig. 2 Execution time comparison with the file size
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1000 2000 3000 4000 5000
AES(bits) 10 12 14 16 18
DES(bits) 10 12 16 18 20
DNA(bits) 14 14 16 20 24
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Fig. 3 Key Size comparison with the file size

3 Proposed System

The problem of impingement is significant in BDNA encryption along with binary
encoding operation. This problem can be rectified by the use of chaining and excess 3
encryption. The overall procedure of the proposed system starts with the initialization
of the queue that will store the generated key.

3.1 Handling Impingements

The impingement is generated as the same key is generated for multiple data values.
In general, the divisionmethod is followedwithin the BDNAapproach for generating
a key. The procedure of key generation is described through example 1.

Example 1: Consider a data 2309 to be transmitted towards the destination then
the highest prime number of two digits is assumed, i.e., 97 and 2309 is divided by
97. The obtained remainder is 80. But it’s possible that remainder generated from
other data can also be 80. This led to an impingement.

To tackle the issue, the queue is maintained for storing the key values. Generated
keys can be multiple for given data. These keys can be stored at the same location
using slot policy. Slot policy means the same location is divided into parts. Each part
is capable of storing one key value. The process is elaborated in Fig. 4.

Fig. 4 Representation of
Keys using key
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The keys in Fig. 4 are represented with “A”, “B”, etc. The keys in the same row are
similar to a distinct index attached to them. This process resolves the impingement
to a great extent.

3.2 Excess 3 Encoding

Binary encoding scheme employed in the BDNA approach is less secure since plane
encoding can simply be hacked and security is at stake. To resolve the issue binary
encoding scheme is further made secured using excess 3 encodings. The length of
the key is increased and hence security is also enhanced. The mechanism used for
enhancing security is described using example 2.

Example 2: The example considering the content “A” to be transmitted is, first of
all, converted into ASCII code values. “A” is converted to 96. The binary equivalent
for the same are 101000 but in excess 3 the same data is represented as 11001001.

This encryption is relatively difficult to hack and hence security is enhanced.
The key generation is followed by this step to make it more complex in the BDNA
approach.

3.3 Proposed Model

The proposed model converts the generated key with the BDNA approach into a
more secured form by the application of an excess 3 encoding scheme. The model
also incorporated pre-processing by handling impingement at an early stage and
hence reliable key generated in the least execution time. Figure 5 gives an in-depth
mechanism of a considered approach.

The proposed model works in phases. The pre-processing mechanism is consid-
ered that convert the data file into normalized form by eliminating impingement from
generated keys. The procedure that is used for impingement resolution is known as
chaining.After the impingement is resolved, the excess threemechanisms are applied
to the generated key through the DNA approach. Also, the Binary code mechanism is
replaced with excess 3 code in the proposed approach to enhance the security further.
The worth of the proposed system is proved in the next section considering different
parameters.

Difference between the proposed algorithm and HASH and SHA algorithms

Parameter HASH SHA Proposed Algorithm

Key generation Folding method
Division
Mid square

Public key
Private Key

Excess 3
Folding

Complexity High Comparatively low Extremely High

(continued)
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(continued)

Parameter HASH SHA Proposed Algorithm

Security Less Secure with
collision problem

Security is low due to
public key encryption

Highly secured with
excess 3 BDNA
encryption

Key length Depends upon data
used

128 bits 255 bits

4 Performance Analysis and Results

The proposed system makes the changes in the BDNA approach at two distinct
levels. First of all, the key generation is modified by accommodating chaining with
the queue. Also, binary codes at the encryption phase are replaced with the excess
threemechanisms to ensuremore secure encryption as compared to a binary encoding
scheme. The result is given in terms of execution time and key length. The size of the
file being uploaded is varied and the result is obtained. The result is given in Tables 4
and 5.

The execution time with different file sizes with the proposed approach is mini-
mized. The resulting improvement of nearly 10% is observed that Is significant and
plots for the same is given in Fig. 6.

The complexity of the key is also enhanced by the use of excess 3 code and Chan-
ning mechanism. Key complexity is increased significantly which is demonstrated
in Table 6.

The key length in the case of BDNA is amaximum of 32 bits. The proposedmodel
is based upon a larger key size since multiple data entries are contained within the
same index values. This is also demonstrated in Fig. 7.

The results indicate that by accommodating chaining and excess three mechanism
security is enhanced and result in terms of execution time is improved.

5 Conclusion and Future Scope

DNA-based encryptions are considered to be most secured that is based upon human
DNAstructure. TheDNA-based encryption although is secured but prone to impinge-
ment problems. The problem exists as a division method is employed in key gener-
ation. This means distinct data items can yield the same keys that result in impinge-
ment. To tackle the issue, the queue is placed at the encryption end. In case the same
key is generated that has to be stored at the same index value is placed within the
queue. Also, to improve the security, the excess 3 code is accommodated in BDNA
rather thana binary coding scheme. This scheme ensures that a more secured key
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Fig. 5 A proposed model with impingement resolution and excess 3 encoding

is generated that has increased length as compared to a binary encoding scheme.
The result due to least impingement is improved in terms of execution time and
complexity. The key becomes more complex and execution time is improved by the
margin of 10%.

In the future, the security mechanism of BDNAwith excess 3 code can be demon-
strated within ECG signals. The application is most suitable within the Internet of
Things with medical provisioning applications.
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Table 4 BDNA problems

Properties Magnitude and description Discovered Problem/s

Used Phases Five
• Uploading
• File Checking
• Encryption
• Downloading
• Decryption

Large file uploading causes
increased propagation delay

Security mechanism used Binary-based DNA encryption
mechanism

Division method in the studied
literature is exposed to
impingement

Length of formed key Length of a key has a maximum
size of 32 bits

Size or length of the key is small

Consumed time Generating key consume the
least amount of time

The propagation time is high in
case of redundancy exist within
the file

What’s in future? Phases with key and uploading
downloading standards along
with impingement detection

–

Table 5 Execution time comparison of BDNA and Proposed approach

File length (Bytes) BDNA (ms) Proposed BDNA (ms)

1000 10 9

2000 19 11

3000 28 15.5

4000 39.98 18.98

5000 45.63 21.45

1000 2000 3000 4000 5000
BDNA(ms) 10 19 28 39.98 45.63
Proposed BDNA(ms) 9 11 15.5 18.98 21.45
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Fig. 6 Execution time comparison with BDNA and the proposed approach
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Table 6 Key size with the different file size

File length (Bytes) BDNA (bits) Proposed BDNA (bits)

1000 14 64

2000 14 64

3000 32 128

4000 32 128

5000 32 256

1000 2000 3000 4000 5000
BDNA(bits) 14 14 32 32 32
Proposed BDNA(bits) 64 64 128 128 256

0
50

100
150
200
250
300

Ke
y 

Si
ze

File Size vs Key size

Fig. 7 The key size for BDNA and the proposed approach
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A Survey of Blockchain Technology
Applications and Consensus Algorithm

E. Indhuja and M. Venkatesulu

Abstract Blockchain technology applications are growing fast in today’s digital
world. Blockchain technology is a decentralized and immutable data format.
Blockchain consists of a distributed ledger of information called blocks. However,
to use blockchain effectively, it is necessary to consider solving the security and
privacy problems. This technology is applied in various fields, for example, finance,
healthcare, cybersecurity to name a few. The consensus layer is the most important
for the blockchain architecture, in which the consensus protocol is confirmed to how
the new block is added to the blockchain network. A consensus algorithm is used
to solve mathematical puzzles and increases the overall security for each transac-
tion. Here, a survey is presented on the state-of-the-art of blockchain technology, its
applications to different fields and classification of the consensus algorithms.

Keywords Blockchain technology · Healthcare · Consensus algorithm · Security ·
Privacy

1 Introduction

Blockchain technology is a decentralized and immutable data store in the network.
This network creates a block to store the information. It can be created to store
the patient’s health-related information. Once the block is created the information
can never be altered. These applications used in healthcare is mainly patient-centric
[1], attribute-based security algorithms to avoid external attackers [2]. Each block
contains related information. What is Blockchain? Logically, it is a chain of blocks
which contain specific information (database), but securely and genuinely grouped
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in a network (peer-to-peer). It is a collection of nodes chained with each other and
that the whole network operates in a decentralized manner.

The medical data sharing using blockchain provides secure transfer by employing
encryption and decryption algorithms. Different types of models are used in health
records to improve privacy and access control [3]. In traditional methods, hospitals
maintain the medical records manually and collect the patient health report [4]. This
type of method can only store a limited amount of information and cannot store a
large amount of medical data [5]. Verifying the integrity of healthcare records while
storing and transferring, use permissioned blockchain model. The security problems
are solved using cryptographic algorithms and the EHR transactions are verified.
Each and every block in the network contains a hash value. Previous block hash
value is taken in the current block so the transactions are more secure [6].

The decentralized approach support managing a very large amount of data and
also provide the audit, interoperability and accessibility abilities. The miners need
to unravel the protection puzzles for extracting the data stored within the electronic
health care record [EHR]. It is also a decentralized append-only ledger that’smanaged
by a peer-to-peer network of nodes. Instead of being managed by one trusted entity,
the nodes during a blockchain network use consensus algorithms to independently
validate transactions and add them to the ledger. Once the information stored, it is
not easy to change the content and hash value. These mechanisms are very useful
for healthcare data systems to automate data-access policies and log instances to
exchange within the blockchain for participants for later view and verification.

2 Overview of Blockchain Technology

A blockchain is a decentralized network, in the network everyone can easily access
the information. This network contains a sequence of blocks, each block store the
transaction information for every transaction process. A blockchain, in a simple term,
a time-stamped series of immutable records of information and each block maintains
particular records and hash value. Each transaction on a block is secured with a
digital signature that proved its authenticity. This technology allows all the network
participants to succeed in an agreement, commonly referred to as consensus. All
the information stored on a blockchain is recorded digitally and features a common
history that is out there for all the network participants. This way, the probabilities
of any fraudulent activity or duplication of transactions are eliminated without the
necessity of a third-party.

Each blockchain contains n number of blocks to be added to the network. A block
contains its own distributed ledger. The ledger maintains its copies of the record for
every transaction. Ledger stores the data in a block and the nonce value is created
by each block for every transaction. The nonce value randomly generates the block
and the hash value helps encrypt the data and ensures security during the transaction
[7]. Figure 1 shows that the blockchain Architecture. A block of data is linked to the
previous block hash value and thus provides security to the information processed.
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The main advantage of using the hash value is that it not easy to understand by
humans and input is through functions containing numbers, letters, and outputs a
fixed-length file.

Hash (block) ← Hash (H1 + H2 + H3 + . . . + Hn) (1)

y = h(x) = [10x mod 1] (2)

WhereH1, H2, H3, Hn are the hash values of the previous blocks in the blockchain
network, and also h(x) is the overall hash value of the block. The hash value is of
specific length and uses different functions and calculate the values using hashing
algorithms. The Hash value is used to maintain the integrity of the data and each hash
value is unique. That is, two data sets do not have the same hash value (Table 1).

Blockchain technology uses a hashing algorithm in each block and takes into the
input set, the previous block hash value. The cryptographic hash is a digital signature
and digest of some amount of data in the block. SHA (secure hashing algorithm),
SHA 2, SHA 256, MD 5.SHA 256 algorithms are used in the blockchain (Fig. 2).
It generates hash values of 256 bits length, every time the algorithm is used and
blockchain also uses the Merkle root tree [8]. A secure hash function is one of the

Table 1 Types of blockchain

Public blockchain Private blockchain Federated blockchain

Distributed network to access
the blocks

Centralized network to access
the blocks

Decentralized network to
access the blocks

All participants to read and
write and audit the blocks

Selected participants to read
and audit the blocks

Selected participants to read
and audit the blocks

Lower throughput Higher throughput Higher throughput

Low Transparency High Transparency High Transparency

Example: Bitcoin, Factom,
Etherum, Blockstream

Example: Multichain,
Blockstack,

Example: R3, Hyperledger
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types of cryptographic functions issued by the national institute of standards and
technology. The SHA 256 algorithm is based on the SHA 2 algorithm, this algorithm
created a 256-bit message digest. The algorithm includes the two processes first one
is message preprocessing and another process is the main loop.

Merkle root value (MRV) = hashA + hashB (3)

HashA = Hash (HA + HB) (4)

HashB = Hash (HC + HD) (5)

Merkle root tree is a data structure that allows a large amount of data to be securely
shared.Merkle tree is used to determine all transaction process and the user can easily
identify the process. Figure 3 shows that the Merkle tree structure and its working
process. Hashing a pair of nodes is to create the tree structure, for example, HA, HB
nodes create a tree and also find the Merkle root value (MRV). Each node has its
hash value for the transaction process. The Merkle tree groups all of the data inputs
into pairs. Each leaf node has a hash of transactional data and the non-leaf node has
a previous hash value. Merkle trees only require an even number of leaf nodes. If
the transaction is odd, the last hash value will be duplicated once again to create an
even number of leaf nodes in the tree structure. Merkle tree reduces the data size and
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verifies the transactional validity to ensure the integrity of the data and also reduce
the memory requirement. Merkle tree summarizes all the data transactions and stores
in the block header. The computations should be fast enough for the transactional
process.

3 Types of Blockchain

The blockchain contains different types of blocks in the network. The transaction
data is shared between individuals, organizations, and industries using these types
of blocks. The blocks store and manage the data. The user performs the different
activities depending upon the following types of blocks

A. Public blockchain (permissionless blockchain)

B. Private blockchain (permissioned blockchain)

C. Federated blockchain (public permissioned)

3.1 Permissionless Blockchain

The public blockchain network is easily accessible to everyone, anyone can read and
write the information and it is a decentralized network type. The user can publically
access the block and easily join the network without any authentication, a single
person cannot control the overall network and everyone acts as the authority of the
blockchain, equally, divide the roles and responsibilities in the public chain network.
Permissionless chain is used in the bitcoin and etherum.

3.2 Permission Blockchain

A private blockchain allows access for only authorized persons in the centralized
network. An organization or industry uses this type of network. It is a centrally
controlled l network and provides authentication, identification, and verification
process for the users. The data transaction is very confidential and securely transfer
the data from one organization to another organization. The blockchain environment
uses the hyper ledger fabric tool (Table 2).
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Table 2 Comparison of consensus algorithms

Consensus
algorithm

Types of
blockchain

Introduced
the year

Power of
tolerated

Scalability Double
spending

Attacks Examples

POW Public 2009 <25%
computing
the power

Strong Yes Yes Bitcoin,
etherum, smart
contracts

POS Public 2013 <51% Strong No No Next coin

DPOS Public 2016 <51% Strong No No Bit shares,
cryptocurrency

LPOS Public 2016 <51% Strong No No Bitcoin

POET Private 2018 <51% No No Hyper ledger
sawtooth

PBFT Private 2015 <33% Weak No No Smart contract

SBFT Private 2014 <33% Weak No No Smart
contract,
cryptocurrency

DBFT Private 2016 <33% Weak No No Smart
contract,
cryptocurrency

POA Public 2016 <50% Strong No No Bitcoin,
cryptocurrency

POI Consortium 2015 <50% Strong No No Internet of
things
application

POC Public 2014 <30% Strong No No Bitcoin,
Etherum

3.3 Federated Blockchain

A public permissioned chain is a combination of a public and private chain. This
type of blockchain is formed by a group of individuals sharing the information. In
the Consortium blocks, some nodes act as the private blocks allow only authorized
users to access the data and some nodes act as the public blocks allow to all the
users without any restrictions, finally form the federated blockchain network [9].
Federated blockchain is a decentralized network. The Federated blockchain is used
in the R3, EWF.

4 Types of Consensus Algorithm

A consensus algorithm is a decision-making process where a group or individual can
construct the support for the decision, the maximum number of nodes construct the
same decision to approve the actions. The common agreement of the participants
constitutes the current state block of the ledger. This algorithm is more reliable and
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ensures trust for every participating node and unknown nodes [10]. The consensus
algorithm gives equal rights to all the participants.

Concepts used in Blockchain Technology:

Proof of Work (POW)
Proof of stake (POS)
Delegated Proof of stake (DPOS)
Leased proof of stake (LPOS)
Proof of elapsed time (POET)
Practical Byzantine Fault Tolerance (PBFT)
Simplified Byzantine Fault Tolerance (SBFT)
Delegated Byzantine Fault Tolerance (DBFT)
Proof of activity (POA)
Proof of importance (POI)
Proof of capacity (POC).

4.1 Proof of Work (POW)

The proof of work is the first consensus algorithm used in the blockchain network.
The algorithm is used to select the miner to generate the next sequence of blocks in
the network. In the transaction between two blocks, the algorithm selects the miner
block which solves the complexmathematical puzzle first and acts as theminer block
and gets the reward for the solution [11]. The node which solved the mathematical
problem in the chain network is allowed to add the new block within the 10 min for
each transaction. It eliminates attacks and ensures security for the transactions. The
miner needs to communicate with the other nodes and this process is done in a more
centralized manner and time-consuming [10].

4.2 Proof of Stake (POS)

The proof of stake is the alternative process of the POW. In the POW consensus algo-
rithm, every node solves the complex puzzles for the mining process whichever node
first finds the solution acts as the miner, and every node gets validate by adding the
new block in the chain network. In the POS algorithm, theminers are allowed to solve
the problems based on the coin of stake. The node mining process is entirely random.
Nodes having more number of coins in their account in the network are qualified for
being a miner. After the process is completed, all nodes verify the voting system for
choosing the validators. The POS algorithm saves energy consumption. The commu-
nity bond of stakeholders is not strongly connected and it is a decentralized process
The POS algorithm reduces up to 51% of attacks and is energy efficient.
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4.3 Delegated Proof of Stake (DPOS)

The delegated proof of stake is a variation of proof of stake. The blocks of witness or
validators depend upon the vote of stakeholders. The transaction process is faster and
efficient, decentralized using the DPOS algorithm. The miner/validators of the nodes
are called the delegated nodes. It is the traditional contract between the witness and
the validators. The witnesses generate the block of information for every transaction.
Sometimes the witness does not create a new block within a particular time, and the
stakeholder can vote for generating the next block. The witness can access the overall
block, and qualify for transaction fee. The DPOS algorithm permits transparency in
the database.

4.4 Leased Proof of Stake (LPOS)

The leased proof of stake is a type of proof of stake. LPOS algorithm introduces
the wave’s platform for the blockchain network. The wave platform ensures lower
power consumption compared to the others. This process allows the blocks to create a
centralized community in a decentralizedmanner [12]. The smallholders also involve
the blocks and change the staking for the transaction. The user creates the token and
uses it for better security.

4.5 Proof of Elapsed Time (POET)

The POET algorithm is one of the best consensus algorithms. This algorithm uses the
permissioned blockchain network. The users can access any block to get permission
and after that, the transaction process can be continued. The permission network
decides on the mining rights and voting system. This algorithm consumes more
power. The participant who completes all the mining process creates a new block
in the network. POET algorithm mainly focuses on power consumption and data
transparency.

4.6 Practical Byzantine Fault Tolerance (PBFT)

The practical Byzantine Fault Tolerance (PBFT) algorithm is designed to work effi-
ciently to use the asynchronous process. This algorithm is used in the distributed
network to reach the consensus where some of the nodes in the network fail to
respond to the incorrect information. The main purpose of this algorithm is to ensure
the safety of the failure nodes and reduce the faulty nodes [13]. All the nodes in the
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network are arranged in some specific order. One node is selected as the primary
node and other nodes work in the backup plan inside the network to communicate
with others. This algorithm does not provide any reward for the miners.

4.7 Simplified Byzantine Fault Tolerance (SBFT)

In this algorithm, the first block generally collects all the transaction details and
validating. The batching process is completed for the transaction after the new block
is created in the network. Here, a single validator handles the bundle of transactions
and follow certain rules for validating the transaction [14]. After validating and adds
their digital signature for security purposes. The algorithm identifies the faulty block
keys and is immediately rejected.

4.8 Delegated Byzantine Fault Tolerance (DBFT)

The DBFT (Delegated Byzantine Fault Tolerant) algorithm is predicated on the
PBFT (Practical Byzantine Fault Tolerance) algorithm. PBFT algorithm can solve
distributed network consensus effectively, but themore nodes join consensus, quickly
the performance drops, because of the time complexity. For this reason, NEO (New
EconomyMovement) proposed an algorithm named dBFT, which mixes the charac-
teristics of dPoS. By voting on the blockchain, it decides the name list of consensus
nodes for the next round, namely authorizing a couple of nodes to succeed in
consensus and make a new block, the opposite nodes will act as ordinary nodes
to receive and verify blocks. DBFT algorithm is used to achieve faster transactions
compared to other algorithms. Prevents malicious attacks during transactions. This
algorithm first confirms 100% of all transactions and allows creating a new block
within the 15–20 s. The network supports large-scale commercial applications and
the throughput is higher compared to others. It does not require high energy.

4.9 Proof of Activity (POA)

The proof of activity consensus algorithm is a combination of POW and POS algo-
rithms. The transaction between blocks is allowed in the network for mining to solve
complex mathematical problems. The miners have two things in the blocks; the first
one is the stored header information and the other one is a reward for the process [15].
It is more secure to transfer the data and requires less storage space. The attacker
cannot easily attack the blocks because a large amount of transactions is required to
add the block in-network and cannot change any information without authorization.
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4.10 Proof of Importance (POI)

Proof of importance consensus algorithm was first introduced by NEM (New
Economy Movement).POI algorithm determines which network nodes are eligible
to add the blocks in the network. The transaction process is known as the harvesting
process. In the transaction exchange for harvesting, a block and nodes can collect
the transaction fees within that block. Accounts with a better importance score will
have a better probability of being chosen to reap a block. The NEM protocol requires
that an account holds a minimum amount to be eligible for harvesting [16]. This
algorithm uses the transaction graph and the priority is assigned to every node for
the transaction.

4.11 Proof of Capacity (POC)

The proof of capacity consensus algorithm is based on the proof of work. The trans-
action between the nodes to create a new block uses two steps, namely mining and
plotting the blocks in the network. The plotting process happens on the hard drive
disk and blocks create the nonce values. Mostly the nonce value uses the proof of
work and it is difficult to generate the hash values, miners first solve the nonce value
for mathematical puzzles after creating the new blocks for the transaction process.
The process needs to be completed by the miners to get rewarded.

5 Applications of Blockchain Technology

Blockchain technology is used in different domains mostly in the financial-related
areas. Mainly this type of network used a distributed ledger and securely maintain all
the information used to hash and cryptography algorithms. Some of the applications
of the blockchain technology are listed out below. Figure 4 represents the various
application domains in blockchain technology.

5.1 Healthcare

Blockchain technology is used in the healthcare industry. Personal health records are
encrypted and stored in this network. The authorized user can access the medical
record using the private key. The healthcare chain network maintains the patient’s
medical records and clinical test results, lab reports stored in the network. The decen-
tralized technology is used to create a network of patient’s data and doctors can access
the patient’s health data faster. This technology is used in supply chain management,
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especially in the paramedical industries. It is guaranteed full transparency in the
process. The ledger maintains the overall drug supply process from the start to the
end until the drug reaches the consumer. This technology is used to store securely
the medical data information in the database in an encrypted format.

5.2 Finance

Financial sectors used blockchain technology for safe and secure transactions. The
digital transaction used the cryptocurrency Bitcoin and Etherum. The distributed
ledger stored the own copy of the records all transaction details [17]. This network is
immutable and highly secure as the data is encrypted using encryption algorithms so
the hackers cannot easily change any records. The only authorized user can access the
data using the digital id.Manybanks use this network and provide a digital identity for
the user and can easily identify the fraud, secure transactions. This technology usage
reduced transaction costs and ensure security during data transfer. The transaction
process is fast, most accurate and inexpensive. This technology increased the trust
in the public [18].
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5.3 Internet of Things (IoT)

The Internet of things is the connection of smart devices. Most of the smart appli-
cations are based on centralized system connections. The centralized system main-
tains all the devices and some of the drawbacks are a single point of failure, trust
management, security issues, and so on [19]. Blockchain technology is a decen-
tralized network and trusts evolved though consensus protocol used ledger in the
network. This technology enables smart devices in IoT to reduce trust problems and
improved efficiency [20]. Use of digital ledger for the process of peer to peer trans-
actions used the IoT can easily find the attacks and encrypted the data for secure
transaction. This technology provides scalability and security for smart devices [21].

5.4 Supply Chain Management

Supply chain management is the management of the following of the product and
all services process to reach the final product of the consumer. It is growing rapidly,
involving all the stakeholders, and tracks the products in the chain. This technology
was emerging as a strong, detangling all information and transactions, communica-
tion, exchange of the product in the supply chain system. This technology is used
in the supply chain for procurement, provenance and traceability, digital payments,
contract logistics, manufacturing. Blockchain provides several facilities for compa-
nies to transport goods. It can be used to queue up the events in the supply chain,
allocating the correct place for different shipping containers.

5.5 Government

The government sector uses the blockchain technology to securely manage all confi-
dential data and transactions. This technology is used at the national, state, and local
government levels for maintaining citizen’s information with improved security and
privacy [22]. In the current voting system for the government, each vote is attributed
to one id and also has the possibility of creating s fake id. Blockchain usage ensures
more security in the voting system so that the attackers do not change any informa-
tion in the voting systems and does not create the fake id [23]. Record management,
identity management, voting, taxes, are some of the used in blockchain technology.
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5.6 Cloud Computing

Cloud computing uses the traditional database to store information. A combination
of blockchain technology and cloud computing technology creates many opportu-
nities for efficient data storage and sharing. The decentralized ledger maintains the
transactions and makes its copies of the data stored in the cloud server [24]. Point to
point encryption is done to securely transfer the data. A Blockchain network enables
a secure way of transmitting the data from the cloud server. This technology adds
the Proof of Past Function (POP) and works with a delay function. POP provides the
cloud computing network with a timestamp and ensures the safety of the data [25].

5.7 Commercial

Blockchain Technology is also used in the media and entertainment fields. The
commercial applications of the blockchain network create specific policies and smart
contracts. The media digital rights management can be built on the blockchain
technology. The distributed ledger provides traceability, visibility, transparency
to the Media and Entertainment fields. The media and entertainment industry is
mostly a contract-based business and this technology provides the smart contract.
Smart contracts provide accurate, faster, and cost-effective transactions for contract
management in the media industry. The blockchain technology used in the media
industry eliminates fraud, reduce cost, and time.

6 Conclusion

Blockchain Technology is a decentralized and distributed ledger, maintains all trans-
actions, securely transfer the information. It is used in various applications to execute
transactions in a trustful environment and eliminates the single point of failure. In
this survey, the blockchain architecture and working principles of the network are
explained. The classification of consensus algorithms, their use, and applicability
are also presented. Finally, the paper explained the major applications of blockchain
technology. In future work, the performance of the consensus algorithms is intended
to verify and also the security aspects.
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FPGA Implementatıon of Turbo Product
Codes for Error Correctıon

M. G. Greeshma and Senthil Murugan

Abstract This paper aims to design and implement the very efficient turbo product
codes decoding technique for errorless signal reception. The turbo product codes
(TPC) are finding a wide range of applications in the communication field where
ever highest data rate is required is selected for the design. The message is encoded
to form the TPC such that a k × k message will be converted into an n × n TPC.
The signal is transmitted through theAWGNchannel. Iterative Chase-Pyndiah type 2
decoding algorithm is followed in the decoding section. This decoding technique can
decode the transmitted codeword with very much less probability of errors as well as
have a very lowdecoding complexity and is also efficient in achieving the highest data
rate. The (n, k, d) hamming codes are selected for the design, because of its properties
like the highest code rate, ability to correct the single-bit error and identify multiple
bit errors. The hardware is implemented in the Xilinx FPGA platform.

Keywords Turbo product codes · Chase decoding · Error correction · Bit error
rate · İterative decoding · SISIO decoding

1 Introduction

Error detection and error correction play an important role in communication, espe-
cially where ever high code rate data transmission is required. Whenever a signal is
passed through a channel, the noise will be added to the transmitted signal and the
resulting signal at the receiver side will be noisy. Any change in the received signal
from that of the transmitted one can be noted as a noise. This includes changes in
the position of the bits, missing data bits, or even partial or complete loss of data.
To overcome this, usually, encoding will be done at the transmitting end and similar
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decoding will be performed at the receiver end. Encodingmeans the addition of some
parity bits to the data bits and the decoding of the same should be performed. It’s
possible that the bits may or may not be decoded correctly. But for an efficient data
transmission scheme, the correct decoding of data is very necessary. There are many
kinds of codes namely the linear codes, block codes, convolutional codes, cyclic
codes, etc. The common types of channel codes are block codes and convolution
codes. These two codes have some variations. Block codes accept k number of data
bits and thus render n number of coded bits. This is done by adding an n-k number
of redundant bits or simply the parity bits to the k number of data bits. Generally,
they can be represented as (n, k, d) block codes, where n is the codeword length, k
is the number of data bits, and d is the minimum hamming distance. Turbo product
codes (TPCs) are formed by strong linear block codes which consist of many simple
linear block codes. Like Turbo Codes they do not depend on an interleaver, however,
they classify under serially concatenated codes and therefore have no issue with the
error floor problem of flattening the curve. It is possible to use a SISO decoder to
produce the outputs of the soft decision decoder. The maximum a posteriori proba-
bility (MAP) algorithm, Chase-Pyndiah iterative decoder, the MAP algorithm based
on symbols and the Soft Output Viterbi algorithm are some of the soft decoding
algorithms. The modulation technique used here is BPSKmodulation and the modu-
lated signal is transmitted over the AWGN channel. For soft decision decoding, the
iterative Chase-Pyndiah decoding algorithm has been simulated to lower the bit error
rate.

2 Literature Survey

In this section, the various research articles and papers that formed the foundation
of references are briefly discussed. Turbo Product Codes and the various specialties
associated with it while using it for the error detection and correction purpose is very
important in the field of communication.

Turbo product codes (TPC) finds its wide range of applications in the communica-
tion field wherever there is required highest code rate data transmission, code words
of larger length, and good performance for error-free data transmission [1]. The
chase decoding algorithm of the Turbo Product codes presented, in this paper, which
selects some less reliable positions and these positions create the corresponding test
sequences. Mainly two different methods for reducing the Chase-Pyndiah decoding
algorithm are proposed in this paper. The first scheme aims at reducing the number of
the least reliable selected positions by eliminating those having comparatively negli-
gible probabilities of error. On the other hand, the second method aims at reducing
the number of least reliable positions by eliminating unnecessary positions alge-
braically. The analysis of the bit error rate (BER) output of different 2-D Turbo
Product Codes is carried out in this study [2]. The TPC decoder is designed for the
hard input hard output data which is impaired by the AWGN and multipath fading
effects. The BER performance of the TPC is investigated for both the sequential and
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non-sequential decoding techniques. The calculation indicates that the decoding of
the non-sequential code in the Raleigh fading stream can offer almost double coding
benefits compared to the AWGN streams, and the gain can also be interpreted as
being inversely proportional to the code rate and word length [3]. This research
paper focuses on the encoding and decoding of the Turbo Product Codes based on
the soft input and soft output scheme. For a BPSK modulated signal when passed
over an AWGN channel the TPC will perform faster calculations, simple decoding,
and attains a faster convergence. The observation is that on an increasing number
of iterations the performance of the Turbo Product Codes is increasing significantly.
The same operations when repeated with gradient decoding algorithm show a greater
compromise between the complexity of chase decoding and performance. The main
focus of this research is to perform the iterative turbo decoding of the Turbo Product
Code based on its single parity check component (SPC) [4]. For the Turbo Product
Code formed with hamming code, the SPC decoder performs almost similar to the
duel code MAP algorithm and performs better than the typical block Turbo decoder
n the Raleigh fading channel [5]. This paper aims to introduce a decoder that has zero
degradation of performance and can reduce the complexity. The reduced implementa-
tion complexity of the BCH codes has led to the selection of the same. The weightage
and reliability factors are prefixed without any normalization. The decoder proposed
in this research can scale with test pattern parameter say P which is a function of the
iteration number. There is a wide range of standards are available for TPC shortening
[6]. The research aims to study the various aspects available for the purpose. For this
purpose, the component codes chosen are shortened hamming codes. The selection
is based on the IEEE 802.16 standard to obtain distinct block sizes for the encoded
codes. To model the shortened TPC, the undetermined error probability of compo-
nent codes error is estimated. The notable advantages of this work are the reliability
factors are not at all needed as in Pyndiah’s paper, so the decoding complexity is
surprisingly reduced. This is possible by avoiding the normalization operations of
the complete codes for each of the iterations.

The work is carried out to study the reliability and ambiguity of the LDPC codes
with the TPC [7]. TPC is a short length code of length within 2048 bits whereas
LDPC is semi-random type. Study proves that the LDPC has a slightly better perfor-
mance compared to TPC but the disadvantage is that number of iterations required
for observing such a difference. 2D TPC formed from hamming codes performance
are evaluated in this study [8]. The study concludes that at higher SNR regions TPC
shows outstanding performance than any other codes under the same conditions of
parameters, test patterns, and decoding algorithms. The idea is to reduce the number
of test patterns considered for theChase decoding algorithms [9]. Taking into account
the relationship between syndromes and number of errors, TPCs are classified into
distinct conditions such that only the TPC with a lower number of errors is decoded.
The simulations indicate that around 50% of the TPC is not necessarily decoded
without affecting the performance. To design a hybrid decoder, adopting SISO and
HIHO decoding techniques to decode the row and column vectors in each iteration
of a TPC [10]. This will be done based on the syndromes for rows and columns,
respectively. Simulations indicate that decoding complexity is surprisingly reduced
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and the BER performance is also improved slightly. The main idea of this research is
to study the reason for selecting the TurboCodes especially their limits on the channel
capacity [11]. Concatenated coding and iterative decoding are two fundamental ideas
focused on this research. This can be mainly interpreted as the turbo principle. The
prime focus of encoding is to the addition of some parity bits to the message bits and
then transmits them through the channel for efficient data transmission and reception
[12]. The same kinds of operations are followed while recovering or decoding the
signal at the receiver. Communication channels have different variety of errors that
will get added with the information passed through the channel [13]. This may create
some variations in the information bits received or may even result in the complete
loss of data. For efficient and reliable data transmission the information transmitted
through the channel should be always less than or equal to the channel capacity, thus
satisfying Shannon’s channel capacity theorem [14]. In the script, Hamming codes
can detect two-bit errors in the codeword and can correct a one-bit error without
detecting the uncorrected error bit [15]. The requirement of optimized performance
and energy-efficient error correction in wireless communication systems leads to
an iterative error correction turbo code [16]. The iterative decoding scheme results
in computational complexity, delay in decoding and high power consumption also
according to the channel conditions the number of iterations required for decoding
also varies. Therefore an early termination of the iteration at specific times is very
necessary to limit the computational complexity without any degradation in perfor-
mance. To achieve the near-optimum performance for the block turbo codes on high
noise levels, two novel performance-enhancing decoders can be used [17]. One of
the decoders which are based on PSO (particle swan optimization) can provide very
much less decoding latency for block turbo codes having higher block lengths. On
the other hand, the decoder based on SVM (support vector machine) can adapt to the
varying channel properties. This specialty makes the decoder efficient for designing
application-specific decoders.

3 Turbo Product Codes Encoding

Claude Berrou first developed the Turbo Coding in 1993. But the method has a disad-
vantage of error floor problem. Scientists have then introduced the Turbo Product
Codes to overcome the limitation. Serial/parallel concatenation of two or more
constituent codes will form the TPC. The constituent codes may be either Hamming
codes or BCH codes etc. The basis of forming the TPC is,

(a) Using Block Codes instead of systematic/non-systematic codes.
(b) SDD(Soft decision decoding) is used rather thanHDD(hard decision decoding).
(c) Combing shorter block codes develop long codes of low decoding complexity.
(d) Iterative decoding technique.

Here TPC is created by serially concatenating two hamming codes (n, k, d).
Figure 1 shows the block diagram of TPC encoding.
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Fig. 1 Turbo product code encoder

3.1 How to Form TPC?

Consider two (15,11) hamming codes and let us name these as C1 and C2 having the
parameters codeword length n1 and n2, data length k1and k2 and minimumHamming
distance d1 and d2, respectively. The steps are as follows;

(a) Form the 11 × 11 messages
(b) Perform column encoding of the message by adding parity bits to the 11 × 11

message to get the 15 × 11matrix
(c) Perform row encoding by adding parity bits to the 15 × 11matrix to get the 15

× 15 matrix

Arrange the column and row parity bits on positions to obtain the TPC as shown
in Fig. 2.

Fig. 2 Structure of turbo
product code
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3.2 Parity Calculation

d1, d2, d3 … d11 represents the bit positions of the message. P1, P2, P3, P4 are the
parity bits, respectively.

P1 = d1 ⊕ d2 ⊕ d3 ⊕ d4 ⊕ d6 ⊕ d8 ⊕ d9 (1)

P2 = d2 ⊕ d3 ⊕ d4 ⊕ d5 ⊕ d7 ⊕ d9 ⊕ d10 (2)

P3 = d3 ⊕ d4 ⊕ d5 ⊕ d6 ⊕ d8 ⊕ d10 ⊕ d11 (3)

P4 = d1 ⊕ d2 ⊕ d3 ⊕ d5 ⊕ d7 ⊕ d8 ⊕ d9 (4)

3.3 The Decoder

The block diagram for the proposed decoding technique is shown in Fig. 3. It includes
a row decoder and a column decoder alongside a memory block. The decoder is
designed using the MATLAB as well as FPGA platforms and is implemented using
Xilinx FPGA “xc7z020clg484-1”. The AWGN channel is modelled in theMATLAB
platform and the output from the channel is obtained as the RX inputs to the decoder
section. α is the weighting factor which is used to eliminate the unreliability which

Fig. 3 Proposed model of decoder
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might be associated with the extrinsic information ‘W ’ especially during initial iter-
ations. β is called the reliability factor is used to transform the hard decision output
to soft decision output. Both the α and β values range from 0 to 1.

3.4 Step-by-Step Decoding Procedure

One complete iteration is divided into 2 half iterations in order to reduce the decoding
complexity. Step2 toStep14details the 1st half iteration and the samewill be repeated
in the next half-cycle with the updated RX.

Step 1: Get the Received signal matrix RX (15 × 15) from the AWGN channel. For
each of the rows, vectors perform the following operations.

Step 2: Find the absolute value of RX.

Step 3: Form p least reliable positions.

Step 4: Form error patterns E with respect to p.

Step 5: For each error patterns thus formed in step 4 perform RX ⊕ E and form the
candidate codeword CCW .

Step 6: Perform matrix operation between each row of the RX and columns of the
transpose of parity check matrix PT. Obtain the 3-bit syndrome as the result of this
step.

Step 7: Locate the syndrome position in the PT and form the error pattern E′ by
placing 1 at the located position and 0′s at the other positions.

Step 8: Perform RX ⊕ E′ and obtain TX.

Step 9: Check for equality between CCW obtained in step 5 and TX in step 8.

Step 10: If CCW is not the same as that of TX repeat step 5.

Step 11: If CCW is same as that of TX decode it as the corrected codeword Ccorrect.

Step 12: Convert the Ccorrect to BPSK C.

Step 13: Calculate extrinsic information.
W= β (Iteration) *D −RX Where D= |R–C|2.

Step 14: Update RX by RX= RX+ α(iteration)* W .

3.5 Flow Chart of the Proposed Method

In this section, the detailed flowchart representing one complete iteration which
is subdivided into two half iterations is shown. The number of iterations can be
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specified. Whatever be the number of iterations, each will have a subdivision of two
half iterations. This reduces the decoding complexity by performing the decoding
operation one by one just like slicing a big piece into smaller pieces. This not only
reduces the decoding complexity but also the hardware utilization improved since
it requires only half the components because of the half iteration technique and of
course the speed is also improved because of low complexity. Figure 4 shows the
flow chart of the proposed decoding technique.

Fig. 4 Proposed decoding flowchart
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4 Simulations and Results

This part details about the simulations and results. The proposed method of decoding
can decode the received codeword correctly in an efficient and fast manner.Whatever
be the bit position which got wrongly decoded the proposed decoder can decode the
code words correctly. Figures 5 and Fig. 6 shows simulations done for the (15,
11) hamming code for different data streams with 8 and 10 iterations, respectively.
Figure 7 shows the Chase decoding of (15, 11) code. The (15, 11) code having
a code rate of 0.733(code rate r = k/n) When simulated for 8 iterations show an

Fig. 5 (15,11) code with 8 iterations

Fig. 6 (15,11) code with 10 iterations
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Fig. 7 Chase decoding of (15, 11) code

improvement of 1.7 dB for BER of 10–3 over the uncoded bpsk and for 10 iterations
shows an improvement of 2 dB for the same BER over the uncoded signal. From
this, it’s clear that as the number of iterations increases the decoding efficiency also
improves. The decoding technique is implemented on “xc7z020clg484-1” for a clock
of 10MHz and a time period of 10 ns. Figure 8 shows the utilization report and Fig. 9
shows the timing report whereas Fig. 10 shows the power summary. Table 1 details
the implemented design characteristics.

Fig. 8 Utilization Report
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Fig. 9 Timing Report

Fig. 10 Power Summary

Table 1 Implemented design
characteristics

Parameter Features Observations

Area utilization LUT 0.08%

FF 0.07%

IO 45.50%

Timing requirements Setup time 96.49 ns

Hold time 0.205 ns

Pulse width 49.5 ns

Power summary Dynamic power 1.6 W

Static power 0.13 W
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5 Conclusion

Turbo Product Codes prove its efficiency in error detection and error correction and
find itswide rangeof applications in thefield of communication.TurboProductCodes
based on hamming codes are very suitable for those areas wherever the highest code
rate signal transmission is required. TPC based on Hamming codes is well enough
to be used for error-free signal transmission in a large variety of communication
applications. The proposed method proves to be efficient in errorless decoding by
a factor of around 1.7 and 2 dB improvement in SNR for the same BER of 10–3 in
comparison to the uncoded bpsk signal.
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FetchZo: Real-Time Mobile Application
for Shopping in COVID-19 Pandemic
Situation

Sudhish Subramaniam and Subha Subramaniam

Abstract In this paper, FetchZo real-time application is developed for the shopping
purpose in COVID-19 pandemic situation. Coronavirus is a serious virus in India,
which spreads via close contacts.Maintaining social distancing becomesmore impor-
tant to avoid coronavirus infection. Shopping for daily needs is a great issue with
social distancing and have come up with FetchZo application, which will locate your
nearest shop and update you with many people currently present in the shop. This
sustainable application provides security with login credentials for the shopkeeper
as well as the customer. The shopping list also can be updated by the shopkeeper
thus providing a real-time application for this pandemic COVID 19 situation.

Keywords COVID 19 · Coronavirus · Shopping application · Social distancing

1 Introduction

In the critical situation of COVID-19, the only way to prevent coronavirus is by
social distancing. Keeping this in mind an application has been developed, which
would ease shopping of essential items during a lockdown situation. The lockdown
has forced everyone to stay at home. This brings up the major problem of availability
of essential items such as rice, wheat, medicines, and other groceries. To help people
staying at home with the essential items this model has been proposed. At the initial
stage, the model takes input from the shopkeepers about their stock availability. The
user is entitled to use the application to get the nearest shop, having the required
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item. The model also calculates the number of people in each shop and hence gives
the optimum shop which has the least number of people and is the closest among all.

2 Literature Review

Aarogya Setu (The scaffold for freedom from infection) is an Indian open-source
COVID-19 “Contact following, Syndromic application, and Self-appraisal” comput-
erized administration, fundamentally a portable application, created by the National
Informatics Center under the Ministry of Electronics and Information Technology
[1]. The application arrived at in excess of 100 million introduces in 40 days. On 26
May, in the midst of developing protection and security concerns, the source code of
the application was made open. On second April 2020, India propelled the Aarogya
Setu versatile application.

Application for aiding and expand the endeavors of constraining the spread of
COVID19, to empower Bluetooth based contact following, use of likely hotspots
and dispersal of pertinent data about COVID19. The application has more than 114
million clients as of 26thMay, which is more than some other Contact Tracing Appli-
cation on the planet. The Application is accessible in 12 dialects and on Android,
iOS, andKaiOS stages. Residents the nation over are utilizingAarogya Setu to secure
themselves, their friends and family, and the country. Numerous adolescents likewise
call Setu as their Bodyguard.

The key mainstays of Aarogya Setu have been straightforwardness, protection,
and security and in accordance with India’s arrangement on Open Source Software,
the source code of Aarogya Setu has now been made open-source [2, 3].

3 Overview of Fetchzo Application

The application comprises two parts, namely the shopkeeper side and the customer
side. At the shopkeeper’s side, he/she can update his stock details and the model
stores in the database. FetchZo algorithm runs on the database to find the exact
location and of the shop [4].

At the customer’s end, the customer’s location is accessed and he/she is asked to
select the required items with the specified quantity. This is again uploaded to the
database, on the customer table [5].



Title Suppressed Due to Excessive Length 203

Fig. 1 Data Flow diagram of FetchZo application

FetchZo application fetches the location of the customer and reaches the nearest
shops in map. The distance between the customer and the shops are calculated and
displayed on the map [6]. The FetchZo application turns on Bluetooth of customer
device during installation of the application. The Bluetooth algorithm calculates the
number of people in the shop displays it on the map [7, 8].

Using the three parameters availability of the item, distance of the shop from the
customer and the number of people in the shop respectively, FetchZo application
displays the optimum shop on the screen [9, 10].

In a pandemic situation, people still have to stand in long queues for the items.
To overcome this problem the model has a token button. Once the optimum shop
is being displayed a counter token button is displayed which will be updated with
runtime. It sends a message to the shopkeeper about the customer and his details
and his time of the visit to the shop. The shopkeeper can check the list of required
items and can be ready with the items as per the token time. This reduces manual
token systems which are existing in all our Indian cities. It provides social distancing
which can prevent shopkeepers and customers from infections and direct contact.

Only dmart, Star and Supermarkets are surviving which attracts large queues and
crowds. By installing this FetchZo application, small shop vendors can also survive
without fear. This will help inmaintaining social distancing in the shops and avoiding
the crowd. Surely the application will be very helpful to both the customer and the
shopkeeper keeping the COVID-19 pandemic in mind.

Figure 1 depicts the data flow diagram of FetchZo application. It initially filters
nearby shops having a stock from the customer side. It counts the number of people
present in the shop and compares it with other shops. It selects the shop with a
minimum number of people. It takes distance as a parameter and compares it with
the existing shops. This FetchZo application gives social distancing as the highest
priority in this COVID-19 situation. It takes shop distance from the customer side as
the second parameter and displays the optimum shop.
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4 Implementations of Fetchzo Application

As shown in Figs. 1 and 2 the application flows in two parts, customer side and
shopkeeper side.

At the shopkeeper’s side (Fig. 2), the application starts with the Bluetooth scan. It
detects the devices around it and redirects the page to the shopkeeper login. Here it
checks if the account is pre-existed, if yes then login else it creates an account. Once
the shopkeeper has logged in, he/she has to enter the stock details which is updated
to the database. Now the location of the shopkeeper’s device is automatically tracked
and updated to the database.

At the customer’s side (Fig. 3), the application starts the Bluetooth scan and stores
the nearby devices. After the login procedure, it displays the essential items required
during the lockdown. It asks for the quantity of the item selected. Once an item is
selected the items with quantity gets added to the cart. The items are uploaded to the
database, the algorithm checks for the items in the nearby shops of the customer’s
location. The shops with the essential items needed are filtered. Now the algorithm

Fig. 2 Shopkeeper side flowchart
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Fig. 3 Customer side flowchart

checks for the number of people present in each shop. It also checks the distance
of the shop from the customer’s location. With the number of people in the shop
having priority, the optimum shop is displayed in the application. The token number
is generated and the optimum time to visit the shop is also assigned [11, 12].
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4.1 FetchZo Algorithm

• Detecting the nearest shop with the given location
• Calculating the least number of people in the shop
• Providing a token for avoiding the queues

4.2 Detecting the Nearest Shop with the Given Location

Shops register in the application with their respective locations and the details. The
shop owners will have to upload their stock details. At the customer side, the user
will register his location and his details, this data will be recorded in the database. In
the database with the entries of both the tables. Those shops are filtered out which
have the required items. The location of the customer is compared with the location
of the filtered-out shops in the shop owner’s table. By this, the nearest shop can be
found.

4.3 Calculating the Least Number of People in the Shop

This is done with the help of Bluetooth Low Energy (BLE). The shop owner’s phone
becomes the host and it detects the number of people inside the shop using Bluetooth.
This information gets uploaded in the database and hence it helps in evaluating the
number of people in his shop.

4.4 Attaching a Token

To avoid long queues in the shops a counter button is made which is connected to the
database. With the increase in the counter buttons, the model allows a time starting
frommorning 8 o clock. The application can have its online payment system (example
UPI) which will help the customer to do online payments, keeping digital India and
social distancing in mind. Once the online payment is done after verification of
available items, it becomes convenient for the customer to reach the shop and collect
shopping items. This ensures little contact and maintains social distancing.
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5 Results and Snapshots

5.1 At Customer Side

Snapshots of the FetchZo application in real-time are shown below. Figure 4 depicts
application initial page. This page gives the option to login as a customer or the
shopkeeper. Snapshots of the application as shown below Fig. 5 depicts the cart view
of the customer.

Snapshot of the application in Fig. 6 shows the application, detecting the location
of the customer. Figure 7 shows the application, displaying the number of shops
around the customer.

Fig. 4 Login page
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Fig. 5 Cart-customer side

5.2 Shop Keeper Side

The stock details of the owner are being updated in the database.
Figure 8 shows the login page at the owner’s side. As shown in Fig. 9, application

asks to add the items to the owner’s side.
After displaying the image, it gives the option to enter the item and the quantity of

the item to be added in the shopkeeper database. Figure 10 depicts the image of this.
Figure 11 shows the items added and shown on the application page. As shown in
Fig. 12a, all the items in the cart are uploaded to the database. These are the images
from the application developed using Android Studio. The software is user friendly
and allows the user to develop android applications.

As depicted in Fig. 12a, b the login information and authentication of both the
customer and owner are saved in the database.
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Fig. 6 Location of the customer

Figure 13 shows the saved page of the location. The location of the owner is being
analyzed and prepared for comparing with the location of the customer. Figure 14
depicts the calculation of the distance between the shops and the customers.

6 Conclusion

As theCOVID19 situationhas becomeveryfierce and the situation is getting complex
day by day, would like to present this FetchZo application model so that it will ease
the situation and help people in shopping. In future, the model will be surely useful
for the day-to-day essential items. This will not only increase the economy but also
would prevent the spreading of coronavirus and will help to avoid long queues in
the shops. Getting the required items, finding the nearest shop, avoiding contact
with people hence following social distancing, avoiding cash payment, these are
some of the major advantages of the application. It can be concluded that FetchZo
model(application) will surely help people in the lockdown situation of COVID-19.
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Fig. 7 Displaying the nearby shops with distance

This application will make shopping easier and also will help India fight against
COVID-19 by social distancing and avoiding contact.
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Fig. 8 Login page of Owner

Fig. 9 Add Items
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Fig. 10 Adding Items-Owner Side

Fig. 11 Items-Owner Cart
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Fig. 12 a The Items of the cart are uploaded to the Database, b Customer and Owner Database

Fig. 13 Saved Location Details of FetchZo Application
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Fig. 14 Calculation of distance between the shops and the customers
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RETRACTED CHAPTER: An Emerging
Trust-Based Security on Wireless Body
Area Network
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Abstract Recent approach in wireless technology leads to WBAN which promises
ordinary ambulatory health monitoring for an prolonged period of time and afford
real-time advise of the patient’s position to the doctor. The dropof privacy is one of the
main problem inWBAN. Authentication is the main step against security. Enhanced
verification scheme prohibits the networks from pretenders and disturbing users
meritoriously. Here proposes a trust-based authentication protocol and its simulation
result establishes that they outperform the actual systems in terms of enhanced trade-
off among anticipated security holds and computational difficulty.

Keywords Authentication · Security · Onion routing · Digital signature · WBAN

1 Introduction

Security in any wireless technology especially in wireless body area networks is
highly needed.Authentication process is solitary of the preliminary steps for security
employed to put off from the unconstitutional users and pretenders. Authentication
schemes vary as per the nature of wireless body area network. For such networks,
there is a need of specific lightweight authentication schemes. Security begins with a
transaction of wanted security suite between the two conveying the gatherings, hub,
and center point. The security choice sets off a security relationship between the
two gatherings. To actuate a pre-shared or creating another mutual ace key. Security
affiliation conventions are done in view of the key trade arrangements.
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Fig. 1 Comparison based on packet loss ratio

The process region of a WSN is extremely huge and can be used in ecological
observing, manage temperature and moisture, vehicle transfer control, checking of
human body organs, and among others. Figure 1 exemplifies a situation of WBANs
in the medical area where patients that are being observed can be in a hospital, at
home, or anyplace besides performing an goings-on routine. Sensing data are send
to health experts in the course of the Internet.

The fundamental security requirements in WBAN are described below [1].

1. DataConfidentiality. To protect the data froma revelation, the systemnecessitates
data discretion

2. Data Authentication. Applications together with mutually medical and non-
medical relevance demand data authentication. Symmetric technique can be used
in a WBAN to attain data authentication. This method shares the secret key to
work out Message Authentication Code for all data.

3. Data Integrity. This is compulsory as an rival can modify the data that is broad-
casted over an anxious channel. Deficiency of data integrity system paves a way
to the opponent to amend the information before it reaches the destiny.
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2 Related Work

In order to obtain the issues in existing wireless body area networks, a vast survey
has been made based on wearable gadgets and wireless body area networks. Sensors
play a vital role in body area networks. In few research models mentioned that
sensors must be constructed based on cryptographic parameters since it is major
challenge in WBAN to meet necessary security measures [2, 3]. In few research
models, biometrics is considered as an important factor since it describes the relation
of the individual in an uniquemanner and helps to secure the system communication
betweenwireless body area networks [4].Various securitymechanisms are evolved in
wireless body area networks based on symmetric cryptosystem. The system restricts
the access to the assets if it faces any issues. However, it lags to provide security
against physical arrangements in some cases [5].

Other than the intricacy of detecting component, hub’s key administrations in
WBAN offer each part abundance. On the different, some exploration misuses the
awry cryptosystem in portable and specially appointed systems even have been
expected, and attempted to appear at the peculiar uniqueness of WBAN [6, 7]. One
misery about the topsy-turvy cryptosystem is a source imperative inconvenience;
however, currentwork has demonstrated that performingECCdevours a considerable
measure a lesser measure of memory and processing power [7]. These investigates
tended to a span of controlled body area networks and avoid the discussion about
sensor systems implantation.Wireless body area networksworkbasedon the arranges
of connected elements in human body and the communication is possible from any
place. Recent framework discussed in [8, 9] provides communication process in inter-
and intra-wireless body area networks in telemedicine application. Using wireless
module like Bluetooth for short-range and ZigBee for long-range communication,
the proposed model dispatches the data from sensors to the sink. Sathesh [1, 10]
discussed the importance of rack remote sensors and developed the wireless body
area network model similar to Tmote sky design.

An end-to-end mhealth application for patient monitoring is discussed [11] as
European MobiHealth venture which progress based on GPRS and UMTS. Using
assorted sensors, the vital signs such as electrocardiogram, circulatory strain, pulse
are continuouslymonitored inmobihealth setup. Communication through the sensors
is performed thorough exceptional gadget which works based on single-hop ZigBee
or Bluetooth module. The fundamental issues in health applications are considered
in terms of insurance, dependability of correspondence assets, and quality of service
ensures. The French undertaking BANET [12] means to develop a structure, copies,
and instruments to mode improved remote correspondence frameworks proposing
the greatest differentiation of WBAN-based applications, contained by the customer
regular reasoning, restorative, and game fields. The investigation reports the issues
in expansion channels in WBAN and its MAC conventions along with substitute
remote systems. Falck et al. [13] discussed about the German BASUMA venture and
its wireless body area networks based on the framework. The design has UWB in
its front end along with IEEE 802.15.3 as MAC decorum. This system also utilizes
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time allocations based on opening schedules by getting the period disputes through
CSMA/CA communication process.

In literature [14], an economic bendablewireless body area network for urbanized
utilization. The objective of the research present in terms of developing location-
based applicationwhich helps to obtain results in the on field testing. Sensors such as
WiMoCA-hubs are used in the experimental process and the sensors could be placed
anywhere since it is characterized by MEMS accelerometers, and the performance
will not be deviated. The exploration of wearable sensors is focused in IBBT IM3
[15] which helps to analyze the wearables of the patients. In this process, a heat
beat is used to detect and send to medical specialists and provide solution to the
patient. Based on cryptosystems, the security of the wireless body is network and is
analyzed in literature [16]. Cryptosystems are used to validate the risks in WBAN
and provide strong security to the system. From the survey, it is observed that almost
all the models have limitations in its security factors. Very few models are analyzed
the issues related to security in mobihealth applications. Based on the observed
limitations, the proposed models are formulated in the following section.

2.1 Trust and Security Issues

Data security is for the most part in view of two elements: trust and security. In
WBAN, every hub is engaged with the bundle exchange ought to guarantee that
their neighboring hubs are trustful and secure. The component which verify that the
data about the source is really who it professes to be. The signatures and encryption
instruments should require an arrangement to check by any hubs the wellsprings of
that data. Security and trust are firmly commonly subordinate element that cannot
be distanced.

2.2 Proposed Methodology

We indicate a WBAN by B and make the accompanying suspicions.

2.2.1 Group Signature

Gathering signature is a strategy for enabling individuals from a gathering to sign
namelessly in a WBAN steering convention. Gathering signatures can be seen as
customary open key marks with extra protection highlights. This approach is to run
a gathering key assention convention toward the start of each schedule vacancy and
utilize the subsequent gathering key as the normal parameter and versatile. The more
productive approach is to utilize a gathering key understanding convention with a
specific end goal to concede to the normal parameter and gathering chief to create and
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convey this beginning worth. Gathering signature conspire has bunch administrator,
who is reaction for including new individuals and denying mark of individual hubs
in obscurity are given to a gathering supervisor.

Open Key GB+: key this is normal to every one of the hubs of a gathering B.
Private Key GN1−: key which gives security for the information of individual

hub N1 in a gathering B where N1 ∈ B.
Hub N1 uses GN1 private key to sign a message, and this signed message can be

unscrambled by means of people in general key GB+ by alternate hubs in B, which
keeps the obscurity of N1 [17].

2.2.2 Onion Routing

The fundamental work of onion steering convention is foundation of association
and taking into consideration unidentified correspondence. Amid Route ask for the
messages are dully encoded the data while sent source to goal hubs of onion switches
[18]. While in Route-Request has each transitional hubs known as onion switches
seizes a layer of encryption and uncover directing data when pushes the message
from goal to the source hub. This system safeguards these go-between hubs about
knowing the cause, goal, and substance of the message. To pass an instant message,
the directing onion is an information structure which frames concealed layer by
encryption for sending an instant message with back-to-back layers of encryption. In
the meantime while back warding an instant message, it unscrambles their relating
layer and the first plaintextmessage visible just to sender and beneficiary. It is end-to-
end encryption and decoding process between the source and the goal in ill-disposed
condition.

3 Proposed Work

Many trust administration plans have been proposed to assess trust esteems and
the vast majority of the trust-based conventions for secure directing computed trust
esteems in light of the qualities of hubs carrying on appropriately at the system
layer. Trust estimation can be application subordinate and will be diverse in light
of the outline objectives of proposed plans. The trust administration measurements
incorporate overhead (e.g., control parcel overheads), throughput, bundle conveyance
proportion, bundle dropping rate, and postponement.

3.1 Public Key Cryptography

For onion directing, the messages are scrambled and unscrambled utilizing PKC. In
this paper, we have utilized elliptic curve Diffie Hellman key trade calculation.
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3.2 Public Key Encryption

The secrecy of correspondence is achieved by public key encryption (PKE) amid
transmission.

Here, the sender utilizes the general population key of the beneficiary to scramble
the substance of the message. The enciphered message is then transmitted to the
recipient and the collectorwould then be able to utilize their own coordinatingprivate
key to decode the message.

3.3 Elliptic Curve Diffie Hellman Key Exchange Algorithm

ECDH is utilized for the motivations behind key understanding. Assume two hubs,
n1 and n2, wish to trade a mystery key with each other. N1 will create a private key
dA and an open key QA = dAG (where G is the generator for the bend). Essentially,
n2 has his private key dB and an open key QB = dBG. In the event that n2 sends
its open key to n1 then ready to figure dAQB = dAdBG. Also if n1 sends its open
key to n2, at that point he can compute dbQA = dAdBG. The mutual key is the x
co-ordinate of the computed point dAdBG. Any busybody would just know QA and
QB, and cannot ready to appraise the common mystery key.

3.4 Digital Signature

The objective of an advancedmark conspire is to guarantee the sender of the message
cannot disavow amessage that they sent. Accordingly, themotivation behind comput-
erized marks is to guarantee the non-denial of the message being sent. This is helpful
in a down to earth setting where a sender wishes to make an electronic buy of offers
and the recipient needs to have the capacity to demonstrate who asked for the buy.

3.5 Protocol Design

The personality data is appointed to every hub in instatement stage or when the hub
will be designed.
RETRACTED C
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3.6 Trusted Anonymous Route-Request

In the proposed conspire, initially, every hub will be arranged with the steady trust
esteem 50 utilizing hub trust work. The proposed convention can choose the better
way (trusted and briefest) utilizing trust esteem and the quantity of bounces. At the
point when the RREQ and RREP message are created in the system, every hub add
its own trust an incentive to the trust aggregator on these course revelation stage.
Every hub likewise refreshes its own particular steering table. The accompanying
recipe can be utilized to assess the trusted and briefest way.

Entirety of trust esteems Where, Sum of trust esteem = ∑
trustvalue (I).

3.7 Trusted Routing Procedure

The directing calculation can be actualized in view of the current on-request
impromptu steering convention like AODV. The primary directing methods can be
condensed as takes after:

1. During course disclosure, two stages are performed

(a) First before sending the RREQ, the trust estimation of each neighboring hub
is introduced to 50

(b) Second source hub communicates a RREQ parcel in the arrangement to find
confided in neighbors.

2. If a transitional hub gets the RREQ bundle, it checks the RREQ by utilizing its
gathering open key, and includes one layer best of the key-scrambled onion. It
checks the trust estimation of the neighbor hub and in light of the trust factor, the
hub chooses its next neighboring hub forRREQbundle exchange. This procedure
is rehashed until the pointwhen the RREQparcel achieves the goal or terminated.

3. Once the RREQ is gotten and checked by the goal hub, the goal hub collects a
RREP bundle in the arrangement and initiates communication with source hub.

4. On the invert way back to the source, each moderate hub approves the RREP
bundle and updates its directing and sending tables.

5. Then it expels one layer on the highest point of the key-encodedonion, and keeps
broadcasting the refreshed RREP in the arrangement.

6. When the source hub gets the RREP parcel, it verifies the bundle, and updates
its steering and forwarding tables. The course revelation stage is finished.

7. The source hub begins information transmissions in the set up course in the
arrangement. Each intermediate node advances the information bundles by
utilizing the route pseudonym.
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4 Experimental Result

The Random Way Point Mobility Model portrays the development of hubs. The
respite time is set to 10 s.what’smore,most extreme speed set to 5m/s. The recreation
time is set to 100 s. furthermore, nodes are similarly dispersed in 800× 800 m zone.
Subsequent to getting the estimations of every executionmetric as indicated by every
convention, the diagram has been plotted to demonstrate the examination between
AODV, ANDOR, AASR and TAASR.

As appeared in Fig. 1, the proposedTAASRhasmost astounding capacity to distin-
guish packet dropping ratio with the assistance of its trust administration approach
and it beats the current strategies AODV, ANDOR and AASR. AASR accomplishes
5% more prominent misfortune proportion than TAASR in normal.

As appeared in Fig. 2, while there is increment in number of malevolent hubs, the
normal throughput of four protocols diminishes clearly. Throughput of the proposed
TAASR is higher than the staying existing protocols.

Figure 3 depicts the analysis of end-to-end delays. In this TAASR invest energy
in the security handling in their course revelation, its postponement is higher than
AODV. On the off chance that ANODR is under a substantial assault, it will dispatch
new course disclosures for the broken courses, which present more deferrals in
normal. Contrasted with the assaulted ANODR, AASR, and AODV, the proposed
TAASR decreases the need of re-steering because of its trust-based validation and
onion directing which results in 20 ms less of deferral in normal.

Fig. 2 Comparison in light of throughput
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Fig. 3 Comparison in light of end-to-end delay

Performance Evaluation of Mobile Scenario Under Adversarial Environment:

Tomimic the adversarial conditions, the aggregatenodes are set into 20%of its actual
value, i.e., 9 nodes, as malignant nodes. The system portability is changed from 1 to
5 ms and record the execution consequences of the four protocols (Fig. 4).

In spite of the execution variety, TAASR dependably accomplishes the most
elevated throughput because of its trust-based taking care of nature. This can be
clarified by its capacity in protecting the bundle dropping assault.

The bends of the end to-end delay are appeared in Fig. 5. Because of the extra
security preparing time in RREQ flooding, AODV, ANODR, and AASR have longer
postponements than TAASR, while AASR has 20 ms less of deferral than TAASR
in normal (Fig. 6).

5 Conclusion

The trust and trust relationship among nodes can be spoken to, figured and consoli-
dated utilizing a thing feeling. In ourTAASRproposed protocol, nodes can participate
together to get a target sentiment about another node’s reliability. They can likewise
performconfided in directing practices based on the trust relationship.With a conclu-
sion limit, nodes can adaptably select the method to execute cryptographic process.
Consequently, the computational overheads are lessened without the need of asking
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Fig. 4 Performance correlation in light of throughput

Fig. 5 Performance correlation in light of end-to-end delay
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Fig. 6 Performance correlation in light of packet loss ratio

for and checking declarations at each directing activity. Our TAASR steering conven-
tion is an all the more lightweighted; however, more adaptable security arrangement
than other cryptography and confirmation plan. It utilizes trust esteems to support
parcel sending by keeping up a trust counter for every node. On the off chance
that the trust counter esteem falls underneath a limit, the comparing halfway hub
is noxious node. In this proposed conspire, approved node has high throughput and
parcel conveyance proportion can be enhanced altogether with diminishing normal
end-to-end delay by expanding trust esteem.
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Preventing Fake Accounts on Social
Media Using Face Recognition Based
on Convolutional Neural Network

Vernika Singh, Raju Shanmugam, and Saatvik Awasthi

Abstract In today’s world, most people are intensely dependent on online social
networks (OSN). People use social sites to find and make friends, to associate with
people who share comparable intrigue, trade news, organize the event, exploring
passion. According to a Facebook review, 5% of monthly active users had fake
accounts, and in the last six months, Facebook has deleted 3 billion accounts.
According to the Washington Post, Twitter has suspended over 1 billion suspect
accounts over a day in recent months. Detection of a fake profile is one of the critical
issues these days as people hold fake accounts to slander image, spread fake news,
promote sarcasm that has attracted cybercriminals in. There are numerous machine
learning methodologies, such as supervised learning and SVM-NN, and they are
produced for the effective detection of a fake profile. In this paper, convolutional
neural networks are proposedwithmany artificial neural network algorithms like face
recognition, prediction, classification, and clustering for the efficient identification
of account being real or fake and elimination of fake profile account. Furthermore,
the study is grounded on the fact of the face recognizing of the user and performing
feature detection and time series prediction. If the user account detected fake, it
would not be created.
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1 Introduction

There are increasing numbers of people in the current generation with social online
networks like Facebook, Twitter, Instagram, LinkedIn, and Google + [1]. Social
networks allow people with common interests or collaborative reasons. It provides
them with access to numerous services for example messaging, posting comments
on their cyberwalls which are public, commenting on other users’ profiles post, and
exchanging the masking of identity for malicious purposes has become progres-
sively prevalent over the last few years. People rely heavily on OSNs to remain
in contact, to organize trade news, activities, and perhaps even e-business [2].
People rely heavily on online social networks (OSNs) to create and share individual
personal profiles, email, images, recordings, audios, and videos, and to find and
make friends that have attracted cybercriminals’ interest in carrying out a variety of
malignant activities. Government associations are used (OSNs) as a forum for effec-
tively providing government-driven services to people and educating and informing
them about different situations. This heavy utilization of social networks results in
immense measures of data being disseminated and organizations use social networks
to promote, advertise, and support their business online. Fake profile accounts show
that people do not represent them as a real person. Such an account is manually
opened by a person after that actions are automated by bot. Fake profile account is
categorized into a Sybil account and duplicate account. A duplicate account applies
to a user’s account and maintained by the user other than their main account. Fake
accounts are classed into user classified (reported) or unauthorized (unwanted) groups
of accounts. User malicious account records show individual profiles made by a
client from a company or non-human element. Alternatively, undesirable accounts
are however user identities that are configured to be used for violation of security
and privacy.

The social networking site database for Facebook records a statistic of 4.8%
for duplicate accounts, the number of user-misclassified accounts is 2.4%, and the
number of unauthorized accounts is 1.5% [3]. In 2019, Facebook announced the dele-
tion of 2.3 billion fake profile accounts. This is almost twice as many as 1.2 billion
accounts withdrawn in the first quarter of 2018. The Facebook Compliance Report
shows that as much as 5 million of its monthly active users are fake and that there is
a growing number of attacks. Facebook is estimated to have more than two billion
monthly active users and one billion active users each day in the major online social
network reports. Accordingly, only 5% of its active monthly users are false in Face-
book reports [4]. It is very convenient today to make false accounts. Nowadays, fake
profile accounts can be purchased on the Web at an extremely cheaper cost; further-
more, it can be delivered to the client using publicly supporting. Now it is easier to
purchase followers online fromTwitter and Instagram. The goal behind Sybil account
formation is to defame someone else’s image, digital terrorism, terrorist propaganda,
fear-based oppressor publicity, campaigns for radicalization, distribution of pornog-
raphy, fraud and misinformation, popularity shaping, division of opinions, identity
insecurity. In this paper, the promptly accessible and designed methodologies are
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evaluated that are utilized for the fruitful detection of identifying fake accounts on
Facebook utilizing AI models, of human-created detection that is accomplished by
observing the attitude and the needs of people by examining their experiences. Detec-
tion is accomplished by observing the attitude and the needs of people by examining
their communication and interaction with each other. Then, there is a need to give a
fake account to our machine learning model to allow the algorithm to comprehend
what a fake account is. Convolutional neural network (CNN) and feature classifi-
cation algorithms are being used. Our methodology is to differentiate on the reality
between true user accounts and fake accounts by checking themat the time of creation
and not allowing the fake profiles to be created.

2 Problem Identification

2.1 Online Social Network (OSN)

Social media play a vital role in our life as 45% of the population around the world
spend at least one hour daily on social networks to share news, post pictures, tweeting,
commenting, liking, etc. [1]. Companies use the online social network to advertise
and promote their business online. Government organization uses social media as
a platform to deliver government services to citizens in an efficient manner and to
educate and inform them in various ways. The highly dependent nature of billions
of people over social networks has attracted the interest of cybercriminals to carry
out malicious activities.

Computer-mediated communication (CMC) is a basic portion of our every day
lives as, a result it has ended up essential for the populace, it is never going stalwart,
as the society is never returning to a more physical environment, to considering
characters on CMC stages like social media and gatherings. The idea of identity is
expressly distinguished in this consider because it has to be overhauled logically as a
critical theme of the social media wrangle about. As expressed prior, a few analysts
have examined this issue, but determined three-discusses are required since it is
connected to “self” and “self” as demonstrated overnight. Inquiry about concerned
with the identity, picture, and online gatherings has numerous possibilities and is
especially meriting of thorough consideration owing to social organizing designs
predominant over thousands of a long time. Amid the final era, numerous more
youthful people effectively lead complicated genuine organizing, which may not
reflect their current or offline presence. It has ended up a matter of concern. As of
late specified viewpoint is a fair one in setting up untrue characters in social media.
In, however, another neighborhood, faux accounts are made in advanced organizing
and reasonable consideration was done that has moreover procured.



230 V. Singh et al.

2.2 Fake Profile

Fake profiles are created to defame someone’s image by using an individual name
and pictures, and terrorist propaganda, sharing fake news, and distribution of pornog-
raphy. It has a high impact on younger age who are highly dependent on social
networks. Most people try to portray an image of themselves who they are not and
try to communicate with their dear ones and hate ones to harm them mentally which
lead to serious problems such as depression or suicide. Fake accounts can be cate-
gorized into duplicate account which is maintained by a user in addition to their
principal account whereas false account further breaks down into user-misclassified
accounts which represent the user personal account created as a business account
and undesirable accounts which are created to carry out malicious activities.

Social networking site, Facebook, has estimated that 4.8% profiles are double
accounts, 2.3% profiles are unsolicited, and 1.6% are undesirable accounts [3]. The
Facebook company has started removing 2.2 billion accounts that were detected
fake in the Q1of 2019. That is double the number detected in Q4 of 2018 where 1.2
billion fake profiles were deleted. According to Facebook’s Enforcement Report, it
is 6% monthly active users are fake and the increase is due to the rise in automated
attacks.[5] The creation of fake accounts and buying Twitter and Instagram followers
along with putting likes online on posts are very easy nowadays. It can be bought
online at a very less cost and can be given to the customer via crowdsourcing services.

The reason behind the creation of fake accounts is mostly among these, i.e., either
to defame another person, terrorist propaganda, spreading rumors and false news,
influencing popularity, polarizing opinions, identity theft, radicalization campaigns,
cyberbully, dissemination of pornography and fraud, and online extremism.

2.3 Approach to Solve

The paper finds out themethods and themeasures currently available for the detection
of counterfeit accounts using machine learning technologies. Detection is carried out
by learning the behaviors of individuals and requires a detailed analysis of the activi-
ties of social media interactions with other accounts. To identify other fake accounts
and to predict fake accounts for potential use, this machine learning algorithm is
training with the latest collection of identified fake profiles. Neural networks and
algorithms are used for classification. Our solution uses distinct characteristics of
the platform and restricts a platform to use an identity over the so-called Internet.
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3 Literature Survey

This section summarizes some of the related work done in the field of detecting fake
profile accounts using machine learning models.

3.1 Sarah Khaled, Neamat El-Tazi and Hoda M. O. Mokhtar

In 2018, a new algorithm is proposed to detect fake accounts and bots on Twitter.
Classification algorithms of machine learning have been utilized, and they focus on
technologies adopted to detect fake accounts and bots on Twitter. Classification algo-
rithms of machine learning have been utilized to choose real or fake target accounts,
and those techniques were support vector machine (SVM) and neural network (NN).
They proposed new algorithms support vector machine and neural networks for
successful detection of fake accounts. Both approaches adopt techniques of machine
learning which highlight collection and methodologies of data reduction. It was also
noted that the correlation collection records quality is dynamic among the other opti-
mization algorithms, as redundancy is eliminated. The new algorithm classified 98%
of the account of training dataset using fewer features [4].

3.2 Mudasir Ahmad wania, Nancy Agarwala & Suraiya
Jabinb Syed Zeeshan Hussainb

In 2018, main focus is on fake profile detection using sentiments. The study is
done on the post of real account user and fake profile user and similar emotions
they use. The experiment is done on Facebook user profile post. In this paper, the
author mainly focuses on fake profile detection using sentiments. The study is done
on the post of real account user and fake profile user and similar emotions they
use. The experiment is done on Facebook user profile post. Data are trained for
12 emotions, including 8 basic emotions, positive and negativeness, by the use of
machine training techniques consequently, outliers are removed using noise removal
technique. To train the detection model, many learning algorithms have been used
including support vector machine (SVM), multilayer perceptron, J Rip, and random
forest. The result shows that in the posts of unverified accounts three types of feeling,
anxiety, shock, and faith are found least. For all threemeasures, precision, estimation,
and AUROC, random forest provides the best result [5].
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3.3 Estée van der Walt and Jan Eloff

Described the detection of fake identities of humans vs bots using machine learning
models. Numerous fake accounts are enhanced with features used to detect bot
accounts, and the collection of features has been extended to different supervised
learning models. This paper focuses on the detection of fake identities of humans
vs bots using machine learning models. Numerous fake accounts are enhanced
with features used to detect bot accounts, and the collection of features has been
extended to different supervised learning models. The highlights of human and
machine accounts are indistinguishable. For occasion: The title it illustrates that
the traits utilized to recognize programmer accounts fizzled to recognize human
account points of interest appropriately. The effects of qualified computer models
are predictive 49.75% of the best F1 performance. This is due to the fact that human
beings are distinct from both in terms of behavior and characteristic, which cannot
be modeled in the same way [6].

3.4 Gayathri A, Radhika S & Mrs. Jayalakshmi S. L.

In 2018, identification of fake accounts in media application by using support vector
machines and neural networks is explained. Problem definition: identification of fake
accounts inmedia application by using support vectormachines and neural networks.
In this report, they reflect a profound learning pipeline for identifying fake accounts
rather than utilizing presumptions. It classifies the Sybil account cluster whether it is
made by the same individual. The method starts by selecting a profile, at that point
extricating the fitting characteristics and passing them to a proficient classificatory
that categorizes the account as untrue or veritable alongside the input. Future work:
utilizing more complex calculations. The other work line is to mimic multimodels
utilizing the chosen highlights of other malware-based methods [7].

Author—Year Objective Techniques used Accuracy

Naman Singh, Tusshar
Sharma,Abha Thakral,
Tanupriya
Choudhury—2018

Detection of fake
accounts

Support vector
machine–neural
networks

93%

Gayathri A, Radhika S,
Mrs. Jayalakshmi

Detecting fake accounts
in media application

Support vector machine
& deep neural networks

–

Mudasir Ahmad wania,
Nancv Agarwala,
Suiaiya Jabinb,
SyedZeeshan
Hussain—2019

Analysis of real and fake
users in Facebook based
on emotions

Naive Bayes, J Rip,
random forest

Random forest

(continued)
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(continued)

Author—Year Objective Techniques used Accuracy

Mehmet Şimşek,
Oğuzhan Yılmaz,
AsenaHazal Kahriman,
Levent Sabah—2015

Detecting fake Twitter
accounts

Artificial neural
networks

–

Oscar S. Siordia,
Daniela
Moctezuma—2016

Features combination for
the detection of malicious
Twitter accounts

Feature extraction
classification. Random
forest

94%

Dr. Vijay Tiwar—2017 Analysis and detection of
fake profile

Honest region. Network
nodes. Network edge.
Benign nodes

–

Aditi Gupta and
Rishabh Kaushal

Detecting fake user
accounts in Facebook

Data mining 79%

4 Techniques Used in Literature Survey

4.1 Support Vector Machine–Neural Networks

SVM-NN is applied to maximize classification accuracy because it achieves
maximum accuracy using a reduced number of features and is implemented on the
provided dataset by performing feature reduction by splitting of data testing and
training data using eight cross-folds. Neural networks are created by developing
neurons and forming a model which are trained and used to predict results. The
prediction accuracy is counted separately by using formula.

Accuracy = number of detected accounts/total number of accounts ∗ 100

4.2 Random Forest

Random forest is one of a classification algorithms that is unsupervised in nature.
The fundamental concept is a selection of random samples from the provided dataset
to create a decision tree followed by result prediction from each tree through voting.
Finally, select the most voted results as a final prediction result. It is an ensemble
method that achieves thehighest accuracy as it reduced theoverfitteddata in sentiment
analysis to identify true and Sybil accounts [5].
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4.3 Artificial Neural Networks

Artificial neural networks system framework is a computational processing system
that incorporates various interconnected computational nodes that work in a
distributed manner to accumulate data from the input to optimize the final output.
In implementations of ANN, a connection link is an actual number and the output
is determined through a nonlinear input function in each neuron. The objective of
the ANN is solving problems like a human brain, for example, in image recognition,
pictures containing dogs can be detected by examining pictures manually marked
as “dogs,” “no dogs” or by using the results to recognize dog in other pictures.
This occurs without prior knowledge that dogs have hair, ears, or dog-like heads,
for example, characteristics are created by examples they identified automatically.
ANN is used for classification, pattern recognition, clustering, regression analysis,
prediction, social networks, and even in activities that earlier only humans can do
like a painting [8].

4.4 Feature Detection

A convolutional neural network has a special architecture in which complex data
characteristics are detected feature is referred to as an “interesting” portion of an
in general, image is processed as the first-pixel operation has been performed and
each pixel is examined to determine whether a function exists on that pixel. When
this belongs to a larger algorithm, the algorithm typically only scans the image in
the function field. As a prerequisite for integrated function detection, the Gaussian
kernel usually smooths the image input to the size display and calculates one or more
feature images that are often expressed concerning the local image derivative.

4.5 Feature Extraction

It is a process of reducing random variables from high-dimensional datasets (data
with more than 10 dimensions). It is broken down into twomore parts that are feature
selectionwhich is a simple approach to find subsets of input variables or attributes and
feature extraction. Dimensionality reduction along with feature extraction is applied
as a preprocessing step using techniques linear discriminant analysis and K-nearest
neighbor to reduce. Feature reduction is required to store time and storage [9].
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4.6 Classification

Classification is a complex phenomenon introducing the definition of classes
according to the characteristics of the image following the selection of features such
as color, texture, and multitemporal data. The feature dataset obtained is trained
with supervised or unsupervised learning algorithms. Then, various classification
techniques like extraction and segmentation are applied to the trained dataset to get
appropriate results. At last, the classification technique is applied to all pixels by
suing pixel classification or per-field classification. Image classification covers all
unique features of an image and an important factor in the digital environment [3].

5 Proposed Methodology

Theproposed algorithmutilizes the convolutional neural network for face recognition
[10] and has an age classifier [12]. The features detected from CNN are classified
and compared with existing data in the data warehouse for the data comparison.

Convolutional neural networks (CNNs) are a category of deep neural networks,
most commonly used for visual imaging processing. They consist of neurons that
optimize themselves through learning. CNN is also called as space-invariant artificial
neural network (SIANN). CNN is used for image recognition, video analysis, image
classification, time series forecasting, recommendation systems, natural language
processing, and medical. An input image can be taken by each neuron and operated
based on numerousANN.The only significant distinction between currentANNs and
CNNs is that they are primarily used inside objects in the field of pattern detection.
CNN comprises of three types of layers. The layers are convolutional layers, pooling
layers, and fully connected layers. CNN’s fundamental functionality can be explained
as:

• The pixel values for the image act as the input and form the input layer.
• The convolutive layer determines the output of the neurons and the linear system is

intended to apply CNN’s “elemental” activation function to the activation output
produced by the previous.

• The pooling layer just downsamples the contribution along with the spatial
dimensionality and decreases the number of cases, hence reducing computational
times.

• The fully connected layers then perform the indistinguishable tasks as generic
ANNs and attempt to generate category results from classifying activations

• CNN makes developing network architecture simpler.
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5.1 Proposed Algorithm

The approach this system takes for fake profile detection is too limiting each user,
to one and only one account on a particular platform. The system utilized facial
recognition and age classification using CNN to create a unique facial print id of the
account creator to identify him/her. This helps us to uniquely identify the customer
by binding the facial print to the account, eliminating the possibility for a user to
create a new fake account. The facial data is utilized to identify two different data,
i.e., facial features and then the age prediction. This eliminates the possibility of
creating new fake accounts by any user.

The input data after face detection and preprocessing are supplied to the two
CNNs for face recognition and age classification. The data are processed by the
convolutional network by passing through various layers of convolution, ReLU,
pooling/sampling, and finally classified through a fully connected layer.

The process to detect a fake profile involves the following steps: data collection,
optimization, face detection, face recognition, age classification, profile association,
and profile detection. These steps are explained further in the section.

5.2 Data Collection

The data are collected from the user. This is collected from the social media platform
and then passed to the system. This step collects two types of data firstly the profile
details like name, age, and facial data from the sensors for face recognition. These
data are used to process and identify whether the user who is trying to create an
account is genuine or not.

5.3 Optimization

The raw data collected in the collection phase are optimized into the format required.
The optimization is one of the important steps before processing of the data as it
prepares the data and enhances the data so that during the processing of data the
algorithm can produce better results.
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5.4 Face Detection

Detection involves the detection of the facial data from the collected data and identi-
fies the points required to be processed and specific to the face rather than the whole
picture. The detection phase involves facial detection by identifying the points that
are of use to us and eliminating the rest unnecessary points. This is done through
template matching function. It defines a standard template for all the faces and where
the different features can be identified independently like eyes, nose, mouth, contour,
etc.

5.5 Face Recognition

Face recognition [11] is performed using the convolutional neural network. The data
are preprocessed before feeding to the convolutional network. CNN utilizes various
hidden layers of convolution, ReLU, and pooling. These layers are arranged in some
fashion repeatedly to form the network. After passing through the various hidden
layers, the output is put to the fully connected layer of the classifier for classification.
The data from the output layer are put to comparison by the dataset in the data
warehouse for profile detection.

5.6 Age Classification

Age classification involves identifying the age of the user using CNN to get near
about the age of the user. A different CNN is used for the age classifier. The age
predicted by the classifier is given as an estimated range. If the input of the user lies
between the range, the profile is allowed for creation. This is an extra parameter just
to verify the data input by the user and the verification facial data match the data
input by the user at the time of creating the profile [13].

5.7 Profile Detection

This involves the main comparison of the data from the data warehouse that utilizes
snowflake schema to store the data. The data after the process of classification are
passed to this phase. The data are compared with the data in feature data, in the data
warehouse. If a match is found, then the profile is flagged as fake and the account is
not created. If the face is unique then the age detection data are utilized to compare
the age detected by the algorithmwith the data entered by the user. If the age matches
near about with a minor difference, then the profile is created else it is detected as a
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fake verification. In the end, if both the tests are accepted then the profile is created
and the facial data are moved to the data warehouse for mapping.

5.8 Profile Association

The data are associated with the user profile once it is created. The data are added
to the data warehouse creating a unique identification of every use and also the data
to which all platforms the user is signed up to are maintained. The data warehouse
utilizes are snowflake schema to store the data by identifying the user by its facial
patterns. This eliminates the possibility of creating a fake profile of the user on a
platform he/she is not utilizing.
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6 Future Scope

This paper proposes a method that utilizes CNN for face recognition and age clas-
sification to eliminate profile. Further implementation can be done using CNN and
the accuracy and success of the method can be identified. The paper only proposes
the idea of limiting each person to have only one profile on a social media platform
to prevent the creation of a fake profile by mapping the creator’s facial signature and
profile data verification of age.

7 Conclusion

This paper tried to solve the identified problem of fake accounts on the online social
media platform by the usage of neural networks and user profile. The paper proposes
a system that is expected to prevent the creation of fake profiles as compared to the
previous system that utilized machine-neural networks that eliminate fake profiles.
Our knowledge does not have any such system that has taken this approach for fake
profile elimination, as proposed in the system. The accuracy is not acclaimed as it
has to experiment in the future implementation of this system.
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Error Correction Technique Using
Convolution Encoder with Viterbi
Decoder

K. B. Sowmya, D. N. Rahul Raj, and Sandesh Krishna Shetty

Abstract Communication method conveys information from a transmitter to
receiver over an intermediate medium. The competence of received information is
determined by medium and clatter. Therefore, medium and noise directly influence
the efficiency of the data received. There is a great need for robust error correction
techniques with ever accumulative usage of wireless expedients such as portable
electronic items and broadband modems. Modern wireless communication schemes
depend on advanced error rectification techniques for their suitable functioning.
Hence, transferring and receiving information with less or no error, while utilizing
the accessible bandwidth is a foremost proposal. As a result, there is a need for effi-
cient error correction technique for present digital wireless communication systems
comprising of high throughput, low power consumption, and less area. Although
several block coding techniques have already been in use for error correction, and
they are not suitable when dealing received information with random errors. Since
convolution coding enables soft information decoding and soft information output
which is available at communication channels helps in significantly improving error
correction capability, they are preferred over conventional block codes. Convolution
codes are best suited as forwarding error correction technique but as the constraint
length increases the design decoders becomes very complicated.
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1 Introduction

Error correction codes are essential to make sure that information content of the
message if altered could be corrected without having to add much of overhead to the
system. Therefore, an efficient error-correcting technique which is simpler in terms
of implementation is of main concern. Error correction techniques can be classified
into block codes and convolution codes. The former involves an operation on chunks
of data of predefined size which called as a packet in networking jargon. The most
popular block coding is the hamming code which is a linear block coding technique.
They are also referred to as algebraic codes because they involve generation of
polynomials.

Whereas the convolution coding technique involves working on bit by bit basis,
i.e., they operate on a stream of bits of some arbitrary length. While performing
encoding using block coding, each packet or frame is considered to be independent
of each other, but convolution codes operate on a continuous stream of data on
a real-time basis. It then performs encoding operation to form a larger codeword
which will be the actual data word that carries information in an encrypted pattern.
Convolutional encoding is often used to correct random errors and is suited for
communication channels with a limited capacity [1–4].

For decoding a convolution encoded data,maximum likelihood decoding is looked
up which is accomplished here through the Viterbi algorithm. This is regarded as a
hard decision for the codewords of considerable size, while there for soft decision
techniques that find applications inmore complex situations. TheViterbi decoder uses
the trellis diagram for performing maximum likelihood decoding and this makes the
computation much simpler. The Viterbi algorithm has become the most fundamental
algorithm in decoding techniques and finds applications in CDMA, GSM, satellite
systems, speech recognition, enhancement, and synthesis of speech and in many
other technologies that employ data decoding. Also, a Viterbi decoding method can
be employed to a codeword of larger size by segmenting the codewords into the
words of some compatible size [4–7].

The main objective here is to perform functional analysis of error control coding
technique, i.e., convolution encoding in terms of device utilization and power.
The functional verification is performed, simulation using Verilog HDL in Vivado
simulator.

2 Convolutional Encoder

Convolution encoding basically involves producing output codeword for any arbi-
trary input message bits. The encoding logic depends on the generator polynomial
as specified by the designer. The size of the generator polynomial and the number of
outputs produced per bit depend on the constraint length of the encoder. The encoder
employs basic shift registers and the binary adders. For an encoder with a constraint
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Fig. 1 Convolution encoder

length of 3, a total of two shift registers and two binary adders are required. As
discussed, two entities define the performance of the encoder; they are constraint
length(K) and coding rate (k/n). Here, k/n denotes that n bits are produced as output
for k input bits.

The convolution encoder with a constraint length of 3 and the code rate of (1/2)
is depicted in Fig. 1. Constraint length indicates how the output is dependent on
the memory in the encoder. A code rate of (1/2) means that for everyone input bit,
two bits are produced at the output. In fact, code rate and constraint length directly
influence the efficiency of the encoding technique. Lower the code rate, better is the
performance. Therefore, for high-end applications, the low code rate is preferred.
And increasing constraint length directly influences the error correction capability
but up to a certain limit after which code rate has to be decreased.

The generator polynomial for the given encoder is g0 = [101] and g1 = [111]
as shown. The values of the registers at each instant denotes a state; these register
states and the corresponding outputs for all possible input are replicated in the form
of state diagram shown in Fig. 2.

Initially, it is assumed that the state is at s0 and for each input bit, the transition
to the next state and a 2-bit output is produced in accordance with the state diagram
depicted above.

For example, for the input bit sequence, input= {1,0,1,1,0,0,1,0} (begin from the
all zero state) the transition to next states happens in accordance to each individual
bit and resulting state transition sequence will be states= {10,01,10,11,00,00,10,01}
and the generated encoded output sequence is outputs= {11,10,00,01,00,00,11,10}.
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Fig. 2 State diagram of convolution encoder

3 Viterbi Algorithm

The encoded data produced by the predefined logic will be transmitted through a
communication channel through a suitable line coding/digital modulation scheme.
The communication channel is not ideal and hence noise interference leads to corrup-
tion in bits. Therefore, the received information sequence will no longer be the same
as that originally transmitted sequence. The Viterbi decoding algorithm is regarded
as the maximum likelihood algorithm that can correct any random error that occurs
in the information sequence. The state diagram of the convolution encoder is now
transformed in the form of a trellis diagram. This is essential as it makes the decoding
simpler.

Todraw the trellis diagram for this code, one has to draw four dots corresponding to
each state for each clock cycle and then connect them according to various transitions
that can take place between states. The trellis diagram for this code is shown in
Fig. 4. From Fig. 4, the time axis corresponds to clock cycles, the four states are
denoted by black dots, and the transitions between states are indicated by branches
connecting these dots. On each branch connecting two states, two binary symbols
indicate the encoder output corresponding to that transition.Also note that one always
starts from the all-0 state (state 00), move through the trellis following the branches
corresponding to the given input sequence, and return to the all-0 state. Therefore,
codewords of a convolution code correspond to paths through the corresponding
trellis, starting at the all-0 state and returning to the all-0 state. The number of states
in the trellis increases exponentially with the constraint length of the convolution
code.

The operations performed in the decoder is bifurcated into blocks. The operations
performed in each block is described below. Block diagram of the Viterbi decoder is
shown in Fig. 3.
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Fig. 3 Block diagram of the Viterbi decoder

Fig. 4 Trellis diagram for the Viterbi algorithm

3.1 Branch Metric Unit

Since it is a maximum likelihood of hard decision, decoding the calculation of
hamming distance is essential in this procedure. The received sequence is fragmented
into blocks of two and each of these blocks is compared with the branch output value.
The number of differing bits is noted at each of the nodes.

3.2 Path Metric Unit

The hamming distance is calculated at each of the nodes [8–10]. The metric is
considered cumulatively thatmeans at each node, the present node hamming distance
is added with that of the previous node linked to it in trellis diagram. In case when
two paths are leading to a particular node, the one which leads to minimum metric
value will be considered.
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3.3 Survivor Memory Unit

This unit depends on the results of the path metric unit [11, 12]. Starting from the
initial node tracing the path will give us the decoded sequence. Therefore, tracing the
path with minimum metric value leads to a decoded sequence which can be easily
interpreted as the lines based on input bit 0 or 1 can be distinguished.

The flowchart of the Viterbi decoder with its components and their working logic
is depicted in Fig. 5 (Fig. 4).

Verilog code for convolution encoder has been developed based on the state
diagram shown in Fig. 1. Verilog code for Viterbi decoding is also developed. The
code is written such that any arbitrary input bit sequence after encoding goes through
AWGN channel where a random 1-bit error is introduced. Additive white Gaussian
noise (AWGN) channel is a noisy channel used to model most of the communication

Fig. 5 Viterbi decoder flowchart
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processes. It produces the same effect of any random processes that might occur
in nature. It is called an additive because it adds to the noise inherently present in
the system. The erroneous codeword is decoded in the Viterbi decoder, where the
original bit sequence can be retrieved even though there is a one-bit error. That is
according to Viterbi algorithm, the path with a minimum metric is selected which
represents the original data.

4 Implementation Results and Analysis

The functional verification of the convolution encoder and Viterbi decoder was
done using Vivado simulator for an 8-bit input data. For the 16-bit transmitted data
with the 1-bit random error introduced in the channel, correction is done using the
aforementioned Viterbi algorithm.

Vivado simulator is a component of Vivado Design Suite. It is a compiled-
language simulator that supportsmixed-language (VHDL,Verilog, etc.), TCLscripts,
encrypted IP ,and enhanced verification. It supports behavioral and timing simula-
tion. Vivado includes the in-built logic simulator ISIM that is used for high-level
logic synthesis.

Synthesis for both the encoder and Viterbi decoder was done using Vivado tool
and the device utilization and power consumption is tabulated in Table 1. Simulation
results for both the designs written in Verilog HDL is shown below in Figs. 6 and
7. The synthesized design for encoder and decoder are shown in Figs. 9 and 10
respectively.

Table 1 Device utilization and power consumption

Convolution technique

Encoder Decoder

Slice LUT (20,800) 9 32

Slice Registers (41,600) 25 –

F7 MUX (16,300) – 16

F8 MUX (8150) – 8

Bonded IOB ( 106) 19 24

BUFGCTRL (32) 1 –

POWER 11.022 W 4.564 W

Fig. 6 Convolution encoder output
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Fig. 7 Viterbi decoder output

Fig. 8 RTL schematic of convolution coding technique

Fig. 9 RTL schematic of convolutional encoder

Fig. 10 RTL schematic of Viterbi decoder

Input message X = [10110010];
Encoded word Y = [1110000100001110];
Erroneous received word R = [1110001100001110].
Decoded sequence Z = [10110010].

Separate test benches were written for both encoder and decoder and the behav-
ioral simulation output is shown in the above figures. The time resolution was fixed
at 1 ps while simulation.

For convolution encoder, elapsed time for launching the simulation was found to
be 33 s. Memory used: 693.75 MB.
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For Viterbi decoder, elapsed time for launching the simulation was found to be
28 s. Memory used: 749.60 MB (Figs. 8, 9 and 10).

5 Device Utilization and Power Consumption

Table 1 shows the distribution of the components in the synthesis of encoder and
decoder. It can be seen that the decoder is much more complex and involves more
LUTs.

6 Conclusion

Convolution encoding is found to be a suitable error correction technique for code-
words which might be prone to random errors. Here, an encoder and decoder have
been designed for a code rate of 1/2 and constraint length of 3; further, an encoding
technique can be used with different code rates while utilizing the channel band-
width efficiently. The synthesis for the whole technique has been performed using
Vivado. The Viterbi algorithm as discussed earlier finds the maximum likelihood
path through the trellis. From the implementation point of view, whenever there is
an ambiguity due to the same metric value while decoding, one path is selected arbi-
trarily. This may or may not lead to the expected result. Therefore, when using in
high-end applications such as deep space communications, the code rate is kept low
so that decoding leads to a unique path.

Future work involves developing an area and power-efficient architectures for
error correction. Nowadays, a power-efficient error correction technique which can
correct even multi-bit error is of major concern. Although there are some modern
techniques to correct burst errors, they do not qualify for power efficiency.
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Rice Grain Quality Determination Using
Probabilistic Neural Networks

Kavita V. Horadi, Kshithij R. Kikkeri, Shravya S. Madhusudan,
and R. M. Harshith

Abstract Food remains an eternal need for our survival. More so, rice is the staple
diet of most south Asian countries. Rice quality is often degraded when impuri-
ties like broken or damaged seeds are present. It is a herculean task to determine the
quality of grains using computer vision. In this paper, we have come upwith a system
that ascertains the class of rice grains. Rice grain images are acquired and prepro-
cessed, and probabilistic neural network (PNN) algorithm is applied to the images.
The classification has been done in accordance with chalkiness, HoG, and GLCM
features. The system outputs good, average, or bad quality rice grains using PNN
classifier. Our proposed model can be implemented in agriculture-based industries
for grain evaluation purposes which will simplify the grading of rice grains for the
consumers.

Keywords Computer vision · Rice grain quality · Probabilistic neural networks

1 Introduction

Rice is a source of vital minerals and vitamins and is nutritionally highly enriching
and healthy. Rice is mostly consumed after it is boiled, or in some cases, it is milled
into flour and consumed. It is a staple meal for 80% of the world’s population [1]. It
is energy-rich and nutrient-rich and has a low glycaemia score. India stands among
the top two global producers of rice. Agriculturists conduct the study of grain size,
gradation, and quality attributes manually. Such approaches are vulnerable to many
issues, such as being extremely subjective, affected by human factors and working
environments leading to incoherent performance. Also, the rate of salvage cleanup
and recovery is low. A significant element in the agriculture industry is the harmless
assessment of the food products to grade the product quality.

Non-destructive food product grading determines the quality, taking into consid-
eration the form, color, internal deformations, etc., without actually breaking the
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food products into its constituent parts. It is measured using advanced computer
vision techniques without disturbing the internal somatic constituent particles of
these items. Rapid developments in digital image processing hardware and soft-
ware have stimulated hardcore research on the development of cutting-edge image
processing systems for evaluating the class of various food items. Progression in
computer technology is an invaluable contribution to the food processing domain
such as ranking, sorting, and quality inspection. The accuracy of the system can
be improved by employing features of texture. Accuracies in classification are very
strong when specific features of the checked varieties are used. There are many
benefits of artificial neural networks and probabilistic neural networks over fuzzy
classifiers and statistical classifiers. The obvious and viable option for the classifi-
cation of food products is neural network-based machine learning algorithms. The
following parts of this paper are organized as follows. Section 2 presents a review of
the existing literature. Section 3 gives a detailed description of PNN. The method-
ology is discussed in Sect. 4. Results are presented in Sect. 5. The paper is concluded
with future enhancements in the final section.

2 Review of the State of the Art Techniques

Extensive research on rice grain identification based on various factors are being
carried out till date. Of them all, computer vision and neural networks are apparent
and natural choices for researchers for classification purposes. Siddagangappa et al.
have developed an automated system using the probabilistic neural network to iden-
tify and assess the quality of three Indian rice varieties into their respective grades
according to the quality. Six characteristics only, i.e., average RGB colors and three
geometric elements, achieve reasonable accuracy in the ranking. The average iden-
tification success rate is 98%, average grade determination is 90%, and rice grading
success rate is 92% [1]. Zahida Parveen et al. proposed an image processing algo-
rithm to ascertain the quality of rice based on length, width, area, chalkiness, and
color [2]. Another method used to grade rice using image processing was proposed
by Wanputri et al. Previous researchers have applied various approaches to classi-
fying rice grain images by employing particular characteristics such as rice form,
length, chalkiness, color, and grain deformations. The authors have taken a total of
285 images and obtained an accuracy of 46.6% [3]. Harpreet Singh et al. proposed an
image processing technique for grain classification. The techniques which are used
to extract these features are kernels separation by sieving method, grain analysis
by various image processing methods, seed count, image acquisition-based anal-
ysis of rice grains, and an inspection of kernel quality by automatic/semi-automatic
grain analysis [4]. Deepika Sharma et al. proposed a neural network classifier-based
technique to ascertain the grade of wheat and rice samples. The processing and
the consequent classification have been done by using a neural network classifier.
Grains are graded into good, medium, and bad quality [5]. Lilik et al. have come up
with a physical tool to recognize rice varieties using LVQ neural network algorithm.
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They have obtained an average accuracy of 70.3% but have obtained an accuracy of
90% for training dataset [6]. Pabamalie et al. have used concepts of backpropaga-
tion neural network with two hidden layers are employed for classification purposes.
GLCM and color features are used for classification which yielded an accuracy of
68% [7]. Yet, another interesting application using probabilistic neural networks has
been developed by Arun et al., which focuses on the classification of rice grains
based on their aroma. Effective usage of sensor arrays has been the foundation of
the startling research work on the electronic nose. Test results of unknown samples
have been reported to give accuracy above 80% [8]. In a similar such work, Lili wu
et al. have proposed another aromatic gas sensor-based application combined with
probabilistic neural networks and principal component analysis to give an average
identification accuracy of 91.67% [9]. Cutting-edge research has been carried out
using advanced methods like mask region-based convolutional neural networks in
the work of Kittinun et al. to obtain an accuracy of 67.25% [10]. Innovative methods
like spatio-spectral deep convolutional neural networks have been employed in the
work of Itthi et al. for non-destructive rice grain classification. They have employed
hyperspectral image acquisition techniques to parallelly obtain the spatial and spec-
tral features of grain images. The classification accuracy which they have obtained
is 91.09% [11].

3 Probabilistic Neural Networks: A Discussion

Donald Specht’s pioneering research on PNNhad a profound impact on classic neural
network classification-based applications. PNN is a highly complex structure and a
feed-forward neural network. It contains input, pattern, summation, and output layers
as depicted in the adjacent picture. Albeit PNN being a highly complex network, it
has only one smoothing training parameter. Hence, there is not much of an effort
required to train the database. Also, it is interesting to note that PNN works very
efficiently even when the database consists of a small sample of data.

The structure of the PNN for the proposed system is depicted in the above
Fig. 1. All the symbols and notations have been adopted as specified in the orig-
inal research by Donald F Specht. MATLAB neural network toolbox too uses the
same interpretation in the inbuilt function newpnn().

Input Layer: In Fig. 1, p represents the input vector, which is repre-
sented as the vertical bar. The dimension of the input layer is R × 1. R have
been considered to be 3.

Radial Basis Layer: In this layer, a computation of the dot product of the weight
vector of each row of weight matrix W and the given input vector p is done.Q × R is
the dimension ofW. The vector distance between the ith rowofW and the input vector
p gives the ith element of the distance vector ||W − p||. The dimension of this isQ× 1.
The symbol “−” represents the distance between the vectors. Now, the calculated ||W
– p|| is fused with the bias vector b as shown in Fig. 1 in a component-by-component
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Fig. 1 PNN network for R = 3, Q = 1500, K = 3

form which is depicted as “*” in the figure. The outcome of the calculation is shown
as n = ||W − p|| · ∗ p.

Competitive Layer: The concept of bias is absent in the competitive layer, unlike the
radial basis layer. Here in this layer, a product of the output of radial basis function, a,
and the weight matrix M is considered. This results in another output vector named
d. This layer produces 1 correlating to the highest component of the vector d and
produces zeroes to all the others. Competitive function results in another output
depicted as c in Fig. 1. All values equating to 1 in c represent the quantity of rice
grains which the proposed system classifies rightly. It can be used as the index to
look for the scientific name of this plant. The output vector’s dimension (K) is 3 as
3 types of rice grains have been considered.

4 Methodology

The proposed system could be used in the food and agriculture industries extensively
for grading purposes. Figure 2 depicts the flow of events in our system. The initiation
of the process is done with image acquisition. The proposed system considers rice
grain image samples which are captured by a mobile camera of 16 megapixels and

Fig. 2 Proposed architecture
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then fed as an input to the image processing unit. MATLAB R2018a is employed
to process the data under consideration. The classification result is then showcased
on the MATLAB console in the form of bad or average or good quality rice grains
based on the test input. A total of 1500 images have been considered and 500 images
each of bad, average, and good quality rice grain images for our work, out of which
1200 images are used for training and the other 300 images are used for testing
purposes. The images are primarily labeled according to their quality. For simpli-
fication purposes, only Indian basmati rice has been taken to be of good quality.
All other slender, long, and short rice grains are considered to be of average quality.
Broken rice grains, grains with deformations, are considered to be of bad quality. The
images are preprocessed using standard preprocessing techniques like filtering, thin-
ning, erosion, and dilation. Features which include chalkiness, histogram of oriented
gradients, and gray level co-occurrence matrix are considered. Geometric features
are not considered due to the nature of the database images. The features extracted
are stored in feature vectors. All the images are then trained. Sample rice grain
images acquired for testing purposes are then tested for their accuracies which are
labeled as good, average, and bad quality rice grains. The percentage of chalkiness is
determined using standard techniques. The flow of the system is depicted as below.

1. ImageAcquisition: Grain images are taken with the help of a camera. Preferably
a high-resolution camera may be used so that the accuracy does not vary.

2. Preprocessing: Various preprocessing techniques are applied to increase the
classification accuracy. The techniques include filtering, thinning, erosion, and
dilation.

3. Image Dataset: Dataset image is taken into consideration
4. Feature extraction: A variety of features are taken into consideration. These

features are:

a. Chalkiness
b. Histogram of oriented gradients
c. Gray level co-occurrence matrix

5. PNNTraining and classification: PNN is applied to train all the images. Further,
the features which were extracted earlier are employed to classify the rice grain
images into three classes, viz bad, average, and good quality rice grains.

5 Results

See Figs 3, 4, 5, 6, 7, 8, 9, and 10.
The results have been tabulated as below (Tables 1 and 2):
Of the 300 images taken as a testingdataset, 50 images in eachgrade are considered

for accuracy calculation to get an average accuracy of 97.89%.
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Fig. 3 Good quality grain image is taken from Dataset

Fig. 4 Average quality grain image is taken from Dataset

6 Conclusion and Future Work

The proposed system classifies rice grains based on chalkiness, histogram of oriented
gradients, and gray level co-occurrence matrix features into good, average, and bad
classes using probabilistic neural networks (Table 3).

The comparison reveals that the proposed algorithm outperforms other methods.
Routinely, PNN is known to outpace other algorithms in amachine vision application.
The proposed system is completely automated and proves to be of great use to the
agriculture-based industries and has found out that the results for rice grain grading
using probabilistic neural networks to be highly lucrative and obtained high levels
of accuracy.
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Fig. 5 Bad quality grain image is taken from Dataset

Fig. 6 GUI of the proposed model

Images have been acquired without any advanced technology-enabled camera in
research conditions. Acquiring images could have been done under different lighting
conditions. The proposedmethod could be extended to awide variety of other species
of rice grains. Further, our method can be extended to other food grains. The major
research extension would be to optimize the neural network to increase the rate of
accuracy.
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Fig. 7 Grayscale image

Fig. 8 Percentage of chalkiness

Fig. 9 Classification result
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Fig. 10 Precision versus accuracy for each grain type

Table 1 Recognition rates
for various types of grains

Type of rice grain Recognition rate (%)

Good 100

Average 100

Bad 100

Table 2 Results based on
various metrics

Metric Value (%)

Accuracy (Train) 100

Accuracy (Test) 97.89

Precision 96.83

Recall 97.33

Table 3 Accuracy
comparison

Scheme Accuracy

Deep CNN [6] 95.5

LVQ neural network [7] 70.3

BPNN [8] 80.5

PNN [9] 93

PNN [10] 87.5

Region proposals based CNN [11] 67.25

Spatio-spectral deep CNN [12] 91.09

Proposed in [13] 80.64

Our approach 97.89
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Maintenance of Automobiles
by Predicting System Fault Severity
Using Machine Learning
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and Rajkumar Komati

Abstract The automobile and transport industries have always tried to reduce down-
time by the way of preventive maintenance. In the past decade, electromechanical
sensors have becomemore accurate alongwith novel innovations in IoT andmachine
learning, and automobiles have leveraged this. In this paper, an end-to-end open-
source predictive maintenance solution is presented to predict the severity of faults
in a car using onboard historical and real-time sensor data using IoT and machine
learning. Sensor data is collected from a Suzuki Swift VXiModel, and classifiers like
logistic regression, random forest, and gradient boosting trees are used to train the
data with imputed faults. F1 score and AUC are used as evaluation metrics. An end-
to-end onboard diagnostics (OBD) data to the user dashboard pipeline is proposed
with final predicted faults visible on a real-time dashboard.
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1 Introduction

Maintenance, since the invention of machines, has relied upon human specialists in
the field of machines to diagnose the faults and problems in the structural, electrical,
and software subsystems that make up the machine. With advancing technology and
cheaper manufacturing, more machines are produced at a higher rate than they can
be accommodated for repair in case a need for the same arises. At times, the wrong
intuition of technicians often costs the customer unnecessary repair in their machines
while other times cause significant downtime leading to losses. The former was an
example of preventivemaintenance and the latter, of run-to-failure. This approach has
high chances of vehicle downtime and unexpected failures. Predictive maintenance
involves the use of data-driven analytics to predict faults before they occur by using
relevantmachine learning algorithms as the backboneof the system,which can reduce
the downtime of the vehicles and the cost of maintenance while increasing consumer
safety. Predictive maintenance is highly cost-effective, saving roughly 8–12% over
preventive maintenance, and up to 40% over reactive maintenance (according to the
U.S.Department ofEnergy) [1].A report byDeloitte Insights, predictivemaintenance
(PdM) promises a 20 to 50% reduction in time required to plan maintenance, a 10–
20% increase in equipment uptime and availability, and a 5–10% reduction in overall
maintenance cost [2–4].

2 Literature Survey

Machine learning techniques have spread throughout both the manufacturing and
service industries to improve productivity, quality, and efficiency of entity mainte-
nance. Toyota’s Lexus has extensive systems that alert dealerships and owners when
problems occur. General Motors can even predict failures of individual components.
The predictive part of maintenance alerts is still in its infancy. However, as data on
components grow andmachine learning improves,more driverswill get notices about
impending failures rather than alerts about current ones [5]. Arindam Chaudhuri
proposed predictive maintenance for Industrial IoT of vehicle fleets using the hierar-
chical modified fuzzy support vector machine [6]. A hydraulic motor fault detection
system based on a grid-based classifier developed by Alzghoul [7] was able to attain
89% classification accuracy when using predicted data [8, 9]. PdM is not just limited
to cars but is also used in all forms of vehicles such as buses, trucks, trains, and tanks
[10–13]. Air-pressure system faults in Scania trucks have been predicted by using
random forest and data mining [10]. Corazza et al. relied on a maintenance soft-
ware to analyze data coming from sensors assessing the engine oil quality, therefore
detecting potential breakdowns and replacing spare parts in advance [11]. ARIMA
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model has been used for predictive maintenance of railways in [12]. A paper from the
Netherlands Defense Academy mentions the use of predictive maintenance for their
military vehicles using physical failure models [13]. Support vector machines-based
cuckoo search algorithm was implemented by Dr. Shakya to predict faults in wind
turbines for efficient windmill performance [14]. Dr. Manoharan proposed a way to
identify leaks in the air conditioning of automobiles using image detection [15].

After the conclusion of the literature survey, it was found that major predictive
maintenance approaches use proprietary data that is generated by the vehicle. This
paper proposes using the ELM327 OBD-II sensor in combination with a micro-
controller NodeMCU and Bluetooth module HC-05, and an end-to-end open-source
solution which can be taken up by all the cars complying with the OBD-II port
for connectivity and run machine learning algorithms using sensor data for fault
prediction for the various parts of the vehicle.

3 Proposed Real-Time System

The electronic control unit (ECU) is an embedded system in automotive electronics
that controls the electrical systems or subsystems in a vehicle. It stores all the fault
codes related to the sensor parameters and governs each subsystem to ensure the
smooth and efficient functioning of the vehicle and gives different warnings to the
vehicle dashboard. Controller area network (CAN) protocol is used for communi-
cating with the ECU. ECU has an outlet through which the maintenance profes-
sionals can communicate using the onboard diagnostics (OBD) port to receive all
the sensor values. OBD-II scanner, with the help of its on board controller, converts
the hex values of sensor parameter IDs to decimal values. The fields are filled in a
comma-separated values (.csv) file and exported from the controller to the Bluetooth
transmitter.

Hence, this paper suggests an independent remote monitoring system consisting
of a Bluetooth module to receive the data from the ELM327 OBD-II scanner, which
is controlled by a NodeMCU acting as the controller to send and receive packets of
data as soon as the OBD-II dispatches a specific amount of information. NodeMCU,
having received the data in a comma-separated value (.csv) format from theBluetooth
module, sends the same to a Web server. The Web server hosts the trained machine
learning model as a pickle file and the script, which converts the output of the sensor
readings to a JavaScript Object Notation (.JSON) format. This JSON formatted data
can be visualized on the real-time dashboard along with the fault prediction of the
model. Figure 1 shows the architecture of the proposed real-time system.



266 S. Shivakarthik et al.

Fig. 1 Architecture of the proposed real-time system

4 Data Generation

OBD-II scanner is plugged into the OBD-II port of the vehicle, present under the
steering wheel of the car. OBD-II scanner is a microcontroller circuit that communi-
cates with the ECU of the vehicle, converts the encoded data stream sent by the ECU
from hexadecimal format to the decimal format for more comfortable viewing. The
scanner is having Bluetooth connectivity and can be connected to any device having
Bluetooth.

The OBD-II scanner comes with an open-source app for both Android and iOS,
which connects to the phone to deliver real-time sensor values generated from the
car. It also features a logging capability of these values, which is being utilized in
our project. The logging was enabled in two conditions—driving on a highway and
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in heavy traffic. The logs are exported as CSVs. The various parameters available
are GPS coordinates, acceleration, intake air temperature, intake manifold pressure,
barometric pressure, bearing, torque, engine power, engine load, and so on.

From all the available parameters, firstly, those parameters which are not relevant
to predicting a fault were dropped like GPS coordinates, device time, and altitude,
among others. The dataset had 2630 samples.

5 Feature Selection

To reduce the number of features, the ordinary least squares method was used [16].
OLS uses the following equation-

m =
∑

(xi − x)((yi − y)
∑

(xi − x)2
(1)

where
x= independent variables.
−
x = average of independent variables.
y = dependent variables.
−
y = average of dependent variables

Y = β0 + β1X1 + β2X2 + · · · + βk Xk + ε (2)

where ε is the error term, β are the true parameters of the regression, and X are
the independent variables.

From the method of least squares regression, if the p-value for a variable is less
than the significant value (0.01), then it implies that changes in independent variables
are associated with changes in the target-dependent variable with 99% confidence.

Running OLS on the features, it was found how the dependent variables like
engine load, engine RPM, torque, etc., are related to the independent variables like
engine coolant temperature, barometric pressure, intake manifold temperature, etc.
Eight independent features were isolated which contained sensor readings of various
subsystems like ignition, exhaust, and fuel. These comprise of intake air pressure,
intake air temperature, CO2, O2, engine coolant temperature, barometric pressure,
fuel flow rate, and throttle position.

6 Fault Imputations and Modeling

By analyzing the central tendencies of the raw data, and the manufacturer’s reference
manual, the normal range of sensors was observed. Next, a fault range (above typical
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Fig. 2 Distribution of dataset by fault

values) for our features is defined. The fault thresholds of every sensor were further
split into three parts to signifyminimum fault,medium fault, andmaximum fault. The
output was labeled ‘1’ if maximum faults were in minimum range, ‘2’ if maximum
faults were in medium-range, and ‘3’ if maximum faults were in maximum range.

Around 800 samples of fault were generated randomly, whichwere then randomly
combined with the original data of 2630 samples.

The main characteristics of the dataset are that the output is multiclass with
continuous input feature variables.

Figure 2 shows the distribution of the dataset based on the category/severity of the
fault on the X-axis and the number of samples on the Y-axis. It is seen that the dataset
is imbalanced. Hence, the classifiers used to train the data are logistic regression,
random forest, and gradient boost tree.

6.1 Multiclass Logistic Regression [17] is used as a base classifier due to its
simplicity.

f (k, i) = βk · xi (3)

A linear predictor function f (k, i) is used to predict the probability of the obser-
vation iwhich has outcome k, where βk is the set of regression coefficients associated
with outcome k and xi (a row vector) is the set of features associated with observation
i.

6.2RandomForest [18], an ensemble classifier, operates by constructing amultitude
of decision trees at training time and outputting the class that is the mode (maximum)
of the classes of individual trees. It was selected as it does not overfit and is robust
to outliers. After training, predictions for unseen samples x′ can be made by taking
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the majority vote in the classification trees.

f̂ = 1

B

B∑

b=1

fb
(
x ′) (4)

RF is applied using Gini (GDI) Diversity Index (a measure of node impurity) for
splitting criteria calculated by

(gdi) = 1 −
∑

i

p2(i) (5)

One hundred estimators were trained using the Gini Index.

6.3Gradient BoostingTree (GBT), another ensemblemodelwas used. The gradient
boosting method assumes a real-valued y and seeks an approximation F

∧

(x) in the
form of a weighted sum of functions hi (x) from some classH, called base (or weak)
learners. InGBT, after calculating the loss, to perform the gradient descent procedure,
a tree is added to the model that reduces the loss.

F̂(x) =
M∑

i=1

γi hi (x) + constant (6)

As GBT yielded the best results, the team tuned it further with the best parameters
obtained from grid search. Those were 100 estimators and 0.8 subsampling.

7 Results

The evaluation metrics used are accuracy, F1 score, and AUC (Area under receiver
operating curve).

• Accuracy is the percentage of the total number of predictions that were found
correct. Since the data is imbalanced, it is not entirely reliable.

• F1 score is accuracy, which is measured using Precision and Recall, where Preci-
sion is true positive accuracy (TPA), and Recall is the true positive rate (TPR). It
is calculated from the confusion matrix [19–20].

Precision = TP

TP + FP

Recall = TP

TP + FN
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F1score = 2 ∗ Precision ∗ Recall

Precision + Recall

8 Confusion Matrices

Figures 3, 4, 5, and 6 showcase the confusion matrices of different algorithms which
describe the performance of a model based on a set of data for which true values are
known. Also, Table 1 lists evaluation metrics: AUC score, F1 score, and accuracy of
different classifiers.

Figure 7 visualizes the evaluation metrics of different classifiers listed in Table 1.
Based on these metrics, the best performing model was selected.

The best performing model—tuned gradient boost tree—was then exported as
a serialized object—a pickle file that contained the final trained parameters of the
model. A service postman is used to simulate real-time data sending to make fault
predictions. An open-source service freeboard.io is used, which takes the data from
a flask server (having the model) and visualizes it on a dashboard. The dashboard
consists of nine gauges—one for each sensor reading and one for fault prediction.

The results seen on the dashboard are shown in Fig. 8.
Figure 8 shows a case of a medium fault, which is represented by the fault level

2.

Fig. 3 Logistic regression
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Fig. 4 Random forest

Fig. 5 Gradient boost tree

9 Conclusion

As more vehicles become “smart” and machine learning models can be trained on
“Big Data,” companies are increasingly leveraging these resources to make their
vehicles have less downtime and lower costs of failures. A way to monitor vehicles
and predict faults is presented in this paper. Three algorithms, including logistic
regression, random forest classifier, and gradient boost tree, have been used for fault
prediction. Themain objective is to reduce the fault frequency of systems in vehicles.
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Fig. 6 Gradient boost tree (tuned parameters)

Table 1 Evaluation metrics of different classifiers

Model name F1 score AUC Accuracy

Multiclass logistic regression 0.84 0.96 0.88

Random forest 0.92 0.95 0.96

Gradient boost tree 0.93 0.99 0.94

Gradient boost tree (with hyperparameter tuning) 0.947 0.996 0.95

Fig. 7 Evaluation metrics visualized
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Fig. 8 Fault is medium, i.e., 2

Our contributions to this paper include a proposed open-source end-to-end auto-
mobile predictive maintenance system. Real-time car sensor data is collected using
OBD-II sensor. The car sensors that are majorly responsible for the maintenance and
breakdown of the system have been selected for training. Next, the fault is induced
in our data using the threshold values and uses a novel methodology to label our data
with three categories of fault. This labeled data is used to train classifiers. Lastly, the
trained model is hosted on a dashboard, which takes in real-time sensor readings and
can predict faults.

10 Future Scope

This research can be extended by turning the algorithms to maximize efficiency and
adding more data. Also, future work can be made to focus on receiving inputs from
the N-number of vehicles in real-time, and each user can have a unique dashboard
link. The system can be made customized for different models of a vehicle or even
types of vehicles (EV, hybrid, buses, etc.). The users can have a unique login ID and
password provided by the manufacturers to access the data and view the real-time
fault predictions made using the trained model relevant to their vehicle, which adds
a security layer for the user and makes the system robust.
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Endoscopic Wireless Capsule
Compressor: A Review of the Existing
Image and Video Compression
Algorithms

B. Sushma

Abstract Wireless Capsule Endoscopy (WCE) is considered as one of the non-
intrusive diagnostic methods to explore diseases in the complete digestive tract
without any discomfort or need for anodyne. To enhance the quality of diagno-
sis, some essential specifications of WCE such as video/image resolution, frame
rate and transmission speed need to be refined. However these features demands
more power. Existing capsule endoscopes are powered by button cell batteries and
most of the power is utilized by video transmission which restricts obtaining quality
video with better frame rate and better resolution. In order to overcome these issues
many researchers proposed design of a low-complexity and low power video/image
compression algorithms that produces higher frame rate with better quality, lower
bandwidth and transmission power. This paper summarizes the existing image and
video compressionmethods forWCE, with a significant focus on understanding their
design and architecture in-terms of complexity, memory, power and diagnostic yield.

Keywords Wireless capsule endoscopy · Compression · Reconstruction quality ·
JPEG · DPCM · Discrete cosine transfor · Distributed video coding · Wiener-Ziv
coding

1 Introduction

The gastrointestinal (GI) or digestive system endoscopy is a paramount procedure
to spotting GI disorders [1, 2] such as GI cancer, tumours and bleeding. Endoscopy
enables the direct viewof humanGI including the oesophagus, large bowel, colon and
parts of the small intestine [3, 4]. Many other technical methods have been evolved
to identify GI tract diseases, such as X-Radiography, angiography, ultrasonography
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and scinitigraphy. Unfortunately all these are revealed to have very poor diagnostic
yields even for bleeding region identification [5].

The eminentway todetectGI diseases is direct observingof theGI tract. Thedevel-
opment of wired endoscopy enabled to view all parts of the GI tract except lower part
of the intestine. Because of the capability of allowing physicians to directly observe
the GI tract, diagnosing of GI abnormalities by using endoscopy has become a com-
mon method. However, restricted by physical reasons the wired endoscopy cannot
examine the whole GI tract, leaving the lower small intestine as an unsighted region
due to its complex and curvy structure. Wired endoscopy is very inconvenient and
causes intense pain for patients and dispirits the patient to go through the procedure.

In order to provide comfortable and painless diagnosis to the patient, WCE is
used in recent days. It is capable enough to get into some critical parts of the GI tract
[6, 7] which is not possible by wired capsule. WCE is a very important technology
in clinic based on its assets. In WCE, after eight hours of fast, the patient engulf a
capsule which moves through the GI tract by peristaltic motion. While in motion
through the GI tract, the capsule captures images and transfer image data through
RF transmission to a mobile data recorder unit attached to the patients abdomen as
shown in Fig. 1. During this course of action full monitoring of the specialist is not
required and patients are allowed to do other activities which saves their time.

Even with lot of primacy of WCE, this system is still reviewed as an undeveloped
and lot of features needs an improvement. Diagnostic yield (DI) [8] remnants as
the major case and to achieve a better DI, important factors such as quality and
resolution of the image, frame rate and capsule life need to be improved. In terms
of DI, existing WCE capsules are sub-standard when compared to wired endoscopy.
Most of the commercial WCE capsules operate at 320× 320 pixels frame resolution
and 2–12 fps frame rate with a battery life of 7–12 hours. Low image resolution
and frame rate leads to wrong diagnosis due to failure of detecting sensitive regions.

CMOS Image
Sensor

RF
Transceiver

Image/video
Compressor

LED Button Battery

Capsule

RF
Transceiver

Image
reconstruction

module

Original images
captured by CMOS

image sensor

Reconstructed images
for analysis by doctors

Fig. 1 Scanning of GI tract using WCE capsule and RF transmission of captured image data
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Image resolution is an important criterion for the quality diagnosis because images
may be distorted while physician enlarges images for detailed diagnosis. Most of
the battery power is consumed by RF transmission of the image data and Image
resolution enhancement causes increase in power consumption for processing and
transmission. Also, capsule battery should afford sufficient power to the capsule to
be in life for more than 16 hours [9] for the complete examination of GI tract. More
power utilization leads to fast draining of the battery which leads to incomplete
examination of GI tract.

The power requirement of WCE increases with the quality and resolution of
the captured image. The most basic commercial wireless capsule essentially needs
around 30mWof battery power [10].When the condensed dimensions and latest bat-
tery technologies are considered, the amount of power yielded by a typicalWCE bat-
tery is practically close to around 25mW [11]. Employing high resolution endoscopy
capsules to improve the image quality utilizes high resolution image/video devices,
high light intensity and more bandwidth of the RF transmitter. All these features
results in increase in the power requirement that ranges upto 200mW. To overcome
all these serious issues, wireless power transmission (WPT) system is recommended
as WCE future.

WPT system refers to amethod that transfers electrical power usingwirelessmode
from a transmitter to receiver in the form of electromagnetic radiation. Focusing on
working of WPT system is beyond the scope of this paper but lists the drawbacks of
WPT systemused inWCE to emphasize the importance of video/image compression.
The WPT is a proven technology which is useful to powerup health care devices,
especially in biomedical implants. However, it is found to be useful in biomedical
implantable devices in pacemakers and retinal implants. In WCE the approach of
transferring power, fails due to (i) Remarkable distance between the transmitting
coil and receiving coil; (ii) Unstability in the amount of received power due to
unpredictable capsule motion and movement ; (iii) Size of the capsule increases
due to additional receiving coil and its power harvesting circuits; (iv) Adverse health
effects in the patient due to current density induced in human tissues; and (v) Damage
caused inside the GI tract due to overheating of the receiving coil.

Due to all these limitations of WPT, capsule endoscope still depends on the cell
battery for the power requirements. As mentioned previously, to increase the bat-
tery life and to reduce the power of the image data transmission which saves the
communication bandwidth, the image data need to be compressed first. So, the chal-
lenge is how to transmit images of high resolution with low power consumption.
There have been lot of works done in designing low complexity and low power
consumption image compression algorithms with the goal of improvising quality
of the image. This review paper imparts technical details of the existing image and
video compression algorithms designed forWCEwith a focus on understanding their
low power architectures interms of complexity, compression rate and reconstructed
image quality.
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2 Wireless Capsule Endoscope System

The typical WCE system consists of three main components. (a) A swallowable bat-
tery powered disposable electronic capsule endoscope (CE). (b) Data recorder unit
which consists sensing systemwith sensing pads and a battery pack. (c)Aworkstation
computer with application software to process the video/image. In WCE procedure
[12], the patient swallows the capsule which transits through GI tract by peristaltic
motion. While in moving across the GI tract, the capsule captures images and trans-
mits the image data by a wireless RF transmitter to a image data recorder. CMOS
based image sensor with an LED and lens to capture images while passing along
the GI tract, the ASIC based transceiver with an antenna transmits image data to the
receivingunit. Power is supplied for all these operations by twominiature sizedbatter-
ies. The image recording subsystem consists eight sensing pads clamped to the chest
and abdomen. This helps in recording image data and in detection of the position of
the capsule. The recorded image data is processed by a image processing software in
the workstation computer for the doctor’s review. Since the development of the endo-
scopic capsule, three major companies have introduced the WCE capsules approved
by Food andDrug administration (FDA) in different names for use inmedical diagno-
sis of complete GI tract. Table 1 lists the commercially available wireless endoscopic
capsule specifications [13–15]. Given imaging is the leading contributor in the field
of capsular endoscopy and manufactured different capsules for different parts of GI.
Pillcam SB/SB2/SB3 for a complete small bowel imaging, Pillcam ESO/ESO2 for
imaging oesophagus and colon imaging by PillcamCOLON/COLON2. All the com-
mercially available capsules uses RF for wireless data transmission exceptMicrocam
which uses human body as conductive medium for data transmission. In most of the
commercial WCE systems the image compressors are placed in the capsule hard-
ware. The detailed information about image compression techniques used in these
systems is not available in literature. But some vague information about the com-
pression algorithms is available by patents published by some inventors. Table 2.
lists compression methods used in different capsules along with the name of the
inventor. For the good quality diagnosis the image should have minimum 512× 512
frame resolution and around 10 fps [16]. Though pill-cam could achieve the required
frame rate, it fails in achieving the required resolution. Among the existing capsules
Olympus endocapsule achieves good frame resolution compare to other capsules.
But its frame rate is too less (2 fps). To achieve better frame rate with better frame
resolution, compression rate (CR) needs to be improved at the cost of low power
consumption.

3 Compression Principles Suitable for WCE

The main objective of using WCE is for diagnosing the human GI tract for any
diseases or abnormalities. Image quality interms of frame resolution and frame rate
is very important for the quality diagnosis by the physician. Since the endoscopic
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Table 2 Compression in commercial Endoscope capsules

Company Inventors Compression technique

Given imaging Glukhovsky et al. [17] JPEG and MPEG
Compression algorithms

Zinaty et al. [18] Image data in mosaic form is
color space transformed into
(Y, Cb, Cr, Gdiff) and
compressed explicitly by a
cost effective and fast lossless
image compression algorithm

Avni et al. [19] The residue obtained by taking
the difference between the
previous and present frames is
transmitted instead of the
entire frame

Horn et al. [20] Images are captured with
different frame rate in different
parts of GI. Compression is
applied only in the case of
higher frame rate

Olympus America Shigemori et al. [21] Uses the conventional
compression algorithm, where
some pixels are removed from
the raw image before
compression

Bandy et al. [22] A new concept is used where
frame rate and resolution
varies based on the speed of
the capsule. If the speed is less,
images are captured at low
resolution and data is
compressed by combining
group of blocks from multiple
frames

capsule depend on button batteries which supplies 3V at 55mAh for approximately
8h which implies an average power delivery of around 20mW. This amount of
power is hardly sufficient to transmit even low-resolution images at low frame rates.
Keeping high image quality with reduction in the transmission power and bandwidth
is a major challenge and paves the way for developing the high quality compression
algorithms. Though, there exists some traditional compression algorithms, they are
unsuitable for WCE application due to their high memory requirements and more
power consumption.

Design of a right compression algorithms will increase the lifetime of the capsule
by reducing data size and power consumption. A particular data compressor inWCE
has to satisfy the following compression principles.
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• Large scale internal image processing cannot be performed due to low power
supply. Each image element can consume very few low complexity operations.
Other, conventional compression algorithms are not suitable, because they need
more than 100mW to perform a sufficient compression [23].

• An experimental study [24] recommendsmore frames per secondwhich can detect
more lesions and decreases themissing lesions rate. Aminimal frame rate of 10 fps
is highly needed for flawless endoscopic diagnosis. when the capsule is traveling
with high speed, better frame rate is expected. At least a frame rate of 25 fps is
required to accomplish the smoothness quality of conventional wired endoscopy.

• For diagnostic accuracy, the reconstructed image quality which is measured by
peak signal to noise ratio (PSNR) should be high. High quality images consist
high PSNR. According to a study [25] minimum medical image quality in PSNR
required is around 35dB.

• Memory size should be less for compression. Large silicon area is consumed
by memory. Also accessing memory consumes more power. Therefore saving
intermediate data on chip should be avoided and it should enable the data process
in one pass without using feedback.

The next section covers the image compression techniques involved in WCE related
research.

4 WCE Image Compression Techniques

WCE Image compression algorithms can be divided into lossy, near Lossless and
lossless compression techniques. In lossless compression, redundancy is removed
without any information loss and this process is reversible. Certain degree of distor-
tion is introduced in near-lossless compression with out loss of any valuable infor-
mation. On the other way, high compression ratio of 50:1 is achieved using lossy
compression techniques preserving visual image quality of the reconstructed image.
Lossy compression is more beneficial in case of power constrained applications.

4.1 Lossless Image Compression Techniques

Lossless image compression techniquesmainly depends ondecorrelation and entropy
encoding. Spatial redundancy between pixels can be removed by using prediction
based techniques. In predictive coding, pixels are decorrelated by a good predictor
and data is converted to a pattern, so that there is no dependency between adja-
cent image pixels. Mainly, these includes delta modulation, Differential pulse code
modulation (DPCM) or JPEG compression based techniques. However, most of the
predictive endoscopic compression techniques consider DPCM and simple estima-
tion. All these approaches are mainly lossless and near-lossless with one or two
exceptions. The following section discusses various predictive based techniques and
their architectures.



282 B. Sushma

Prediction Based Image Compression Architectures Using DPCM Most of the
prediction based compression architectures are usually lossless and consists of
reversible colour transformer, DPCM and Golomb Rice encoder. Khan et al. [26]
proposed lossless image compressor which consumes less power. This type of com-
pressor encodes and outputs a 32-bit vector. A parallel-to-serial converter is used to
connect to commercial transceiver which accepts data serially using serial peripheral
interface protocol. Most of the CMOS sensors scans the image in the raster order so
that commercial CMOS image sensors can be directly interfaced with the proposed
compressor. Fante et al. [27] proposed another DPCM based compression technique.
Here the pixels are quantized before DPCM coded. This technique proposes a new
modified Golomb Rice encoder with Golomb Rice parameter calculated adaptively
using a single context. khan et al. [28] proposed another DPCM based predictive
encoder. The difference between two luminance component is encoded in Golomb-
Rice code where the chrominance difference is encoded in unary code. Malathkar et
al. [29] proposed an hybrid DPCM technique to improve the compression efficiency
by taking advantage of WCE image properties. Another DPCMmethod proposed by
Malathkar et al. [30] works in near-lossless mode and uses fixed threshold. It gives
better compression ratio compared to other near-lossless methods.

Low Complexity JPEG Based Image Compression Architectures Compression
performance of the JPEG based low complexity compression architectures is the
highest compare to other lossless compression algorithms. Controlling the quality
and extraction of region of interest (ROI) features are added into the low pass filter
(LPF) stage, which improves the compression efficiency by compressing ROI in
lossless mode while remaining regions are compressed in lossy mode. Many JPEG
based compression algorithms have the capability to incorporate quality controlling
in the LPF. But detection of ROI region algorithms suitable for WCE systems is not
used in any state of the art compression schemes.

Xie et al. [31] proposed a different low power hardware architecture mainly com-
prises the internal circuitry of WCE system used for diagnoses and real-time endo-
scopic image scanning. Additionally, a low complexity micro-current generator is
deployed to stimulate the muscles in the GI tract to contract and push the capsule
forward when a physician wants to ignore some regions. Liu et al. [23] proposed
a modified form of JPEG-LS compression algorithm where each pixel consumes
very few operations and processed in single pass. This method acquires a context
template pixel by causal interpolation method. Median predictor is replaced by gra-
dient predictor, which improves pixel prediction accuracy. Finally, the context index
is obtained by quantization of gradient context. The hardware architecture consists
three parallel pipelined data paths which operates in normal mode, interruption reg-
ular mode. To avoid computation overhead, based on mode determination a single
pipeline is activated. Chen et al. [32] proposed context free compression algorithm to
reduce the memory usage and introduced prediction module to increase the compres-
sion performance. This architecture of the proposed image compressor comprises a
register bank, predictor, restoration unit of pixel, a predictor, a run mode module,
and a modified Golomb rice encoder to improve compression performance. Wireless
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capsule endoscope captures around 50,000–80,000 images during its journey in GI
tract and all the images does not carry any information. Very few frames are only
considered for diagnosis. Extracting only ROI based parameters and high temporal
correlation between consecutive frame is considered which improves the compres-
sion performance.

4.2 Lossy Image Compression Techniques

DCT Based Image Compression ArchitecturesDCT is one of the most significant
and primary transforms in the area of image and video data compression and widely
used in many applications. DCT based compression algorithms are lossy and gives
very good compression performance due its energy compaction property. Compu-
tation of DCT is highly complex and consume lot of power and requires complex
hardware. Lot of research has been done to propose computationally simple algo-
rithms which require very less number of operations. Various multiplier based DCT
designs have been proposed in the aim of decreasingmultiplier count and complexity.
These multiplier based DCTs have complicated structure due to heavy wiring which
occupies more silicon area and more power is consumed at the encoder. To optimize
DCT computation some research works suggests to minimize DCT coefficient com-
putations, while some approaches aim to reduce the processing of DCT coefficients.
In [32, 33] two different methods of adaptive JPEG compression based on pruning
also called as region selection have been presented. Only a selected region (in [32]
triangular and in [33] squared portion) is processed by dividing into blocks. DCT
coefficients are computed for each block in the selected region. Method for region
size also called as zonal mask is not given in any of the references. Also selection of
zonal mask depends on image properties such as brightness, texture and image qual-
ity assessment. For the accurate selection of the zonal mask size, algorithms based on
local and global characteristics are proposed. Optimum size is considered for entire
DCT block of image in global based approach [34]. In case of local approach, the
main image is partitioned into sub images. Each sub-image is again processed using
global based approach. Sub image size selection is based on the visual quality. When
more quality is required, sub image size has the larger size.

In WCE the compression algorithm typically consists Reversible color transfor-
mation, two dimensional forward transformation of typical image block of size 4× 4
or 8× 8, and quantization followed by an entropy encoding. Lin et al. [35] proposed
WCE image compressor which processes the image colour components in the order
of R, G1, G2 and B. The image sensor outputs the image data in raster order. There-
fore, block based image compressor requires intermediate memory units to store
each block of data. In order to synchronize the computational operations between
quantizer and an entropy encoder, an 8-by-8-memory array is used.

Lin et al. [36] proposed sub-sample based image compression algorithm which
samples G1 andG2 components at 2:1 and B component at 4:1 ratio. Turcza et al [37]
proposed an hardware architecture for WCE image compressor which requires only
two clock cycles for processing a single pixel. Other than the image compressor unit,
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the proposed work consists an embedded camera and First in-First-out queue to store
the entropy encoded data. A feature for forward error correction at the encoder is
added to protect the transmitted data from random and burst errors.

Shabani et al. [38] proposed a compressor based on CORDIC-DCT suitable for
WCE application. The computation of DCT is done by using look ahead concept and
it consumes low power compare to other DCT architectures. A novel architecture is
proposed called as look ahead CORDIC (LA-CORDIC) which exploits the pipeline
property of LA-CORDIC. Comparing to other DCT based WCE compression archi-
tecture, this work consumes less power and uses much low complexity hardware
with the favourable reconstruction quality and compression. WCE image process-
ing speed is slightly reduced, but it is negligible because of low image resolution
and it slightly reduces the speed of the proposed structure. The speed reduction is
negligible due to the low rate of frames and almost low image resolution in WCE
application. Turcza et al. [39] proposed DCT based low-complexity efficient WCE
image compressor which is an optimal combination of DCT and predictive coding.
It is a compact and ultra low power compression system very much suitable for
integrating with RF transmitter for WCE system.

DWT Based Image Compression Architectures Wavelet based image compres-
sion schemes leads to an higher CR with reduced imaging artifacts. In DCT based
compression systems reconstruction loss is more due to blocking artifacts, though it
results in higher CR. This limitation can overcome by DWT in which an image is
processed by an analysis filter bank with decimation. Haar wavelet is most suitable
for WCE application because it offers simple and low computation implementation.
Wavelet transform consists a low pass and high pass filters which divides a block
of images into low and high frequency components. Low frequency components are
successively sub divided into subbands called as sub-band coding. Thone et al. [40]
proposed a Haar wavelet based compression algorithm. Because of sparse colour
information in the endoscopic image, only luma component is transformed using
Haar wavelet followed by Zig-Zag scanning and entropy coding. Better PSNR and
CR is achieved compared to DCT based compression algorithms.

Abdelkrima [41] proposed compression taskwhich is based on a hybrid 2D-DWT-
DCT architecture that allows the application of the DWT and the DCT techniques
sequentially. This method is also called as DWT-Gall 5/3 that is constituted by three
main steps: split, predict and update. 2D-DWT is constituted line computation unit
which computes LH coefficients, the transposition unit performs the management
of the existent coefficients of the line computation unit in order to facilitate the cal-
culation of the details and the approximation coefficients by the line computation
unit. The DCT architecture part is composed of 2D-DCT modules addressing the
pixels and generating the columns quantization matrix in parallel. This architec-
ture is merged with a quantization block in parallel manner in order to allow the
quantification of the coefficients. The merged DCT and the quantification modules
allow simultaneous quantification of 8 coefficients per clock cycle, thus a column is
calculated during one clock cycle. The gated clock technique is included to reduce
the switching activity, thus reduces the power consumption, based on a finite state
machine controller.
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H.264 Based Video Compression Architectures As per previous discussion, an
image coder removes spatial redundancy among pixels to compress the images. In
contrast, a video coder achieves the compression by removing temporal redundancy
between frames. Image compression algorithms proposed and developed till now
provide a low frame rate and low resolution. To overcome this, video coding algo-
rithms exploits temporal correlation between frames to remove the redundancy. The
main issue in achieving this is the use of high computational hardware, large silicon
area and consumption of more power which is not affordable by a capsule. Hence,
modified algorithms are developed for video coding which consumes low power
and provide low complexity hardware. Dung et al. [42] proposed H.264 intra-frame
prediction technique to reduce computational complexity and lower battery power
consumption. The developed video compressor works on higher resolution images
of 512 by 512 images at 2 fps with CR 82%. The GI Cam Intra-frame Encoder pro-
cesses the image in the order of R, G1, G2 and B. Because image sensor streams
data in the raster scan order, intraframe video encoder uses a buffer for block based
data processing.

Distributed Video Coding Compression Algorithms Distributed video coding
(DVC) is an alternative for conventional video coding algorithms which provide low
complexity encoding and very much suitable for low power compression schemes.
Based on the two famous theorems proposed by Slepian andWolf [43] and its exten-
sion Wyner-Ziv (WZ) [44], DVC allows independent encoding and joint decoding
of video frames. DVC provides low complexity encoder which enables interframe
temporal correlation exploitation by shifting the high computation load of motion
estimation and compensation from encoder to decoder side. This confirms a simple
encoder system with low power. DVC is more suitable for an application such as an
endoscopic capsule where power and area are the main constraints and also demands
high compression efficiency. DVC has been recognized as a potential strategic com-
ponent for a wide range of lightweight video encoding applications, including WCE
and it needs more exploration as an application toWCE. Nikos Deligiannis et al. [45]
have proposed a Wyner-Ziv video coding based compression for WCE. The method
provides low encoding complexity and accelerates quality, temporal scalability and
provides high compression performance by using a novel hash-drivenmotion estima-
tion technique. Djamel Eddine Boudechiche et al. [46] have presented a distributed
video coding (DVC) architecture for wireless capsule endoscopy. This method uses
an adapted vector quantization (VQ) with a searching complexity. VQ allows for
the creation of side information (SI). Thus, SI was created from a codebook (CB)
instead of motion compensated prediction. The method reduces the complexity of
the encoder efficiently. But does not improve the performance of the system interms
of frame rate. To overcome the limitations of these architectures Sushma et al. [47]
proposed a DVC architecture consisting of texture conditioned keyframe encoder.
Low frequency components of WZ frame are intra coded and parity bits of high
frequency bands are obtained by low density parity check codes. Side information
of the WZ frame is generated at the decoder side by using block motion estimation.
This scheme exploits interframe temporal correlation and performs better interms of
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CR and PSNR compare to other DVC architectures. Though implementation is not
done on the hardware, DVC scheme proves to be one of the best method to achieve
greater compression by using low power and low computational complexity.

Compression in Wireless Capsule Endoscopic System with Multiple Cameras
Multiple cameras can be embedded into the capsule tominimizemissing spots caused
due to single camera. Multiple cameras provide wide field view as the total angle
view covered proportionally increases. The commercial capsule endoscope Pillcam
by Given Imaging embedded with two cameras. One camera is placed at front end
and another at back end of the endoscope capsule. It has largest field of view of
approximately around 150◦. To achieve 360◦ coverage of view of the GI tract more
cameras needs to be placed. But usingmore cameras make the capsule bulky and also
increases the complexity of the system. This in turns increases power consumption
and processing power. Capsule endoscope with four cameras is the optimal option to
take up this problem. Gu et al. [48] proposed a design to reduce the frame miss rate
by using multiple cameras in endoscopic capsule which also provides wider visual
field view. More power is consumed due to multiple cameras, processing and RF
transmission of captured image data. Wireless transmission of image data is avoided
and instead captured data is directly stored in flash memory incorporated inside the
endoscopic capsule. Advantage of this system is patient need not wear data recorder
and missing significant lesion information is reduced. Disadvantage of this system
is once the capsule is expelled from the patient, data should be collected from the
storage which is more unhygienic. The design strategy proposed does not consist
RF transmitter and saves 50% of the power consumption involved in image pro-
cessing and transmission. The compression architecture consists 4× 4 block integer
transform comprising two 1-D integer transform units and an intermediate transpose
buffer. This architecture also consists configuration module to alter the parameters
of quantizer and Huffman entropy encoder.

4.3 Comprehensive View of the Existing Compression
Algorithms

Table 3 provides the summary of existing compression schemes and their perfor-
mances in-terms of hardware utilization, compression and quality. Though predic-
tion based compression algorithms provide lossless compression with high quality,
the compression ratio is very low. JPEG-LS based algorithms consume more power
due to memory usage and complex hardware. High compression is possible with
transform based compression schemes but they are lossy. Some researchers have
proposed compression schemes which provide acceptable quality images with high
compression ratio. A block based compression algorithms consisting DCT requires
intermediate buffer to store the pixels scanned in raster order. This increases the
complexity of hardware implementation and makes less suitable for low complexity
encoder. FIFObufferswith large outputs are used tominimize the buffer requirement.
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Next generations of WCE video capsules are expected to transmit more frames per
second with high video quality and reduced battery power consumption. Therefore,
efficient and low complexity video compression system at the least feasible compu-
tational cost needs to be designed. Distributed video coding based on WZ coding
is the best possible solution for this. Many research works proposed this method as
the most suitable for WCE system as it adopts removal of temporal redundancy to
provide high frame rate at the best possible low encoder computational complexity.

In order get wide angle view of the endoscopic images multiple cameras are used.
Transmitting the images captured by multiple cameras consume more bandwidth
as well as more power. In order to reduce the transmission power distributed video
coding for multiview imaging can be used. Some researchers have proposed schemes
which avoid transmission and instead store the compressed images in flash memory.
Here suitable algorithm need to be used to compress the images. Distributed video
codingwithout feedback is an optimum compression scheme because the reconstruc-
tion is offline.

5 Future Scope and Conclusion

In WCE system power management is the major challenge. Reducing the frame rate
is the key solution for this issue, but it increases the rate of missing lesions. More
batteries embedding into the system increases the volume of capsule and making it
difficult to swallow. Controlling the frame rate according to the speed of the capsule
is the best solution. For this, speed controlling system needs to be incorporated at
the recording unit. Also to provide wider view of the GI tract, multi view endo-
scopic capsule with multiple cameras should be developed. Suitable low complexity
compression algorithms for compressing multi-view images need to be developed.
Also by using GI tract semantic features between consecutive frames, transmission
of chroma components of some frames in between can be avoided. This will save
processing and transmission power required for chroma. Distributed video coding is
also a promising technology to compress the images captured by multiple cameras.

WCE allows painless and comfortable scanning of the entire GI tract. It is a
major breakthrough in the field of endoscopy. Still WCE has drawbacks compare to
wired endoscopy in terms of DI and real time detection of abnormalities. In order to
overcome all these hindrances the imaging unit plays an important role to produce
images with high quality at reduced bandwidth and minimal power consumption.
This paper reviews the existing compression algorithms and their pros and cons.
Suitable compression algorithm can be adopted based on the physician’s specifica-
tions and whether the reconstruction is real time or offline. More research is required
to design an efficient compression algorithm that exploits textures, colour semantics
and temporal redundancy. Also more exploration is needed to find the technique for
blocking non-informative frames at the encoder which saves the power required for
the transmission.
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Design of Retrodirective Arrays Using
Hybrid Couplers for Autonomous Car

P. Mahalakshmi and R. Vallikannu

Abstract To overcome the traffic access issue in cloud services over 4G networks,
mm waves has been proposed. In radiofrequency spectrum, 30 GHz to 300 GHz is
allocated for millimeter-wave communications. It has been used for many applica-
tions including industrial and academic purposes. To achieve high data rate commu-
nication and low latency, 5G has been designed. The proposed work is to design
retrodirective antenna modes to work for vehicular communication (self-driving
cars), which comes under mission-critical communication in 5G. The retrodirec-
tive mode is obtained using hybrid (rat-race) couplers simulated in ANSYS, which
operates at 2.4 Ghz.

Keywords Rat-race couplers · Retro-directive antenna · Mm-wave
communications · Return loss · ANSYS · FR4 substrate

1 Introduction

In recent years, interest in autonomous automation is increasing due to the develop-
ment of vehicle communication technology. In the 1920s, the first radio-controlled
electricwas designed. This self-autonomous vehicle is powered by embedded circuits
on the roads. By the 1960s, electronic guide systems were integrated inside the
autonomous cars. From 1980s, vision-guided autonomous vehicles came into the
market, which was a milestone in automation technology. Due to the increasing
number of vehicles and the human population, road safety is a goal that can be
never achieved [1]. The features such as automatic braking, lane maintenance, and
integration with vision-guided features and extended network systems have been
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designed for safe transportation. The retrodirective antenna has simpler construc-
tion than another conventional antenna, it is widely used in vehicle communication
where high directivity is important. Because of high speed, high directivity and self-
tracking processes make this method used for millimeter communications [2], mili-
tary communications, radars, and civilian applications. Retrodirective array operates
by responding toward a source upon incident interrogation with a directivity base
on array theory. Van Atta array and heterodyne mixing method are widely used to
achieve high directivity. Since the heterodyne mixing method [3] uses mixers and
local oscillators which act as power-hungry devices, so to reduce power consumption
passive devices like Van Atta array is used. To design for large arrays, the design of
the interweaving feed lines can become intricate, couplers have been used.

2 Hybrid Couplers as Retrodirective Array

The block diagram for the proposed work is shown in Fig. 1. If any signal is detected
from obstacle sensor in an autonomous car which is sent to rat-race with antenna
unit, where port 3 is excited and port 4 is terminated, then Retrodirective mode with
an out-of-phase signal is produced, and braking operation occurs. If no signal is
detected from the obstacle sensor, then port 3 is terminated, port 4 is excited, and the
retrodirective mode with an in-phase signal is obtained which ensures safe driving
function in an autonomous car.

Hybrid couplers or rat-race couplers act as retrodirective antenna if the port 1 and
port 2 are connected to the antenna. The antenna acts as transmitter and receiver.
While port 3 and port 4 are terminated with reflection cofficient, the scope of using
this method is to compare traditional retrodirective methods such as Van Atta array
[4] and heterodyne method for its compatibility and low power consumption. These
couplers have a wide bandwidth than other couplers and can be used for high-
frequency application, and signal degradation problem can be overcome. Instead
of active retrodirective antenna arrays, passive retrodirective array is used to over-
come the propagation losses and requires no power to scan multiple angles. The
phase reversal property can be derived from the S-matrix.

Fig. 1 Block diagram for proposed work
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A method of what Hsieh and Chu [5] is used to deriving the retrodirectivity
conditions in a rat-race coupler. It is obtained from the scattering matrix, as

[S] = 1√
2

⎡
⎢⎢⎣

0 0 e− j π
2 e− j π

2

0 0 e− j 3π2 e− j π
2

e− j π
2 e− j π

2 0 0
e− j π

2 e− j π
2 0 0

⎤
⎥⎥⎦

The output waves (b3 and b4) at port 3 and port 4 are the input waves (a1 and a2)
at port 1 and port 2 are

b3 = 1√
2

(
a1e

− jπ
2 + a2e

− j3π
2

)
(1)

b4 = 1√
2

(
a1e

− jπ
2 + a2e

− jπ
2

)
(2)

a1 = Γ1b3 (3)

a2 = Γ2b4 (4)

By setting the condition �2 = −�1,, the retrodirective condition in rat-race
couplers is obtained. By comparing the phase difference of the input waves to that
of the output waves, the phase of the output is negative concerning input. Thus, the
rat-race couplers reverse the incoming phase and act as retrodirective. When port 3
is terminated as an open circuit, and port 4 is terminated as short circuit, thus coupler
acts as retrodirective mode of operation. When port 3 is excited and port 4 is termi-
nated, it gets equally split into two ports, traveling clockwise and anti-clockwise
direction. However, port 4 acts as an isolated port since the path difference when the
signals traveling from port 3 to port 4 is λ/2 where no output appears at this port [6].
The distance traveled by the signal from port 3 to port1 is λ/4, and the distance
traveled from port 3 to port 2 is 3λ/4. The output at port 1 and port 2 in out-of-phase
retrodirective mode of operation is obtained (Fig. 2).

When port 3 is terminated as short circuit and port 4 is terminated as open circuit,
thus coupler acts as a retrodirective mode of operation. However, port 3 acts as an
isolated port since the path difference when the signals traveling from port 4 to port
3 is λ/2, where no output appears at this port [7]. The distance traveled by the signal
from port 4 to port1 is λ/4, and the distance traveled from port 4 to port 2 is λ/4. The
output at port 1 and port 2 in-phase retrodirective mode of operation is obtained.
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Fig. 2 Hybrid coupler in which port 1 and port 2 are connected to antennas and port 3 and port 4
is terminated with loads of specific reflection coefficient

3 Design and Evaluation

Proposed work has been carried out using the following steps shown in the flowchart.
To realize in planar structure, microstrip patch antennas are widely used [8]. The
rectangular patch is separated from the ground plane with FR4 epoxy substrate with
relative permittivity of εr = 4.4, and the thickness of the substrate is 1.58mm (Fig. 3).

The design procedure is carried out in three steps. Design a microstrip patch
antenna at an operating frequency of 2.45 GHz. The simulation parameters used to
design patch antenna are length andwidth which are 40 and 60mm, and the thickness
of the substrate is 1.58 mm. The second step is to design a hybrid coupler with inner
and outer radius which are 17.56 and 16.46 mm, and length and width of the feedline
are 3 and 9.36mm.Now, combine the designedmicrostrip patch antennawith rat-race
couplers. Determination of the impedance matching between the antenna and rat-
race couplers is obtained, and simulation is performed using ANSYS-EM simulation
software, and return loss and the radiation pattern are obtained.

3.1 Coupler Design

This proposed model presents a comprehensive description to model rat-race
couplers. The dielectric material is glass epoxy substrate fr4 (εr=4.4), and the height
is h = 1.58 mm for the operating frequency of 2.4 GHz [9].

• The inner and outer radius of the rat-race coupler is calculated using

R = 3λg

4π
(5)
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Fig. 3 Flow diagram for proposed work
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Table 1 Design parameters
for hybrid couplers

Parameters Value (mm)

Inner radius (r1) 17.56

Outer radius (r2) 16.46

Length of the feed line 3

Width of the feed line 9.36

Thickness of the substrate 1.58

Inner radius of the ring r1 =
(
r − w

2

)
(6)

outer radius of the ring r2 =
(
r + w

2

)
(7)

• The wavelength of the coupler is calculated with the velocity of light C = 3 ×
108 m/s and the operating frequency f = 2.4 Ghz.

λ0 = c

f
(8)

λg = λ0√
εeff2

(9)

• The effective dielectric constant εeff1 and εeff2 is calculated using

εeff = εr + 1

2
+ εr − 1

2

⎛
⎝ 1√

1 + 12 h
w

⎞
⎠ (10)

• The width for the port input and width for the branches are calculated using the
formula

w

h
= 8eA

e2A − 2
for

w

d
< 2 (11)

where,

A =; z

60

√
εr + 1

2
+ εr − 1

εr + 1

(
0.23 + 0.11

εr

)
(12)

where λg represents the guided wavelength, r and w represents radius and width,
εr represents the dielectric permittivity, and h denotes the thickness of the substrate.
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Fig. 4 Conventional
diagram of rat-race coupler
and antenna

The simulation parameters utilized in the look of hybrid couplers are illustrated in
Table 1. The coupler operates at center frequency 2.45 Ghz that has been simulated
using HFSS EM simulation software (Fig. 4).

4 Results and Discussion

4.1 Return Loss

The optimization is done for this coupler dimension, to evaluate the results of scat-
tering parameters. The S11 parameter is the return loss, which is known as the ratio of
power reflected from the port to the power communicated into the port. The couplers
operate at a center resonant frequency of 2.45 GHz, and very low return losses are
observed, nearly as −21.129 dB (Fig. 5).

4.2 Radiation Pattern

The radiation pattern is obtained for hybrid couplers [10], which is going to act in
two modes of operation retrodirective with in-phase mode and retrodirective with
out-of-phase mode.
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Fig. 5 Scattering parameter versus frequency

4.2.1 Retrodirective with In-Phase Mode

If port 1 and port 2 are connected to an antenna, while port 3 and port 4 are terminated
with reflection coefficient for the coupler to act as retrodirective in-phase mode, port
3 is terminated as short circuit and port 4 is terminated as open circuit. When port 4
is excited, it gets equally split into two ports, traveling clockwise and anti-clockwise
direction. Port 3 act as an isolated port. From the simulated radiation pattern, the two
signals are in-phase, where copolarization exist and positive gain value is obtained
(Fig. 6).

Fig. 6 Radiation pattern when port 3 is terminated and port 4 is excited
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Fig. 7 Radiation pattern when port 3 is excited and port 4 is terminated

4.2.2 Retrodirective with Out-of-Phase Mode

If port 1 and port 2 are connected to an antenna, while port 3 and port 4 are terminated
with reflection coefficient for the coupler to act as retrodirective out-of-phase mode„
port 3 is terminated as open circuit and port 4 is terminated as short circuit [11].
When port 3 is excited, it gets equally split into two ports, traveling clockwise and
anti-clockwise direction. Port 4 act as an isolated port. From the simulated radiation
pattern, the two signals are out-of-phase, where cross-polarization exist and negative
gain value is obtained (Fig. 7).

5 Conclusion

The retrodirective modes of in-phase and out-of-phase have been achieved using rat-
race couplers. The rat-race couplers interconnected with antenna are designed and
evaluated using ANSYS simulation software. From the simulated results return loss,
radiation pattern was obtained. The processor controlled sensor unit can be replaced
into couplers with antenna, the coverage of the antenna will be high compared to
existing technique [12], and it is also very light when compared to bulky processor
unit. Multiple usage of couplers with antenna can be used to replace the processor
unit. As an extension of the current work, this hybrid coupler retrodirective antenna
is connected in array format and will act as feeding network. To improve the gain of
the antenna, series fed array is interconnected along with each antenna in an array
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for vehicle communication used for self-driving autonomous car, where each sensor
unit is going to act as individual retrodirective transceiver.
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Enhanced Analysis of Brain MR Images
for Detection of Abnormal Tissues Using
Deep Learning

Jyotindra Dharwa and Shivang Patel

Abstract Due to the self-learning ability and probability to get more precise
outcomes within less time span in the detection of abnormal tissues from a large
amount of brain MR images, the automated segmentation approaches using various
deep learning techniques likeCNN,AlexNet, ResNet, Inception, etc. are provenmore
efficient nowadays in accurate diagnosis, risk assessment and treatment planning by
medical practitioners. Here, multiple approaches used for the same domain will be
reviewed with their diagnostic efficiency. Also, an approach will be proposed based
on the recent study of deep learning, use it for analyzing the problem and compare
results with different other methods so it will help make more truthful decisions to
diagnose the actual problem. T1/T2 weighted and FLAIR MR images have been
included for experimental study from different imaging centers, as they provide rich
and structural information about the anatomy of brain tissues compared to other
imaging modalities like PET, CT, etc. Various classified results are compared with
manual segmentation results by radiologists and they were found accurate in terms
of detection and segmentation of abnormal tissues. This will lead to improved treat-
ment planning, monitoring and clinical acceptance of proposed methods depending
upon the simplicity of computation and degree of involvement of the user in the
entire process. Also, here hybrid semantic segmentation approach—RRDNN with
U-Net (Recurrent Residual Deep Neural Network with U-Net) is introduced. To
train a model in detail, the residual unit plays an important role, while recurrent
residual layers with U-Net promises effective segmentation representation. Using
this approach, higher classification accuracy up to 94% can be attained compared
to existing approaches on the same platform in abnormal tissue identification from
brain MR images.
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1 Introduction

In today’s era of automation, the medical field does also not remain untouched.
Machine learning and robotics play a great role in the healthcare sector. Artifi-
cial Intelligence algorithms acquire features from bulky clinical data. Before AI
systems, it is required to train data based on specific features and after compar-
ison, the interested region can be extracted. Also, automated processing will reduce
human error, time and cost. Recently, many deep learning-based techniques and
clinical applications are introduced and used for early and robust identification of
various brain tissues related defects such as strokes, disorders, tumor, infection,
swelling, hemorrhage, etc. Deep learning-based methods have replaced traditional
model-based methods and with the remarkable improvements in almost all image
processing stages for analyzing a large amount of digital images. With optimizations
in algorithms and improved computational devices, it is also possible to extract and
analyze required features with improved quality from a large amount of imaging
data [1]. In image analysis, data are divided into different phases for learning like
captioning, training, validation, testing. For validating data, plenty of algorithms are
introduced in the literature. Generally, for testing, ground truth statistics are consid-
ered using manual delineations. Automated analysis of brain images is a challenging
task due to factors like the variation in intensity, contrast, noise, etc. Specifically,
for brain MR images, few preprocessing steps have to follow like registration, noise
reduction, intensity normalization, skull stripping, filtration, bias field correction,
etc. for accurate diagnosis and improvement in result findings [2]. Still, few ques-
tions have to be reviewed like—is there any standalone technique to be present by
applying can get accurate results, can more precise results is achieved, i.e. accu-
rate classification of abnormal tissues within the stipulated time period, is there any
common method which can be applied in general, etc. [3]. The main objective of this
research survey is to analyze the loop falls in the field of medical treatment where
various segmentation techniques were used to detect and classify ROI and also to
propose an approach which will be useful in gaining notable accuracy in less number
of iterations.

2 Segmentation Methods—A Survey

Image segmentation performs a vital role in image classification, as it divides an
image into semantically meaningful regions having similar attributes like intensity,
color, texture, etc. such that it becomes easier to identify sections by labelling.
Segmentation and classification are interrelated, as classifier subtly segments the
regions of an image [4]. Brain MR image analysis consists of detection, segmenta-
tion and classification tasks for differentiating between normal and abnormal tissues.
A significant experimental study has been accompanied by many researchers in the
field of brain MRI over the past decades. Many researchers have presented various
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methodologies using available approaches [5]. This study represents a quick review
of a few existing segmentation methods with traditional machine learning approach
also. In literature, various segmentation methods are elaborated such as edge and
region-based, clustering techniques like k-means, fuzzy-based, expectation–maxi-
mization, etc., artificial neural network, feedforward, backpropagation, multilayer
perceptron, classifiers like SVM, k-NN, CNN, probabilistic neural network, etc.
[6–8]. Let us discuss few machine learning as well as few deep learning-based
recognition, segmentation and classification of brain MR images from the litera-
ture. El-Dahshan et al. [9] presented PCA to reduce features to be detected. He
used ANN with 3 layers in which the input layer comprises of 7 nodes, a hidden
layer comprises of 4 neurons and the output layer holds 1 neuron. He used two
classifiers: ANN and KNN to study 60 abnormal and 10 normal images. The perfor-
mance measure for this research study has been found 90% in terms of specificity.
Saritha et al. [10] has suggested a technique to organize brain MR images based
on normality and abnormality using wavelet entropy. From 75 images, she used 52
images to train model and 23 images to assess the model. Yang et al. [11] proposed
three-level 2D-DWT and SVM classifier on 90 T2 256 × 256 pixels images. The
features are reduced at a remarkable level. Xuan et al. [12] recommended amethod to
detect a tumor. He extracted 3 types of features from input images based on intensity,
texture and symmetry. He has used T2 images having 24 slices volume for training
and testing. Machhale et al. [13] has designed a system to detect cancer tissues.
He has used median filter and skull masking in the preprocessing phase. He has
used a hybrid approach SVM and KNN in the detection of abnormal tissues from
the dataset of 96 brain MR images. Goswami et al. [14] used a hybrid approach of
neural network and fuzzy logic. In this approach, he used 100 brain MR images for
extracting features. He has used in his study a gray level occurrence matrix. Nathan
et al. given an approach by combining the geometric model with statistical para-
metric mapping and expectation maximization. Sachdeva et al. [15] has developed a
model for detection and segmenting various tissues using the content-based model
with active contour. For feature extraction, various functions like Laplacian of Gaus-
sian, intensity-based, directional Gabor texture feature was applied. Havaei et al. [16]
mentioned a semiautomatic model centered on KNN methodology with conditional
random field generation. Li et al. [17] has combined an approach ofMarkov Random
Field with sparse representation to develop a fully automated segmentation model
for T1 and T2 as well as FLAIR brain MR images. Ellah et al. [18] used CNN for
feature extraction. For error correction, he has used SVM and achieved an accuracy
of 99%. Havaei et al. [19] presented an approach based on deep neural networks with
notable 0.88 dice score by reducing segmentation time with the help of GPU. Zhao
et al. [20] used a combined approach of CNN and CRF to train network in 3 stages
of image slices and patches and attained 0.87 dice score. Xiao et al. [21] projected
deep learning-based segmentation method with stacked autoencoder network and
morphological filter for classification. Abd-Ellah et al. [22] has given a kernel SVM
approach for tumor classification. His dataset consists of 120MRI images for testing
and training purposes. Pan et al. [23] compared the performance of CNN and back-
propagation neural network and calculate accurate specificity and sensitivity in the
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outcome by training network with 60 k images of 195 patients. Let’s summarize
different approaches included in the survey with research gaps (Table 1).

3 Approaches Towards Deep Learning

Deep learning—a branch of ML, aids computers to discern complex patterns from
large data sets by computer vision models with deeper neural networks. These
techniques grow into the standard to solve many research problems in different
domains like image processing, speech recognition, natural language processing,
signal processing, etc. with accurate and improved outcomes compared to tradi-
tional methods [24]. The main focus of deep learning techniques is feature learning.
Also, activation functions resolve the training deficiencies as well as the dropout
ratio regulates the network parameters in this approach. Various literature is found
for deep learning techniques for different purposes and applications. Let us discuss
few methods and their strengths and weaknesses in general as well as in the medical
field especially for brain MR images along with possible solutions in the proposed
technique.

3.1 Convolutional Neural Networks

In the early 90s, CNNwas applied for the analysis of medical images but the success
ratio was not so remarkable. It represents a form of artificial neural network. The key
aim is to preserve spatial relationships in data by connecting different layers. The
main drawback is the necessity of a large amount of labelled data for classification
during the learning phase. Here, each layer is operating upon the previous layer. CNN
is a fully connected network with multiple layers—convolutions, activations and
pooling layers [25]. Due to its robust architecture, CNN is used in the classification
task by encodingwith activation functions. Featuremap is created in the next phase as
input through layers. As the number of feature map increases, the number of network
parameters is also increased. To get target classes, computation is done at the end
of the network [26]. Multiple layers allow the machine to learn multiple features of
imaging data. These layers are trained using a specific filter like gradient descent and
methods like backpropagation or any other ANN. For a fully connected network,
layers have a large number of parameters to study as all are associated with some
weight and bias. In convolutional layers, the activation is convolved from previous
layers with some filters. Several layers generate a hierarchy of features.With the help
of all convolutional layers, one can generate a feature map by following the steps
until maximum pooling. It makes it possible to feed a feature map using Non-linear
activation functions—ReLU. Feature map is now pooled to pooling layers [27]. Let
us discuss few variations in CNN architecture based on training approach follows
[28]: Patch-based architecture: Here, the model is trained based on extracted patches
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Table 1 Deep learning approaches—survey, research findings and its lacunae

Approach Suggested by Findings Drawback

PCA, ANN, KNN El-Dahshan et al. [9] Reduced features to be
detected

Different specificity
results

Wavelet entropy Saritha et al. [10] Classification based
normality and
abnormality

More time-consuming
training phase

three levels
2D-DWT and
SVM classifier

Yang et al. [11] Reduced features at a
remarkable level

Problems in the
initialization of total
iterations

Statistical
structure analysis

Xuan et al. [12] Based on block size,
lengthy process

Depends on block size
so sometimes not
detecting few
characteristics

Hybrid
approach-SVM,
KNN

Machhale et al. [13] Detect brain cancer cell Preprocessing requires

Neural network
fuzzy logic

Goswami et al. [14] Benefits of both
approaches

Difficulty in choosing
fuzzy membership

PCA-ANN Sachdeva et al. [15] Multiclass tumor
classification

The lengthy process to
label dataset

KNN with random
field

Havaei et al. [16] Generalized approach Non-trivial and
time-consuming

MRF with sparse
representation

Li et al. [17] Probabilistic model Voxel-wise labelling
problem

CNN, SVM Ellah et al. [18] Two-phase multi-model
system for localization

İncrease complexity
while increasing layers

DNN Havaei et al. [19] Works on global and
local data

Cascade requires
multi-phase training

CNN, CRF Zhao et al. [20] Training based on image
patches and slices

Pre and post-processing
requires

DNN with
autoencoder

Xiao et al. [21] Correlation between
normal and pathological
structures

Deformation process
takes time and requires
notable effort

Kernel SVM Abd-Ellah et al. [22] Two-stage classification Difficulty to choose a
kernel

CNN and
backpropagation
neural network

Pan et al. [23] Grading processing for
classification

Requires attention to
include kernels at
various layers

from a given image and labels are given to classes. This will help in reducing class
imbalance in multiple regions. Based on these classes abnormal and normal tissues
from brainMR images are classified. Patch sizemay differ according to requirements
while training the model. Semantic-based architecture: This approach is similar to
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Fig. 1 Basic building blocks of a CNN [27]

auto-encoder inwhich higher and lower level features are combined to classify pixels.
Here, backgrounds are assigned with labels and foreground regions are assignedwith
a target class (Fig. 1).

Can be referred to it as a local pathway by means of small receptive fields and
global pathway with large fields. Here, mapping is done in such a way that it mini-
mizes the loss function. This will help in identifying the desired contour. Cascade
based architecture: Here, the chain approach is used in which the output of one CNN
classification result is used as an input for another CNN to get accurate class labels.

3.2 Deep Belief Networks

This model extracts the representation of training dataset deeply. It comprises of the
addition of many superimposed Restricted BoltzmannMachine. This model contains
two layers: visual and hidden. Both are interconnected. This networkmodel is trained
sequentially by both unsupervised learningmethods and supervised learningmethods
with backpropagation by labelled dataset. There are basically two types—prepro-
cessing and fine-tuning—training phases [29]. In preprocessing each RBM is trained
individually using a greedy approach layer-wise. The dataset for the hidden layer is
acquired using conditional probability. After some computation hidden layer became
a visual layer for further processing. Both layers are related to the energy function. In
the fine-tuning phase, the trained network is refined to classify the required ROI. For
this binary classification—normal and abnormal—of tissues, few parameters have
been set in the network using one of the approaches like stochastic gradient descent,
root mean square, adaptive gradient, etc. From literature, observed that error rate
for the hidden layer is low, i.e. 0.1 for 100 neurons. The fundamental hurdle is the
optimization of parameters in the dataset.
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3.3 Deep Neural Networks

It is nothing but a deep convolutional neural network to outshine the learning
hierarchy of specific features. This technique solves the problem faced in many
machine learning methods during pixel classification by neglecting local dependen-
cies of labels by forming cascading architecture. In this method, there are three
cascade architectures—input concentration, local pathway concentration and pre-
output concentration [30]. In input concentration, the outcome of the 1st convolu-
tional network is provided to 2nd convolutional network directly so they are consid-
ered as additional image channels in the patch. In the local pathway, the first hidden
layer is concentrated. In pre-output, concentration is done just before the output layer.
Training is also into multiple phases. This method was applied on T1, T2 and Flair
brain MR images and trained for segmentation labels like infected tissues, tumor,
swelling, etc. on clinical image data sets. The remarkable results found by the input
cascade method in terms of Dice measure up to 84% to classify abnormal tissues
[31]. The main drawback of this approach is that the training is not simple as the
errors are backpropagated to previous layers and also the learning phase is very slow.

4 Research Findings

According to the survey, DL-based approaches are applied universally applied on
almost all medical image modalities like X-ray, PET, CT-scan, MRI, etc. In medical
image processing and especially in brain MRI domain, finding out present and
absence of abnormal tissues is a quite challenging task. The number of algorithms and
models are proposed in the literature with the study of different parameters and the
results may vary in most of the cases. Most of the approaches follow semiautomatic
and automatic methods for detection, classification and feature extraction. There
is also an issue of data scarcity and unbalancing in classification [32]. If the clas-
sification is compared with segmentation, then classification requires less network
parameters than segmentation approach. So, it is demanding to design an efficient
CNN approach (recurrent and residual) which uses less number of network param-
eters. The selection of the best approach is a difficult task. Also, many techniques
can be hybrid to achieve a notable amount of accuracy by removing the limitations
of individual approach. Few very commonly used techniques are fuzzy methods,
SOM, ANN, MRF, SVM, KSVM, CNN, etc. along with specific filters. So it is
tough to link all the approaches due to lacking regular datasets, ambiguity in feature
selection and undefined standard framework to implement experiments on different
platforms. Also many models based on deep learning was proposed like GoogleNet
[33], Dense Net [34], AlexNet [35], ResidualNet [36], etc. DL-based approaches to
detect abnormal tissues from brain MR images can be arranged to succeed in effec-
tive training by registration process to segment precise grouping and performance.
DL-based models entail a large number of datasets for training to achieve notable
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accuracy in the outcome. The major issue in deep learning-based approaches is that
it is somehow time-consuming to train huge datasets. Also, these techniques require
GPUs to promptness the training process [37].

5 Materials and Methods

The research design of this experimental study can be represented by the below
framework. The whole structure is distributed into four different phases: the first
phase is image acquisition, the second phase is image enhancement (pre-processing),
the third phase is image segmentation, and the fourth one is image representation
(post-processing). At the beginning phase, input images are transformed into a gray
scale using rgb2gray function after reduction/removal of noise by filters like Poisson
or Gaussian. It is advisable to remove backgrounds like skull or scalp or eyes or
any other non-interested regions from input image dataset using surface extractor
algorithms. Someautomatedbrain surface extractor algorithmsbasedon thresholding
intensity morphology are already available as they are useful to extract or classify
brain tissues with non-brain tissues which are unwanted for an experimental research
study. In the next phase, required features are extracted using a hybrid clustering
approach like k and fuzzy c-means to take advantage of saving time for the next phase
by applying the required number of iterations. Using these features, the model will
be trained and labelled to extract the required tissues. Here deep learning approach
is used to train the network model with few parameters like the number of iterations,
layers, etc. and confusion matrix. After training the model, it will be used in the
classification phase. In this phase, deep learning-based hybrid classifier—RRDNN
withU-Net is used for sensing brainMRabnormal tissues. The result is analyzedwith
various statistical measures with comparison as shown in the next section (Fig. 2).

Below images depict few intermediate outcomes of the experimental framework
(Figs. 3, 4 and 5).

6 Experiments and Results

With remarkable numbers in accuracy in the medical imaging domain, by imple-
menting the approach of deep learning, its different variants are experimented and
applied to achieve better diagnostic results with cost and time optimization, as well
as to reduce human error in medical information processing by efficient automated
processing. One of the deep learning-based segmentation methods—U-Net became
most popular in medical image classification and detection. A hybrid deep learning
approach is applied, centered on Recurrent Residual Deep Neural Networks with
U-Net models in our experimental study on different image data sets of brain MR
images. The main objective to apply this hybrid approach is to achieve remarkable
performance through training and validation accuracies and to reduce computing cost
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Fig. 2 A proposed framework for a hybrid approach of segmentation
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Fig. 3 Abnormal brain MR image

Fig. 4 Gray scale abnormal brain MR image

and time in the entire process of detection and classification [38]. Using this hybrid
approach, more features at each subsequent layer can be extracted, i.e. output feature
map of one is taken as input to other which are ultimately useful in efficient analysis.
U-Net consists of convolutional encoding and decoding units. Also, it preserves most
of the context of input images. Here, activation function ReLU is used in both units.
For down sampling 2 × 2 max-pool operations are executed in encoding unit. In
decoding unit, de-convolutional operations are executed by feature maps. Proposed
approach concentrates on feature maps from encoding to decoding unit. The exper-
imental image-datasets and the resultant segmentation maps are cast-off to learn the
model. For minimizing the overhead and optimizing the GPU memory, it is advis-
able to use large input tiles by reducing the batch size to a single image. The energy
function in this approach is calculated by soft-max with cross-entropy function. For
this experimental study, 72 brain MR images of size 256 × 256 pixels have been
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Fig. 5 Various phases during classification

used [39]. The hardware used here is configured as: 8 GB RAM, intel core i5 7th
generation processor with 1 GB GPU built-in. For analyzing results, performance
parameters like TP, TN, FP, FN have been approached to calculate accuracy, speci-
ficity, sensitivity, precision and dice coefficient [40]. To do this calculation, standard
formulae are used after getting imagematrices by implementing this hybrid approach
on MATLAB. The implementation of this algorithm is going to plan on frameworks
like Keras and TensorFlow using Python for making this study more transparent and
smoother. In this experimental study, maximum training accuracy has been tried to
achieve. To evaluate this research study, the following performance parameters have
been considered: finding sensitivity, specificity, accuracy by dice similarity index
[40].

sensitivity = TP/(TP + FN) ∗ 100% (1)

specificity = TN/(TN + FP) ∗ 100% (2)

accuracy = (TP + TN)/(TP + TN + FP + FN) ∗ 100% (3)

dice similarity index = (segmented area (i.e. number of pixels) by proposed

approach ∗ actual area in ground truth image)/

((segmented area by proposed approach + actual area in ground truth image)/2)
(4)
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The following table depicts a comparison of various readings after applying the
proposed approach and few existing approaches also including deep learning on
the specified dataset of brain MR images. Here, in this experiment, gained 0.9433
dice similarity index for proposed RRDNN with U-Net with t = 3. From the actual
results of ROI, ground truth images data are compared and found this approach more
reliable and fruitful than other segmentation approaches with the same experimental
parameters (Table 2).

Table 2 Analytical comparison of accuracy in abnormal tissue detection fromMR images of brain
through different deep learning approaches

Methods Performance matrix

TP TN FP FN AC PR SE SP

K-NN (k = 3) 28 18 17 9 63.89 62.22 75.68 51.43

SVM 33 15 13 11 66.67 71.74 75.00 53.57

K-NN & SVM 36 14 12 10 69.44 75.00 78.26 53.85

ANN 39 17 9 7 77.78 81.25 84.78 65.38

CNN 44 16 6 6 83.33 88.00 88.00 72.73

G-CNN 46 14 7 5 83.33 86.79 90.20 66.67

DBN 47 18 5 2 90.28 90.38 95.92 78.26

Proposed RRDNN
with U-Net

53 14 3 2 93.06 94.64 96.36 82.35

TP TruePositive, FP FalsePositive, TN TrueNegative, FN FalseNegative, SE Sensitivity/Recall, SP
Specificity, AC Accuracy, PR Precision (Fig. 6).

Fig. 6 Comparative chart of performance measures of various deep learning-based methods for
detection of anomalous tissues from brain MR images
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7 Conclusions

In this research study, various segmentation approaches used for detecting abnor-
malities have been discussed from brain MR images and highlighted a few prob-
lems and difficulties in existing methods. Also, a hybrid segmentation approach
RRDNN with U-Net is suggested for detecting abnormalities of brain tissues from
MR images. The experimental study was conducted on various brain MR datasets
from different imaging centers. Different criteria and parameters are considered and
appliedmultiple approaches to the same datasets for detection and classification. The
result was compared with ground truth image dataset and tested all required charac-
teristics under experimental study. The experimental study and the outcomes demon-
strate improved performance (94%) in segmentation of abnormal tissues throughout
testingphases. Theproposedmethodhas beenprovenmore trustworthy in themedical
research domain compared to similar studies in the sameenvironment.Also, it is time-
efficient to achieve required outcomes. By applying this hybrid approach, medical
practitioners will get more precise results within time constraints at every stage of
diagnosis.
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A Comprehensive Study Toward Women
Safety Using Machine Learning Along
with Android App Development

Karthik Hariharan, Rishi Raj Jain, Anant Prasad, Mridhul Sharma,
Prashant Yadav, S. S. Poorna, and K. Anuraj

Abstract In this modern era, women have shown excellence in all walks of life
and stand equally with men in all sectors. So has increased violence against women
due to this exposure. Hence, women security during travel is one of the critical
issues faced by society, from the past and even today. The paper aims at providing
a technological solution to this problem. For this, a system for forewarning and
safeguarding the female cab users using machine learning is developed. An Android
application is developed to collect data, and a virtual panic environment was created
to collect the anomalies. The accelerometer data along the three coordinates was
captured corresponding to normal and anomalies. Three machine learning models
viz support vector machines, logistic regression, and Naïve Bayes are trained on data
collected, and their test performance is compared in terms of accuracy. This trained
model is further integrated with an Android application for real-time data collection
and feedback.

Keywords Women safety · SVM · LR · NB · Android ·Machine learning · Cloud
database

1 Introduction

In the past few years, cab services have become a very important part of the Indian
transport system, especially in metropolitan cities where Ola, Uber, mytaxi, and
many more have become a daily commute option with affordable rates and wide
network. On one hand having all the pros of using such services, on the other hand,
women especially face a lot of uncomfortable encounters with the cab drivers and
which leads to molestation, harassment, and rape. Nearly, 23% of women surveyed
had to report an uncomfortable encounter with a cab driver, 10% of women were hit
on, and 8% of the women had to get the police involved [1, 2]. Despite the intense
debates about women’s safety and promises of improvement, not much has changed
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for women on roads. While the administration did launch apps, the efforts have not
borne the expected fruit. Further, only a part of the population made use of such
applications. The statistics are shocking, and the painful truth is that women in our
country are not safe.

With technology and digitalization, this problem could be tackled to an extent. In
thiswork, a few existing applications are studied and a newapplicationwith enhanced
features is introduced, to ensure better safety ofwomen. The key features include real-
time live location tracking, detection of wrong routes, and anomaly detection using
machine learning algorithms [3–5] viz support vector machines, logistic regression,
and Naïve Bayes. Some of the related researches in this area are as follows.

2 Literature Review

Many apps have been developed for the safety of women. Some applications that
offer similar services for Android and other platforms are discussed here. In [6, 7],
a mobile application, Nirbhaya, was developed, which sends a message with the
user’s GPS coordinates to a list of emergency contacts when a button on the app
screen is touched. The coordinates are updated and reset with every 300m change in
location. iMace mobile application described in [7] produces a high-pitched alarm
upon shaking of the phone and alerts friends and law enforcement in the location, a
warning of the attack.

Another application, Secureme beta, mentioned in [8] helps to raise alert and
get help in case of life-threatening emergencies. Initially, a PIN has to be entered
for security purposes and then emergency contacts must be registered in the app. It
notifies the contacts with location coordinates, by pressing on the secure button. In
[8] another Android application, Abhaya had an added advantage of continuously
alerting the emergency contact by sending messages, every 5min until the person
gets notified. It also helps to monitor the location of the user continuously. Some of
the other related apps include Raksha, Vanitha Alert, Street safe, and Fightback [8].
Among these, Vanitha Alert and Street safe will automatically update the victim’s
Facebook account with their recent location.

Amodel to track andmonitor car for ensuring safetywhile travelingwas developed
in [9]. The system is capable of sending SMS and MMS, along with an added
advantage of including the intruder’s picture being sent to the police. With the help
of a database, this system is capable of accessing the owner’s information along with
GPS data, which in turn helps the police to track the vehicle fast. A smartphone
application developed in [10], HearMe provides access to it even if the phone is
locked. Further, it can provide a panic alarm on both the victim and receiver sides.
It is capable of turning the device camera to a spy cam mode, without shutter sound
and flashlight. It also gives information about the nearest law assistance.

The main feature of this developed application is the use of a machine learning
trained model for automatically identifying women in a panic situation while
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traveling. The following sections include the methodology adopted training the
aforementioned model and the corresponding app development for women safety.

3 Proposed Model

The detailed methodology is explained with the help of a block diagram given in
Fig. 1, which explains the application’s backend and frontend. The prime focus of this
paper is in machine learning-based backend development, especially the database,
authorization, and trained models (highlighted in the diagram below in red). In the
block diagram, the frontend application is connected to Firebase which is a mobile
and Web application development platform plays as the backbone of the system.
Real-time information collected from users is stored in the Firebase cloud. Storing
data in the cloud gives better security and backup in addition to giving easy access
to the administrator. The data that is stored in the clouds include the details of the
user and their family members in a structured form. It uses messages as a service of
the Firebase to send a notification to users and their family when there is a trigger.
Each user is uniquely identified with an IMEI number of their phones in the database.
The app authorization deals with users receiving an OTP in their Android device to
register in the app and hence accepting the terms and conditions. The final trained
machine learning models are also saved in the cloud for integration with the app. The
database also plays a role in storing the live location sent by the app when in distress,
so that the last active location could be tracked before the phone connection is lost.
Features of this app also include wrong route tracking and live location tracking,
which is explained in detail in Sect. 5.2.

Fig. 1 Architecture diagram



324 K. Hariharan et al.

4 Methodology Adopted for Machine Learning-Based
Backend

Themachine learningbackend could bemodeled as a “binary classification.”Suppose
the person faces a sudden impact due to unforeseen circumstances or her vehicle
crashes, the output could be categorized as “anomaly” else “normal.” The application
pre-trained on seed normal and anomaly data, if classifies the real-time data as an
anomaly, will immediately send an emergency message to the nearest police station
and close contacts. Naïve Bayes (NB), logistic regression (LR), and support vector
machine (SVM) are the supervised learning techniques adopted in this study.

4.1 Collection of Seed Data

A separate application was made to collect the data from the users. For this,
eight volunteers with host mobile phones were selected. The application used the
accelerometer in the mobile phones to read the change in velocity and log it into the
cloud database viz Firebase. To be specific, it measures the change in velocity along
with the three-dimensional Cartesian coordinate system in the form of (X,Y,Z). This,
in turn, is used by the machine learning algorithms. The data is then cleansed and
modified according to our application. It was observed that when volunteers were in
a normal state, the accelerometer readings were very minimal ranging from negative
axis to positive 20 along the three axes but on the other hand, when the subjects
created forced impact situations such as suddenly dropping their phones or sudden
jerks, the accelerometer readings were very high in the range of 30–100. Further, this
data was logged in to Firebase, cloud database. Data was then cleaned by writing a
script to exclude unwanted values and labeled.

4.2 Selection of Machine Learning Algorithm

After cleaning the data, a machine learning algorithm needs to be chosen whether the
person is either in a dangerous situation or not. Various machine learning algorithms
were tested based on our understanding of the data and the algorithms used which
are discussed here: Logistic regression uses a logistical function to model a binary
dependent variable. Here, the logarithm of the likelihood of the value labeled “1” is
a linear combination of one or more independent variables, called predictors [11].
In Naïve Bayes, it uses a collection of probabilistic classifiers which are based on
the mathematical Bayes’ theorem [12]. A support vector machine (SVM) model
represents the examples as points in space,mapped in such amanner that the examples
of the separate categories are dividedby ahyperplanewhichmaximizes the associated
margin [13].
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Once the training is finished, next the model has to be exported to the Android
platform. To create a “frozen” version of the trained model, Android studio IDE
needs TensorFlow clone. Also, a file consisting of “labels” need to be included.

5 Architecture and App Development

The women safety app is written in Java. The frontend uses XML format to display
data and services. The backend part is used to access the data that needs to be
displayed. This is a very common architecture which is followed to keep up with the
usual convention and the usual flow. The backend of the app will be integrated with
our trainedmachine learningmodel for detecting jerks. For the app development first,
a mock-up of the user interface (UI) was created to get a more comprehensive idea
about the final UI. Then, it was implemented in the XML layout using the libraries
and modules provided by Android. The backend was implemented using Firebase.
These two components were then fused seamlessly. Firebase platform has been used
as a cloud database, and access to the database is provided as a service. All data
collected is stored in Firebase.

5.1 Implementation of App

For the frontend of app, UI was designed for the alpha version for developers and
testers to login and add necessary data to our database, and to test and train our
machine learning model. Once the data was collected, the design of the app was
created separately for each page and was implemented using the XML layout with
the help of libraries and modules provided by Android. Firebase is used as a backend
for the app. This was chosen for easy integration and scalability. Firebase is a cloud
service provided by Google for decreasing the lag or delay between elements in
receiving data. One of the reasons for choosing firebase is that it provides a real-time
database. Also, the structure for our database is a NoSQL type, and hence, the data is
stored in tree form, so while fetching data that is required for that particular call can
be quickly fetched with going through the whole chunk. The data stored in the cloud
include the details of the user and their family members. It uses SMS as a service
of the firebase to send a notification to the users and their family when there is a
trigger. Each user is uniquely identified with an IMEI number of their phones in the
database. The final trained model is saved for integration with the app. The database
also stores the live location sent by the app, when in distress, so that the last active
location could be tracked before the phone connection is lost.
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5.2 Features of Android Application

Salient features of this app include wrong route tracking and live location tracking.
The Google Maps application program interface (API) is used to integrate Maps into
the system. The Direction API is used to obtain all the routes, given a source and
a destination in the Maps. The routes are obtained from the API, parsed and stored
in an array. Further, the current route is checked with all other routes stored in the
array. If there is no route which matches the array, an alert message is sent and the
user is also notified that he or she is deviating from the actual route. Location data
in Android app is used in live location tracking. The user’s location ID is displayed
on Google Maps, which gives reverse geocode coordinates into a street address and
the details regarding combining location data with the Places API. This location data
only ever exists locally on the user’s device. For remote access, of this data, it has
to be linked with the Firebase real-time database. An app that essentially acts as a
GPS tracker may sound presumptuous; this functionality forms the basis of lots of
different applications. The ability to view a device’s live location remotely will be
very useful, as the user can see his current position on the map.

6 Results and Discussion

An Android app for the safety of women while traveling was implemented with the
advantages of wrong route detection and live location tracking. Further, a study on
different machine learning models was carried out to aid anomaly/jerk detection.
The tools used include Android Studio for developing the app, Firebase for real-time
cloud database, Google Collaboratory for testing machine learning algorithms, and
TensorFlow lite to convert and deploy machine learning models to Android app.

UI was written in XML for the frontend of the app. The final UI for the alpha
version is shown in Fig. 2a. The app offers the additional feature of showing all
possible routes, and it enables the emergency contacts with remotely monitoring the
users live locations, which is one of the highlights required for a safety applica-
tion. Since NoSQL type database is used by Firebase, fetching and retrieval of data
becomes quick and hence advantageous for real-time applications. Screenshots of
SOS messages sent to the emergency contact numbers are shown in Figs. 2b and 3.
show all possible routes from the maps. After live location tracing, mockup of live
location, sign-up, and emergency contacts screen obtained is shown in Fig. 4.

For the study based on machine learning, using logistic regression, NB classifier
and SVM, the testing and training accuracies are as given in Table 1. The seed data
for this analysis is collected from a phone accelerometer for detecting jerks. Of the
three methods analyzed, SVM gave the best test accuracy, followed by NB for the
data under study. Due to this, SVM was chosen to be the frozen model, which was
deployed in the app.
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Fig. 2 a App main screen, b Screen shots of SOSmessages sent to the emergency contact numbers

Fig. 3 Showing all possible routes
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Fig. 4 Mockup of live location, sign-up, and emergency contacts screen

Table 1 Training and testing accuracies of the machine learning algorithms

NB LR SVM

# Training samples 10,592 10,592 10,592

# Test samples 2648 2648 2648

Training accuracy (%) 87.73 78.37 98.27

Test accuracy (%) 87.34 77.56 89.5

The app canbe simply downloaded fromPlayStore and canbe used in anyAndroid
devices. Support across all versions is also provided. Its simple UI design makes it
easy for users to handle the app. Women while traveling can use this app, so that
all the information and notification could be traced by any of their family members.
The app can be used when the user senses that there is a danger in some region while
traveling and can be switched on in the background to keep the emergency contacts
notified. The app asks for audio or camera access before using it, in order not to
breach your privacy. Apart from that being potentially a women safety app, it can
be used even by men or children to track and alert their emergency contacts when in
danger. The most important feature of this app is that it automates the alert process
during the danger, so that makes it very useful during danger or emergencies where
the user does not have time to do things manually.
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7 Conclusion and Scope for Future Work

Architecture for implementing safety application, with ML backend is given in this
paper. The app offers additional features such as live location tracking and prediction
of wrong routes. Further, three machine learning models have been tested, out of
which SVM classifier works best giving an accuracy of 89.5% with our dataset.
Furthermore, the app is capable of fetching all possible routes from the user’s source
to the destination where he/she wants to go and if the driver of the cab takes any of
the other routes and tries to deviate, it sends a warning, after which an SOS message
will be sent. Other features include marking all safe zones in and around the victim,
sending MMS during emergencies. The merit of this application would be that the
app can function in auto mode during distress situations. Also, the live location of
the person in danger is shared with the person’s emergency contacts including the
police. Also since a cloud database is being used, the number of users exceeding will
never be an issue. As technology emerges, it is possible to upgrade the system and
make it even more robust and adaptable to the user. Furthermore, it can be developed
in the IOS platform as well. Thus, this app can help society in emergencies.
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Automated Plant Disease Identification
and Detection with Multi-features

Sumathi Ganesan

Abstract The identification of the diseases from the leaf images is an important
feature of the agriculture field. The preprocessing contains the boundary identifica-
tion and separating the images are the common features of identification purpose.
The kernel functionwith filter values is used to reshape the boundary for better classi-
fication purpose. The proposed multi-feature identification algorithm is constructed
to provide better accuracy and faster run speed. The comparison of disease was anal-
ysed by support vector machine algorithm and segmented by k-means clustering
with the severity values were calculated. It provides significantly accurate results in
a short duration of time by identifying up to 95% of the pests and in some cases 97%
of the pests upon comparison with a neural network-based approach.

Keywords Plant disease identification · Classifier ·Multi-feature · Extraction

1 Introduction

Pest deduction is used to secure crops and ensure food quality. In this paper, a novel
and fast methodology is developed to deduct and enumerate the pests present in an
image using rapid feature deduction algorithm [1]. The amount of pesticides being
used for agriculture pollutes the environment. The implementation of the algorithm
can make machines to utilize pesticides effectively by using image processing [2].
Human labour is used for the manual deduction of pests which is not highly accurate
[3]. These types of algorithms can be used for targeted pesticide usage in crops to help
reduce soil pollution [4]. Studies on plants have been made for flowers, leaves, seeds
besides fruits. Though there exist millions of various kinds of plant, many sub-types
are still unidentified and they will invariably die and become non-existent before
they become known [5]. Thus, there is a need for detecting and classifying the plant
automatically for speeding up the action of learning the individual plant types. To
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suggest innovative methods to identify plant types, biologists and computer experts
have been constantly playing their roles [6]. Computerized vision methodology has
transformed the task of classifying the plant automatically to find ideal. For reducing
the huge data set to a lesser subset, the algorithms of feature extraction become
essential with daily gradual development [7].

2 Related Work

A researcher incorporated contour and strain besides colour and quality attributes for
classifying a leaf and the classifying agent used probabilistic neural network (PNN)
[8]. The outcome of the investigation revealed that the procedure for classifying
yielded normal precision of 93.75% on testing with Flavia data set consisting of 32
types of plant leaves, concluding that the procedure used yielded superior perfor-
mance in comparison with the original task. While classifying plants, the shape of
the leaves plays a prominent role. The greatest prominent part has been incorporated
for deciding besides processing of data is the recognition of shape [9]. A researcher
used feed-forward neural systems to mechanize for recognizing leave for classifying
the plants [10]. A new procedure has implemented to classify pictures of leaves
by taking advantage of the concept of gaining data and discovered the effective-
ness of education algorithms of MLP to classify plant leaf. The outcome will be
an enhancement in data gain procedure for MLP with batch reverse transmission
algorithm-based knowledge acquiring computing efficiency by enhancing the preci-
sion of classification. The suggested algorithms outperformed MLP with additional
orientation besides getting educated at Levenberg–Marquardt level to classify plant
leaf on testing with nine species [11]. An optimum methodology to extract feature
and choosing algorithm leaf’s classification based on genetic was suggested wherein
selecting optimum attribute’s subset besides the classification became a significant
procedure in classifying leaves. The causative attribute arrangement is taken off the
leaf pictures applying GA procedure, and these extracted attributes were put in place
for training the support vector machine [12].

3 Proposed Work

Figure 1 determines the input image for producing the leaf classification of healthy
brinjal leaf and the affected leaf images. The proposed method is constructed to
identify the disease from the input image for the leaf classification process. The
proposed technique is constructed to detect the infection of leaves at the initial stage
based on its features. It is a step-by-step process. In each step, a particular task is
accomplished. Therefore, it is divided into different modules, and each module has
specific output. The final output can be obtained through these steps in Fig. 2.



Automated Plant Disease Identification and Detection … 333

Fig. 1 Healthy Brinjal leaf and affected area

Fig. 2 Flow chart for the execution process

The feature extraction process is initiated when the initial object is submitted
to a specific set of affine formal alterations or an indiscriminate amalgamation of
the same, and the shape or appearance of the object in a feature should remain
unaltered. A 2D shape describing device should not be sensitive to translation, scale
changes (uniform in both the X and Y-coordinates) besides rotations. This principle
for describing shape denotes that the describing device is capable of carrying out



334 S. Ganesan

regularization for different looks the object may occur in. The real representation of
the object must be able to map a similar model of the pattern.

3.1 SOBEL Edge Detector

The SOBEL operator extracts the appropriate derivative function from the input
image that the gradient value from the image boundary from both directions has
been computed to evaluate the kernel matrix as 3 × 3, and it is illustrated in Fig. 3.
The gradient value for the centre pixels is computed through the middle pixels in
both directions.

The gradient matrix with every pixel from the input image has computed in kernel
convolution parameter, and the edge within the columns is illustrated in Fig. 4. The
computation of the pixel values from the image has the initial value, and the edges
are classified through the gradient matrix.

Fig. 3 Kernel matrix formation

Fig. 4 Edge between the columns
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3.2 Algorithm—Multi-feature Identification

Input: Plant leaf image.

Output: Disease identification.

Step 1: The initial process is to capture the leaf image in high quality.

Step 2: Feature extraction is performed to eliminate the distortion from the input
image using the filter technique.

Step 3: The threshold value is calculated to identify the components of the pixel
values.

Step 4: The infected area is identified using the SOBEL edge detector.

Step 5:Multi-feature identificationmethod is utilized to generate the output segments
to classify the leaf diseases.

Step 6: The classification is computed to identify the similarity values.
The classification values (δi (x)) are generated by computing the mean of every

pixel (αi (x)) in Eq. (1)

δi (x) =
n∑

i=1

(αi (x)) (1)

The fitness function (Fiti ) is computed in Eqs. (2) and (3).

Fit =
n∑

i=1

Fiti (2)

Fiti =
n∑

i=1

|αi (x) − δi (x)| (3)

4 Performance Evaluation

Figure 5 illustrates the edge detection process from the input image, and the input
image is converted into the resized image for producing the grey image. The grey
image is transferred into the SOBEL gradient image that the borders are identified
and marked, and finally, the edge detection is used to identify the plant disease
identification. To optimize the features of colour and boundary sequences, the filter
techniquewas used to enhance the total overview by the action based on thematching
precision.
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input image resized image gray image SOBEL gradient Edge detection

Fig. 5 Edge detection from the input image

The SOBEL gradient was applied to obtain the false positive and negative
attributes. The outcome is applied to the edge detection for choosing attribute subset
using the classifying agent-established computing efficiency besides improving the
precision in comparison with the proposed technique for leaf pattern classifica-
tions. The assessment demonstrated that gaining data helps in handpicked attributes
resulting in specific MLP enhancements with batch reverse transmission algorithm
classifying action having 94.81% accuracy. Applying the attributes choosing proce-
dure, a strong enhancement has been implemented in the normal foretelling arrange-
ment precision action outcomes, simultaneously, requiring time to calculate the fore-
telling precision from the reduced total data set due to the existence of a smaller
number of handling inconsistencies is remaining in the data set. The accuracy level
for identifying the category of leaf diseases is illustrated in Fig. 6 for the proposed
technique.

5 Conclusion

The proposed multi-features plant disease identification from the brinjal leaves has
been successfully implemented. The detection of the specified objects from the
complex environment is by joining the image acquisition and the standard disease
identification system. The SOBEL edge detection technique is used to identify the
borders after converting the input image into the grey images. The accuracy of the
plant disease identification is measured and identified as more than 95% of accuracy
for plant disease identification process.
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Fig. 6 Accuracy
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Deep Learning Techniques for Optical
Character Recognition

Naragudem Sarika and NageswaraRao Sirisala

Abstract Handwritten character recognition (HWCR) is an area of pattern recog-
nition and optical character recognition (OCR) to identify and recognize the char-
acters by the system or any electronic device. Optical character recognition is the
process that converts handwritten text into machine-encoded text. In this paper, OCR
techniques such as digitization, preprocessing, segmentation, feature extraction, and
recognition are discussed. HWCR using different machine learning algorithms like
Bayesian classifier, Bayesian decision theory, and SVM are discussed. Recent tech-
niques of HWCR are analyzed for native language and compared their functionality
and features. The comparative study of these recent techniques is summarized in
table format.

Keywords HWCR · OCR · Bayesian classifier · Zoning features · SVM

1 Introductıon

Optical character recognition (OCR) converts handwritten or printed text into
machine format. The fundamental procedure of optical character recognition asso-
ciates in checking the text of a document and converts the characters into code that
can be used for data processing. OCR sometimes mentioned as text recognition. The
process of OCR is commonly used to convert hard copy or documents into PDFs [1].
OCR can be used for automatic plate recognition, extraction business cards informa-
tion from the contact list, book scanning, Google books, and convenient technology
for a blind user. Character recognition consists of two types: offline and online [2].
Offline is divided into handwritten and printed.
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Fig. 1 Phases of OCR
IMAGE ACQUISITION 

PRE-PROCESSING 

SEGMENTATION 

FEATURE EXTRACTION 

CLASSIFICATION AND RECOGNITION 

Line Word Character

Optical character recognition categorized intomany phases such as image acquisi-
tion, preprocessing, segmentation, feature extraction, classification, and recognition
(Fig. 1).

1.1 Digitization

Digitization is the process of converting a handwritten document into an electronic
document [3]. In this, information is categorized into different units of data and it is
mentioned separately [4]. The scanner captures images and converts it to an image
file. Digitizing information is easy to protect, save, and share. Digitization uses a
different scanner. The process of translating a multilevel image into a bi-level image
of the binary image is called thresholding. In OCR, thresholding is used to recover
memory and thresholding is performed on a scanner. A gray-level image is below
the threshold value, then it indicates black and the level of the image is above the
threshold value, then it indicates white [5]. To reduce the threshold value problem,
the best process is contrast and brightness. These methods are used in the multilevel
scanning of the image.
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1.2 Preproceesing

Preprocessing is a sequence of operations accomplished on the scanned input image.
After completion of the scanning process, a specific amount of noise is obtained. The
application of thresholding technique leads to the character are broken or shattered
is proposed in [3]. In the preprocessing, smoothing and thinning methods are applied
to remove the noise and clear the image. In some cases, the normalization method is
also applied [4]. Normalization is applied for the result of consistent size and shape.
The next process is segmentation.

1.3 Segmentation

Segmentation is a process of dividing a digital image into multiple segments and
it is also used to simplify the representation of an image. Handwritten character
segmentation is more complex than the printed copies or documents because of lines
and characters of a word [6].

1.4 Feature Extraction

In this, individual character features are extracted. The main purpose of feature
extraction to apprehend the important characteristics of the symbols or characters
[3]. It is the major problem in handwritten character recognition.

1.5 Classification

Classification is a process used to classify an image into visual content. In the OCR
system, classification is used to convert an image into a digital image. Character
recognition is obtained with the process of segmentation by dividing characters into
an individual image. Classification and recognition are steps for postprocessing in
the OCR system [7, 8].

2 Different Algorithms

The different algorithms like Bayesian classifier, SVM, Bayesian decision theory,
and zoning features are discussed.
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2.1 HWCR Using Bayesian Classifier

Offline Telugu HWCR is a complex task to recognize Telugu characters of human
writing. Optical character recognition made offline after the characters have been
printed. For training and testing the image, the OCR techniques are used. In OCR
techniques, the first technique is digitization done with an optical scanner, second is
preprocessing which is used for binarization and smoothing. It is used to improve
the scanned image. Binarization is used to handle the threshold data in the binary
image. It is used to authorize the removal of noise. The third is segmentation. Fourth
is feature extraction and last is classification. The steps of OCR phases are firstly
read and scan the image. Next, resize the image, and converting image into gray and
then into binary and next applying filtering. Finally, testing and training of Bayesian
classifier. In this, feature extraction uses the method called histogram of oriented
gradients (HOG) [9]. This is a feature selection method that gives the parameters.
HOG uses for finding the edges of a character and standardized them into gray scale
image. The gradient is calculated for the intensity of characters.

Bayesian classifier algorithm is used in the Telugu handwritten character recog-
nition to identify a single character. The Bayesian classifier is depended upon Bayes
theorem. Bayes theorem is classified into two types: posterior probability and prior
probability.

Posterior Probability = P(E/X)

Prior Probability = P(E)

where E is the hypothesis and X is the data.
According to Bayes theorem [9]

P(E/X) = P(X/E)P(E)
/
P(X)

Bayesian classifier is used to predict the tuple and class of probability. The merits
of Bayesian classifier are: It is used to handle the noisy data which is obtained in the
image. Further, Nearest neighborhood method is also applicable for Telugu hand-
written character recognition. The standard deviation of Bayesian classifier accuracy
is less than a standard deviation of nearest neighborhood accuracy. The character
recognition accuracy depends upon the number of positives and negatives of the
training and testing the data sets.

2.2 HWCR Using Zoning Features

HWCR is a process of organizing handwritten characters based upon the feature
extraction from each character image. Handwritten character recognition is cate-
gorized into different phases like preprocessing, segmentation, feature extraction,



Deep Learning Techniques for Optical Character Recognition 343

and postprocessing. These phases are used for training and testing the image. In
Telugu HWCR, Euclidean distance is used for identification and classification. In
the zoning feature method, a character is separated into a certain size. Binarization
is the first step in the Telugu HWCR. Binarization is used to scan the input image.
In this process, the threshold technique is used to obtain an optimum value [10].
Handwritten character is a different size and resized to 50× 50 pixels. In any region,
combining of all pixels is obtained in the form of the feature vector of that particular
region. After calculating feature vectors, the values are sequentially displayed one
after another. In the zoning method, the database image is standardized to specific
pixels. Every image is partitioned into a hundred zones. The portion of each zone
should be five rows and five columns. The determination of feature vectors obtained
by adding pixel intensities feature extraction plays amajor role to recognize an image
differently. In the zoning method, the result is obtained through a feature vector by
partitioning into different zones.

2.3 HWCR Bayesian Decision Theory

Handwritten character recognition involves the translation of document or text into an
image. For handwritten characters, image processing techniques are used for conver-
sion of binary image to extract feature vectors. For character recognition, there are
several techniques: Preprocessing, segmentation, feature extraction, and postpro-
cessing. Preprocessing technique is used to noise reduction and normalization of the
data. Segmentation is classified into different types like line, word, and character
segmentation. Feature extraction is used to release the feature vectors to identify and
classify an image. In postprocessing, Bayesian decision theory is used [6].

Bayesian decision theory is used to reduce the error in the classification process. It
is a basic procedure for the pattern classification problem. Bayesian decision theory
is based upon the Bayes theorem. Bayes theorem uses posterior probability and prior
probability. Bayes theorem is used to reduce the error in the classification problem.
Handwritten character recognition without errors during classifying a binary image,
Bayesian decision theory is used. Hidden Markova model is also used to classify an
image. Bayesian decision theory is used to classify missing data and reduce the error
compared to the Hidden Markova model (Fig. 2).

2.4 Online HWCR Using Support Vector Machines

Handwritten character recognition is used to interpret the documents into a text
document by scanning an image. Offline character recognition deals with the scanned
digital image whereas online character recognition deals with the identification of
printed characters. The automatic character recognition is used to process a large
number of handwritten characters. A handwritten character varies in the text size
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Fig. 2 Bayesian decision
theory process Scanned Image Binarization 

Line, word and character
segmentation 

Feature Extraction 

Bayesian Decision theory 
training and testing 

Result 

and shape of the character. The text size and shape display a problem in character
recognition. Based on this problem, there are few techniques in the HWCR.

2.5 Preprocessing

The preprocessing involves in the binarization method [11]. An image is converted
into a digital image, and then these operations are applied to remove the noise and
clean an image.Binarization is an important operation in the preprocessing technique.
In binarization, Otsu’s method is commonly used. Noise is obtained after scanning
an image. Smoothing is used to reduce the noise in an image. Smoothing and noise
removal are the processes of filtering (Fig. 3).

Thinning is a processing operation used to remove unnecessary information and
maintain the characteristic features of the image. Thinning plays a major role in
the reduction of unwanted data in Telugu character recognition. Skew detection
is obtained due to document scanning and document copying. There are different
methods for the correction of document images: Projection profile, Hough trans-
forms, Fourier method, nearest neighborhood method, and correlation. The skew
detection method is used to detect copied images and documents. This method is
used in the document image analysis system. Slant correction is used to segment the
corrected word into characters. For better word recognition, slant correction is used
in handwritten character recognition.
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Fig. 3 Stroke recognition

2.6 Stroke Pre-classification

Telugu characters are divided into three level strokes: First-level stroke, middle-level
stroke, and last-level stroke [11, 12]. Each character has a base stroke and there is a
size variation in the strokes. There are two methods to arrange three-level strokes.
Base stroke is used to recognize the stroke graphically and SVM is used to arrange
strokes. First-level stroke is preclassified and the feature vector is obtained with
the primary stroke. Strokes are preclassified and best output for preclassification is
obtained by different transformationmethods and statistics [13]. In feature extraction,
individual characters are removed (Fig. 4).
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Fig. 4 Stroke Pre-classification

2.7 Stroke Recognition Based On SVM

SVM is used to identify the particular stroke form the first-level, middle-level, and
last-level stroke preclasses which features are extracted [11]. Classifying the primary
stroke, three SVM’s are used [11]. Primary classifier, first-level classifier, middle-
level classifier, and last-level classifier consist of vowel classifier (CV) and consonant
classifier (C2) [11]. This character classifiers are used to classify the recognized
characters from the primary stroke.

2.8 Character Recognition Based on SVM

A consonant classifier is consistently occurring in the last-level stroke [11]. Preclas-
sification is obtained through the SVM method. Support vector machine is used for
creating a stroke recognition engine.

2.9 Comparison between different algorithms

S. No. Algorithm Technique Merits Demerits

1 Bayesian classifier
[9]

Bayes theorem Bayesian classifier
generates high
Character
recognition rates
using nearest
neighborhood
method

Bayesian classifier
model is always
depended upon the
standard deviation

(continued)
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(continued)

S. No. Algorithm Technique Merits Demerits

2 Adaptive and static
zoning method [14]

Genetic algorithm Static zoning
method implements
with the KNN
algorithm to obtain
a set of features

In a genetic
algorithm, a large
set of training
samples needed

3 Bayesian decision
theory [6]

Probability This is used to
classify missing
data to reduce error

It is time taken
process to identify
missing data

4 Zoning features [10] Zonal-based feature
extraction

This method is used
to identify an image
into different zones
to get good output

There is no
standard algorithm
for this process

5 Support vector
machine [11]

Preclassification SVM is used for
stroke recognition
and also used for
preclassification to
obtain a recognized
character

Character-level
recognition is
higher than
stroke-level
recognition

6 Hybrid HMM or
ANN [15]

Multilayer
perception

This method is used
for recognizing
unconstrained
Telugu lines

Better trained
ANN’s are not
implemented

7 Raspberry Pi [16] KNN and DTW It is used to
recognize the letters
for blind and deaf
people

Required more
number of trained
samples

8 HMM [17] HMM classifier Telugu character
recognition by using
time-domain
features and
frequency domain
features

It does not
recognize the
Telugu characters
using line
segmentation

9 CNN model [18] Four-layer
architecture

CNN model is a
sturdy character
recognition
technique compared
to other techniques

This method is
complicated in the
preprocessing step

10 Radial sector coding
algorithm [19]

Center of mass
feature

This method is used
to detect the
inconsistent text
position in an image

It does not detect
the more complex
images
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3 Conclusion

In this paper, different phases of Optical Character Recognition(OCR) are discussed.
Several recent machine learning algorithms for handwritten character recogni-
tion (HWCR) are analyzed. The procedures for OCR techniques are discussed in
this paper. Character recognition using Bayesian classifier, zoning features, adap-
tive and static zoning method and support vector machine are surveyed in this
paper. Comparisons for algorithms by using its techniques, merits, and demerits
are explored.
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Toward Effectual Group Formation
Method for Collaborative Learning
Environment

Neeta Sarode and J. W. Bakal

Abstract Group formation is a significant process of collaborative learning. Collab-
orative learning helps individuals to be more focused on the purpose, goals, and
approach related to the task that they have been assigned. Groups are incontrovertibly
beneficial for many of the intricate objectives of learning, related to critical thinking,
decision making, problem-solving, preserving, or modifying attitudes. The success
of the group undoubtedly depends on the compatibility and aptness of members of
the group. This paper attempts to solve this group formation problem using opti-
mized genetic algorithm. The proposed method combines both static and dynamic
characteristics of students to achieve productive collaborative learning groups. The
system is implemented and the experimental results are shown for a varied number
of class size. The algorithm gives the solution to the problem in time and achieves
better quality leading to a better solution for forming groups of students having
heterogeneous characteristics. The performance has also competed with the k-means
clustering algorithm for the same set of characteristic features.

Keywords Group formation · Collaborative learning · Genetic algorithm ·
Learning style · Academic achievement

1 Introduction

Collaborative learning is a joint intellectual effort of two or more students to learn
something. Nowadays, learning in groups has become an influential part of the
teaching and learning process. It has become a good opportunity for students to
learn new things. It has become an essential skill. It helps them to learn better and
retain more information. Group work and collaborative work help the students to get

N. Sarode (B)
Thadomal Shahani Engineering College, University of Mumbai, Maharashtra, India
e-mail: neetame07@gmail.com

J. W. Bakal
Principal, S.S. Jondhale College of Engineering, University of Mumbai, Maharashtra, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
P. Karuppusamy et al. (eds.), Sustainable Communication Networks and Application,
Lecture Notes on Data Engineering and Communications Technologies 55,
https://doi.org/10.1007/978-981-15-8677-4_29

351

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8677-4_29&domain=pdf
mailto:neetame07@gmail.com
https://doi.org/10.1007/978-981-15-8677-4_29


352 N. Sarode and J. W. Bakal

prepared for their forthcoming perspective as most of them will be a part of multi-
disciplinary and multi-professional teams when they go to industry [1]. Group work
and discussions help to stimulate the thought process, foster new ideas, and transmit
constructive information. In other words, a collaborative learning environment helps
students together, to refurbish their theories, analyze ideas, and construct testimony
of their learning. Also, the students gain from varying competence-based potentials
and innovative thinking skills of a combined group to advance self abilities.

The significance of collaborative learning is simple to comprehend and hence it is
the prerequisite for a passable approach in the group formation process. The groups
can be formed in three different ways: self-select, random-select, and instructor
selected. In self-selected groups [2], the groups are formed by the students them-
selves and it is the genuine tendency of selecting their friends as group members of
the group. Mostly, such groups formed will be of the homogeneous type as students
apt with others having similar characteristics. Such groups exhibit poor performance.
In random select [3], the groups are formed randomly by a teacher or with the help of
a computer. The group forming process is fastest and effortless but at the same time
disorganized and inconsiderate. The members of the group can be widely incompat-
ible in terms of behavior, readiness to group work, and level of participation. In the
instructor selection group formation process, the instructor actively participates in
forming groups based on some specific criteria [4] (skills, learning style, knowledge,
etc.). These can be a homogenous or heterogeneous type of groups. Research shows
that such groups are better for achieving particular aims in a structured manner.

This work uses a genetic algorithm for the group formation process and shows
good performance in achieving the solution.

This paper is structured as follows: The first section is the present one giving the
introduction to the topic. The second section gives a brief about the relatedwork done
in this area. The third section explains the genetic algorithm and its operators in short.
The fourth section explains about the proposed approach followed by experimental
work section. The final section concludes the work done.

2 Related Work

Automatic group formation problem was studied by numerous researchers. In most
of the studies, the major goals were to reduce the amount of time required to form
groups and form a heterogeneous type of groups to improve performance. Still, there
is no standard methodology that defines the stages of forming effective groups.

O’Malley and Scanlon [5], in 1990, first investigated the study of collaborative
learning supported by a computer system. Their research aimed to show that by
integrating technology, the group learning process and knowledge sharing among
members of the group become easy and fast. It was termed as computer-supported
collaborative learning. This is the important development of online learning with the
major advances in information and communication technologies. Many researchers
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have shown that group formation step is the first and foremost step in computer-
supported collaborative learning for achieving the desired success [6, 7].

The work by Tanimoto [8] has devised an algorithm to raise the level of compati-
bility among students of the same group. The algorithm is called as ‘squeaky wheel’.
The compatibility was based on the scale of the willingness of a particular student
to work with the other student in the class. In the work mentioned in [9], the authors
have considered threemain characteristics whichmay affect the success of the group:
team roles, social networks, and psychological styles and have formed a computer-
supported collaborative system. K-means clustering algorithm is proposed in [10]
to form groups of learners considering their behavior and personality features. Ant
colony optimization algorithm is proposed in [11], to assign each student the most
appropriate group to increase the heterogeneity of the group. A mathematical proto-
type is proposed that considers students’ fluency in the language used, personality
features, and performance score in the subject. In research [12], the author provides
students with a questionnaire and the answers confirm their learning style. Now the
groups are formed based on their learning style. In the work mentioned in [13],
the author uses a genetic algorithm to form heterogeneous groups. The students
were grouped based on their educational background such as GPA, prior classes,
performance, and personality test score. The results of the experiment lead to better
solutions when compared to self- select technique. Constraint optimization is used to
form groups based on Jigsaw CLFP in [14]. A binary integer programming method
is employed to give an optimal solution. A semantic group formation algorithm
and application are implemented in [15]. It assists teachers to manage knowledge
diversity in the classrooms.

The work presented here is a method for group formation for a collaborative
learning environment. Every student exhibits different characteristics and with a
substantial amount of distinct combinations of such characteristics, and it is required
to implement a suitable method to find a probable optimal solution. The genetic
algorithmic approach proposes an optimization technique which assists to reach an
agreeable and appropriate solution when it is tedious and difficult to test each and
every probable possibility. Genetic algorithm is an evolutionary technique which
searches for global solutions over local solutions. Here, the groups are character-
istically heterogeneous with special consideration to the skills that are needed for
achievement in the task and genetic algorithm displays higher proficiency to deal
with questions which shows such high combinatorial characteristics.

The group size can be kept small. Ideally, there is no specific group size defined. It
is normally the instructor’s choice, but in [16], they advise a group size of 3, 5, and 7.
For a larger group, the interpersonal communication may shrink and the involvement
of some group members may start to deteriorate. Larger the group size, lesser is the
productivity of the group members.
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3 Genetic Algorithm

Genetic algorithm (GA) is said to be the evolutionary optimization technique. It is
based on Charles Darwin’s theory of evolution and states the survival-of-the-fittest
concept. A logical utilization of a random search is defined within a local search
space to find a solution to a problem. Only the fittest will survive and reproduce
and procreate and successive generation will become better and better compared to
previous generations [17]. The genetic algorithm simulates the process of evolution.
Simulating or imitating the process of evolution, the key concept is evolution is an
optimizing process. Means, each generation is like iteration in numerical methods
and each of the iterations brings progressive improvement of the objective function
or the fitness function. It is a successive iteration of design variables. Higher the
fitness of an individual, greater is the probability of reproduction [20].

Here, the possible solution is represented as a chromosome in the form of array
data structure. Each individual is seen as a possible solution. The three genetic oper-
ators are performed in each generation: selection, crossover, and mutation. Selection
is executed by implementing the roulette wheel method. The bigger part of the wheel
has more probability to get selected during reproduction and hence represents the
higher fitness value. Crossover is used to inter-mix the genetic representation of
the parent population to create a better fitness score of the resulting offspring [21].
Mutation introduces random, slight change that adds value to the genetic algorithm.
It helps in overcoming local minima in the search assessment.

The general structure of the genetic algorithm is as follows:

1. Initialize the population
2. Calculate the fitness of each individual
3. Generation = Generation + 1
4. Do selection (evaluate the fittest individuals)
5. Do crossover
6. Do mutation under random probability
7. Add the fittest offspring to the population
8. Calculate new fitness value
9. If the population gets an individual with maximum fitness or have reached

maximum generation, end the algorithm. Otherwise, go to step 3.

This work presents an approach to form balanced groups of learners, such that the
groups (intra) are as heterogeneous as possible and groups (inter) are as homogeneous
as possible. The group formation method considers both static as well as dynamic
behavior for forming features of learners.
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4 Proposed Approach

To implement the genetic algorithm as stated above, it is mandatory to devise a
process to produce random initial population, to decide genetic operators for repro-
duction phase, survival measures to be met for individuals to reach the next itera-
tion, coding representation for a solution, an objective function to relate different
individuals, and set of parameters for testing phase.

In a class of n, the number of students, shown as S = (s1, s2,…sn), each student has
its characteristics defined in a vector (v1, v2,…vk). This work considers the student
characteristics as: gender, CGPA/academic achievement, grade in a prior similar
course, logical reasoning test score, and students’ learning style. Every student’s
characteristics have a set of distinct possible values which makes it hard to solve.
The set of student’s characteristics is not easy to evaluate but still can lead to an
effective group formation process. The first feature is the gender of the student;
boys and girls to be equally distributed among the groups. The second feature is
the cumulative grade point average or the academic examination score. The third
feature is the grade achieved in a prior similar course. For example, if the student has
enrolled for Advanced Java Programming courses, then the grade for previous Basic
Java Programming course to be considered. The fourth, logical reasoning test will be
designed by the instructor and the score of the test to be considered. Finally, the fifth is
the learning style test (Index of Learning Styles, ILS Learning Style Questionnaire)
[18, 19] to identify whether the student has Activist/Reflector, Sensing/Intuitive,
Visual/Verbal, Sequential/Global style of learning. Equally, distribute all types
of learners in each group. The second to fourth features represent the student’s
educational skill and performance.

For n students of a class, the chromosome contains n-sized ordered sets. Every
element of chromosome denotes the group to which the student belongs. These n
students of the class are divided into t groups, and the ordered set can be denoted
as Gm, and 0 ≤ m ≤ t. For example, for a class of 12 students, if three groups are
formed(t = 3), the length of the chromosome will be 12 and the ordered set for each
chromosome will be G1, G2, or G3. One of the group formation solutions can be as
shown in Fig. 1.

Where; G1 = {s2, s3, s9, s12}; G2 = {s1, s4, s6, s11}; and G3 = {s5, s7, s8, s10}.
Since each student has five features, a separate table is maintained to store

the student’s information. Table 1 shows how the attributes of each student are
considered.

The student ID is the unique identification number of the student. The gender
attribute will store either 0 or 1 for boy or girl, respectively. CGPA, grade of prior
course, and logical reasoning test attributes have three categories as good, average, or

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 
G2 G1 G1 G2 G3 G2 G3 G3 G1 G3 G2 G1 

Fig. 1 Chromosome representation (A class of 12 students)
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Table 1 Student attributes

Student ID Gender CGPA (out of
10)

Grade of prior
course

Logical reasoning
test (Max.20)

Learning style

Number 0-Boy
1-Girl

Above 8-good
5,6,7—Average
4 and below
—Poor

A, A−,
B+—good
B,
B−,C—Average
D+, D, F—Poor

14 and
above—good
8–14-Average
Below 8—Poor

0/1

poor and so are represented as 1, 2, or 3, respectively. The learning style is represented
as zero or one number for each of the learning style. Now, here, the first learning
style, Active/Reflective is only considered as this learning style is related to group
work. Active learners are more inclined toward group work compared to reflective
learners who like to do their work alone. So if, for example, the student having ID as
11, and the subsequent attribute sequence is [0,2,2,1,0]; that means the student with
ID as 11 is a boy, possessing average CGPA and grade of prior course, a good grade
for logical reasoning and is an active learner. The students’ details such as student
ID, gender, CGPA, and grade of a prior course are to be updated as the student logs
into the system. Then the student has to appear for the logical reasoning test and also
the test to identify the learning style. The scores of both these test contribute to the
fourth and fifth attribute of the student.

The objective function evaluation depends on two conditions in an effective group
formation process. The first is, students, be equally distributed among all groups
and the second is, every individual group should be identical to other rest of the
groups. There should be a balanced allotment of students in each group regarding
their characteristics. This is done by calculating the minimum and maximum value
for each characteristic feature. For each group, the minimum and maximum value
of each characteristic are evaluated, and the group score is checked. And then the
average score for each group is calculated. To find the distance among two groups
the absolute value of average score subtraction is performed using Eq. 1.

DistGrps = ∣
∣GrpiAvg − Grp jAvg

∣
∣ (1)

where GrpiAvg is the ith group average score and GrpjAvg is the jth group average
score.

The total of these average subtractions gives the total distance of all groups using
Eq. 2.

TotDistGrps =
t−1
∑

i=1

t
∑

j=i+1

DistGrps (2)

where t is the number of groups formed.



Toward Effectual Group Formation Method … 357

Finally, the fitness value is evaluated as in Eq. 3.

FitnessValue = GroupScore + 1

(TotDistGrps) + 1
(3)

Since this is aminimization problem, the total distance is considered as the denom-
inator. If the total distance comes to zero, the denominator will be zero, hence adding
1 to the denominator. There is a uniform distribution of all type of students in every
group. Good and average performing students and poor performing students are
distributed in a balanced way.

The roulette wheel method is used for selection. The value of each chromosome
is stated as its fitness probability. The chromosomes having high fitness probability
has higher chances of selection.

Chromosome represents the set of students. No student can be eliminated while
progressing from one generation to next. So to implement crossover, the permutation
encoding method is used [22]. In a single-point crossover, the crossover point is
randomly generated. So, till this single point, copy the permutation from the first
parent, then the secondparent is examined and if the number is not yet in the offspring,
it is added. Due to this, no student is lost. Following is the example to explain the
process of single-point crossover using permutation encoding:

Parent 1
(1 2 3 4 5 6 7 8 9)+ Parent 2

(3 2 4 6 8 9 1 5 7) =
Offspring

(1 2 3 4 6 8 9 5 7)

In the mutation stage, order changing method is used where the two randomly
generated numbers are selected and simply exchanged.

(1 2 3 4 6 8 9 5 7) ≥ (1 5 3 4 6 8 9 2 7)

The mutation rate is calculated by considering the average fitness value on a
specific generation. The current mutation rate is 0.9 times the previous generation’s
mutation rate if the difference between the average fitness and previous generation’s
average fitness is greater than some specified threshold value. Otherwise, it is 1.1
times the previous generation’s mutation rate.

For generating the new population, the elitist selection strategy is implemented
[17]. In this strategy,while constructing the newpopulation, the best fittest individuals
are allowed to carry over from present to the next generation unchanged. It assures
that the quality of the solution remains intact and will not fall from one generation
to the next.
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5 Experimental Results

The proposed method for forming heterogeneous groups using genetic algorithm is
tested for different configurations settings and is carried out using Java Programming
construct. Experiments were carried out on graduate-level students enrolled for three
different courses and the numbers of students was 21, 30, and 42 students. So it is
considered: 21 students (as a small class), 30 students (as an average class), and 42
students (as a large class) which also correspond to educational realism.

A different set of values of the parameters was treated for the testing purpose for
each type of class. For a small class, the population size considered was 50, 100, 150,
and 200 with many generations as 150. For an average size class, the population size
considered was 100, 200, 300, and 400 with the number of generations as 400. And
for a large size class, the population size considered was 300, 500, 700, 900, and
1000 with the number of generations as 900. The crossover probability considered
for testing is 70–100%, whereas mutation probability considered for testing is 1–6%
for every type of class. An algorithm is tested for these different values of parameters
and is tested for convergence for varied class sizes.

The results are as shown in Table 2. For the parameter values shown in the table,
best solution or results were obtained. The column names denote the different class
size that is considered and hence the analysis is developed.

The observations for different class size are summarized as follows:
Small class size: Convergence to the optimum value is reached faster, with a

bigger population size compared to small population size and the execution time is
just a few seconds. With a bigger population, the number of iterations required to
reach the optimum value is less.

Medium class size: For population size more than 300, it required more number
of generations to reach the optimum value. For population size less than 250, the
optimum value was not reached.

Large class size: For the population size less than 500, the algorithm needs a large
number of iterations but does not give good fitness value. With a bigger population
size, it requires less number of iterations to reach the optimum value.

The running time of the algorithm is noted as shown in Table 3 for varied class
sizes and varied group sizes (as 3, 5, or 7 students in a group).

It is observed that as the number of students’ increases, the running time also
increases. It is due to the time required to compute an increased number of students’

Table 2 Results for different
parameter values

Parameters Class size

21 30 42

Population size 150 300 600

Number of generations 50 300 200

Crossover (%) 100 100 80

Mutation (%) 3.5 4 3.65
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Table 3 Running time of the
algorithm in seconds

Class size/Number of students Group size

3 5 7

21 0.78 5.86 7.15

30 0.94 23.02 50.06

42 1.53 95.46 356.10

Table 4 Running time of
clustering algorithm in
seconds

Class size/Number of students Group size

3 5 7

21 0.80 5.50 5.15

30 1.02 21.32 45.30

42 1.60 90.07 289.14

feature vector. Also for larger group size, the optimizer algorithm takes more running
time, as the number of values for a group to be calculated increases. So, notably,
smaller groups should be preferred to larger groups. As it is already mentioned in
[6], those students’ in smaller groups work more interactively and this leads to the
more effective and successful completion of the task.

Group formation process can be executed by using the k-means clustering algo-
rithm also. For the same set of attributes of the students and with same class size,
k-means clustering algorithm is experimented with to form homogeneous groups as
this algorithm is best known and accepted for homogeneous grouping. After experi-
mentation, the performance was evaluated and the accuracy of the objective function
is calculated. The performance slightly decreases with more number of students but
for large group sizes, the algorithm performs well. Compared to the genetic algo-
rithm, the running time required for this algorithm is less in all cases as shown in
Table 4 and graphically in Fig. 2.

The performance of the students was analyzed and students’ feedback was
collected. Accordingly, it was found that for the subjects like mathematics, program-
ming skills, etc., heterogeneous grouping helps a lot as weaker students tend to
learn from stronger students and as a whole, the group develops. While for language
subjects and theoretical subjects, homogenous grouping is effective as sharing, under-
standing and interacting are among the same-level individuals and their performance
according to their ability gives them more satisfaction and ease.

6 Conclusion

This work has used genetic algorithm for the group formation process. Mainly the
work aimed tofindhowagenetic algorithmcan formgroupswith varied characteristic
features showing the static and dynamic behavior of students. The process is tested for
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Fig. 2 Comparison of running time between genetic algorithm and clustering algorithm for the
same set of attributes

various values of parameters (population size, number of generation, crossover, and
mutation) and determined the values which give best results. The method proposed
here is extended to be used as a Web application. Teachers can use it as an effective
tool for group formation in collaborative learning. The educational and psychological
experts have interacted and the proposed approach has gained positive reviews. The
study can be continued by adding more specific criteria for group formation. The
introduced approach can also be used for team formation for projects in the software
industry considering the psychological and technical skills of team members.
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On Total Domination Number
of Hypercube and Enhanced Hypercube
Networks

S. Prabhu, S. Deepa, G. Murugan, and M. Arulperumjothi

Abstract A set D ⊆ V (G) is named a dominating set if each element in V (G) \
D is connected to some element belongs to D. Further S is a total dominating set
(TDS) of G if for every member of V (G) is next to some member in S. An integer
representing the cardinality of this set S is named as total domination number. In
this paper, we find a new bound which is exactly half of the value given by Adel P.
Kazemi in the reputed journal Utilitas Mathematica 2013. We also find the TDS for
enhanced hypercube networks.

Keywords Domination · Total domination · Regular graphs · Hypercube ·
Enhanced hypercube

1 Introduction

Domination theaters a dynamic role in numerous areas such as communication
systems, facility positioning problems, social net problems, and biological models.
To determine the domination number for an r-dimensional hypercube,Qr is an essen-
tial problem in coding theory, computer science, and of course in graph theory. In
coding theory, this exercise is equivalent to the determination of (Qr) is to find the
size of a minimal covering code of length r and covering radius 1. In computer
science, different dissemination type of problems on interconnection networks can
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be demonstrated by domination invariants, where hypercube in opportunity forms a
vital model for interconnection networks.

The parameter TDS of graphs was familiarized in [1] and is now fit considered in
graph theory. The works on this theme have been charted and meticulously studied
in the two excellent domination books by Haynes, Hedetniemi, and Slater [2, 3]
who did an owing job of unifying results distributed through some 1200 domination
papers. A subset S of G is named to be a dominating set (DS) if each member in V \
S is connected to some member belongs to S. We say S a TDS if each member in V
is connected to some member belongs to S (i.e., N (S) = V ). The least integer that
represents the size of a TDS is symbolized by γ t(G). Denote N1(s) = {t ∈ V | st
∈ E} and N1[s] = N1(s) ∪ {s} as an open neighborhood and closed neighborhood
of a vertex in V. Generally, an open r-neighborhood of s ∈ V is the set Nr(s) = {t:
d(s, t) = r}, where d(s, t) is the number of edges present in shortest s − t path.
Similarly, the closed r-neighborhood of a vertex s ∈ V is Nr[s] = Nr(s) ∪ {s}. The
degree of a vertex s is also dG(s) = |N1(s)|. The greatest and smallest degrees of G
are symbolized by � and δ respectively. For k-regular graph, � = δ = k.

Theorem 1 [4] For any G of order n,γt (G) ≥ n
�

.

One can easily see those regular graph tights the above bound. In this paper, we
classify some regular graphs for which the bound is tight.

A dominating set D ⊆ G is said to be efficient if every member is in V, there is
exactly one member in D dominating the member in V.

Equivalently, if D is the efficient dominating set, then for every {u, v} ∈ D we
have N1(u) ∩ N1(v) = ϕ. The complexity of efficient domination with respect to
various graph community and other locating problems was consulted in [5–10]. For
efficient total dominating set, we have N1(s) ∩ N1(t) = ϕ and N1[s] ∩ N1[t] = {s,
t}.

2 Hypercube Network

The efficiency of similar computers is frequently discovered by its communica-
tion network. The interconnection network is a significant constituent of a parallel
processing system. An interconnection network with less topological cost and
shortest diameter is referred to as a good interconnection network in literature of
computer and communication network [11]. In parallel computing, hypercube is
termed as a versatile and most efficient vertex-transitive interconnection network.
The dimension of hypercubewith cardinality of its vertex set and diameter are respec-
tively connected by an exponential and linear relation.Many combinatorial problems
have been discussed for hypercube and its variations. Conditional resolving number
of hypercube network has been discussed in [12]. For variations of hypercube, reader
can refer [13, 14].
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Let Qr represent the graph of an r-dimensional hypercube, r ≥ 1. The setV (Qr ) =
{{x0x1 . . . xr−1} : xi = 0 or 1} represents the vertex set. Two vertices (x0x1 . . . xr−1)
and (y0y1 . . . yr−1) are joined by an edge if and only if they differ exactly in one
position.

Figure 1 depicts the hypercube of dimension 1, 2, and 3. The cardinality of V (Qr)
is 2r and cardinality E(Qr) is r2r−1. Qr is r-regular with diameter r. It is bipartite,
Hamiltonian when r �= 1 and Eulerian when r is even [15].

It is clear from the definition that there are four copies of Qr−2 in Qr . We denote
them as Qr−2

1 , Qr−2
2 , Qr−2

3 and Qr−2
4 . Figure 2 exhibits the four copies of Q3 in

Q5. The vertex u′ is the image of u, and u′′ is the image of u′ and so on. The edges
between the vertices and its images are not shown in the figures of higher-dimensional
hypercube and its variants. See Figs. 3 and 5.
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Q1 Q2 Q3
0 1

Fig. 1 Hypercube

Fig. 2 Four copies of Q3 in
Q5
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Fig. 3 Total dominating vertices in Q8
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Fig. 4 Enhanced hypercube Q4,2

Fig. 5 Total dominating set in Q7,2
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Theorem 2 [16] Let G∼= Qr . Then γt (Qr ) =
⎧
⎨

⎩

2r , r = 1
2r−1 r = 2, 3
2r−2 r = 4, 5

Theorem 3 [16] Let G ∼= Qr . Then γt (Qr ) ≤ 2r−2, r ≥ 6.

It is also conjectured in [16] that the γt (Qr ) = 2r−2, r ≥ 6. The following theorem
gives exactly half of the value given in [16].

Theorem 4 γ t

(
Q8) = 25.

Proof The Q8 has 28 vertices, and it is 8—regular. By Theorem 1, the γt
(
Q8

) ≥
28

8 = 25.

Clearly, the set S is the total dominating set for Q8.
From Fig. 3, we can see that γt

(
Q8

) ≤ 25. Hence γt
(
Q8

) = 25.
S = {(00000000), (00000001), (00001110), (00001111), (00110110),

(01101101), (01011010), (01011011), (01010100), (01010101), (00000000),
(00000001), (00001110), (00001111), (00110110), (00110111), (00111000),
(00111001), (01100010), (01100011), (01101100), (01101101), (01011010),
(01011011), (01010100), (01010101)}.
Theorem 5 Let Qr be an r-dimensional hypercube. Then, γ t

(
Qr) ≤ 2r−3, r > 8.

Proof Divide the Qr into Q8
1, Q

8
2, Q

8
3, ……Q8

2r−8 . By Theorem 4, each Q8 is totally
dominated by 25 vertices. Hence,

γt
(
Qr

) ≤ 2r−825 = 2r−3.

Conjecture: Let G = Q2k be a 2k-dimensional hypercube. Then, γt (G) = 22
k−k

for k ≥ 2.

3 Enhanced Hypercube Network

The hypercube has acknowledged substantial consideration primarily due to its
systematic structure, small diameter, and respectable assembly with a comparatively
small vertex degree [15]. It is very popular, versatile, and vertex-transitive intercon-
nection network [13].Many dissimilarities of the hypercube have been recommended
to advance the performance [13]. One of the variations is in the enhancement [17] of
the hypercube with a same number of vertices. The enhanced hypercube is copious
additional attractive than the normal one because of their potentially nice topological
properties. Locating set for this network has been discussed in [18].

The new invariant enhanced hypercube Qr,k , 0 ≤ k ≤
r − 1, with V

(
Qr,k

) = V (Qr ) and E
(
Qr,k

) = E(Qr ) ∪
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x0x1 . . . xk−2xk−1xk . . . xr−1,x0x1 . . . xk−2xk−1xk . . . xr−1,.The edges of Qr in Qr,k

are called the parent edges, and the other edges are called skips or complementary
edges[17]. See Fig. 4.

The Qr,k, 0 ≤ k ≤ r − 1 is (r + 1)-regular having 2r vertices and (r + 1)2r−1

edges. Furthermore, it is bipartite if and only if r and k have the same parity [14,17].

Theorem 6 Let G = Qr,2 be an r-dimensional enhanced hypercube. Then, γt (G) =
2r−2, 3 ≤ r ≤ 6.

Proof For r = 3,
Q3,2 has two K ′

4s. Take one vertex from each K4 such that they are adjacent. This
forms the total dominating set for theQ3,2. Therefore,γt

(
Q3,2

) = 2.
For r = 4.
Q4,2 is 5-regular and has 24 vertices. ByTheorem1,wehaveγt

(
Q4,2

) ≥ 16
5 = 3.1.

Since γt
(
Q4,2

)
is an integer, we can have γt

(
Q4,2

) ≥ 4. The other argument says Q4,2

has two copies of Q3,2. This argument gives us γt
(
Q4,2

) ≤ 2, γt
(
Q3,2

) = 2 · 2 = 4.
For r = 5.
Q5,2 is 6-regular and has 25 vertices. ByTheorem1,wehaveγt

(
Q5,2

) ≥ 32
6 = 5.3.

Therefore, γt
(
Q5,2

) ≥ 6.

Case1: γt
(
Q5,2

) �= 6.

Assume that γt
(
Q5,2

) = 6. Let Vi , 1 ≤ i ≤ 8 are the eight vertex partition of the
vertex set of Q5,2 such that the cardinality of each Vi is 4 and the induced graph
of any Vi , 1 ≤ i ≤ 8 is isomorphic to K4. Let us construct the dominating set of
cardinality 6 by selecting one vertex in each Vi , then there exists at least one Vj left
without dominating vertex. By construction definition of Q5,2, each K4 induced by
Vi, 1 ≤ i ≤ 8 is adjacent to at most three K4. This implies that the vertices of Vj

are dominated by at most three vertices. Hence, there exists at least one vertex in Vj

which is not dominated by any vertex in the dominating set, a contradiction.

Case 2: γt
(
Q5,2

) �= 7.

The arguments of Case 2 are similar to Case 1.
Clearly, the dominating set S = {vi ∈ss Vi: 1 ≤ i ≤ 8} is a total dominating set of

Q5,2. Therefore, γt
(
Q5,2

) = 8. Hence, the theorem

Theorem 7 γt
(
Q7,2

) = 24.

Proof It is clear from the definition of hypercube Q7,2 has 27 vertices, and it is
8—regular. By Theorem 1, the γt

(
Q7,2

) ≥ 27

8 = 24.

The following set
S = {(0,000,000), (0,000,100), (0,011,011), (0,011,111), (0,101,010),

(0,101,110), (0,110,001), (0,110,101), (1,001,001), (1,001,101), (1,010,010),
(1,010,110), (1,100,011, (1,100,111), (1,111,000), (1,111,100)} is a total dominating
set for Q7,2. See Fig. 5. This proves that γt

(
Q7,2

) ≤ 24. Hence, γt
(
Q7,2

) = 24.
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Theorem 8 γt
(
Qr,2

) ≤ 2r−3 for r ≥ 8.

Proof It is clear that Qr,2 has 2r−7 copies of Q7,2.

γt
(
Qr

) ≤ 2r−7 · γt
(
Q7,2

)

= 2r−7 · 24
= 2r−3.

4 Conclusion

In this paper, we find a total dominating set in a hypercube network and enhanced
hypercube network. We also disprove and restate the conjecture which is proposed
in [16] which is the reputed journal Utilitas Mathematica. The construction of proof
for the conjectures and other domination parameters of regular graphs are under
investigation. Investigation of total domination of varietal hypercube network and
cube connected cycles is the proposed future work toward this direction of research.
The combination of metric dimension (Resolving set) [19] and power domination
[8] is yet another field of domination called resolving power domination [20]. Iden-
tification of resolving power domination of hypercube and its derived architecture is
still open.
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Neural Network-Based Classification
of Toxic Gases for a Sensor Array

V. V. Ragila, Ramya Madhavan, and U. Sajesh Kumar

Abstract Electronic noses or array sensors are very popular in the last decades
because of their ability to avoid the cross-sensitivity issue in semiconductor metal
oxide (SMO) gas sensors. The identification and discrimination of toxic gases have
a significant role in industrial applications. This work encompasses the classification
of carbon monoxide (CO) and methane (CH4) toxic gases using a gas sensor array.
Classification algorithm based on artificial neural network (ANN) with one hidden
layer is used for identifying the gas type from the gas mixture. This metal oxide gas
sensor array is built with six SMO gas sensors, which are sensitive to several types
of gases. The ANN model ensures a training accuracy of 94.57% and a validation
accuracy of 93.33%. For practical applications, the gas concentration is randomly
assigned in the training stage.Neural network-based classification algorithmprovides
better performance in identifying the type of gas.

Keywords Array sensor · Artificial neural network · Classification

1 Introduction

Global demand for a fast, inexpensive, and accurate measurement system for
detecting the concentration of a selective gas from the gasmixture has been increasing
in these recent decades. Electronics nose (E-nose) or array sensor can be used
for many applications including military, commercial, environmental, food quality
checking, and for diagnosing human health problems [1–3]. Most of the current
apparatus for gas sensing applications are very expensive and difficult to use for
portable applications. Electronic nose incorporates a matrix of sensors. Each sensor
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readings needs to be analyzed to classify the analytes from the gaseousmixture [1, 3].
Metal oxide materials, namely SnO2, In2O3, ZnO, andWO3 are the common sensing
material used for sensing gases, because of their high sensitivity ability [2, 4]. The
array of sensors with a signal conditioning circuit produces a change in the resistance
value of sensing materials for a particular gas. There is a difficulty in finding gases
from the gaseous mixture, because of the weak selectivity of the SMO gas sensor
[3, 4]. By considering cross-sensitivity with the pattern recognition algorithm, the
sensor array provides better results [5–7].

To identify the target gas from the mixture and to measure the quantity of that
analyte accurately, many researchers have developed different algorithms. The most
commonly used classification techniques for quantitative analysis of E-nose are
support vector machine (SVM) and principal component analysis(PCA) [6, 8]. In
2010, T. Tang et al. presented a portable E-nose, which can classify four different fruit
gases [5]. It consists of eight metal oxide gas sensors with PCA and k-nearest neigh-
bors’ (KNN) algorithm for classification. Neural networks and decision tree learning
methods are introduced by Zhiyun Chen and Yangong Zheng for the classification
and prediction of themixture of gases in an E-nose [9]. In 2019,M.Abdelkhalek et al.
proposed an embedded Electronic nose for VOC and non-VOC gases classification
for robot applications [10]. They used the KNN classification algorithmwith an array
of 4 MOS gas sensors. It has 98% accuracy for the classification of gases. Likewise,
a multi-layer perception (MLP) network is an effective method for the classifica-
tion of gases. Rabeb et al. used this method for the detection and classification of
atmospheric pollutant gases [11].

Methane (CH4) and carbonmonoxide(CO) are toxic gases, which harmfully affect
human health [3]. So the detection of these gases is very significant in industrial
applications. This work aims to develop an array gas sensor system with an artificial
neural network model for accurately identifying CO and CH4 gases. The sensor
array is constructed using MQ4 and MQ7 metal oxide gas sensors [12]. The ANN
classification model is designed in the python language using the virtualenv tool
[13]. It provides better classification performance with 94.57% training and 93.33%
validation accuracy.

2 Experimental Method

2.1 Gas Sensor and Electronic Nose

There are different gas sensor types based on sensing methods of the material. Semi-
conductor Metal Oxide (SMO), polymers, carbon nanotubes are the examples of
gas sensors which have the mechanism of sensing based on the change in electrical
variations [3, 4]. SMO gas sensor consists of sensing material layer, heater, and elec-
trode. Figure 1 shows the structure of a semiconductor metal oxide gas sensor. If gas
molecules are adsorbed on the sensing material surface, the electrical resistance of
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Heater 

Substrate

Electrodes

Fig. 1 Structure of a metal oxide gas sensor

the material changes [3]. Sensing material consists of several grains. In the presence
of oxygen in the air, each grain loses some electrons and forms a depletion layer [1].
A molecule can react better at a higher temperature. So when heating the sensitive
material, its sensitivity increases and the reaction sites also increases. Lower selec-
tivity or cross-sensitivity is the main challenge while using the SMO gas sensor [12,
14]. So by using the array sensor, the aim is that for each gas, it should show different
sensitivity.

This sensor array consists of three MQ4 gas sensors and three MQ7 gas sensors.
Also, they can sense different kinds of gases. The sensitivity of the sensor array
increases with an increase in humidity and temperature of the environment [1, 4]. So
a temperature–humidity sensor is also employed with the sensor array to measure
the temperature and humidity of the environment. Because of their chemical compo-
sition, MQ4 is highly sensitive to CH4 gas, whereas MQ7 shows more sensitivity
toward CO gas. Also, they can sense different kinds of gases. From the datasheet
of the MQ4 gas sensor, it can sense LPG, H2, CO, alcohol, smoke other than CH4.
Likewise, the MQ7 sensor senses CO, H2 LPG, CH4, and alcohol gases. Both of the
sensors can sense CH4 and CO gases, so the presence of a mixture of these gases
produces a cross-sensitivity issue. Two main functions are happening in an E-nose.
The first processing part is the sensing mechanism in the sensor array [15].

Each sensor has a different R0 (resistance of the sensor in a clean environment)
and Rg (sensor resistance to a particular gas) [10, 12]. Hence, R0 was determined
using the sensors in a clean atmospheric condition. The sensor response is calculated
as follows:

S reducing gas = Ra/Rg (1)
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Fig. 2 Steps used for signal processing in a sensor array

S oxidising gas = Rg/Ra (2)

The response of the sensor (R) changes according to the gas concentration, C as
the following:

R = 1+ xCn (3)

where x and n are constants depending on the sensitive material. The sensor
response has a nonlinear relationship with the gas concentration.

Figure 2 shows the steps used for signal processing in an array sensor or E-nose.
The first section is the hardware part. According to the change in concentration of
the gases, each sensor in the sensor array produces corresponding analog readings
[11]. These readings from this sensor array passed to the microcontroller unit, which
converts these analog readings to sensor voltages. The pre-processing stage normal-
izes these sensor voltages for the ease of training purpose. The classification stage
uses this normalized vectors from this pre-processing stage.

2.2 Preprocessing

Each sensor in the sensor array produces different voltages. Hence, the output data
from sensor array has a different mean and offset [11]. Initially, in a clean environ-
ment condition, each sensor is placed and calculated the R0 value. Since our institute
situated in an industrial area, the air itself shows these toxic gas presence. Also, the
data samples prepared using vehicle exhaust, burning situations, etc… The classi-
fication process requires large datasets, so some dummy values corresponding to
each gas included from the datasheet information of the sensors. A total of 500 data
samples is arranged for the dataset preparation. 70% of this dataset is transferred to
the training phase, 15% to the validation stage, and 15% to the testing stage. Let Xk

be the feature matrix from the received sensor signals for ‘k’ set of samples. There
are 24 sets of methane gas samples and 20 sets of carbon monoxide samples. Here,
‘i’ = 1, 2, …, 6 denotes the number of sensors.
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k =
{
1, 2, . . . , 24 ; for methane gas
1, 2, . . . , 20 ; for carbon monoxide gas

(4)

Xk =

⎡
⎢⎢⎢⎣
x11 x12 · · · x1i
x22 x21 · · · x2i
...

...
. . .

...

xk1 xk2 · · · xki

⎤
⎥⎥⎥⎦ (5)

The dataset is normalized tomake zeromean. Normalization is a necessary step in
the pre-processing stage since it makes the dataset suitable for the classification and
training process. Also, normalization reduces the chance of occurring error during
prediction. The data output from the array sensor, Xki is normalized to get Xni using
the formula:

Xni = (Xki − M)/Sd (6)

whereM and Sd are mean and standard deviation. The output normalized feature
matrix is,

Xn =

⎡
⎢⎢⎢⎣
x11 x12 · · · x1i
x22 x21 · · · x2i
...

...
. . .

...

xn1 xn2 · · · xni

⎤
⎥⎥⎥⎦ (7)

2.3 ANN Model for Classification

The normalized vector from the pre-processing stage is forwarded to the artificial
neural network (ANN)-based classification model [9]. ANN is a bio-inspired neural
network system [11]. Interconnected nodes construct a network in the ANN model.
The signal path inside this network is called a synapse. ThisANNclassificationmodel
consists of one input layer, one hidden layer, and one output layer shown in Fig. 3.
These layers calculate the output data from the given data using nonlinear functions.
The input layer consists of 6 neurons,which represent the normalized sensor readings.
The hidden layer includes 12 neurons [12]. The output layer has only one neuron
representing the output of classification. There are different types of neural network
models, for example, convolution neural network (CNN), recurrent neural network
(RNN), generative adversarial networks (GAN) [16, 17]. Usually, convolution neural
network-based classification models are used for image classification purposes, also
it needs a large amount of dataset for increasing the accuracy of themodel [17]. In this
classificationmodel, artificial neural network architecture provides high accuracy for
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Fig. 3 Classification model based on ANN [9]

the given set of data. Also, the training time needed for this model is very less. This
is a feed-forwarded ANN with backpropagation for adjusting the weight and bias.
To increase the accuracy of the model, Adam optimization algorithm [18] is used.

Two datasets are fed into the input layer, corresponding to each gas. This whole
dataset is divided into three portions and passed to the training, validation, and testing
process. The hidden layer activation function [18, 19] is,

f (x) = max(0, x) (8)

Activation function of output layer is,

f (x) = 1/
(
1+ ex

)
(9)

The normalized data is weighted by the factors wi and bi. It is given to a ReLu
function g(Xn), which is calculated as [19]:

g(Xn) =
6∑

i=1

f (wi (Xni ) + bi ) (10)

The model iteratively trained to obtain good accuracy and to reduce the loss [18].
The cost function is calculated using the formula:

C = (12N )

N∑
1

(T log(g(Xn)) − (1− T )log(1− g(Xn))) (11)

where g(Xn) is the predicted gas type output and T is the desired gas output. For
getting a good accuracy, the weight factor, wi is updated as per weight updation rule
[18]:

wi + 1 = wi − a
∂C

∂wi
(12)

where ‘a’ is the learning rate.
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3 Simulation Results

Figure 4 shows the epoch versus accuracy graph of the model. Here, x-axis indi-
cates the number of epochs and the y-axis shows the accuracy of the ANN model.
The results of training and validation indicate that after each iteration accuracy and
performance of this ANN model improves. Initially, the accuracy of the model is
very low. But with the increases in epochs, the accuracy of the model also increases.
Here, the blue curve shows training set accuracy, and the orange curve indicates the
validation set accuracy.

Improvement in the performance of the ANNmodel minimizes the cost function,
which reduces the loss happening in the model. Figure 5 shows the epoch versus
loss graph. The blue and orange curves indicate the training and validation loss,
respectively. Initially, the loss of themodel is high. As the number of epoch increases,
validation and the training set loss decrease. Finally, the validation loss and training
set loss become stable.

The model accurately identifies the gas type within 50 epochs. That assures the
quality of the ANN classifier. Figure 6 shows the testing and validation, which
confirms a training set accuracy of 94.57% and validation set accuracy of 93.33%.

Five samples are randomly selected from the test data set and used them for the
prediction. Figure 7 shows the results of testing, which accurately predicts the gas
type.

Figure 8 shows a comparison of the test samples results with the actual data type.
Most of the samples accurately predict the gas type. 15% of the dataset is used for
testing the model. Figure 9 shows the results of test data prediction. From this test
samples, 98.67% results show a correct prediction of gas type.

Figure 10 shows the confusion matrix obtained by the ANNmodel. This results in
a classification accuracy of 96%. Table 1 shows the evaluation measures calculated
from the confusion matrix.

Fig. 4 Epoch versus accuracy graph
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Fig. 5 Epoch versus loss graph

Fig. 6 Training and validation

Fig. 7 Testing using randomly selected samples

4 Conclusion

In this work, an array of sensors composed of semiconductor metal oxide (SMO)
gas sensors is used to identify the toxic gases methane and carbon monoxide. Clas-
sification of this gaseous mixture is performed using an artificial neural network.
Using neural network-based classification, it is evident that the training accuracy is
94.57% and validation accuracy is 93.33%. And also the variation in the responses
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Fig. 8 Test results of samples

Fig. 9 Prediction using test data samples

of sensors and environmental condition significantly affects the performance of the
gas sensor array. This ANN method can be used for the classification in the future
work on E-nose practical applications with less implementation cost.
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Fig. 10 Confusion matrix from the results of classification

Table 1 Evaluation measures
from a confusion matrix

Measure Calculated value

Accuracy 0.96

Sensitivity (recall) 0.902

Specificity 1

Precision 1
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Effect of Negative Capacitance MOSFET
Devices on Circuit Applications

K. P. Krishna Priya and U. Sajesh Kumar

Abstract The conventional complementary metal-oxide-semiconductor (CMOS)
technology is coming to an end due to its large power dissipation and self-heating.
This can be solved by utilizing the ‘negative capacitance’ (NC) effect. To observe
this negative capacitance, a ferroelectric (FE) material is needed to be used instead of
an insulator in transistors. In this work initially, a normal Verilog A modeling of the
transistor has been used to study its characteristics and then gradually employed a
ferroelectric layer in the gate stack bymodifying and insertingLandauKhaltnikov (L-
K)model parameters in themodel. Thismodification allows us to observe a reduction
in voltage across the ferroelectrics, i.e., a negative capacitance and subthreshold
swing less than 60 mv/decade. The analysis of NC transistor is performed to find the
role of ferroelectric layer thickness and three ferroelectric coefficients α, β and γ .
By using these concise models, the performance of various digital circuits has been
evaluated with NC transistors.

Keywords Negative capacitance · Boltzmann tyranny · Subthreshold swing ·
Ferroelectrics

1 Introduction

The important part of technological growth in recent times is the metal-oxide-
semiconductor field-effect transistors (MOSFET). The factor that limits the supply
voltage scaling isBoltzmann tyranny.According toBoltzmann tyranny, theminimum
value of subthreshold swing in MOSFETs is 60 mv/decade. For normal transistors,
the subthreshold swing is around 80 mv/decade. This is a large value for nano-
electronic devices. Various works are done in this direction toward overcoming the
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Boltzmann limit. From these, the negative capacitance is promising and has achieved
much attention these days.

Subthreshold swing means the amount of voltage that is required to raise the
current by 1 decade [1],

i.e., subthreshold swing,

SS =
(
1 + Cs

Cins

)
60mv/decade [1] (1)

where Cs is the capacitance of semiconductor and Cins is the capacitance of the insu-
lator layer. Its ideal value at room temperature is about 60 mV/decade. Practically,
its value is 70 mV/decade. In this condition, the operating voltage is around 200mv
(For achieving a Ion

Ioff
of the ratio of at least 1000). By scaling of device size, the oper-

ating voltage cannot be decresed because of the above-said condition. The reduction
of voltage is possible only by reducing the subthreshold swing to a lower value.
Operating voltage reduction ensures minimal power consumption and less size [2].

By utilizing the ferroelectrics voluntary polarization, it is viable to detect negative
capacitance [3]. In such a material, P-V graph contains a negative slope region. This
region is not stable. So it is necessary to stabilize this negative capacitance effect. For
that, a normal positive dielectric capacitor in series can be used with this negative
capacitance [4]. Then the net capacitance becomes positive, i.e.,

CTotal = 1

Cins
+ 1

CNormal
[4] (2)

This is the systematic method to make negative capacitance stable [4]. Figure 1
shows a negative capacitance NPN transistor. In this work, the analysis of NPN
transistor is performed, because in NPN transistor, electrons are the majority charge

Fig. 1 Negative capacitance field-effect transistor (NCFET) [5]
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carriers. While in PNP, majority charge carriers are holes. Electrons are faster than
holes. So NPN transistor is faster. That is why analysis of NPN transistor is perfered
in this work.

Many research works are progressing in the field of negative capacitance. As per
MichelHoffman andMilan pesic’swork, the bestmethod to overcome power dissipa-
tion due to scaling is by using ferroelectrics [6]. Polymer and perovskite ferroelectrics
which are used to observe NC are inconsistent with semiconductor manufacturing.
Recently, HfO2 based ferroelectrics are discovered, and due to its enhanced scala-
bility, it is suitable for several applications. They connected a capacitor with 18 and
27 nm thickness Gd:HfO2 layer in series with an external resistor. Also to analyze
the transient behavior of polycrystalline ferroelectrics, a multigrain L-K model was
built. Victoria Li chin chen and his team called the ferroelectric substitutedMOSFET
as ‘ferroFET’ [7]. According to them, ferroFETs are more suitable over normal FETs
in low power applications. Asif Islam Khan and Korok Chatterjee found that when
an input voltage is applied, the voltage across FE material shows a rapid decay with
time [8] and this ‘inductance’ like appearance can lead to novel applications. Yu Jin
Kim comments that FE capacitor is an important part of microelectronic devices. The
NC state of FE material corresponds to its highest energy state. In this work, they
mentioned a similar reduction in voltage from an epitaxial BaTiO3, a ferroelectric
thin film of thickness 150 nm [9]. But their interpretation for this kind of voltage
drop is as, due to the flow and consumption of charge developed through reverse
domain formation in the ferroelectric capacitor.

Atanu K Saha and Sumeet K Gupta developed a preisach-based circuit compat-
ible model for FE/AFE(Anti-ferroelectric) [10]. They proposed miller model and
Landau Khaltnikov (L-K) model for ferroelectrics. A series combination of resistor
and capacitor is used in both the models. But the parameters used are different. A
deep study of the negative capacitance under the variation of input, resistances and
capacitances is performed. They mentioned a general condition to observe negative
capacitance in a resistor-ferroelectric stack and ferroelectric-dielectric stack. The
same results are verified in the initial sections of this work. Subthreshold swing
changes in accordance with temperature. It can be different at different values of
temperature. Such a study on the effect of temperature on negative capacitance and
subthreshold swing was the topic of Jaesung Jo and Changhwan shin work. They
found that the increase in temperature is not good for subthreshold swing. When
temperature increases, the subthreshold swing also increases due to the reduction of
internal voltage gain with temperature [11].

An application-based work was conducted by Tapas dutta and Girish pahwa. They
implemented this NC-based fin field-effect transistor (FinFET) in static random-
access memory (SRAM). According to them as the ferroelectric layer thickness
(Tfe) increases, the readability and write ability of SRAM increases except for very
high Tfe[12]. At low supply voltage, the noise margin increases with FE thickness.
However, at high voltages, the variation of noise margin is just the opposite. This is
the major shortcoming of this paper. The improvement in the performance of analog
circuits with ferroelectric FET is explained in this paper by Thomas A. Phillips, Todd
C. Macleoda and Fat D. Ho. They implemented a differential amplifier circuit with
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two ferroelectric FETs. Then due to the effect of negative capacitance, the amplifier
has four modes of operation [13]. As a result, they can able to seen improvement
in the performance of analog circuits due to the negative capacitance property of
ferroelectrics. Yang Li and team in their work mentioned that how the negative
capacitance transistor’s qualities improve the performance of analog circuits such
as a differential amplifier, analog switch, resistive voltage divider, current mirrors.
They implemented the negative capacitor transistor by substituting gate oxide layer
by a ferroelectric material and called this transistor as FeFET [14]. According to
them, high current and transconductance of negative capacitance are very suitable for
analog applications. Even though the negative capacitance has so many advantages,
they point out that there is no improvement in the unity gain of FeFETs compared to
MOSFETs. Qianqian Huang [15], presented that NC is occurred in low frequencies,
due to the phenomenon of dynamic polarization switching. Then the FE is added
at the gate of tunnel FETs(TFET)and they called the structure as NC-TFETs which
is suitable for applications demanding low frequency and low power. However, the
major limitation of their proposed structure is that it is not suitable for high-speed
applications. That means its delay is more.

The upcoming sections of this paper describe themodeling of negative capacitance
by using LandauKhaltnikov (L-K) equations. Then the results obtained are discussed
after analyzing the negative capacitance field-effect transistor (NCFET) to evaluate
the influence of thickness, α, β and γ of ferroelectrics on the subthreshold swing.
Finally, various digital circuits are built by implementing those NCFETs and verified
the improvement in performance.

2 Modeling of Negative Capacitance

The properties of ferroelectrics are needed to be observed and analyzed to study
the effect of negative capacitance in sub-20 nm CMOS technology. These proper-
ties include the ferroelectric capacitance, charge accumulation, ferroelectric voltage,
current through the ferroelectric capacitor, thickness of the ferroelectric, area, polar-
ization behavior with respect to the electric field, etc. The inter-relation and the
possible range of the above-mentioned parameters can be characterized mainly using
Landau Khalatnikov (L-K) model. Landau theory was developed in the 1930s as a
model to describe the equilibrium behavior of a system near a phase transition using
an analysis based on symmetry. It effectively provides a link between themicroscopic
models and what is observedmacroscopically. This theory is particularly appropriate
for homogeneous and bulk ferroelectric materials because it relies on a special aver-
aging of the local fluctuations. The basic technique to model the performance of
NCFETs has been including an extra insulating layer driven by Landau Khaltnikov
(L-K) equation [7],

G = αP2 + βP4 + γ P6 − EP [1] (3)
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where E is the electric field applied across ferroelectric material, G is the energy
of ferroelectric material, P is the polarization. α, β and γ are the three ferroelectric
coefficients. Generally, α and β can be either+ve or−ve, but γ is always greater than
zero to ensure stability. Dynamics of G is given by, δ dP

dt = − ∂G
∂P [1]. The polarization

damping factor is denoted by δ. In the steady state, dP
dt = 0. Hence,

E = 2αP + 4βP3 + 6γ P5 = Vfe

Tfe
[1] (4)

where V fe is the voltage across ferroelectrics and T fe is the ferroelectric thickness.
Therefore,

Vfe = E ∗ Tfe (5)

The standard Verilog A model of the transistor has been proposed in [16]. It
is implemented by using Cadence tool. In this work, at first, the normal transistor
characteristics are analyzed. Then the mentioned model is modified by employing an
additional ferroelectric layer in the gate stack of a transistor. This is possible by using
an additional term V fe as in Eq. (5). Then the analysis of this ferroelectric substituted
transistor, i.e., the negative capacitance transistor is performed.

2.1 Experimental Settings: Cadence Tool

Modeling of the transistor having a gate length of 45 nm is done inCadence tool using
Verilog A language. Cadence is a design platform and can be used for simulation.
The simulation tool is started directly from the schematic editor and all the necessary
netlists describing the design will be created. The simulation also requires a test
bench, which is also a schematic. All the signal sources and power supply used for
the simulation are defined in this test bench. The simulation results obtained are
plotted using Virtuoso visualization and analysis XL tool. It is a tool for visualizing
analog signals and mixed signals. Verilog A is a hardware description language.
The signals obtained in the virtuoso visualization and analysis XL tool are then fed
to a calculator, and by using this calculator, analysis of the obtained results can be
performed.Mainly,DCanalysis and transient analysis of the transistor are performed.
For DC analysis, a voltage ranging from 0 to 1 V with a step of 0.01 V is applied at
the gate terminal of the transistor, and for transient analysis, a pulse having delay of
1 ns, rise time 10 ns, fall time 10 ns, width 500 ns and period 1000 ns are applied
across the gate.
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3 Analysis of NCFET

Normal FETs consist of an insulator as a gate oxide. Whereas in NCFET, insulator
is substituted with a ferroelectric material. A Verilog model of field-effect transistor,
having a gate length of 45 nm, is built in Cadence tool and performed a various
analysis of transistor with and without ferroelectric layer.

The transfer characteristics of normal transistor and transistor with ferroelectrics
are compared in Fig. 2. From the figure, it can be seen that the slope of transfer charac-
teristics of the transistor with ferroelectrics is high. This means that the subthreshold
swing (inverse of the slope of transfer characteristics), being S = dVGS

d(log10 IDS)
(Where

VGS = Gate-to-source voltage and IDS = Drain-to-source current) is low for this
transistor which makes use of ferroelectric material. From the analysis conducted, it
can be observed that the value of subthreshold swing is around 39.6mv/decadewhich
is less than 60 mv/decade. For any device, the off current (Ioff) should be minimum
and on current (Ion) should be maximum. Off current means, the current when the
input voltage is zero and on current is current when there is an input voltage.

In the figure, for a normal transistor, off current is not a negligible value. It is
considerably large compared to the ferroelectric-based transistors. Off current of
normal FET is nearly 100 times more as that of NCFET. When the applied voltage
becomes maximum, the IDS value of normal transistor is less when compared with
FE-based transistors. By attaining a small off current and large on current, the ratio
Ion
Ioff

can be maintained at a high enough value. So by using NCFET, one of the biggest
challenges in new technologies can be resolved.

3.1 Effect of Ferroelectric Thickness

In the case of capacitor, capacitance, C = A∈
d (Where A = Area, ε = Permittivity,

d = Insulator thickness), i.e., when the thickness of insulator increases, capaci-
tance decreases. By doing transient analysis of transistors with different thickness
of the ferroelectric layer (Tfe), the voltage drop across FE, i.e., |Vfe| increases with
an increase in Tfe. Then the net voltage across the gate, Vgs becomes more than
that of input voltage, VApp, i.e., Vgs = VApp + |Vfe|. Transfer characteristics also
become steeper with an increase of FE thickness. So a low value of off current can be
achieved. The variation of off current Ioff and the voltage drop across ferroelectrics
with ferroelectric thickness, |Vfe| is shown in Figs. 3 and 4. That means it is possible
to achieve a better Ion

Ioff
ratio with an increase of FE thickness. Here. the ratio obtained

is maximum when Tfe = 12 nm. By increasing thickness beyond this, the graph
becomes distorted.
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Fig. 2 Transfer characteristics of FET with and without ferroelectric (log Ids v/s Vgs curve)

Fig. 3 Variation of off current, Ioff with respect to FE thickness

Fig. 4 Variation of |Vfe| with respect to FE thickness
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Fig. 5 Comparison of transfer characteristics with different values of α

3.2 Effect of α

It is an important and primary parameter while selecting a ferroelectric material.
When α is positive, it is impossible to observe negative capacitance. As per Fig. 5, it
can be seen that the slope of transfer characteristics becomes steeper with large nega-
tive values of α. Thereby a low value of off current and high value of on current can
be achieved. The transfer characteristic curves approach the desired response with a
decrease inα.Whenα =−4.1×109, the transfer characteristicswithmaximumslope
are obtained. Also during transient analysis, the voltage drop across ferroelectrics
|Vfe| increases with a decrease in α.

3.3 Effect of β

Negative capacitance can be seen with positive values of β. As that of α, β is not
such an important parameter during the selection of a ferroelectric material. From
the analysis conducted, it is observed that β can take a maximum value of the order
1014. As per the Fig. 6, all the curves obtained for values of β less than 1010 were
found to overlap with themselves, whichmeans at low values of β, there is no specific
change in the slope of transfer characteristics. A slight variation in curves obtained
only by varying β to a large extent. Here, a transfer characteristics with maximum
slope can be attained when β = 3.8 × 101.
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Fig. 6 Comparison of transfer characteristics with different values of β

3.4 Effect of γ

Compared to α and β, γ does not affect in determining properties of ferroelectrics. It
can take any values, but not less than zero due to stability reasons.

4 Implementation of NCFET in Circuits

From the analysis, it can be seen that when T fe = 12 nm, α = −4.1 × 109 and β =
3.8 × 101, the slope of transfer characteristics is maximum (subthreshold swing is
minimum). By using these parameters, a negative capacitance transistor (NCFET)
is designed (both PMOS and NMOS) and this NCFET is used for constructing
different digital circuits. A CMOS inverter is designed by cascading NMOS and
PMOS together. Figure 7 compares the transfer characteristics of NCFET-based
inverters and normal transistor-based inverters. The output curve of the inverter
with ferroelectric transistors exhibits a steeper transition when compared to the one
without ferroelectrics. Thus, faster switching is ensured when ferroelectric is used
as the insulator. This indicates that the inverters which consist of transistors with
ferroelectric respond faster to the input. At the same time, it gives a high current
amplification. The successful implementation of the inverter circuit with ferroelec-
tric MOSFET provides substantial support to the fact that it is possible to implement
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Fig. 7 Inverter (DC analysis): with and without ferroelectric

all circuits under negative capacitance effects, which provides an internal voltage
gain and current amplification and hence the reduction in the operating voltage.

Using CMOS technology, digital circuits such as NAND, NOR, XOR, XNOR
gates, and full adder are designed and compared its delay and dissipated power.
Power and delay calculation are done by, passing the obtained voltage and current
plots to the calculator in the schematic window and by doing the necessary arithmetic
operations. Table 1 shows the delay of circuits with and without NC transistors. By
using NC transistors, circuits can achieve faster switching (less delay).

Here, the power consumed is calculated by circuits using the calculator. It is
calculated as bymultiplying current and voltage plots and then integrating the product
over a time period. Table 2 shows the total power consumption of circuits with and
without the use of negative capacitance transistors and the static and dynamic power

Table 1 Delay comparison in circuits with and without NC transistors

Circuits With NC (ns) Without NC (ns)

Inverter 1.729 2.186

NAND Gate 1.68 2.2478

NOR Gate 1.213 2.285

XOR Gate 0.7 1.51

XNOR Gate 1.699 3.115

Full adder 1.787 4.74
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Table 2 Power comparison in circuits with and without NC transistors

Circuits With NC (Total
power) (W)

Without NC (Total
power) (W)

Static power of
circuits with NC
(W)

Dynamic power of
circuits with NC
(W)

Inverter 0.247 e−6 10.28 e−6 9.8 e−12 0.242 e−6

NAND Gate 0.894 e−6 10.25 e−6 7.52 e−12 0.891 e−6

NOR Gate 1.762 e−6 20.54 e−6 9.32 e−12 1.72 e−6

XOR Gate 3.221 e−6 16.04 e−6 13.41 e−12 3.20 e−6

XNOR Gate 1.794 e−6 16.06 e−6 9.52 e−12 1.786 e−6

Full adder 6.124 e−6 46.8 e−6 24.92 e−12 6.108 e−6

components of negative capacitance transistor-based circuits. Here, the mentioned
power is the total power which is the sum of static and dynamic power components.

Static power is the consumed power when the output is a DC value or constant.
Dynamic power consumption is the amount of power when there is a transition in
the output. For any circuit, dynamic power is larger compared to static power. Here,
by employing negative capacitance, static power in the range of pW (as in Table 2)
can be achieved and the dynamic power in μW range. These values are very less
compared to normal transistor-based circuits.

5 Conclusion

To overcome Boltzmann limit, and to evolve low power and fast electronic devices,
steep-slope transistors are innovated and attained more recognition around the globe
over the last decade. Out of such devices, negative capacitance field-effect transis-
tors (NCFETs) has a minimum subthreshold swing (SS = 39.6 mV/decade at room
temperature) along with the large value of on current and low off current. To detect
the negative capacitance effect, ferroelectric materials are used due to their unique
properties. The slope of transfer characteristic curve and thereby subthreshold swing
depends upon the thickness of the ferroelectric layer (Tfe) and the ferroelectric coef-
ficients α and β (When T fe = 12 nm, α = −4.1 × 109 and β = 3.8 × 101 maximum
slope is obtained). Among the three coefficients of ferroelectrics α, β and γ , selec-
tion of α and β is important. Circuits with negative capacitance transistors exhibit
superior performance over normal circuits. The switching speed of circuits which
use negative capacitance transistor is about double when compared with circuits with
normal transistors. The power consumed by normal circuits is 20 or 30 times more
compared with NC transistor-based circuits. That means ‘negative capacitance’ is an
ideal solution to resolve the major problems faced by CMOS technology.
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A Verification of Pattern-Oriented
Healthcare System Using CPN Tool

U. Prabu, R. Sriram, P. Ravisasthiri, and N. Malarvizhi

Abstract The Pervasive computing otherwise called Ubiquitous computing is one
of the fixed technologies which engage computing with the transmission ability and
is flawlessly incorporated by means of the client. The model of pervasive computing
consists ofArtificial Intelligence, Context-awareComputing, andHumanComputing
Interface that forms computing towards the development of overall places. The
healthcare plus pervasive computing is collectively well-known as Pervasive Health-
care. It concentrates on these technologies and additional ideas that combine health-
care further flawlessly daily life. A framework is proposed for diagnosing the patient
and to claim themedical insurance policy for the patient through the pervasive system
using architectural patterns. Various architectural patterns are also proposed such as
Diagnosis Pattern, Decision Pattern and Reimbursement Pattern. These patterns are
compactable; it can be used in other services by modifying according to the use. The
structure is then evaluated and analyzed towards the existent-life framework through
the Colored Petri net tool.
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1 Introduction

The perception of pervasive computing is in software engineering along with
computer science in which computing is ready to emerge in all places [1]. The
pervasive computing can take place with-in several devices, location and several
formats. The idea behind pervasive computing is availability and invisibility. The
initial thoughts on Pervasive computing were considered well ahead of its time given
that the lack of hardware, software aswell as network to support this vision. Pervasive
computing is, therefore, ubiquitous [2], enabling everyday objects to become smarter
and interactive such as refrigerators that can create grocery lists or buildings that can
adjust temperature and lighting according to the weather and number of people in the
room. Pervasive computing will, therefore, revolutionize the way humans interact
with the world around them.

The vision of Ubiquitous computing is to facilitate computer-based services to
be accessible ubiquitously [3–5], to sustain a spontaneous human practice. But until
now, this computing is invisible to the customer. This recent concept is furthermore
described as pervasive computing, every-ware, or else ambient intelligence.

The mobile computing purpose of any time, anywhere connectedness is extensive
towards all time and everywhere via the integrated Pervasive holdup technologies like
interoperability, invisibility, scalability, and elegance.Computersmainly asmachines
facilitate users to run programs in an effective environment that the user performs a
job and depart when users come to an end. Pervasive computing [6] believe in the
whole diverse visualization.Amachine can exist like an entry into an application-data
space, not a storehouse of custom software that a customer has to run.

The skill is moving further than the personal computer to daily de-vice through
fixed technology and connectedness because computing devices develop into gradu-
ally portable, new influential and exist universally. PervasiveComputing is increasing
quickly to the embedding technologies in daily things so that the communication
became more easily with the equipment’s that are fully linked and persistently avail-
able. Context-aware computing [7] is part of pervasive computing. Context-aware
computing can sense their atmosphere and respond according to their behaviour.
Numerous Research is completed and continuing in a variety of fields that are extra
smart and attractive. Many research was going on in healthcare using pervasive
computing so it combined and called as pervasive healthcare, even if the healthcare
facility is accessible all over the place. It concentrates on these technologies and
additional ideas that combine health care further flawlessly daily life.

2 Related Work

According to the threat in computer systems studies posed with the promising field
of pervasive computing as well as a primary study of this pervasive computing to
its predecessor fields [1]. Next, it identifies four novel research fields: efficient use
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of smart spaces, masking uneven conditioning, localized scalability, invisibility and
masking uneven conditioning. It then provides two real pervasive computing fields
to identify a solution, which was missing in many other fields.

The challenges of the pervasive computing which has been recognized are
specified as follows. They are

• Client-objective
• Fake Foraging
• Adaptation plan
• Advanced Energy managing
• Client depth
• Context Awareness
• Paired Proactivity and simplicity
• Confidentiality and Trust.

The majority of the key application fields intended for pervasive technologies are
mainly in healthcare, aswell as hold up for autonomous life alsowellness plus disease
managing. Pervasive healthcare [8] can be defined as of two views (1) applying perva-
sive computing or ubiquitous computing, intelligence technologies for healthcare,
proactive computing, healthiness, and wellness board (2) availability of health care
all over, all-time pervasively.

Ubiquitous message passing [9] placed on mobile phone networks, wireless
networks such as (LAN) local area networks, and former wireless technologies make
feasible everywhere, all-time transmits and contact with all sorts of data as well as
health-based information, measurement of data otherwise medical information.

The architecture of context-aware is the level that includes a sensor, every equip-
ment and software to facilitate perspective information. The structure in health-
care services gives the circumstance of a patient like electronic patient verification,
monitoring and lab reports stored in the database. The context layer provider [10]
takes concern of place, time, location and other detailed framework information. All
these data are added towards the semantic reasoning layer, in knowledge base every
important context data into a proper context model is acknowledged as ontologies
[11].

Context-Aware Real-Time Assistance System (CARA) [12] is planned to collect
information with given context-aware data and identify the conclusion within the
healthcare facility. To attain the context-aware, hybrid reasoning structure is given
via case-based reasoning along with fuzzy rule-based reasoning. The information
approaching from the sensors is processed furthermore, included among the context
information, and then produces the context designed for structure case quires as well
as fuzzy sets. Case-based reasoning will get back reuse, reuse and maintain informa-
tion to execute abnormality recognition and home computerization. The fuzzy rule
[13] is used in general, higher-level context, such as the medical state and towards
identifying the existing condition of the customer. The fuzzy output is used to dynam-
ically weight the case retrieval. The case retrieval is completed via the retrieving
parallel case along with fuzzy output. In a novel case it activates the alarm, collects
information, and stores the data of the case.



400 U. Prabu et al.

3 Research Contribution

The pervasive healthcare patterns are identified and proposed in the framework. The
identified patterns aremodelled and verified usingCPN tool. The architectural pattern
[14] such as diagnosis pattern, decision support pattern and health insurance pattern
is proposed, along with it there are certain other patterns such as register patter,
notification pattern, check-up pattern, decision pattern, admission pattern, request
pattern, verification pattern, payment pattern, and reimbursement pattern which are
discussed. These patterns [15] provide simple ways to get register and diagnosis from
the doctor. It helps the doctor to be accurate in caring for the patient by taking the
correct decision. It also gives an efficient way to claim the health insurance policy by
registering the policy id when a patient gets admitted. The claiming is done easily for
both network and non-network hospitals so that the patient can have all the benefits
of the policy anywhere.

4 System Design

The proposed system gives the quality and accuracy of caring by the diagnosis and
decision support pattern [15]. This also gives an efficient way to claim the health
insurance policy by the insurance pattern proposed. Along with these, the registered
pattern is used to register the patient details effectively and these are used to notify
doctor and insurance issuer with simple procedures. The healthcare environment
structurewas authenticated and analyzed byCPN tools. The scalability and feasibility
were achieved in this framework using this architectural design.

The architecture diagram [16] in Fig. 1, gives the flow of the framework and the
details of the pattern proposed. The framework represents three modules or patterns
and it is explained below.

The work consists of three modules or patterns and they are,

• Diagnosis Pattern
• Decision Support Pattern
• Health Insurance Pattern.

4.1 Diagnosis Pattern

The diagnosis pattern [17] consists of four patterns with it and they are,

• Register Pattern
• Authentication Pattern
• Notification Pattern and
• Check-up Pattern.



A Verification of Pattern-Oriented Healthcare System Using CPN … 401

Fig. 1 System design for pattern-oriented healthcare system

The Register Pattern registers the context of the patient to the reception and
where it is stored. This information’s are filled or provided when the patient enters
or request for the laboratory testing or to get the medication from the pharmacy or
requesting to the health insurance. The Authentication Pattern authenticates the
patient who gives the policy id with the relevant policy issuer. If the policy id is
valid, then the patient will be provided with the details to claim the health insurance
directly through the hospital and make the claiming process simple for the patient.
If it is not valid the patient is asked to enter the valid id or the patient who does not
have policy id, they cannot able to enjoy the benefits of the policy.

The Notification Pattern gives the details of the patient to the doctor. The doctor
will get notified about all the treatment given to the patient through this pattern. This
pattern helps the doctor to keep track of the patient’s complete report and provides
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necessary details to the policy issuer for claiming the policy if the patient provides
the policy id while registration. The Check-up Pattern provides the details of all
problems and symptoms. It also gives the precaution and how to care and cure. In this
pattern [18] the doctor diagnosis the patient by getting the details such as symptoms
and problems from the patient and doctor gives the necessary treatments and takes
the decision through the test from laboratory or prescribes medication to the patient
collected from the pharmacy.

The context of the patient is registered to the reception. The patient’s contexts such
as patient name, address, phone number, policy id, etc., are registered to the reception
with the help of the registered pattern. This information is stored and authenticated
with the policy issuer, if the patient provides the policy id, through the authentication
pattern. The reception notifies the patient details to the doctor for a further check-up,
through the notification pattern. After getting notified the doctor diagnosis patient
by the context. The context given while a diagnosis is the symptoms and problems
faced by the patient, these are handled by the check-up pattern.

4.2 Decision Support Pattern

The decision support pattern consists of two patterns with it and they are,

• Decision Pattern and
• Admission Pattern.

The Decision Pattern gets the details from the diagnosis pattern and helps the
doctor to decide the disease and seriousness of the patient. The decision is taken with
the help of the tests in the laboratory, with the results, the medication is prescribed or
if the doctor can identify the problem without the help of the test, then he prescribes
medication directly to the patient. The Admission Pattern gives the condition to
make the patient admit or not with the status of the patient given by the doctor with
the help of a laboratory test. If the patient has a moderate level of the problem which
can be cured by self or with medication, the pattern chooses the patient to be out-
patient. If the patient suffers from a serious problem, then the pattern decides to make
the patient admit to the hospital for further treatment.

In this pattern [19], the diagnosis report of the patient provided by the doctor is
given to take the decision or to confirm the problem of the patient. The decision
is taken by running some necessary tests from the laboratory or prescribing the
medication to the patient with the help of a decision pattern. The status of the patient
is noted by taking tests from the laboratory and medications from the pharmacy. If
the patient is suffering a moderate level of the problem, then he/she will be the out-
patient. Otherwise, the patient will be admitted and be an in-patient in the hospital,
due to a serious problem. The admission pattern provides the conditions and it helps
to decide to make the patient in/out with the help of decision patterns.
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4.3 Health Insurance Pattern

The health insurance pattern consists of three patterns with it and they are

• Request Pattern
• Verification Pattern
• Bill/Payment Pattern and
• Reimbursement Pattern.

TheRequest Pattern helps the admitted patient to request claiming the insurance
policy. The policy issuers will be noted when the patient is admitted to the hospital
to claim the policy which is subscribed by the patient, to get the benefits. This
pattern helps the patient to give the request to policy issuer in an efficient way.
The Verification Pattern verifies the hospital where the policyholder is admitted
and requested for the policy benefits. The pattern verifies whether the hospital is
the network or non-network hospital. The hospital which has tie-up with the policy
company is known as Network hospital and the hospital which does not have to tie
up is known to be Non-Network hospital. If it is a network hospital, the hospital
provides all the necessary details to the policy issuer to make the policy benefits for
the in-patient or policyholder. If it is a non-network hospital the hospital will provide
the necessary details to both in-patient and policy issuer, so the in-patient can pay
the treatment bill from the pocket and claim it afterwards as reimbursement.

The Bill/Payment Pattern gives the details of all treatment and expense of the
patient from the date of admission. The reception has the record of all caring done
to the patient and provides the bill at the time of discharge. If the patient has the
policy and the hospital in which he is admitted is a network hospital, then the policy
issuer will help with the payment. Otherwise, the patient will pay it from the pocket
and can claim it from policy issuer as reimbursement. The Reimbursement Pattern
gives the in-patient policy benefits after discharging from the hospital. The details
of the in-patient and bill payment slip which is paid by the patient from the pocket
are also provided by the hospital to the policy issuer. The patient can get the benefits
from the policy which is subscribed after getting a discharge. The claimed bill will
be added to the policyholder account which has been given at the time of subscribing
the policy.

In this pattern [20], when the patient got admitted he/she should request to the
policy issuer to provide the benefits of the policy. This request is done by the patient
with the help of the request pattern and itwill be simple since the patient has registered
the policy id in the reception. When the patient requests the policy issuer, they will
verify that the hospital where the policyholder is admitted is a network or non-
network hospital with the help of verification pattern. The bills are provided by the
reception from the date of admission until the date of discharge to the patient or
policy issuer. It is done with the help of the bill/payment pattern. If it is a network
hospital the details are given to the policy issuer directly by hospital and patient can
enjoy the benefits of the policy. If it is non-network hospital the patient pays the bill
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from his/her pocket and the necessary details will be passed to the policy issuer to
make the reimbursement to the patient with the help of the reimbursement pattern.

5 Verification of Pattern-Oriented Healthcare System

Coloured Petri Nets (CPNs) [21] mainly focus on consistency, transmission, and
synchronization; it is a terminology for the de-signing and verification of systems.
Colored Petri Nets (CPNs) are the combination of the discrete-event modelling
language and functional programming language Standard ML. Petri nets provide
the fundamental for designing consistency, transmission, synchronization and imple-
ment the base of the graphical notation. Standard ML implements the fundamental
for the interpretation of data types, defining data manipulation, and for designing
compact frameworks in prospective models.

CPN language [22] forms themodelling and execution of events, it consists of time
perception and time taken in interpreting the events and CPN language is available
to set up models as a prescribed module. CPN Tools is a technical stability tool for
designing and evaluating CPN designs. CPN tools help to analyze the performance
and simulation of system models, authentication is done by a technique of model
analyzing, and state-space process, and it manipulates simulation analysis based on
performance.

CPN models are prescribed in the logic to facilitate the syntax plus semantics,
CPN modelling language has a mathematical description. They can validate system
functions, confirm that required functions are rewarded, or definable undesired func-
tions are assured to be there not present. The set of state-space methods supports the
verification of system properties. The fundamental design principle of state spaces
is to calculate every reachable state along with state modification of the CPN model,
which represents it as a directed graph everywhere; nodes signify states and arcs
signify taking place events. State spaces can be formed completely mechanically.
The state space is possible to respond with a huge set of confirmation questions
regarding the performance of the system methods such as lack of deadlocks, (1) the
chance of constantly being capable to attain a specified state, (2) assured delivery of
a set state. CP-nets were able to apply towards timed CP-nets. For this reason, timed
CP-nets are used for the validation of efficient exact-ness of the system.

5.1 Verification Design

The verification design is done by creating a scenario for the diagnosis pattern,
decision support pattern and health insurance pattern. These patterns are verified
with the help of CPN tool. The diagnosis pattern is done by giving the place and
transitions, in this design the place in diagnosis pattern are patient, reception, policy
issuer and doctor, the transitions are register, notification, authentication, check-up.
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The patient details are given as input and the patient report is obtained as output by
check-up transition. In the decision support pattern, the report which is generated by
the check-up is given as input to decide to the status of the patient. The places in this
pattern are patient, decision, status and in/out-patient. Likewise, the health insurance
pattern is also drawn as a scenario which has the in-patient, policy issuer, reception
and network/non-network hospitals are the places, and the transactions are request,
verification, and reimbursement. In this pattern, the patient request for the policy
benefits the policy issuer and gets the payment through the reimbursement. Thus, the
system is designed with three scenarios and verifies the pattern explicitly to get the
quality of care and to claim the health insurance easily in pervasive healthcare.

5.2 Verification Result

The verification results are given separately for each scenario which has been done
using the CPN tool. There are three scenarios; they are diagnosis pattern, decision
support pattern and health insurance pattern. The diagnosis pattern is done by giving
the input as patient details such as patient name, patient id, policy id, age, and registers
to the reception. The reception gets the input and authenticates the policy id with
the policy issuer and notifies the doctor about the patient. The doctor check-up the
patient with the check-up pattern by getting the symptoms and problems from the
patient and gives the patient report, to confirm the care given is accurate. The decision
support pattern gets the input from the patient as the patient report to get the decision
with the help of laboratory test and pharmacy. The laboratory test provides status
by checking the patient as normal or abnormal. If the patient is normal, he takes
the medication and leaves as an outpatient. Otherwise, the patient is admitted as an
inpatient in the hospital. The insurance pattern gets the request from the patient as
policy id, patient id and hospital name. The policy issuer verifies the hospital and
gives a network or non-network hospital. If its network the payment is done to the
recipient directly by policy issuer, otherwise it is done through reimbursement.
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5.3 Result of Diagnosis Pattern

CPN Tools state space report for:
/cygdrive/C/Users/Sriram/Desktop/HEALTH CARE PATTERN/DIAGNOSIS 
PATTERN.cpn
Report generated: Fri Jan 24 14:45:26 2020
Statistics
----------------------------------------------
State Space Nodes:  15251 Arcs:   57082
Secs: 300 Status: Partial
Scc Graph     Nodes:  11818   Arcs:   44671
Secs:   91
Boundedness Properties
----------------------------------------------
Best Integer Bounds Upper      Lower
DIAGNOSIS'Doctor 1      4          0
DIAGNOSIS'Patient 1 179        112
DIAGNOSIS'Reception 1 7          0
New_Page'Doctor 1 2          0
New_Page'Patient 1 60         0
New_Page'Reception 1 5          0
Best Upper Multi-set Bounds
DIAGNOSIS'Doctor 1  

4`(1,"pinky","Daily Nagar",4321,"typhoid")++
3`(1,"ram","TM Nagar",3453,"I")++
3`(1,"sri","FM Nagar",236,"cough")++
3`(1,"sriram","RM Nagar",123,"Fever")

DIAGNOSIS'Patient 1 
71`(1,"pinky","Daily Nagar",4321,"typhoid")++
36`(1,"ram","TM Nagar",3453,"I")++
54`(1,"sri","FM Nagar",236,"cough")++
18`(1,"sriram","RM Nagar",123,"Fever")

DIAGNOSIS'Reception 1
7`(1,"pinky","Daily Nagar",4321,"typhoid")++
6`(1,"ram","TM Nagar",3453,"I")++
6`(1,"sri","FM Nagar",236,"cough")++
6`(1,"sriram","RM Nagar",123,"Fever")

New_Page'Doctor 1   
2`(1,"pinky","Daily Nagar",4321,"typhoid")++
2`(1,"ram","TM Nagar",3453,"I")++
2`(1,"sri","FM Nagar",236,"cough")++
2`(1,"sriram","RM Nagar",123,"Fever")

New_Page'Patient 1  
24`(1,"pinky","Daily Nagar",4321,"typhoid")++
12`(1,"ram","TM Nagar",3453,"I")++
18`(1,"sri","FM Nagar",236,"cough")++
6`(1,"sriram","RM Nagar",123,"Fever")

New_Page'Reception 1
4`(1,"pinky","Daily Nagar",4321,"typhoid")++
4`(1,"ram","TM Nagar",3453,"I")++
4`(1,"sri","FM Nagar",236,"cough")++
3`(1,"sriram","RM Nagar",123,"Fever")

Best Lower Multi-set Bounds
DIAGNOSIS'Doctor 1 empty
DIAGNOSIS'Patient 1 

40`(1,"pinky","Daily Nagar",4321,"typhoid")++
18`(1,"ram","TM Nagar",3453,"I")++
30`(1,"sri","FM Nagar",236,"cough")++
6`(1,"sriram","RM Nagar",123,"Fever")

DIAGNOSIS'Reception 1 empty
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New_Page'Doctor 1   empty
New_Page'Patient 1  empty
New_Page'Reception 1      empty
Home Properties
-----------------------------------------
Home Markings     None
Liveness Properties
-----------------------------------------
Dead Markings 10488 [9999,9998,9997,9996,9995,...]
Dead Transition Instances None
Live Transition Instances None
Fairness Properties
-----------------------------------------
Impartial Transition Instances     None
Fair Transition Instances     None
Just Transition Instances     None
Transition Instances with No Fairness

DIAGNOSIS'DIAGNOSIS 1
DIAGNOSIS'ENQUIRY 1
DIAGNOSIS'REGISTER 1

DIAGNOSIS'getpatient_details 1
New_Page'DIAGNOSIS 1
New_Page'ENQUIRY 1
New_Page'REGISTER 1
New_Page'getpatient_details 1

5.4 Result of Decision Support Pattern

In the decision support pattern, the diagnosis report of the patient provided by the
doctor is given to take the decision or to confirm the problem of the patient. The deci-
sion is taken by running some necessary tests from the laboratory or prescribing the
medication to the patient with the help of a decision pattern. The status of the patient
is noted by taking tests from the laboratory and medications from the pharmacy. If
the patient is suffering a moderate level of the problem, then he/she will be the out-
patient. Otherwise, the patient will be admitted and be an in-patient in the hospital,
due to a serious problem. The admission pattern provides with the conditions and it
helps to decide to make the patient in/out with the help of decision patterns.
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CPN Tools state space report for:
/cygdrive/C/Users/Sriram/Desktop/HEALTH CARE PATTERN/DECISION SUPPORT 
PATTERN.cpn
Report generated: Fri Jan 24 14:46:37 2020
Statistics
-----------------------------------------------
State Space     Nodes:  16408     Arcs:  64968
Secs:   300     Status: Partial
Scc Graph Nodes:  16408     Arcs:   64968
Secs:   7
Boundedness Properties
----------------------------------------------
Best Integer Bounds Upper      Lower
DECISION_SUPPORT_PATTERN'Decision 1   11         0
DECISION_SUPPORT_PATTERN'InPatient 1  3          1
DECISION_SUPPORT_PATTERN'OutPatient 1 3          0
DECISION_SUPPORT_PATTERN'Patient 1    106        8
DECISION_SUPPORT_PATTERN'Status 1     5          0
Best Upper Multi-set Bounds
DECISION_SUPPORT_PATTERN'Decision 1

7`(1,"pinky",4321,"typhoid","lab")++
7`(1,"ram",3453,"I","lab")++
9`(1,"sri",236,"cough","pharm")++
6`(1,"sriram",123,"Fever","pharm")

DECISION_SUPPORT_PATTERN'InPatient 1 3`"lab"
DECISION_SUPPORT_PATTERN'OutPatient 1   3`"pharm"
DECISION_SUPPORT_PATTERN'Patient 1

43`(1,"pinky",4321,"typhoid","lab")++
22`(1,"ram",3453,"I","lab")++
31`(1,"sri",236,"cough","pharm")++
10`(1,"sriram",123,"Fever","pharm")

DECISION_SUPPORT_PATTERN'Status 1
4`(1,"pinky","typhoid","lab")++
4`(1,"ram","I","lab")++
5`(1,"sri","cough","pharm")++
3`(1,"sriram","Fever","pharm")

Best Lower Multi-set Bounds
DECISION_SUPPORT_PATTERN'Decision 1       empty
DECISION_SUPPORT_PATTERN'InPatient 1      1`"lab"
DECISION_SUPPORT_PATTERN'OutPatient 1     empty
DECISION_SUPPORT_PATTERN'Patient 1        empty
DECISION_SUPPORT_PATTERN'Status 1         empty
Home Properties
---------------------------------------
Home Markings    None
Liveness Properties
---------------------------------------
Dead Markings     8631 [9999,9998,9997,9996,9995,...]
Dead Transition Instances    None
Live Transition Instances    None
Fairness Properties
-----------------------------------
No infinite occurrence sequences.
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5.5 Result of Health Insurance Pattern

In the health insurance pattern, when the patient got admitted he/she should request
to the policy issuer to provide the benefits of the policy. This request is done by the
patient with the help of the request pattern and it will be simple since the patient has
registered the policy id in the reception.When the patient requested the policy issuer,
they verify the hospital where the policyholder is admitted and checks whether the
hospital is network or non-network hospital with the help of verification pattern.
The bills are provided by the reception from the date of admission until the date of
discharge is provided to the patient or policy issuer. They are donewith the help of the
bill/payment pattern. If its network hospital the details are given to the policy issuer
directly by hospital and patient can enjoy the benefits of the policy. If its non-network
hospital the patient pays the bill from his/her pocket and the necessary details will
be passed to the policy issuer to make the reimbursement to the patient with the help
of the reimbursement pattern.
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CPN Tools state space report for:
/cygdrive/C/Users/Sriram/Desktop/HEALTH CARE PATTERN/HEALTH INSURANCE 
PATTERN.cpn
Report generated: Fri Jan 24 15:11:39 2020
Statistics
---------------------------------------
State Space     Nodes:  9885     Arcs:   37630
Secs:   300     Status: Partial
Scc Graph Nodes:  9885     Arcs:   37630
Secs:   2
Boundedness Properties
---------------------------------------
Best Integer Bounds                 Upper      Lower
HEALTH_INSURANCE'InPatient 1        726        648
HEALTH_INSURANCE'Network 1 19         15
HEALTH_INSURANCE'Non_Network 1 45         39
HEALTH_INSURANCE'POLICY_ISSUER 1 16         1
HEALTH_INSURANCE'Patient_directly_pays_payment 1 0          0
HEALTH_INSURANCE'Reception 1                         0          0
HEALTH_INSURANCE'network_amount 1                    0          0
HEALTH_INSURANCE'non 1  0          0
Best Upper Multi-set Bounds
HEALTH_INSURANCE'InPatient 1

74`(1,123,"A")++
221`(1,236,"C")++
145`(1,3453,"B")++
286`(1,4321,"D")

HEALTH_INSURANCE'Network 1
8`"A"++ 14`"B"

HEALTH_INSURANCE'Non_Network 1  
18`"C"++30`"D"

HEALTH_INSURANCE'POLICY_ISSUER 1
7`(1,123,"A")++
9`(1,236,"C")++
9`(1,3453,"B")++
12`(1,4321,"D")

HEALTH_INSURANCE'Patient_directly_pays_payment 1   empty
HEALTH_INSURANCE'Reception 1 empty
HEALTH_INSURANCE'network_amount 1                  empty
HEALTH_INSURANCE'non 1 empty
Best Lower Multi-set Bounds
HEALTH_INSURANCE'InPatient 1

60`(1,123,"A")++
193`(1,236,"C")++
124`(1,3453,"B")++
250`(1,4321,"D")

HEALTH_INSURANCE'Network 1
5`"A"++ 10`"B"

HEALTH_INSURANCE'Non_Network 1
14`"C"++ 25`"D"

HEALTH_INSURANCE'POLICY_ISSUER 1 Empty
HEALTH_INSURANCE'Patient_directly_pays_payment 1     empty
HEALTH_INSURANCE'Reception 1 empty
HEALTH_INSURANCE'network_amount 1                    empty
HEALTH_INSURANCE'non 1 empty
Home Properties
---------------------------------------
Home Markings     None
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6 Conclusion

By using Pervasive Computing technologies, Healthcare is accessible all over the
places. The health care structure is formed by patterns because context-aware
computing is the section of pervasive computing. As of the literature survey, it is
found that there is no explicit design pattern to support the development of health-
care systems. The diagnosis pattern, decision support pattern and health insurance
pattern are proposed and used in this framework. The framework provides the quality
and accuracy of caring, along with the efficient way to claim the health insurance
policy by the patient who holds insurance policy. Any healthcare applications can be
developed using the proposed pattern.
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Analysis of Groundnut Based Bio
Modified Liquid Insulation for High
Voltage Transformer

B. Pooraja, M. Willjuice Iruthayarajan, and M. Bakrutheen

Abstract The vegetable oil-based natural ester is gainingmore attention as alternate
liquid insulation. But natural esters have high viscosity value which affects the heat
dissipating capacity of the transformer. There are some processes used to reduce
viscosity such as thermal cracking, blending, etc. This research work aims to investi-
gate the groundnut oil (crude and refined oil) for developing low viscous biomodified
liquid insulation with the transesterification process. The important properties of the
insulating oil samples like viscosity, breakdown voltage, flash point, pour point and
density are measured as per standard for validating the effectiveness as liquid insu-
lation. From the results, it is found that after the transesterification process, the bio
modified liquid insulation has low viscous nature and also possesses the character-
istics to be alternate liquid insulation. This bio modified oil may be further studied
for direct utilization as liquid insulation in the transformer.

Keywords Power transformer · Insulating oil · Natural ester · Viscosity ·
Transesterification · Bio liquid insulation

1 Introduction

The electrical energy consumption is used all over theworld for different purposes. In
the electrical power systemnetwork, the transformer plays amajor part in transmitting
that energy to the consumers from the power generation station in the power system
network. The decisive part of requirement on present technological development in
the electrical power network is the service life management of high voltage power
transformer. The life of the transformer is majorly decided by the insulationmediums
of a transformer. The insulating oil provides one of the vital roles in the proper
working of a power transformer as coolant and insulation and it also determines the
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lifetime of power transformers. Thus, the dependability of a power transformer is
primarily determined by the insulation used in it [1].

The petroleum-based mineral oil is used in service insulating oil in the power
transformer formanyyears [2]. Splendid dielectric and cooling characteristics offered
by traditional mineral oil are the factors of its dominance in the global market of
consumption of oil [3].

Non-biodegradable nature and shrinkage of available resources ofmineral oil have
increased the necessity for finding the alternate liquid among the research community.
This has given rise to a new class of alternate biodegradable fluids as liquid insulation
in the form of vegetable oil derived natural esters which has been focused as a suitable
substitution to traditional mineral oil. Natural esters are naturally available vegetable
oils which are straight derived from plant sources which can be utilized as dielectric
fluids in the power transformer [4–7].

All-natural ester-based oil products demonstrated superior electrical properties
for usage as oil insulation [8–10]. Furthermore, the flash point temperature is about
more than 300 °C, which is much higher than that of traditional mineral oil (about
150 °C). Most of the natural esters have high viscosity due to its composition which
is mainly of the triglyceride composition of fatty acids. Hence, it is considered higher
viscous nature of natural esters which will not lead to a lesser service life of through
dielectric material while replacing withmineral oil [11]. For the vegetable oil derived
natural ester filled transformers, if the viscosity of natural esters reduced, working
life will be longer because of a good heat dissipating capacity [11–13].

The low viscosity of insulating fluid could be more effectively assist the flow of
oil to cool the windings and material surfaces inside the transformers in service [13].
Hence, the research work on reducing a viscous nature of natural ester is important
in liquid insulation field. There are many ways of reducing the viscosity of oil such
as thermal cracking, blending, dilution, etc. Based on the literature, the transesterifi-
cation process is one of the feasible methods to reduce the viscosity of natural esters
[14–16]. Trans-esterification is the chemical reaction of triglycerides with alcohol
and catalyst to form esters and glycerol. In the chemical term, it is an action of
one alcohol in the sample displacing another from an ester with oil, referred to as
alcoholics [17]. Modified esters have demonstrated the good deal potential as a less
viscosity value for natural esters which could stretch the life of power transformers
[14–17].

In this work, to develop low viscous bio liquid insulation, crude and refined forms
of groundnut are treated with transesterification process. The effectiveness of the
process in developing low viscous liquid insulation is determined by the standard
procedure of measuring the important properties of oil insulation such as viscosity,
breakdown voltage, flash point, pour point and density with the specified standards
for the transesterification process.
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2 Sample Descriptions

Two different forms of groundnut oil (crude and refined forms) are selected for this
investigation. The groundnut oils are bought from domestic/local oil refinery. For
the analyze purposes, the following oil samples (as given in Table 1) are used in this
investigation.

For transesterification process to produce low viscous natural esters, the main
raw materials would be the chemicals of methyl ester, alcohol and accelerates. The
entirety of the transesterification process arrangement is the flow methodology chart
of a synthesis procedure is shown in Fig. 1.

The process begins with the mixing of 100 ml of methanol and 4.5 g potassium
hydroxide and it is mixed for 30 min in the magnetic stirrer (Fig. 2) at the uniform
mixing rate of 700 rpm with an oil temperature of 65 °C.

The above-mixed chemical solution is added to the 500ml oil sample, the solution
of the mixture is treated for mixing process for 3 h with the help of magnetic stirrer
with the rate of 700 rpm and it is maintained at 65 °C temperature. The oil mixture

Table 1 Samples taken for
investigations

Samples Sample name

Sample 1 Crude groundnut oil (CGO)

Sample 2 Refined groundnut oil (RGO)

Sample 3 Transesterified crude groundnut oil (TCGO)

Sample 4 Transesterified refined groundnut oil (TRGO)

Fig. 1 Flowchart of synthesis vegetable oil procedure
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Fig. 2 Magnetic stirrer setup

sample is then stored in to separating funnels and is constantly tilted till the separation
cloudy oil mixture of solution into two layers.

The funnel is maintained in the same position for 48 h after which the glycerol
is drained while the methyl ester is separated. The methyl ester is the transesterified
oil which is termed as bio modified liquid insulation as per ASTM D6871 standard
for natural ester as dielectric [18–20].

3 Experimental Section

The important properties of oil insulation in the process of transesterification have
measured to ensure the reliable nature of analyzed oil samples as liquid insulation.

3.1 Viscosity

The viscosity is calculated as per standard procedure based on ASTMD445 standard
using redwood viscometer which is shown in Fig. 3.

Normally low viscous nature of the oil enhances flow rate and heat transferring
ability. The viscometer consists of a test oil cup with a hole for measuring the time
required for collecting the 50 ml of the sample. From the time noted, the viscosity
of the sample is calculated.
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Fig. 3 Redwood viscometer

3.2 Breakdown Voltage

The breakdown voltage (BDV) is measured according to the IEC60156 and. The test
kit consists of electrodes of identical hemispherical shapeswith standard interspacing
of 2.5 mm. The test oil is filled in the cup above the electrode level. Five breakdown
voltages in successive steps are taken with the relaxation time of one minute between
each measurement. The average of five BDV values is considered as the BDV of the
samples. Breakdown voltage kit used for the measurement is shown in Fig. 4.

Fig. 4 Breakdown voltage kit
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Fig. 5 Pensky-Martin closed cup method

3.3 Flash Point

The flash point is measured using standard pensky martin flash point closed cup
tester according to ASTM-D93. The apparatus of measurement of the flash point is
shown in Fig. 5. The flash point condition is indicated by a small flame over the oil
surface while initiating a test flame in the opening on the surface.

3.4 Pour Point

It is the lowest temperature of the oil when it just stops the flow. As per ASTM D97
standard, pour point of an oil is mainly useful at the cold climatic places. The pour
point measurement setup is shown in Fig. 6.

3.5 Density

A density meter, also known as a densometer as shown in Fig. 7, is equipment that
measures the density as per the ASTM D1217 standard. Density may be useful for
the indication and analysis of oil’s reliability for use in power transformer.
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Fig. 6 Pour point kit

Fig. 7 Densometer

4 Result and Discussion

In this part of the paper, the properties of the groundnut oil (crude and refined oil)
and transesterified groundnut oil (crude and refined oil) are presented and compared
to find the insulating and cooling capability of transesterified oil for the application
in transformers. Performance parameters of samples are tabulated in Tables 2 and 3.

• The viscosity value of crude groundnut oil and Transesterified crude groundnut oil
varies from 103.83 to 18.65 cSt. The viscosity value of refined groundnut oil and
transesterified groundnut refined oil varies from 93.14 to 43.78 cSt. From results,
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Table 2 Properties of crude groundnut oil and transesterified crude groundnut oil

Performance parameters Sample 1 Sample 3

Viscosity (cSt) 103.83 18.65

Breakdown voltage (kV) 35 31

Flash point (°C) 340 320

Pour point (°C) -8 -16

Density (kg/cm3) 0.906 0.871

Table 3 Properties of refined groundnut oil and transesterified refined groundnut oil

Performance parameters Sample 2 Sample 4

Viscosity (cSt) 93.14 43.78

Breakdown voltage (kV) 33 30

Flash point (°C) 320 305

Pour point (°C) −4 −7

Density (kg/cm3) 0.905 0.875

it is observed that The transesterified oil has lower viscosity when compared with
base groundnut oil. This shows how far effectiveness achieved in developing low
viscous bio liquid insulation with the transesterification process.

• The BDV of all the samples has the values above the standard value of 30 kV
which shows the better dielectric nature of oil samples. But the transesterified oil
sample has low breakdown voltage than the base oil due to the modification in
the composition of oil in the transesterification process.

• The flash point of all the samples is above 300 °Cwhich is better than the standard
specified values.

• The pour point value of crude groundnut oil and transesterified crude groundnut
oil varies from −8 to −16 °C. The pour point value of refined groundnut oil and
transesterified refined groundnut oil varies from−4 to−7 °C. The transesterified
groundnut oil has a lower pour point when compared with base groundnut oil.

• The density value of crude groundnut oil and transesterified crude groundnut
oil varies from 0.906 to 0.871 kg/cm3. The density value of refined groundnut
oil and Transesterified refined groundnut oil varies from 0.905 to 0.875 kg/cm3.
The transesterified groundnut oil has a lower density when compared with base
groundnut oil.

• The changes in the properties are observed mainly because of the chemical
reaction occurred during the transesterification process which modified the
composition of oil samples and removal of fatty acids content of glycerol.

• Overall the transesterification process has yielded fruitful results in developing
the liquid insulation which has low viscous nature, good dielectric characteristics,
better flash point, pour point and density.
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5 Conclusion

In the present scenario, the entire world is hugely witnessing the development of
moving from the petroleum-based products that are depicting in resource and envi-
ronment un-friendly into vegetable oil derived products that are naturally available
and environmentally friendly. In this work, an experimental attempt has been carried
out to develop and quality characterization of low viscous bio insulating fluid. Trans-
esterification process is used to develop liquid insulationwith the groundnut oil-based
ester fluid. The transesterification process yields low viscous bio modified liquid
insulation. From the result, it is concluded that the groundnut oil and transesterified
ground oil under both crude oil and refined form have enough potential as liquid
insulation. Bio modified vegetable oil extends the hope for the development of low
viscous liquid insulation. However, a lot of investigations are needed to be conducted
before the practical implementation related applications and commercialization of
the low viscous insulating fluid in the high voltage field.
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Identification of Key Parameters
Contributing to Technical Debt
in Software Using Rank-Based
Optimization

Harmandeep Kaur and Munish Saini

Abstract In classical terms, the amount borrowed from the issuer causes interest.
It is not usual that, interest rises above the principal amount. However, in the case
of technical debt, the accumulated debt in the form of interest can rise to the sum,
which is more than the efforts required to repay it than the initial technical debt.
In this paper, the estimation of the breakpoint to find the reasons for the abrupt
growth in the technical debt is tried. For the analysis of the breakpoint, the highest
contributor factors towards the technical debt are identified. Further, the extent to
which these attributes contribute to technical debt is also explored. The rank-based
optimization mechanism (RF-based approach) is proposed to predict the technical
debt. The mechanism obtains the dominating factors that contribute towards the
technical debt. The practitioners indulged in coding also get benefited in reducing
the impact of the technical debt, if they understand and determine the insight of these
contributing factors in advance.

Keywords Technical debt (TD) · RF · Open-source software (OSS) · Rank-based
optimization · Technical debt management (TDM)

1 Introduction

In quality management, Harrington [1] specified the statement “cost of poor quality”
referring to the fact that heavy penalty has to be paid for poor or defective material
[1]. The low-quality product incurs cost not only of filling the gap between the actual
and optimal quality products but also requires the cost of rectifying the issue [2]. In
software engineering, the aforementioned cost is included and described as technical
debt [3]. Technical debt is an associative term collaborating with a large number
of deficiencies present within the software. Technical debt requires early detection
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along with dependency information. Research on technical debt and management
techniques becomes intense during the phase of the last five years, suggesting the
interest of the programmers and other communities to address the related issues to
quality management [4]. From the perspective of associated cost-benefit analysis, an
overview of technical debt management (TDM) can be found in recent reviews [2,
5–7]. Despite mass research on the subject, the TDM state of research exhibits major
challenges.

In this study, the use of a unique heuristic (rank-based optimizationmechanism) of
tackling technical debt is proposed by identifying its root cause. Afterwards, also aim
at evaluating the amount of technical debt caused by these factors. More specifically,
look forward to answering the following questions:

Identify the highest contributing attributes to the technical debt.
Perform the classification ofTechnical debt to generalize themechanismoffinding

the attribute contribution toward technical debt.
The rest of the paper is organized as follows: Sect. 2 gives the related work of the

techniques used for technical debt. Section 3 presents the proposed system alongwith
a mathematical foundation. Section 4 depicts the performance analysis and results
of the study. Section 5 provides a conclusion and future scope.

2 Related Work

The quality of the software must be improved to increase the chance of acceptance.
The research already done towards this aspect is described in this section.

Lenarduzzi et al. [8] described a technical debt dataset that consists of 33 Java
projects source code [9, 10].

The code must be understandable and easy to read and it can be measured using
complexity metrics [11]. In 1976, to measure the complexity of code cyclomatic
complexitymetricwas developed byMcCabe. The cyclomatic complexity is a control
flow graph based program that calculates linearly independent paths from the source
code. Halsted defined complexity measurements that calculate the complexity of
programming language [5]. In this code, the smell is used that indicates that there
must have a problem with the program. These are not considered as bugs rather it
indicates the weakness of designing of code without affecting its functionality. It also
identifies failures that may occur in the future during code execution. In this research
taxonomy of bad smells is created to analyze code quality [12]. It classifies the code
into various categories and performs an initial correlation between these categories
[6, 13]. In this field, the researcher investigated the code quality using the system-
level indicator, and also it checks maintainability measures of code. It inspects code
source code using an automated approach and identifies the reason for failures. In this
review, the feature location and static code analysis are studied [14]. The process of
locating the functional requirements in the source code is known as feature location.
It surveys various techniques used for handling code quality and reducing technical
debt and describes the various technical debt measurement metrics. It manages debt
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using these metrics that are based on principal, interest, and interest probability. The
debt management is done with the help of DISS and incurred debt at one part of the
system is likely to affect other parts. In addition to refactoring the database also the
adaption of the software system and the necessary migration of the data should be
considered [15].

The comparison of the literature suggests that during the technical debt and code
quality determination, all the attributes or features from the dataset must be utilized.
This will be a time-consuming and complex task. To tackle the issue, correlation
analysis becomes compulsory. In this paper, a dataset is prepared that contains around
6000 projects that are being analyzed. By analyzing these projects, 10 parameters
are extracted that affect the performance of the projects. The correlation between all
parameters has been evaluated to find which parameter affects more on code quality.
From these parameters, two parameters are selected: security and reliability which
constitute the technical debt and number of bugs. Based on security and reliability
the network is trained and after training the testing is performed. The testing is done
using KNN, RF, SVM, random forest, and decision tree algorithms.

3 Data Analysis and Methodology

This section provides details on the data collection, algorithms, and tools that have
been used in this study. The stepwise description of the whole process is as follows
(see Fig. 1).

3.1 Dataset

This is a primary component that is used to perform training to the network. All
the attributes present within the dataset are used to determine the highest corre-
lated attributes. The dataset used within the proposed system is created by executing
multiple projects with Java, Visual Studio, C, and C++. All of these projects are
analyzed using SonarQube. The dataset is stored in CSV format. The work of
finding the highest-ranked attribute contributing the maximum to the technical debt
is implemented within the R tool.

3.2 Finding Correlation

This step is critical as it determines the inclusion and exclusion criteria. The attributes
having the highest correlation with the technical debt are retained and all other
attributes are rejected from the feature vector.
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Fig. 1 Methodology for finding the highest-ranked technical debt attributes

3.3 Checking Technical Debt

Based on the highest correlation attributes, a comparison of test data attributes are
made with feature vector to determine the technical debt.

Correlation
Correlation is taken between the attributes of the dataset and technical debt. The
formula used for this purpose is given in Eq. 1

rxy =
∑ (

x − x ′)(y − y′)
√
(x − x ′)2(y − y′)2

(1)

The bug attribute is found to have the highest correlation value with technical debt
[16]. This attribute is assigned the highest rank. After applying correlation analysis,
the dataset is organized to check the attributes and assigned ranks to individual
attributes. Consider a training dataset of the form (x1, y1) (x2, y2) … (xn, yn). The
linear hyperplane equation is given in Eq. 2

w · x − b = 0 (2)
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‘w’ is the normal vector of the hyperplane. Parameter ‘b’ determines the offset for
the hyperplane. This hyperplane is used within the support vector machine.

w · x − b = 1 (3)

Hyperplane Eq. 3 is followed in case strict boundaries are to be followed. The
Euclidean distance is evaluated in the case of KNN. The Euclidean equation is given
in Eq. 4

Euc =
√∑

(x − xi )
2 (4)

This distance is checked with every distinct point of the dataset. The threshold
value is defined and if the distance is less than the threshold value than values are
grouped within one group.

The random forest algorithm uses a bootstrap aggregation mechanism. The
mechanism uses Eq. 5 for tree formation.

f = 1

B

n∑

i=1

f (xi ) (5)

where ‘B’ is the attributes within the dataset and ‘n’ is the size of the dataset. ‘f ’ is
the aggregate tree and ‘x’ is the cell value.

The activation function that determines the output of the network is given in
Eq. 6. This activation function also gives the weight factor that must be adjusted to
make convergence faster. Leaky RLU function is used as an activation function in a
considered RF.

ActL = max(0.1 ∗ x, x) (6)

This will enable backpropagation even for the small negative values. Consistent
prediction in the negative region is not supported through the RF.

3.4 Data Collection

This is the process of gathering information from relevant sources to answer the
research questions. Two data collection mechanisms are in common: primary and
secondary. The secondary mechanism is used to gather information from published
contents, benchmark datasets, etc. the primary mechanism, however, includes strate-
gies to gather real-time information. In the proposed work, data is gathered using a
primary source [4, 6]. Attributes used within the dataset is given in Table 1.
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Table 1 Attributes of the dataset

Attributes Description

Project type Indicates the category and name of the project

Bugs Number of bugs present within the project

Coverage Coverage associated with the project

Code smells Logical problems within projects

Duplication Duplication line of code

Complexity Number of undue instructions

Reliability Describe code reliability

Security Critical security aspect associated with the project

Maintainability Function point establishment is checked using this attribute

LOC Number of a physical and logical line of codes

3.5 Metrics

The criteria used to measure and to perform evaluation is termed as the metric. The
different metrics that have used within the proposed mechanisms are given in Table
2.

Rank-Based Optimization
This mechanism provides the highest ranked attributes that contribute maximum
towards technical debt. By choosing the highest-ranked attribute, technical debt can
be predicted accurately and at a rapid rate. The Rank-Based Optimization algorithm
is formally defined as follows:

Table 2 Evaluation metrics

Metric Description

Correlation Evaluates the positive or negative aspect of attribute towards technical debt

Accuracy Describes the validity of the mechanism used. Higher values prove worth of study
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4 Results and Discussion

To decide the components influencing technical debt, correlation analysis is directed.
The correlation is applied to check for the credit having themost noteworthy commit-
ment to technical debt. The clustering is done based on various characteristics of
tuples within training data. Most elevated correlation group is chosen for deciding
technical debt inside test data. The most elevated positive correlation is of Bugs.
Classes of bugs considered and their examination with different kinds of bugs are
given as under.

4.1 New Versus Old Bugs

Track what number of bugs are opened against what number of are shut to discover
the rate at which your group clears bugs. This measurement is a pointer of your
general tech obligation, just as whether your group is moving the correct way as far
as general code quality.
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4.2 Bug Burndown

Advancement and quality confirmation groups use bug burndown to comprehend
open bugs and their anticipated terminations dependent on the normal bug conclusion
rate. Groups that don’t watch out for bug burndown can lose an idea about their
general item quality and take on exorbitant measures of tech obligation in their push
to fix bugs rapidly.

4.3 Level of High-Need Bugs

This direct figuring, dividing the quantity of current, high-need bugs by the complete
number of bugs, is the level of bugs that your group has labeled as high-need (now
and again high-seriousness) because of their effect on clients or the item in general.
Followedafter some time, thismeasurement enlightens someportionof the account of
both item quality and tech obligation. An expanding pattern of all themore high-need
bugs is regularly indicative of a group battling with item prerequisites, experiments,
and test suites.

In addition to the bugs, Code smell is next to have the highest correlation with
bugs. This means this attribute contributes to bugs and hence has to be considered
for optimization.

4.4 Code Smells

Code smells mirrors the number of lines of code erased and included a similar
line. It’s a proportion of movement after some time that features hotspots in your
code. With fresh out of the plastic new highlights, a great deal of movement in one
territory isn’t an issue, however after some time, code churn ought to lessen; on
the off chance that it doesn’t, you’re doing an excessive amount of revamping and
gathering a superfluous measure of tech obligation. High code agitates can likewise
anticipate a drop in quality and speed.

Code coverage is the last attribute having a significant correlation with the
technical smells.

4.5 Code Coverage

Additionally called test inclusion, Code coverage is the level of lines of code that
are executed when running your test suite. In a general sense, Code coverage alludes
to how successful your test procedure is at delivering a quality item. As a general
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Fig. 2 Correlation between the attributes and technical debt

guideline, inclusion ought to be in the 80–90% territory. Code coverage doesn’t
gauge the inborn nature of your item; rather, it uncovers the procedure your group
is attempted to accomplish a quality item. Code coverage features breakdowns in
your test procedure, similar to when new code is included however not tried. On the
off chance that your Code coverage rate drops after some time, commit more assets
to the test-driven turn of events (TTD) and ensure untested regions are secured. A
great test process takes off quality issues and pays off tech obligation, setting you to
collaborate to be nimbler later on.

The result obtained corresponding to a contributing factor based on correlation is
given in Fig. 2.

Figure 2 indicates the result of the correlation. The highest correlation attribute is
a bug which is close to 1. The maximum value of the correlation analysis is 1. Value
greater then zero indicates a positive correlation. This also suggests that attributes
considered within the dataset possess a positive correlation with technical debt.

The most noteworthy position correlation property is bugged. Lessening bugs
from the program pays off technical debt as it were. The connection between bugs
and technical debt is straight. This is given in Fig. 3

Figure 3 gives the effort required to resolve the issue within considered projects.
The value of bugs is directly proportional to the amount of effort required to resolve
the issue. The average of technical debt by grouping projects of a similar sort is
presented in Fig. 3.

Factor identification towards technical debt is performed using a different algo-
rithm. The accuracy of these approaches is quite high. The accuracy result of different
algorithms is given in Fig. 4. Technical debt categories must be classified using clas-
sification algorithms. Technical debt in label form is represented as high or low. In
other words, two classes are defined for predicting technical debt high or low. This
classification is used to determine the impact of the highest correlated attributes on
technical debt. The linear relationship is obtained that indicates bugs and technical
debt is directly proportional to each other.
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Fig. 4 Classification accuracy for different classifiers

The validity of the various algorithms in technical debt prediction using key
attribute bugs is verified using Fig. 4. Test data includes 10–100 tuples. Several
correct predictions associated with technical debt to the total predictions made by
every algorithm gives the accuracy of the algorithm.

The outcome proposes that the random forest-basedmethodology is best in identi-
fying factors adding to technical debt. The precision of 99% is accomplishedwhen the
bugs property is utilized for testing and preparing the activity. This implies improving
the bugs’ characteristics could straightforwardly affect technical debt.
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4.6 Classification Accuracy Using Different Classifiers

The reproduction results related to Technical Debt acquired from SVM is given in
Fig. 5.

The support vectormachine is basedonhyperplanes. SVMforms twohyperplanes.
The first hyperplane is based on the least uncertainty and the second hyperplane is
based on high uncertainty.

SVM (Support vector machine) used to detect the technical debt is partitioned into
layers. These layers are known as hyperplanes. It is a supervised learningmechanism
that is used in this work for detecting technical debt. The process of identification
includes the selection of correct hyperplanes that classify the data better. First of all
aggregation of highest ranked attributes is made. The aggregation leads to a central
value. This value and corresponding labeling information are storedwithin the buffer.

Figure 6 indicates the hyperplanes identification by assigning weights that are
calculated from aggregating the train data. The aggregated weights are termed as
support vectors.

The hyperplanes are thus labeled with this aggregate value. This process is of
training. The testing mechanism causes the identification of projects having the
highest technical debt. The highest-ranked attribute value is matched against the
aggregate value of train data. After this penetration is evaluated if test data highest
ranked attribute penetrates the first hyperplane then the technical debt is detected
otherwise no technical debt is detected.

The result of SVM is batter as compared to other approaches like PCA and KNN.
The classification accuracy of SVM is better due to the existence of limited hyper-
planes. The hyperplanes ensure that all the data must be classified in at least one of
the hyperplanes. The degree of misclassification decreases due to this approach. The
Technical Debt anticipated by the SVM from the framed dataset shows that in the
greater part of the task Technical debts are high.

The research is suitable for the projects developed in visual studio, c++, c#.

5 Conclusion and Future Scope

Technical debt is a significant reason for programming failure. Increasingly, technical
debt implies, more exertion is required to determine the issues presents inside the
product framework. The target of this investigation is to decide the most noteworthy
contributing elements to technical debt. Bugs ascribe, seen, as the most noteworthy
contributing variable to the technical debt. Dataset arrangement utilizes SonarQube.
The issue with SonarQube is non-consistency. Interesting modules are required for
each language. The connection investigation is authorized inside classifiers. This rela-
tionship component helps in distinguishing significant ascribes adding to technical
debt. The remainder of the characteristics inside the dataset is stamped optional. To
arrange the outcomes, above all else, essential characteristics are coordinated, and
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Fig. 5 SVM preparing and testing result plots
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Fig. 6 SVM hyperplanes
and support vectors

if there should be an occurrence of essential quality disregards the condition and
neglects to group the test information then optional credits are utilized to anticipate
technical debt. The grouping precision of RF classifiers arrives at 99%.

In the future, the quality recognizable proof stage Find Bugs can be utilized to
anticipate technical debt and bugs from inside the product framework.
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An e-Voting Model to Preserve Vote
Integrity Employing SHA3 Algorithm

B. Patel and D. Bhatti

Abstract Democracy is a government “of the people, by the people, and for the
people.” But, in reality, the democratic processes are not trustworthy. One of the
crucial democracy-oriented progression is an act of voting. When voting comes
into consideration, it brings many feelings in reflection, like fraud, threatening, and
cheating. But at some level, e-voting can introduce transparency in the process.
Digitalization of any process always leads some security and privacy issues which
further leads to democracy tempering.Voter authentication, privacy preservation, and
integrity are the three essential principles of e-votingwhich needs to be indispensably
implemented along with. Integrity plays a vital role to increase firm belief in such
democratic processes. This research has been carried out to bring integrity in e-
voting system to achieve security, trustworthiness, and coherence toward the system.
To achieve the expressed objective, secure hash algorithm of family 3 has been
implemented to generate message authentication code before final vote transmitted.

Keywords Integrity · E-voting · SHA3 512

1 Introduction

Election and act of voting are essential in favor of the modern community, for the
well-being of democracy. Unlike Sensex, Nifty, and current affairs, a general election
can have many consequences, as well as favorable advantages, due to awareness of
citizens and their increased interest toward the nation and democracy. With the rapid
advancement in emerging technologies, the traditional voting system has become
antiquated and so, to improvise the election process, an e-voting system has been
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implemented,wherein the phases of thewhole election process aremanaged electron-
ically through a ubiquitous network. On the other hand, this collaboration withstands
a force to a substantial amount of security issues and infringement which leads to
a haggled voting process with loss of privacy and integrity, resulting in the overall
declining participation in the voting process and trust of the citizens. Thus, it becomes
primal to introduce security measures to cope up with the pervasive situation at hand.

Moreover, due to the massive scale and distributed nature of any networks, guar-
anteed security, and privacy (e.g., security and safety-critical data, sensitive private
information) are the major challenges [1]. In [2] it is mentioned that it is important to
maintain integrity inWBSN, but it as well is equally essential, while communicating
with a network of a ubiquitous nature especially in the domain of e-voting. If e-voting
has no integrity checking, then it would result into an irreparable vulnerability which
could cause consequences such as vote tampering and deletion of votes, thus reducing
the total number of votes for a specific election candidate creating an overall impact
on the result of the elections. Avoiding the implementation of integrity check, attacks
like eavesdropping, spoofing, and code injection may also occur [3]. The integrity
mechanisms which are based on MAC calculations, authenticate the source, verify
integrity while in transit, and ensure freshness of the message. There are numerous
integrity algorithms like MD5, SHA1, SHA2, and SHA3. But according to [4] until
now, SHA3 has made most important efforts on providing information security, data
integrity, and confidence of data origin. The SHA3 algorithm is efficient in providing
information security in terms of integrity [5]. Furthermore, [1] says that the Keccak
algorithm is faster than the Blake algorithm, the JH algorithm, and Skein algorithm
to integrity verification of a large amount of data. It also provides better security in
general when compared to the latter, as well as the SHA3 algorithm nicely works
with hardware as well as software [6].

In general, information assurance is the main element which helps to achieve
various objectives of information security. Information assurance helps to achieve
the three main pillars of security namely confidentiality, integrity, and availability.
However, to achieve any of these including integrity, it is extremely pivotal to make
an infallible selection of security algorithm which would elevate the security of the
system [7].

To resist againstmalicious tamperingof the vote, in thiswork, anHMACalgorithm
have been proposed to accomplish the aforementioned integrity requirement using
SHA3 algorithm with slight modification in the algorithm.

2 Background Study

A considerable amount of work has been carried out in the area of e-voting from
a different perspective. This section discusses the background study on e-voting.
In paper CIEVS, the authors have used mailing and OTP concept in the voting
process. When a user enters username and password, an e-mail notification is sent
with voting for casting the vote. As the user clicks on the link, an OTP is sent to
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the registered mobile number, which upon verification allows the user to cast the
vote [8]. In paper [9], the author has made a cloud-based system using multifactor
authentication which takes username, password, and biological input from the user
and upon verification allows the user to cast the vote. Authors of paper [10] have
developed an SMS based voting system which only can be used by the mobile user,
as well as the discussion is made on the hardware-based vulnerability and proposed
embedded hardware to give a vote. In paper [11], authors have compared two privacy
preservation algorithms—Pallier and Elgamal. They have also implemented a voting
system which takes username and password, and upon verification, it allows the
user to cast the vote which is then stored after being encrypted with Elgamal. In
paper [12], authors have created a multimodal biometric-based e-voting system. In
the system, the user is authenticated through fingerprint and facial recognition. After
authentication, the user is allowed to cast the vote. Authors in [13] have created a
voting system that uses customized voter IDs. The systemwill generate a voter ID for
every user which is available for download from the mail. The users will be provided
with an Aadhar-based voting machine. However, the user shall be allowed to cast the
vote on the machine or online. To cast the vote, a user will be authenticated through
his fingerprint and facial recognition, and after verification, he will be able to cast
the vote. In these papers, authors have implemented their e-voting system, but they
have not implemented any security approach that addresses integrity.

3 Proposed Model

A security framework for cloud-based e-voting has been previously proposed by
us. The framework includes the component authentication, privacy preservation, and
integrity. In the present study, the integrity component have been depicted along with
innovative model, methodology, and implementation.

The proposed model is the component of the secured framework for cloud-based
e-voting [14].

Anatomy of Integrity Component
The integrity component has been conceptualized on the SHA3 algorithms involving
the theories of permutation boxes (P BOX) and substitution boxes (S BOX). Parallel
to this also makes the use of salting thus proving that the proposed component
follows the principles of diffusion and confusion by Claude Shannon. The integrity
component being complex has been designed as a high-level view depicting the
overall structure while the second design aka the low-level view presents the detailed
anatomy of the encryption process.

The integrity component has two phases namely Phase I and Phase II; wherein the
first phase focuses on preprocessing of data, whereas the second phase incorporates
inner Keccak–Sponge construction (Fig. 1).
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Fig. 1 A high-level view of integrity component

The high-level view of the integrity component has two phases—Phase I and
Phase II. The below section explains in-depth the encryption process used in these
two phases (Fig. 2).

A cloud-based EVM system using homomorphic encryption has been imple-
mented which converts every vote into encrypted value using homomorphic
encryption [15]. This encrypted vote will serve as an input in the preprocessing
phase.

In the processing phase, a 34-bit encrypted vote shall be XORed with a 40-bit
salt value. To do this, both the encrypted vote and salt will be first converted into
binary. Here, the value taken for the sale shall be the Aadhar number of the user who
has cast a vote. Padding is an important step in the preprocessing phase and must
be properly dealt with to avoid attacks like the length extension [4] and so, after the
values are XORed, the resultant value will be padded using the Keccak padding rule
[16] where the resultant value will be padded with the pad value 0110 * 1. The final
preprocessed data will be taken into phase II for sponge construction. The below
section gives the mathematical notation of the preprocessing phase,

Mathematical Notation

Message (Encrypted vote)—M

Salt (Aadhar number)—S

Intermediate result—R

Predetermined string—P

Preprocessed data—X

Intermediate result R = BIN (M) XOR BIN (S)

X = R||P10 ∗ 1
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Fig. 2 Phase I preprocessing

Here P will change dynamically based on the mode in which SHA3 is being used.
If the mode is SHA2 replacement, the minimum number of bits appended by the
padding rules is four, and if the mode is SHA3, at least 6 bits will be added. After
padding, message will be converted in the multiple of 576 bits.

In this phase, a three-dimensional state array of 5 × 5 × 64, i.e., 1600 bits, is
taken as an initial vector. This is divided into two parts which are bit rate of 576
bits and capacity of 1024 bits. The first state is the root state in which the bit rate is
XORed with a key of 576 bits. After XOR, the remaining bits of capacity are suffixed
to the resultant value. In the next round, the output of the root state which is 576
bits will be XORed with the 576 padded bits of X (preprocessed data of phase 1).
On this resultant value, processing of 24 rounds will be done which will incorporate
five functions namely theta, pi, chi, rho, and iota as per the structure of the SHA3
algorithm.

After the processing of the rounds, a value of 576 bits will be obtained. From
these 576 bits, 512 least significant bits of the result will be considered as the hash
value, and the remaining bits will be discarded.
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4 Results

The following shows the actual result obtained that is based on the vote data used in
[15]. As discussed in the previous section of Phase I, the encrypted value of a user’s
casted vote is XORed with a salt value after converting both the values into binary.
This salt value is the Aadhar number of the user’s whose vote is being encrypted
(Table 1).

The avalanche effect is evident if, when an input is changed slightly (for example,
flipping a single bit), the output changes significantly. If the hash function does not
exhibit the avalanche effect to a significant degree, then it has poor randomization,
and thus, a cryptanalyst can make predictions about the input, being given only the
output [17, 18].

Similarly, Table 2 shows the actual HMAC value after the phase II has been
implemented. To check the efficiency of our approach, 1 bit in our XORed data
is changed and cross-checked the corresponding HMAC of 1 bit change with the
HMAC value of the original XORed data. Our analysis showed that there was a
drastic difference between both the HMAC values. This, in turn, proves that the
strong avalanche effect is successfully achieved.

Primal results also show that a 93% strong avalanche effect of our model have
been achieved. This accuracy has been calculated based on the approach used in
[17, 18].

According to NIST research [19], if SHA3 is implemented in 512-bit mode, then
there are a few indirect advantages. Unlike other cryptographic hash functions, the
Keccak sponge construction does not have the length extension attack [20], resistance
against collision in 256 bits [21, 22], avoidance of preimage attack for 512 bits, and
avoidance of second preimage attack for 512 bits.

5 Conclusion

This paper leverages the new MAC algorithm to preserve integrity in the e-voting
system. SHA3 512 Keccak algorithm is somewhat modified to convert in HMAC.
The latest invention of the SHA family is never been used in e-voting system to
obtain integrity to the vote. Further, HMAC has been calculated as per our model
and new HMAC has also been calculated after flipping the bit which proves the
proposed model algorithm possesses a strong avalanche effect. Due to the sponge
constructionmechanism, proposedmodel achieves indirect benefits to the system like
length extension attack, collision resistance, preimage attack, and second preimage
attack.
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Table 2 Calculated HMAC and flipped data HMAC

Xored data HMAC HMAC after one bit flip 
10000101011010001111011011
10110011110100 (40 bits) 

f324ae345b4e8aa453f91051602389c243f8fd
320952670a75e06d54d3fd4431587d18ee0a6
a774d8b9a2c6fec38ebe787465714b7356f492
5e250b8724d0f00 

1304934c281b9b55680989c69bc5a13c30c2
54a0923340a7288afcdfc7e27f01ebe129df25
063d341ede5b7d0b9e0e29bff67e299e37686
75ae1ae9e2c9d63fa 

11111000011010101011101111
0101010100100 (39 bits) 

c73f26d91fd7a7106d27470ee6a6c1a8703d18
e20ccc28f3dacc237c0522f8e36b9d522ef2b4
35efe1244923962b35ff3ead19be08a6eeef2f2
07c67f20ceadb 

71b57201faf5a4e672fea97be2552f1e8203d
b4446d8827438b622edc47d9b7aab8073e46
a086683311fc2a87e89296b2ec4b0fee558c5
26bb74f584e55aab39

10100111000111110011111000
0001100010000

a02f876fa6ec6684bc784e211accad5793a922
4caea864f9d08e760efb7f7b282c624a568be5
d1b4208a54273689d1c6678e074f06135011c
01ab888edd60e5d

136e2851ae22f48d02e9dd8bbe1a0ab11b3af
371faf774a7170acf353ee1c535de45ae5634
864e39b77c0c5fcab70a5b861b864ea8ee449
516c54ba60666e541 

10001100010110111001111101
1101011001111

88dbac49cfa1ae31c7ac2bdf9d48564331e9f4
af1b274dcfea1f4ca3c1b0c45b8b4b246bf418
74438bb2a7af2bde70f5dd1c863a792146850
9ebf42a6c929bef 

a36b2f1f67e0d6851f55b03e4e63729fcede3
5a2a40fa4ed9121763230e8d98014f89b7f5b
cce1e147f4c0474bee3fc728e5b20589f7d84
91bad8344c5f303e1 

11010010001100100100100000
1100001101111

2f5ba9479626d84c1cac272de1ffbbb1867020
d551eeae89db8e9dbf286b44da61c2564888a
1a7ac1d1b788138f782156b3a57c143ecfe04b
6be87b442dda012 

e3e147c046654d95689a5a0ad973960fe893
49eaaea3289fa7c383b69866710a75c926e25
4b54d97bbb948e3407ee78a56fa3c485bbc2
74b10fcbe8076b085e2 

10100111110001001011101010
0010001000100

d8ee5c015345ee6c58de2e45edf7e20fc0cd4e
eda620a1850f4938311135481ca25d0ab2dec
8c99fad533be2bea491eb7b6755b940731384
ecdd8f50f3f5ee21 

8c985a8fa89f138e5f6e76ea8712147e5aa64
140f64588941bf287e097ce24ba9af82071ba
f4ef685bd40c512558e8c7bfd0d89ae3d90c8
6e7887451ccb87d04 

11100001100000101000000000
0011010111110

73c495626daac955fc05a5a0cfc39cd50a8468
5bff17d4c4c8a2c1974867ef59c50370537323
124552b9a9e1ba100627e21dbced817542821
5a4ed1e28e3d8df 

696600c4be2fd20c31f5e91f91f0dec5e2724
1da740e7595683685b91973ebdea365cfbac8
c2e680b83e748f0e0d9772b4c57fa79246eae
6d2f58b684ea91071 

10011001110110100001101010
00111001011010

3dca924b4b89ddc455b555c59882a64d1a93a
2e105455b19b7a3f3cbf05fc1cf120c0e67fa03
9223e7b972320dc0fb96c90d5a4590900e84e
c34aec5470c7b01 

39c71631558e470b814429214f3c95b1b770
40b6141275e44bef596eff5509a43f7fad3808
6ba4bc05d6492abc07bc28aa6a5384eececac
a078fd34d8baa7baa 

11111110001110100110110100
0011000001110

0d4288ae2d55722a23486a1005cf35fae828ec
aff9c0fc754641c620d5aa622a3794a2b37ad5
5e44914aaec83365fc6425f98211b36c6e3cfe
3a51d32f5f5160 

2a2b21951da56298bd7f1e0a274ddde240f97
7c3291fa9755cb173c8fbff49456031214085
afc5f578e6af558eaea7287f1115d1c8fdcb57
465d1208daa4aebb

10000101110110101011101111
10110011001011

2b1a4dab378b9c3f68cfec2aeb8caa14b00d72
faab10632a31eb8d3cb5c0e1e9a8faabb1a3bc
5d477b40cbc58014f3e4fe7d594ff14e460460
40a652f0eeb9de 

4b6f5571ab96edf2d755b3d077dd93f9576dc
c5dcdf5d6a13713cf8551800821348b8e6216
413506d09e28210ad0a4684a4029ecd5ed3d
2bc47b286484388541
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Detection of Threshold Fall Angle
of Elderly Patients for Protective Suit
Purposes

Bibcy Thomas, A. Mahisha, X. Anitha Mary, Lina Rose, Christu Raja,
and S. Thomas George

Abstract Falls are the second leading global cause for unintentional injury and
deaths as per the world health organization [WHO]. Adults over 65 years undergo the
highest number of fatal falls. This has led to the developmentmany types of automatic
fall detection systems. Here, a simple threshold angle detection method is proposed
and is calculated by recording a person’s falling movement. The falling movement is
recorded with the help of a simple video recorder. By using the software, the time and
distance of a person falling movement is calculated from its initial standing position
to the ground. The result is obtained, and a 15° angle is considered as a threshold
angle for elderly patients based on the detailed study of different BMI. Based on this
approach, it will be feasible to establish the reliability of the development of the fall
prevention system for the elderly and to be the basis for future growth.
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1 Introduction

In some countries, the need for a convalescent home increases according to the rise
of elderly patients. India is one such country. In a nursing home, some of the danger
factors should be considered for elderly patients suffering from chronic diseases. In
India, more deaths are caused by accidents than the illness (like high blood pressure,
chronic diseases) for the elderly. However, 65% of these accidents could be avoided
by enhancing the home atmosphere and providing fall prevention. Studies say that
more than 32% of the elderly at the ages of over 70 experience fall accidents in a
year. An accident causes emotional disturbance along with the physical injuries in
the elderly. The reason that the fall accidents occur more in the elderly than other
healthy populations are (1) The regular changes of aging, like poor eyesight or poor
hearing, can make you more likely to fall. (2) Some medicines (for depression, high
chronic diseases, diabetes, and heart patients) can upset your balance and make you
fall. (3) Complex environments, unfavorable lighting situations, and slippery floors
are also the cause.

Since some of the elderly are more prone to experience fall accidents than other
age groups, there is need for special attention towards them [1]. Though nurses or
other qualified individuals, nurses or, other qualified individuals are the best people
to provide the care, the shortage of workforce is a common problem everywhere [2].
Figure 1 shows the elderly fall death rates in US which has increased to 30% from
2017 to 2016. If the rates continues to rise, by 2030 there will be 7 fall deaths every
hour [3, 4].

Fig. 1 Fall death rates in the elderly in the US ( Source www.cdc.gov/HomeandRecreationalSa
fety)

http://www.cdc.gov/HomeandRecreationalSafety
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Fig. 2 Block diagram for fall angle detection

Due to more death rates of the elderly, researches focused on fall detection of the
elderly. Some use special sensQ2ors (accelerometer or MPU6050), and some deploy
active visual surveillance systems. Among them, an Omni-camera was used to detect
the fall accident of the elderly in [5–7]. Here, we propose a new detection approach
where we use a video camera to record the video and the simulation and editing
software named as Adobe Illustrator [8] and Adobe Premiere Pro [9, 10] to edit the
images and detect the fall angle to identify the threshold angle for fall protection
systems [11–15].

2 Proposed to Enhance Fall Detection System

2.1 Block Diagram

The main objective is to detect the fall-angle threshold to prevent fall injuries for
elderly patients, which could help the fall protection system to identify the falling
threshold based on the BMI of the elderly people. The block diagram for fall angle
detection is shown in Fig. 2. This system is designed to detect the accident fall of
the elderly. The patient’s falling movements were recorded using KINECT hardware
and also with the help of a video recorder. The video recorded is then processed
using Adobe premium pro and adobe illustrator to detect the threshold along with
the time period.

The distance between each angle is measured with respect to the time period.
Hence,when the patientmoves beyond the given threshold value, then it is considered
a fall.

2.2 Experiment

A person is made to fall in all different directions that could make an elderly patient
fall (posterior fall, anterior fall, lateral falls). To affirm the chance of the proposed
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Table 1 Tabular column of BMI calculation of different elderly people

Gender Height Weight BMI

In cm Tall/short In kg Thin/Obese

Male 173 Tall 57 Normal 19 kg/cm Normal

Female 159 Medium 64 obese 25.3 kg/cm Obese

Female 150 Short 48 Normal 21.3 kg/cm Normal

Male 178 Tall 88 at-risk 27.8 kg/cm At-risk

Male 165 Medium 65 Normal 23.9 kg/cm Normal

Male 160 Medium 96 obese class 2 37.5 kg/cm Obese class 2

Male 176 Tall 80 obese 25.8 kg/cm Obese

Male 184 Tall 59 mild thinner 17.4 kg/cm Mild thinner

Female 160 Medium 70 obese 27.3 kg/cm Obese

Female 155 Medium 60 normal 25 kg/cm Normal

Female 178 Tall 55 mild thinner 17.4 kg/cm Mild thinner

approach, 11 individuals were chosen with various statures and loads as our test
targets, where 5 individuals are in 150–160 cm, 1 individual is in 161–170 cm, and 4
individuals are in 171–180 cm. Among them, one individual’s weight is under 50 kg,
4 individuals are in 50–60 kg, 3 individuals are in 60–70 kg, 1 is 70–80 kg, and two are
in excess of 81 kg. Among them, 3 individuals’ BMI esteems are in 15–20, another
three individuals’ BMI esteems are in 21–25, and 5 individuals’ BMI esteems are
higher than 25, where it is discovered that every individual has an alternate BMI with
the different physical structure of their body. They have categorized as obese, taller,
shorter, healthy, and whether they are underweight, overweight, or normal based on
the BMI calculations.

The below table visualizes the data of individuals that have been used for the
project. Based on the formula given below, the BMI value for each individual has
been calculated. The weight is calculated in Kilogram and the height is calculated in
centimeters (Table 1).

BMI = Weight/(Height ∗ Height) (1)

2.3 Image Segmentation

When a person falls beyond a threshold angle, then it is considered a fall. Here, a
person was made to fall in four different directions, which has been recorded using a
video recorder. This recorded video is then converted into multiple different images
of a person falling. Then each image of falling has been segmented into five different
angles that are 0°, 10°, 15°, 30°, 35°. These angles help us to understand the primary
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Fig. 3 Angle differentiation

Table 2 The color used for
different angle differentiation

COLOR ANGLE

0° Black

10° Red

15° Pink

30° Blue

35° Lavender

position when a person falls and make us known whether they could able to balance
the fall quickly or not. Thenwith the help of adobe premiere pro and adobe illustrator,
the frames and pixel of the images are calculated of a particular image.

The black line (0°) indicates the initial standing position of the person. The given
box below shows the angle with its color representation.

Below given table indicates the color code for various angle that has been used
in the images. These color variations indicate each line of various angle of 0°, 10°,
15°, 30°, 35° in order to differentiate different angles (Fig. 3; Table 2).

The images given below shows the various falling movement according to each
segmented angle in four different directions to understand the falling position of the
elderly person.

2.4 Threshold Angle Calculation

The time period is calculated based on the given images based on the pixel and
frames using the software. Then these pixel and frames are then converted using the
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Table 3 The table shows the calculated distance between two angles in order to calculate the
threshold angle

Anterior Fall

D(reference height) = 163, 0° pixel height = 590

d1 d2 Distance
between two
degrees

Time for
each angle
(sec/frames)

Pixel value Calculated
value

Pixel value Calculated value

10° 99 27.32 580 160.08 162.3945 (11:24) 1:24

15° 149 41.12 570 157.32 162.6052 (11:32) 0:08

30° 300 82.8 518 142.97 165.2158 (11:46) 0:14

35° 349 96.32 497 137.17 167.6101 (11.49) 0:03

formula to obtain time period. The given table below shows the calculation of getting
time period and speed from the given the values of pixel and frames that are derived
from the video recording of a person falling from its initial standing position to the
ground.

The same principle has been used in other directions of falling that are lateral (left
and right) fall, posterior fall, etc. The time period is calculated based on the given
images based on the pixel and frames using the software. Then these pixel and frames
are then converted using the formula to obtain time period. The given table below
shows the calculation of getting time period and distance from the given the values
of pixel and frames that are derived from the video recording of a person falling from
its initial standing position to the ground (Table 3).

Here, the distances between two angles are obtained by using Pythagoras theorem
and thus distance is obtained. The time period is calculated by converting the pixel
and frames into seconds. The time period is indicated in millisecond. These same
conditions are used for all other types of fall that are anterior fall, lateral fall and
posterior fall. Figure 4 explains the schematic diagram for calculating the distance
between two angles. Here, D is the reference line (height of the falling patient), d1
is a parallel line (towards falling angle) to the reference line and d2 is a parallel line
to the base line (the falling surface or ground). Based on these values the distances
between the two angles are calculated with the help of PT. The calculation is shown
below.

D (reference height of the patient) = 161.
0° (pixel height of patient in video) = 581.
Therefore,

x = reference height/pixel height (2)
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(a)   (b) (c)

(d)   (e) (f)

Fig. 4 The images show the different falling angles of a person while reaching the ground. a Person
standing at initial standing position (0°). b Person falling slightly at an angle of 10°. c Person falling
with an angle position 15°. d Person at an angle of 30°. e Person falling slightly with an angle
position 35°. f Person falling and landing on the ground

Then, by substituting the values in Eq. (2) we get,

x = 161/581

x = 0.277

Now, by calculating the pixel value into the actual height of the person falling.
Then, multiply the x value with pixel value of each angle to obtain the calculated

value of actual height of the person falling.
Pixel value (d1) for 10° = 97

d1 = 97 ∗ 0.277

d1 = 26.87

Similarly, we have to calculate the d2 value.
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Hence, by calculating the pixel value of d2 value to obtain the distance.
Pixel value (d2) for 10° = 572

d2 = 572 ∗ 0.277

d2 = 158.4

Now, we will find the distance between two angles using the Pythagoras theorem.

c =
√
a2 + b2 (3)

Considering c as the distance between two angles and substituting the value of a
and b as d1 (calculated value) and d2 (calculated value), respectively.

Therefore, by substituting the values in Eq. (3) then we get (Fig. 5; Tables 4, 5
and 6),

c =
√
26.872 + 158.42 (4)

c = 160.70

Base line

Fig. 5 Simple diagram for calculating the distance between two angles

Table 4 Calculation table of distance & time for Lateral right side fall

Lateral ( Left) Fall

D(reference height) = 161, 0° pixel height = 581

d1 d2 Distance
between two
degrees

Time for
each angle
(sec/frames)

Pixel value Calculated
value

Pixel value Calculated
value

10° 97 26.87 572 158.44 160.7023 (17:48) 0:28

15° 151 41.83 563 155.96 161.4722 (18:05) 0.57

30° 294 81.44 487 134.9 157.57691 (18:18) 0.13

35° 338 93.63 453 125.48 156.56247 (18:21) 0:03
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Table 5 Calculation table of distance and time for Lateral right side fall

Lateral (Right) Fall

D (reference height) = 163, 0° pixel height = 583

d1 d2 Distance
between two
degrees

Time for
each angle
(sec/frames)

Pixel value Calculated
value

Pixel value Calculated
value

10° 99 27.62 580 161.82 164.16022 (34:20) 1:06

15° 146 40.73 573 159.867 164.97391 (34:28) 0:08

30° 297 82.86 517 144.24 166.3459 (34:44) 0:16

35° 346 96.53 479 133.64 164.85658 (34:47) 0:03

Table 6 Calculation table of distance and time for Lateral right side fall

Posterior Fall

D(reference height) = 163, 0° pixel height = 593

d1 d2 Distance
between two
degrees

Time for
each angle
(sec/frames)

Pixel value Calculated
value

Pixel value Calculated
value

10° 99 27.13 594 162.76 165.00562 (42:17) 0:87

15° 151 41.37 580 158.92 164.21645 (42:25) 0:08

30° 296 81.1 483 132.342 155.21474 (42:34) 0:19

35° 336 92.06 449 123.026 153.65689 (42:42) 0:05

We have also recorded the fall images of a person’s movement falling from its
initial stage until the person lands on the ground in KINECT format. KINECT helps
us to study the posture, position, and physical condition of the body especially when
the person falls. Below shows the image of a person falling using KINECT hardware
(Fig. 6).

3 Result and Discussion

We have experimentally understood the fall angle detection from the height of a
person and the image pixel value. Furthermore, the BMI rate of humanswith different
physiques is also calculated. Thus, the threshold value 15° angle has been obtained
successfully by calculating the distance and time period between each angle and even
by studying the fact of BMI of elderly people. This value is fixed as a constant set
point during a patient’s fall. The threshold angle can be considered as a set point for
the inflation process for a self-inflating garment for elderly patients (Fig. 7).

Based on our research, we have seen that in many journals, they have consid-
ered a different recording method, such as an Omni-directional camera, a simple
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Fig. 6 The above images show the images of a person posture while falling to ground, a while
falling, b while reaching ground

Fig. 7 15° angle is used as threshold value for fall detection

Omni camera, KINECT, etc. But we have used a basic video recorder to calculate
the threshold value for fall detection. And also, there are many papers where they
have considered a 20° angle as a threshold angle. But in our experiment, we have
considered a 15° angle as the threshold value. This is because elderly patients, espe-
cially those who are suffering from PD or Alzheimer’s disease or those with ear
unbalance, vertigo, etc. cannot balance their movement, especially the fall since they
are unstable in terms of fall.
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4 Conclusion and Future Works

Fall detection is a significant focus area in elderly care and dramatically affects health,
wellness, and disability. In this study, based on the BMI of different elderly people,
an optimized fall detection threshold angle has been detected. The critical threshold
angle has been determined by using the formulas and its time period and distance
from its initial standing point to the falling surface. Based on the BMI value and other
conditions such as physical structure and pressure required for the inflation process,
the usage of cartridges has been considered. Moreover, in the future, a self-inflating
garment that can be developed to protect not only the hip of an elderly patient but
also the head and spine (back) of the body as spine and head are the essential parts
of the body. Protection of these parts of the body can avoid the death of a person.
For inflating, one can attempt to make a cylindrical form of the garment to cover the
patient’s body from shoulder to the knees and a helmet to protect the head with an
updated false alarm system with an alert calling system.
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Toxic Comment Classification Using
Hybrid Deep Learning Model

Rohit Beniwal and Archna Maurya

Abstract With the increasing availability of affordable data services and social
media presence, our life is not untouched with ‘cyber,’ i.e., electronic technology.
With it, various challenges and issues are faced, and themost sensitive among them is
Cyberbullying. Cyberbullying is the form of ‘abusive,’ ‘offensive,’ ‘inappropriate,’
and ‘toxic’ comments that are present on the platforms. With the fear of online
abuse and bullying, many people give-up on perceiving different opinions and stop
expressing themselves. Nowadays, various online platforms like Quora, Wikipedia,
Twitter, and Facebook have become part and parcel of everybody’s life. These stages
battle to viably encourage discussions, driving numerous networks to restrict or
shutdown client remarks. Unfortunately, online comments with toxicity cause online
badgering, bullying, and personal attacks. Therefore, toxic comment classification
problem has attracted the attention of many organizations from the past few years.
Hence, in this paper, we present a hybrid Deep Learning model that will detect such
toxic comments and classify them according to the type of toxicity. As an outcome,
we achieved the best results with an accuracy of 98.39% and an f1 score of 79.91%.

Keywords Bidirectional-gated recurrent unit · Convolution · Deep neural
network ·Multi-label classification · Toxic comments

1 Introduction

In today’s digital era, social media provides a common platform that let users express
their opinion in the form of online comments. People consider it their freedom of
expression; however, many users use this fundamental right in a negative way, such
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as disrespecting other users, threatening other users, spreading fake news, cyber-
bullying, personal comments, toxic comments, etc. on online discussion platforms.
Those comments, which are disrespectful and rude, and that force users to leave the
conversation or online discussion are called “Toxic Comments.” Nowadays, users
face issues like abuse, harassment, cyberbullying online threats, and hate speeches,
which can be classified as toxic comments. Therefore, such comments need to be
recognized as quickly as possible and should be removed from the internet, but it is
not that simple. It is a tedious task to filter and ban such comments. According to the
Pew survey (2014) [1] about online harassment, some key findings are that every four
in ten, i.e., 40% of internet users are victims of online harassment, purposeful embar-
rassment, and stalking. Both men and women experience a different kind of online
harassment where women face it more frequently. Men experience fewer instances
of verbal abuse, embarrassment, and threats, which are “less severe.” In contrast,
women experience badgering, such as being followed, inappropriate behavior, and
threats on a more severe level.

Various online platforms are taking different initiatives to make their platform
free from problems such as toxic comments, online harassment, and provide a safe
online environment for their users. A few of the platforms even turn off comments for
such posts based on crowdsourcing votes (upvotes/downvotes).Manually identifying
such comments and flagging them is a time-consuming and challenging exercise.
However, such an exercise is inefficient and not scalable. Comment classification is
a classic example of Natural Language Processing (NLP) and a fundamental part
of numerous applications such as web search, text mining, and sentiment analysis,
etc. Hence, a wide scope of machine learning strategies has also been applied for
comment classification.

The Deep Learning model identifies whether or not a comment is toxic. In the
case of toxic, it further categorizes the comment in six different labels, namely toxic,
severe toxic, obscene, threat, insult, and identity hate. All the listed labels are not
mutually exclusive. Comment classification problems are generally also known as
multi-class classification or multi-label classification [2]. Multi-class classification
means data or comment belongs to only one out of the six labels. In contrast, Multi-
label classification comment belongs to more than one label simultaneously. For
example, a comment can be both insulting and threatening simultaneously.

In the recent past, Google and Jigsaw started a venture called “Perspective”, which
uses AI to distinguish toxic comments naturally [3]. The perspective API [4] score
represents the impact of the comment in the discussion so that platforms can use this
score to provide real-time feedback to users. In most of the cases, this model is not
reliable, inclined to blunders, and the degree of toxicity is not determined.

Therefore, in this paper, we are using a hybridDeepLearningmodel for improving
the performance of toxic comment classification. To be particular, we analyze the
dataset to understand how to process the data. Preprocessing and word embedding
layer form amatrix, thenwe feed thematrix to Convolutional Neural Network (CNN)
and Bidirectional Gated Recurrent Unit (Bi-GRU) layer respectively. Noise and
important features are filtered out through CNN. After this, dense and dropout layers
further perform the classification. Hence, we provide a multi-label classification
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model that is capable of recognizing different types of toxicity, such as severe toxic,
threats, obscenity, insults, and identity-based hate.Moreover,we are providing proba-
bility estimates for each sub-type, which is conclusively strong enough to outperform
‘Perspective’ API’s current models.

The rest of the paper is organized as follows: Sect. 2 deliberates the related work;
Sect. 3 defines the proposed methodology followed by Sect. 4, which describes its
implementation; Sect. 5 examines the result and analysis; finally, Sect. 6 concludes
the research paper and provides direction for future work.

2 Related Work

Toxic comments have a profound impact on a user’s health online as well as offline.
There have been several research papers on detecting toxic comments in online
discussions. Most of the work is based on machine learning, text classification, senti-
ment analysis, and Deep Learning neural network. Abusive comment classification
work started with Yin et al. [5] paper in which they used Support Vector Machine
(SVM) and Term Frequency-Inverse Document Frequency (TF-IDF) features and
compared the performance with a simple TF-IDF model on a chat-style database.
Nguyen [6] proposed amodel for sentiment label distribution using a hybridmodel of
bidirectional Long Short TermMemory cell (LSTM) model with word-level embed-
ding and Convolutional Neural Network (CNN) model with character embedding
technique on Stanford Twitter sentiment corpus. This hybridmodel achieved an accu-
racy of 86.63%. Chu and Jue [7] compared Deep Learning models such as Recurrent
Neural Network (RNN) models as LSTM with word embedding, CNN model with
character embedding, and CNN model with word embedding. CNN, with the char-
acter embedding model, performed best between them with an accuracy of 94%.
This paper also specified that character level embedding has improved performance
than word-level embedding for CNN. In the real-life for practical applications such
as automatic comment moderation, CNN with word embedding was suggested.

Georgeakopoulos [3] proposed a Deep Learning approach using CNN for toxi-
city classification in the text classification and compare the performance with SVM,
K-nearest neighbors (KNN), Naïve Bayes (NB) and Linear discriminated analysis
(LDA). NB and KNN had the lowest precision and recall scores. It means that they
classify some non-toxic comments to toxic comments and vice versa. CNN had the
best precision and recall score. CNN also attained the best performance with an accu-
racy score of 92.7%. Khieu and Narwal [8] used different Deep Learning models
for toxic comment classification. They used SVM, LSTM, CNN, multilayer percep-
tron in combination with word and character-level embedding models for toxicity
detection. They evaluated their model on the Kaggle toxic comment classification
challenge dataset. LSTM model achieved the best performance with an accuracy of
92.7% and an f1 score of 70.6%.

As far as the above models or approaches are concerned, we provide a model in
this paper, combining both CNN and Bi-LSTM Deep Learning models with word
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embedding that increases the accuracy of toxic comments classification along with
the F1 score.

3 Methodology

Ourmethodology for detecting toxic comments and classifying them according to the
type of toxicity is divided into the following ten phases, namely dataset used, data pre-
processing, embedding layer, convolution layer, max-pooling layer, Bi-GRU layer,
global max-pooling layer, dropout layer, and two dense layers. Figure 1 represents
the proposed methodology.

3.1 Dataset Used

In this research paper, we will be using the dataset available from the Kaggle Compe-
tition [9] known as the “Toxic Comment Classification Challenge”. This dataset is
a collection of comments from “Wikipedia’s talk page edit”. The dataset contains
159,571 comments that have been rated by humans for six sorts of toxicity labels
such as toxic, severe toxic, obscene, threat, insult, and identity hate.

3.2 Data Preprocessing

Dataset is a collection of real-world data; however, such data is generally inconsistent
and incomplete that requires data preprocessing. Data preprocessing helps us to
clean, format, and organize the raw data. To achieve the same, firstly, we will remove
Stopwords from the dataset. “Stop words are common English words such as, the,
am, there; which do not influence the semantic of the review and removing them can
reduce noise” [10]. Secondly, Tokenization will be performed. “Tokenization is the
process of splitting the input into meaningful pieces” [11]. These pieces are called
tokens of words. At last, the padding sequence will be used to make each comment
of the dataset into the same length.

3.3 Embedding Layer

In the third phase, the Embedding layer will be used for mapping the words of
comment on a vector of real numbers. For each unique word, the corresponding
vector will be assigned in the space. There are various methods for creating word
embeddings such as Glove, Word2vec, and FastText.
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Fig. 1 Proposed hybrid deep learning model for toxic comment classification
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3.4 Convolution Layer

In the fourth phase, the embedding layer output will feed into the 1D convolution
layer. The Convolution layer is the center structure of the Convolutional Neural
Network (CNN). The primary target of convolution will be to extract features from
the input and pass its outcomes to the next layer.

3.5 Max-Pooling Layer

In the fifth phase, the yield of convolution will be transferred to the 1DMax pooling
layers. The pooling layer will be used for reducing the dimension of processed data
and only keeps important information. This layer will reduce the computation cost of
the network. The pooling layer will diminish the features that decline the likelihood
of overfitting.

3.6 Bidirectional-GRU Layer

The yield of Max pooling will be transferred into the bidirectional GRU layer. Bi-
GRU is a kind of bidirectional recurrent neural network. It is almost similar to the
bi-LSTM model. “GRU is faster than LSTM because it requires less calculation to
refresh its concealed state” [12, 13]. GRU also overcomes the problem of vanishing
gradient.

3.7 Global Max-Pooling Layer

In this phase, wewill be using the 1D global max-pooling layer. The global constraint
will yield the absolute most significant feature of the featuremap rather than a feature
window. The global max-pooling layer will reduce the dimension of input to one.

3.8 Dense Layer 1

In this phase, the dense layer will utilize the Relu (Rectified linear unit) activation
function. A dense is only a normal layer of neurons in a neural system. This dense
layer will receive the output from all the neurons of previous layers and help in
refining the flow of gradient.
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3.9 Dropout Layer

In this phase, we will use the dropout layer to dodge the issue of overfitting in the
system. This layer will remove extra neurons from the neural network during the
training phase and reduce the complexity of the model.

3.10 Dense Layer 2

Lastly, in the tenth phase, the last dense layer will utilize the sigmoid activation
function for multi-label classification. The number of neurons in the last layer will
be the number of classes in our dataset.

4 Implementation

The following sub-sections elaborate phase-wise implementation details of the
proposed methodology. We used the Python programming language for the imple-
mentation of our model. TensorFlow and Keras libraries were used for building the
neural network. To provide GPU support, we implemented our model on the Kaggle
platform. After data preprocessing, we started building our model. We set up our
input layer. As mentioned in the Keras documentation, we have to include the shape
for the very first layer, and then Keras will automatically derive the shape for the rest
of the layers.

4.1 Dataset Used

Exploratory Data Analysis (EDA) was performed on the dataset that gives us impor-
tant information regarding the dataset and provides a way to handle the data for the
model. Dataset was split into preparation and validation set into the 90:10 ratios.
Table 1 defines the distribution of labels in the training set. Figure 2 shows the distri-
bution of the number of comments vs. the length of comments that represent that
the vast majority of comments were inside 500 characters length. Figure 3 shows
sample instance of the dataset schema and database schema was represented as <id,
comment, toxic, severe toxic, obscene, threat, insult, identity hate> that helps in
understanding the dataset for further use in the model.
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Table 1 Distribution of
labels in the training set

Comment label Number of comments

Toxic 15,294

Severe toxic 1595

Obscene 8449

Threat 478

Insult 7877

Identity hate 1405

Fig. 2 Distribution of Comment length

Fig. 3 Sample instance of the dataset

4.2 Data Preprocessing

Data preprocessing was used to increases the quality of the dataset and making
it ready for model implementation. Firstly, we removed Stopwords using Python
built-in dictionary of stopwords Nltk.corpus. Secondly, we performed Tokeniza-
tion using keras.preprocessing.text() function. At last, we performed the padding
sequence using keras.preprocessing.sequence() function. Padding sequence in Deep
Learning was used to make each comment of the dataset into the same length. We
assume themaximum length of a comment to be 500 and then add padding sequences
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at the end of shorter comments to make their length equal to 500. Beautiful soup
Python library was utilized for hauling information out of HTML and XML records
that exist in the dataset. This phase was mainly used for converting the dataset into
the standard form for further implementation.

4.3 Embedding Layer

In our model, embedding will be made dependent on the tokenized text. TF-IDF
tokenization will make a lattice of features which would be utilized to develop the
embedding. Each comment of the dataset was changed over to a one-dimensional
vector of numerical components paying little mind to the tokenization strategy. To
handle the comment of variable length padding was used and the vector was filled
with zeros at the end so that all the comments have equal length. We assume the size
of the embedding word vector to be 240d.

4.4 Convolution Layer

In the 1D convolution layer, we used 100 filters with length 4. By 1D convolution, we
understand that “the kernel used here for convolution was a one-dimensional vector”
[13]. Adding CNN on the top of the GRU helps in the sense that CNN combines
with the polling layer brings out the important temporal features devoid of any noise
which bidirectional GRU can usemore effectively. The yield of this layer is conveyed
to the 1D Max pooling layers.

4.5 Max-Pooling Layer

Various types of pooling techniques could use, e.g., 1D max pooling, global, max,
average, and sum that depends on the architecture of the model.We passed the output
of convolution to the 1D max-pooling layer that applied the max pool operation on
the window of every four characters. As the output, we get a matrix of size= number
of sentences * 125 * 100, which was also called Extracted Features. These extracted
features were then transferred into the bidirectional GRU layer.
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4.6 Bidirectional-GRU Layer

Bidirectional GRU has only two gates, the reset and update gate. “The reset gate(r)
was utilized to choose howmuch past state datawas required to keep and to overlook”
[12].

r (t) = σ
(
W (r)x (t) + U (r)h(t−1)

)
(Reset gate) (1)

The update gate (z) worked similarly to the forget gate and input gate of the LSTM
model. “The update signal z(t) is responsible for determining howmuch of the hidden
state should be carried forward to the next state” [12].

z(t) = σ
(
W (z)x (t) +U (z)h(t−1)

)
(Update gate) (2)

Bi-GRU had two units of the recurrent network, one unit to move the data in a
forward way, and the second unit moved the data in a backward way with the help
of reset and update gate.

4.7 Global Max-Pooling Layer

The next global max-pooling layer reduced the dimension of input to one. For
example, if we had data [2,3,4,5,6,6,7] with pool length 3 yield was 4,5,6,6,7 respec-
tively; however, if 1D global max-pooling was used, then yield equal to 7. We
performed 1D global max-pooling using Keras.layers() function.

4.8 Dense Layer 1

This layer produced the yield of dimension 50. We performed this dense layer
using Keras.layers() function and utilized the Relu (Rectified linear unit) activation
function.

4.9 Dropout Layer

The yield of the dense layer passed to the Dropout layer, which impaired a few
neurons in the following layer so that the entire system could conclude better. The
dropout rate was set at 20% and performed using Keras.layers() function.
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Table 2 Performance of hybrid deep learning model

Accuracy Precision Recall F1 score

98.39 86.05 74.59 79.91

4.10 Dense Layer 2

The last dense layer utilized the sigmoid activation function formulti-label classifica-
tion usingKeras.layers() function that created six-dimensional vectors, defined as the
labels of toxicity. The final output file contained the probability of labels occurring
on the dataset.

We used binary cross-entropy loss function because this function is more effective
on classification tasks compared to other loss functions. Adam optimizer is designed
to improve the classic Stochastic Gradient Descent (SGD) optimizer. This model
minimized the log-loss function using the SGD optimization algorithm. The model
was trained using batch size 32 and run for 20 epochs. A 10% size validation dataset
was likewise passed on along.

5 Result and Analysis

A confusion matrix is utilized to calculate the performance of the characterized
model. We report the result of our model using standard Precision, Recall, Accuracy,
and F1 measure [14]. “F1 score is defined as the harmonic mean of precision and
recall score.” Accuracy is defined as the ratio of exactly matched instances to total
instances.

We partitioned the dataset into training and testing sets. The training set contains
143,613 comments and the testing set contains 15,958 comments. After training and
testing, we got the best results as shown in Table 2.

6 Conclusion and Future Work

There have been ceaseless trials of experiments to detect the presence of toxic
comments of various kinds on online platforms. This holds importance in the research
field due to the tremendously growing online interactive communication among
users. Toxic comment classification is used for detecting the toxicity in social media
platforms. Our work is dedicated to finding the best possible solution for toxic
comment classification. This paper has implemented a deep learning based model
using convolution and bidirectional gated recurrent units that successfully performs
the multi-label classification of different sorts of toxic comments. As an outcome, we
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achieved the best results with an accuracy of 98.39%, a precision score of 86.05%,
and a recall score of 74.59%, and the computed F1 score of 79.91%.

“Common challenges for toxic comment classification among different datasets
that contain out-of-jargon words with its long-range dependencies, and multi-word
phrases” [15]. The limitation of this model is that it is trained on Google Jigsaw’s
toxic comment dataset and achieved a high accuracy on our test set. However, the
proposed model may not be able to achieve the same level of performance on other
datasets like twitter dataset. Another limitation is for handling the out of vocabulary
words and our dataset is mostly a collection of English language comments, so our
model works on the English language only. Google Jigsaw’s toxic comment dataset
is a collection of comments from “Wikipedia’s talk page” and comments have been
labeled by human raters [3, 7] because there is no standard definition of toxic labels,
human raters rate the comments on their personal beliefs and therefore this dataset
is skewed.

For future work, the proposed work will be extended to experiment with our
model and the pre-trained word embedding techniques like Glove, Word2vec, and
FastText trained on toxic comment dataset. Many enhancements may be possible to
our model by adding consideration based instruments for better detection of toxic
comments. Different users use different number of online platforms for discussions,
so developing different models for each platform is not an efficient way to handle
this problem; therefore, it is required to build a solitary framework that works over
various platforms.
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Abstract The cognitive radio (CR) prototype that has been intended to scheme the
future wireless communication structures is emerging progressively by utilizing its
various features within the existing wireless systemmodels. A considerable quantity
of research attempts has been carried out for resolving CR disputes, and numerous
technologies associated with CR in addition to vibrant accessibility of the spectrum
have also been incorporated. Furthermore, software-defined radio [SDR] systems
have progressed to a larger extent, where it can be utilized for implementing the CR
networks. This paper is intended to provide wide-ranging investigation for deploying
the increasing exploration in the field of CR systems by including all features
like spectrum sensing, evaluations, numerical designing of spectrum utilization and
concepts of physical layer including the modulation scheme, multiple access tech-
niques, resource distribution, cognitive learning and strength and safety measures in
CR networks. The evolving developments of CR research and disputes associated to
the cost-effective CR systems are also summarized in this research study.
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1 Basics of Cognitive Networks

In free-space communications, the accessibility of the spectrum is usually explained
with the help of distinct frequency, power required for transmission, method of
usage, and the license interval. The above-mentioned features are also available in the
existing command-and-control form meant for spectrum distribution and allotment
controls the utility andoutcomeunder the circumstances of lowusageof the spectrum.
The improvement in the radio spectrum utilization is required in the existing system
to accommodate the novel services&applicationswhich in turn demands the increase
in the capacity and the speed in the transmission of data.

In order to achieve a better competence in the usage of the available spectrum, the
aforesaid restrictions must be altered with the help of changing the existing scheme
of licensing the spectrum by incorporating dynamic model in the management of the
radio spectrum.

The basic concept is to incorporate more flexibility in the accessibility of the
spectrum which allows CR users, i.e., the unlicensed users to have the right to utilize
the radio spectrum with some amount of limitations. The heritage of the systems
in wireless mode is intended to function in a devoted spectrum of frequency; it is
not allowing the utilization of the flexible scheme for licensing. Consequently, the
model of Cognitive radio (CR) evolved, to achieve the foremost objective to afford
flexibility to wireless broadcast all the way incorporating the scheme of dynamic
spectrum access (DSA) which enables utility of the spectrum with no loss in the
benefits incorporated in the fixed spectrum distribution.

The cognitive radio is a “smarter radio” which senses the channels which consists
of inputs available from a huge group of varied piece of equipments. Based on the
method of sensing, the cognitive network employs complicated techniques which
enable sharing of spectrum to accomplish competent wireless communication [1].
Figure 1 shows the diagrammatic representation of cognitive radio.

Spectrum access atmosphere in order to recognize and discover the spectrum
atmosphere for managing and getting accustomed take the decisions on its accessi-
bility [2]. The abovementioned network is to be operated in an environment in which
several such equipments will try to access(either centrally or distributive) for making
a judgment on the accessibility of the channel by means of suitable modulation
method, power required for transmission, and other error control algorithms. Consid-
erable disputes are still existing in the designing, analyzing, optimizing, developing,
and deploying the Cognitive Radio Networks.

The CR represents a complicated network which imitates the brain of the human
in a Dynamic

The foremost technological challenges comprises of: sensing of the spectrum;
evaluations with numerical modeling of utility of the spectrum, types of modula-
tion, schemes of multiple access techniques, spectrum allotment, power required
for controlling the transmission for CRs; scattered knowledge, flexibility, collabora-
tion for Cognitive Radios; schemes for toughness and safety in CR; broad-coverage
region designing and investigation meant for networking worldwide; The disputes in
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Fig. 1 Diagrammatic representation of cognitive radio [28]

the spectrum guiding principle comprise the following: expansion of realistic DSA
guidelineswhich leads to resourceful spectrumusage, guard the privileges of primary
users, and preserve the service of quality in addition to the improvement of documen-
tation guidelines of Cognitive Radios [3]. The phrase cognitive radio be foremost
utilized [4] in the year 1999 by J. Mitola III and G. Q. Maguire. In the year 2000,
in his dissertation thesis [5], J. Mitola III mentioned that the cognitive networks is
a expansion of the (SDR) theory in which cognitive networks are smart at the same
time also conscious of its relevance required for customers.

The key cause leading to the spectrum insufficiency crisis is the conventional
permanent spectrum allotment was initially recognized once Federal Communica-
tions Commission’s (FCC’s) Spectrum Guidelines Report [6] was made available in
the year 2002. From that time onwards, FCCmoved in the direction of improvements
in techniques to supplementary complete utility of the spectrum, thoughts of devel-
oping Cognitive Radio techniques to assist the flexibility, competent, trustworthy
employment in the field education and industry.

In the year 2004, Federal Communications Commission’s provided a notice for
planned guidelines, which pave way to the opportunity to allow the cognitive users
to provisionally use the allotted spectrums under the circumstances that they doesn’t
provide dangerous intrusion to primary users. A vital landmark in the growth of
cognitive radio is the endorsement by FCC in the year 2008 [7] of the unlicensed
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utility of the white space available in the TV depending on the sensing of spectrum
in addition to discussion by means of mandated database of FCC [7]. The above
mentioned white space is eye-catching for the reason that it has better-quality radio
broadcast uniqueness. In the year 2010 [8], FCC made a public notice of novel
guidelines to the usage of this white space by cognitive devices, wherein compulsory
necessity of sensing was removed and accordingly made easy to access the spectrum
with geo location- based channel allocation [8]. This has aggravated the improvement
of novel wireless standards.

2 Ideology of Cognitive Radio and Dynamic Spectrum
Access

The phrase cognitive radio is elaborated as follows [2]: “Cognitive radio is an intel-
ligent wireless communication system that is aware of its ambient environment. A
cognitive radio transmitter will learn from the environment and adapt its internal
states to statistical variations in the existing RF stimuli by adjusting the transmission
parameters (e.g., frequency band, modulationmode, and transmission power) in real-
time and on-line manner.”

The aforesaid characterization effectively incorporates elementary perception of
cognitive radio. It facilitates the users to launch interactions between nodes of the
cognitive networks. The interaction factors could be accustomed in accordance with
the alteration working circumstances, necessity. There are two foremost goals of the
CR; one is to develop the utility of the spectrum and also to accomplish extremely
trustworthy and exceedingly competent communications in the free space.

Fundamentally the cognitive network has dual foremost operations, referred as
horizontal spectrum sharing and vertical spectrum sharing. In the first category, each
and every users/nodes has identical regulatory condition,while in the second category
each and every users/nodes doesn’t have identical regulatory condition. The process
of symmetric sharing is defined as the heterogeneous network environment which
has the cognitive/adaptive facility. Alternatively, if the cognitive/adaptive facility is
absent then it is called as asymmetric spectrum sharing [9].

Some of the key functions of a CR device are sensing of the spectrum (spectrum
sensing), managing the spectrum (spectrum management), and mobilizing the spec-
trum (spectrum mobility) [10]. With the help of spectrum sensing, the knowledge of
the target radio spectrum can be acquired which enables the CR user to utilize it. The
knowledge acquired by sensing the spectrum is utilized to analyze the availabilities
to decide the accessibility of the spectrum. Figure 2 shows the cognitive cycle.
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Fig. 2 Diagrammatic representation of cognitive cycle [50]

2.1 Spectrum Sensing

The main objective of the spectrum sensing method is to find out the condition of the
spectrum and the action of the primary users by means of occasionally sensing the
desired frequency. Meticulously, a CR transceiver identify a unoccupied spectrum
called as spectrum hole in addition to it also finds out the technique to access it with
no interference to the transmission by the licensed user.

The techniques utilized for sensing a spectrum are centralized or distributed. The
method of centralized sensing of spectrum consists of a controller which senses the
required frequency, knowledge acquired with help of this sensing is distributed to
other nodes available system. The complexity will be reduced, since all the functions
regarding the sensing are done by the controller. But, at the same time, it suffers from
the diversity of location. The method of distributed sensing and sharing of spectrum
enables the cognitive users to execute sensing of the spectrum autonomously.

2.2 Spectrum Analysis

The knowledge acquired with the help of spectrum sensing is utilized in scheduling
and planning the accessibility of the spectrum by the unlicensed users. The analysis
of the knowledge acquired by spectrum sensing is done to recognize the ambient RF
environment and achieve information regarding the spectrum holes.

Machine learning algorithms of AI could be useful in understanding and infor-
mation gathering. Consequently, a judgment on accessibility of the spectrum is done
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with the help of optimization of the performance of the system if the preferred goal
if provided.

2.3 Spectrum Access

Based on the decision on the availability of the spectrum hole, the unlicensed user
is allowed to access the spectrum. Access of spectrum is executed based on the
cognitive medium access control (MAC) protocol which is determined to evade
conflict/dangerous hindrance to the primary in addition to the cognitive users. One
of the most favorable judgments on the accessibility of the spectrum is based on
the ambient atmosphere and the supportive or aggressive activities of the cognitive
users.

In a CRN, the cognitive users can use either a control of interference (spectrum
underlay) methodology or a prevention of interference (spectrum overlay) method-
ology which makes the most of the spectrum holes. In the method of spectrum
underlay, the cognitive users utilize the same spectrum used by the licensed users
provided that the interventions provided to the main users do not go beyond the value
of the threshold. Hence, this methodology necessitates a refined control schema for
power of the cognitive transmitters. In the former method of spectrum overlay, the
cognitive nodes requires the prior information regarding the spectrum holes to access
the spectrum and to make sure that it do not offer any interference to the primary
users.

2.4 Spectrum Mobility

Mobilizing the spectrum is the process associated with the alteration in the desired
frequency of operation of CR nodes. The CR users will switch over to an idle band
of spectrum, when a primary user accesses a radio channel which is currently used
by the cognitive user. This process of altering the desired frequency of operation is
defined as [9] spectrum hand-off [9]. When the above process occurs, the consider-
ations/features of the protocol at various layers of the protocol stack will be altered
accordingly so as to match the novel operating frequency.

The foremost principle of SDRcomprisesmultiband process, and “plug-and-play”
facility. Suppleness of software-defined radio is valuable in implementing, validating
the technology of cognitive radio networks. The infrastructure of any network in CR
must incorporate all the aforesaid principles. The network will assist communication
among several cooperatingCRs through suitable radio resource distribution (Table 1).
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Table 1 Comparison of different spectrum sensing schemes

S. No. Types of spectrum
sensing

Algorithms Key features

1. Cooperative sensing Centralized, distributed and
external

Requires collaboration
among the SU for finding the
spectrum holes

2. Interference-based
modeling

Spatial modeling and SINR
modeling

Algorithms are used to
reduce the interference

3. Single user sensing Coherent, noncoherent –

4. Coherent sensing Matched filter, feature
detection waveform
detection, correlation
detection, cyclostationary
detection

Needs prior knowledge of
PU

5. Non Coherent
Sensing

Narrow band detection, wide
band detection.

Do not require prior
knowledge of PU

6. Narrow Band
Detection

Energy detection, Eigen
value detection

Less efficiency

7. Wide band detection Sub-Nyquist, Nyquist Efficiency is better

8. Compressive Sensing Distributed compressive
sensing and jointly
compressive sensing

Sparse representation is used

3 Cognitive Radio Network Blocks

The architecture of CRs occasionally shares the knowledge of their confined envi-
ronment, communication necessities, and performances among themselves. The CRs
utilizes both the knowledge obtained from their neighbor as well as the local knowl-
edge to decide on the parameters of communication. Yet the network will be affected
by the problem of hidden node huge control overhead issues [10]. The architecture
of a cognitive radio system is illustrated in Fig. 3.

Fig. 3 Protocol architecture
of CR system [10]
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The protocols of communication available at various levels have to operate in a
way that radio spectrum is utilized to its maximum; at the same time, all the policy
restrictions also must be satisfied.

3.1 Physical Layer

The prime task of PHY layer is sensing of the spectrum incorporating the operations
like identifying spectrum hole, interference, etc. Spectrum sensing obtains the spec-
trum utility features with respect to various aspects like time division, space division,
frequency division, and code division. Numerous schemes like matched filter-based
detection, energy-based detection, cyclostationary-based detection, etc., are available
for identifying or detecting the presence of the primary users. The radio frequency
front-end is realized in the PHY layer which in turn needs a large sampling rate,
high-resolution, ADC with high vibrant ranges, several analog front-end circuitries,
and high-end processors for computing and signal processing with less delay.

3.2 MAC Layer

The decision on transmission or consideration or exploiting the spectrum hole is done
in theMAC layer. TheMACprotocol operations comprise of the following: gathering
the knowledge on the occupancy of the channel, synchronization of the time interval
and the channel among the receiver & transmitter, initiate compromising strategy
among the licensed and the unlicensed users for allotment of spectrum. The key
issues in implementing the MAC protocols in cognitive radio networks comprise of
finest sensing technique for the channel for accessing the multichannel main users,
hidden node issues, synchronization adaptation of power. Features like counting of
hop, quality of the link have to be incorporated in the routing statistics along with the
parameters for management of spectrum such as spectrum holes and interference.

3.3 Network Layer

Building topology, addressing, and routing are the key functions done in the network
layer. The building of topology comprises of detecting the spectrum and discovery
of neighbor. Addressing could be fixed or dynamic. The routing decisions have to
be done considering the topology, congestion in MAC, and reliability. The routing
statistics have to incorporate features like counting of hop, quality of the link along
with parameters for managing the spectrum such as interference and spectrum
opportunities.
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3.4 Transport Layer

The performance of MAC protocol along with the mobility of the spectrum depends
on the congestion control and flow control performed in the transport layer. The
performance throughput in the conventional TCP is found out by calculating RTT,
probability of loss in packet probability, based on the spectrum opportunities, power
required for transmission & reception along with the value of interference.

4 Spectrum Sharing in Cognitive Radio Networks

Spectrum metrics are vital data for cognitive users for accessing the spectrum of
licensed users. Figure 4 shows the diagrammatic representation of primary and
secondary users. To achieve this vital data, the following problems are analyzed in the
literature. The performance metrics used are peak-to-average power ratio (PAPR),
accuracy of detection probability (Table 2).

4.1 Spectrum Sensing

Sensing of the spectrum is a primary requirement for cognitive networks to identify
the condition of the accessibility of the spectrum by the licensed users. Devoid of
this vital data, the cognitive users will not be able to access the idle spectrum utility
causing interference to the licensedusers.Altrad et al. in [61] have explained about the
Markov chain modelling considering both perfect and imperfect sensing scenarios.

Fig. 4 Diagram representing primary and secondary users [10]
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Table 2 Performance metric of CR [67]

S. No. Parameter Metric

1. Situation awareness PU probability of detection (PD) and
probability of false alarm (PFA), PAPR

2. Assessing cognitive functionality Reasoning, decision making, planning, and
learning

3. Assessing Node Performance Signal-to-(noise plus interference) ratio (SINR)
or interference-to-noise ratio (INR), bit error
rate (BER), bandwidth efficiency, and power
efficiency

4.2 Interference Modeling

Cognitive users observe the spectrum interference for the following two reasons: First
and foremost, for the cognitive users to ensure that their transmission does not provide
any interference to the licensed users. Secondly, in the presence of interference,
the cognitive users should be able to use the spectrum in a way that the broadcast
necessities are fulfilled.

An outline of the regulatory requisites and the chief issues related to sensing
of spectrum in cognitive radio networks is provided [11, 12]. A complete review
of the various schemes for sensing the spectrum is done in [13, 14]. A complete
outline of the various channel fading models is specified in [15, 16]. In [17], the
authors have calculated the secondary channel capability for the average and peak
power of interference power in several fading environments like Rayleigh fading and
lognormal shadowing.

A randommatrix theory [18] has been used to acquire the probability distributions
of the test metrics. Mariani et al. calculated the effect of the unsure sequence [19]
regarding the level of power of the noise in the energy-based detector category of
sensing the spectrum. A discussion on a method of multitaper [21] has been provided
by the authors, which is a nonparametric scheme for sensing the spectrum. In [20], a
matched filter detection filter has been proposed by the authors to detect the spectrum
in the presence of noise over fading channels. In [22], optimization of the duration
of the spectrum sensing to increase the efficiency of the cognitive nodes along with
the achievement of the desired detection likelihood has been done by the authors.

For enhancedoutput, cooperative-based sensingof spectrumcouldbeutilized [23–
30]. The process of cooperative-based sensing of spectrum operates as given below.
Each and every cognitive user carry outs the sensing of its spectrum autonomously
and decides the presence or absence of a licensed user. In a while, the cognitive users
broadcast the judgments to a common node referred as the fusion node. In [23],
numerous tough schemes on cooperative-based sensing of spectrum which depend
on the idea of diversity in user and co-operation have been proposed by the authors.

In [26], the authors paid attention on the interpretations at the nodes are understood
as to be interrelated, and consequently, a linear quadratic LQ fusion strategy has been
developed. In [28], the authors offered best possible weighting which combines the
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Flowchart 1 Spectrum sensing [68]

energies in a linear manner that is calculated at the cognitive nodes through which
the detection probability is increased in addition to the limitation on the false alarm
probability (Flowchart 1).

To decrease the overhead in communication Meng et al. has suggested [29] a
matrix completion and joint sparsity algorithms for sensing the spectrum which
depends on very few observations.

The authors in [30] have suggested a location-based cooperative spectrum sensing
method to take a decision on the availability of primary users. The primary system
of network is designed as a arbitrary geometric system, which is understood to have
a prior knowledge on the locations of its users. The concept of truncated stable
distributions is utilized for the designing [31]. The work in [32] explains the initial
studies on occupancy of the spectrum and intrusion in cognitive radio systems. In
[32], the authors explained the prospects, disputes, and interaction limits available
in the cognitive radio systems. In [33], Datla et al. proposed a structure of spectrum
calculation and preprocessing of calculated information. The structure is estimated
by applying it in a real-time scenario. In [34], the authors have explained a numerical
representation for occupation of the spectrum and the important features of the repre-
sentation have been estimated using the measured information. In [35], the authors
have offered in detail on an operation of measurement of the spectrum. Also, it has
presented a stochastic representation which depends on modified beta distribution.
The authors in [36] explained the probable shortcoming of Poisson representation for
licensed user action and proposed a novel representation which is dependent on the
metrics like temporal metrics, filter clustering. In [63], Manesh et al. have compiled
a survey on different types of interference modeling like spatial modeling and SINR
modeling and also evaluated the cognitive interference power. Figure 5 represents
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Fig. 5 Interference model [63]

themodel of interference in CR.Maric S et al. in [64] have explained about algorithm
based on the belief propagation to mitigate the PUEA.

5 Metrics for Performance Evaluation in CR

Zhao et al. IN [67] have given a detailed analysis of performance evaluation of
cognitive radios.

6 Types of Modulation for Cognitive Radio Networks

In [37], Bogucka et al. presented an outstanding discussion on two types of multiple
carrier modulation OFDM and non-OFDM to be used in wireless systems. In [38],
Kollar and Horvath examined several modulation methods like DFT OFDM, OFDM
with constant envelope and multicarrier with filter bank for cognitive networks along
with the merits and demerits. In [39], a detailed analysis of non-OFDM and multi-
carrier CDMAmethod was discussed in the perspective of a DSA cognitive network.
In [40], the authors presented a detailed review of the up-to-date techniques partic-
ularly modeled to guard the usage of the spectrum by the primary users from likely
interference provided by cognitive users with NC-OFDM technique.

In [41], a detailed analysis has been done taking into account the effects of sensing
of spectrum and the traffic of licensed user for various channels under fading, the
characteristics of adaptivemodulation forCRwith opportunistic access. The adaptive
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continuous-rate method and the adaptive discrete-rate method both have been taken
into account. In [42], Budiarjo et al. proposed amodulation schemewhich recognizes
the existence among the cognitive radio dependent scheme by which the cognitive
users are hidden for the main users.

In [43], various methods for identifying intrusive data, evaluating the distance
linking victims and intrusive systems, have been explained. Zamanian et al. [44]
modeled a classifier to be used for linear digital modulation whose operation depends
on the k-means clustering procedure. In [45], Ye et al. proposed a original digital
modulation categorization scheme for cognitive radio features. In [46], the author
has explained a schema for modulation categorization whose operation depends on
the SVM.

7 Developments and Security Considerations in Cognitive
Radio Networks

Clancy andGoergen [47] presented a complete review and investigation on the issues
of security in a cognitive radio networks. Chen et al. [48]methodically illustrated that
an attack in which the attacker will imitate the licensed user causing serious inter-
ference issues which in turn reduces the utilization of the spectrum considerably. A
novel transmitter verification method called the localization-based defense (LocDef)
method has also been proposed by the authors to solve aforementioned attack issue.
LocDef method can identify if the signal is from a licensed user or not with the help
of an estimated location of the transmitter and from the features of the signal itself
which is the received signal strength (RSS). In [49], the authors described attack
called as data falsification as illustrated in Fig. 6, which reduces the efficiency of
distributed sensing of spectrum in cognitive radio networks.

Fig. 6 Diagrammatic representation of emulation attack in spectrum [20]



488 G. T. Bharathy et al.

In this method, an invader gains the spectrum access over other cognitive users
by sending a signal which emulates the primary user signal. In [50], the authors have
provided a detailed review of the cognitive network and various types of spectrum
sensing schemes. Fatima Salahdine et al. in [62] have proposed a recovery algo-
rithm for compressive spectrum sensing which increases the process of scanning the
spectrum.

In [51] (different from [52]), the channelmetricswere supposed to bewell-known.
In [51], the assault and the guard strategy are designed in the form of a zero-sum
game. The defender performs the channel sensing process and the attacker jams
the channel. Ajmery Sultana et al. in [65] has proposed and explained the energy
harvesting in cognitive radio networks. Peter He et al. in [66] has proposed underlay
and overlay method for managing the spectrum sharing.

8 Financially Viable CRN

Pricing is a significant concern in the CR system, which inspires the main and cogni-
tive nodes to distribute the existing spectrum with a method referred as spectrum
trading [53].

8.1 Spectrum Auction

Auction is a conventional however competent method to allocate goods and services
to the consumers. The concept of auction could be obviously used in the cognitive
radio networks since the cost of the spectrum could not be obtained accurately in
prior hand [54]. In the concept of auction, the licensed nodes propose its requests,
and the cognitive nodes propose its bids to vend and procure the spectrum. Several
auction designs have been used in cognitive radio like single ended, double ended,
and combinational auctions. An auction dependent procedure was proposed in [55],
for helping the free space users in order to fight for the access of the channels in a
very reasonable approach.

In [56], Kasbekar and Sarkar described a scheme based on the auction of spectrum
which allows the selling of the channels to the licensed and cognitive users is done
by the regulator. The major network in every channel is given superior precedence
to send information in preference to the cognitive networks; at the same time, all
cognitive networks are given similar priority.

In [57], Sodagari et al. explained the reliability of cognitive nodes to notify the esti-
mation along with the appearance–disappearance time in the auction of the spectrum
carried out via the licensed user.

In [58], the authors proposed a trading structure for the universal trading spectrum
state of affairs as illustrated in Fig. 7. A hierarchical game design was proposed
which obtains the stable way out for the licensed users for choosing the spectrum



Research and Development in the Networks … 489

Fig. 7 Spectrum trading in cognitive radio [20]

cost to increase their gain for a given performance reduction of the primary users
for distributing existing spectrum with the cognitive users. Ji and Liu [59] proposed
a organized method which avoids the collision in cognitive network. In [59], the
allotment of spectrum for multiple holders and cognitive nodes was designed as
game to achieve the optimization in the efficiency. In [60], Yang et al. presented
value-based control of spectrum access which allows the main users sell spectrum
to the cognitive users.

9 Conclusion and Future Scope

Cognitive radio network affords a novel prototype for modeling the intellectual wire-
less systems to alleviate the spectrum insufficiency issue and offer a noteworthy profit
in achieving the spectral effectiveness. A detailed analysis of the research actions in
CR is reviewed in this paper. The key problems in the modeling of cognitive radio
interaction networks have been analyzed and the associated literature review has also
been presented. The chronological note of the CR has been provided to offer an inspi-
ration to the vibrant and competent wireless systems. Several schemes for sharing
of spectrum in cognitive network have been discussed. The safety and cost-effective
problems have been considered and summarized.

A cost-effective and spectral efficient cognitive network can be designed and
implemented by incorporating the best spectrum sensing schema,modulationmethod
and multiple access techniques as a future work.
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Abstract Language change throughout time and space is one of the major issues in
linguistic history. The paper deals with newmethods for the study of language evolu-
tions to help researchers and experts. Firstly, a method is used to determine, if the
words are cognate or not. A linguistic information algorithm is proposed to derive
cognates from online dictionaries. Then a dataset is created of similar terms and
machine learning techniques are used to focus on spelling to classify the cognates.
The aligned subsequences are used to identify standards and guidelines for language
change in newly created languages mainly to distinguish between non-cognate and
cognates which are used for classification algorithms. Secondly, for identifying the
sort of association between those words that humans expand the method to a simpler
level. Discriminating cognates and debts gives an insight into a language’s history
and allows a clearer understanding of the linguistic relationship. The spelling char-
acteristics have discriminative features and analyze the linguistic factors underlying
this classification task. This is considered as the first such effort, to linguistic knowl-
edge. Thirdly, amachine learning technique is developed for producing similar words
automatically.One should concentrate on proto-word reconstruction to address issues
related to it to generate the modern words which are not synonyms and another one
is generating cognates. The task of reconstruction of proto words is to recreate words
from its modern daughter languages in an ancient language. The method is based on
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1 Introduction

The natural languages are like symbiotic systems because they constantly change and
upgrade over the years. The two basic issues arise in linguistic history. Firstly, what
is the relation between languages? Secondly, how are languages evolving over time
and space? In both cases, the comparative linguistic instruments have historically
been researched. The core concept behind the comparative approach is to compare
several sister languages based on properties to determine the properties of their
mutual ancestor [1]. The comparative reconstruction was a manual method that took
a long time, involving comprehensive research. The first question involves designing
strategies to identify cognates. The second issue includes investigating borrowing
and studying the words movement when it comes to other languages. Cognates are
nothing but words with the same meaning and shared origin in various languages.
Cognates can be studied in many research fields, such as language learning, bilin-
gual words comprehension, corpus linguistics, cross-lingual knowledge retrieval and
computer translation, which are not only useful in historical but also in comparative
linguistics.

The process through which words enter into another’s vocabulary is called
linguistic borrowing. There is no such thing as a pure language, which means
without the need to borrow from any foreign languages. An empty word too is called
borrowing. The term loanword is described as a lexical object that is borrowed from
a different language, which was not originally in part with receiver language vocab-
ulary but taken from a different language that became words of the vocabulary of
the language that is borrowed [2]. The exceptional connections between languages
and the proliferation of interactive technologies have resulted in language amplifi-
cation by borrowing. The main question that arises is when and how the process
of borrowing is carried out. This question requires their essence of experimental
viewpoint. The effects of the borrowing process depend on several aspects such as
duration and frequency of communication and the degree to which the communi-
ties in question are bilingual. The languages are primarily focused on needs and
popularity in other languages.

Differentiating cognates from borrowings is critical in language classification
problems. While the language classification that identifying cognates and word
borrowings from different languages is undoubtedly regarded as important to the
history of language borrowing, it is necessary that context of phylogenetical infer-
ence may increase the incorrect values to which the cognates are identical [3]. The
fact that false cognates can draw wrong conclusions about the relationship between a
different set of languages. Additional research issues are the production of cognates
and production of modern languages (determining the pattern of a protocol in a
contemporary daughter’s language). One should highlight two directions of the
research, which depend on these word-forms: diachronic linguistic analysis, which
deals with the production of language over time and reviewing other languages by
concentrating on learner during the acquisition of second languages [4]. Cognates
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can also contribute to poorly written languages with minimal resources to the lexicon
generation process.

2 Related Works—Identification of Words

In historical linguistics, most research concentrate on recognizing pairs of cognates
automatically. To classify cognates, there are three critical things commonly exam-
ined: semantic, phonetic and orthographic similarities. These were combined and
used individually for finding cognate pairs. WordNet is used to determine semantic
similarity and String similarity measures of cognate candidates, with phonetic or
spelling word types as inputs these were different measures taken to examine and to
compare. For cognates based on orthographic and phone forms, algorithms for string
alignment should be used [5]. The changes undergone by words as they were entered
from one language to another and the transition rules, they obey were effectively
used to identify cognates in a variety of different ways.

Some of themetrics in this area aremostwidely used is edit size, XDicemetric and
longer common subsequence ratio. The SpSim is a more complex process to calcu-
late the cognate pair similarities that tolerate learned transitions between words. One
should use algorithms for basic sequence matching to obtain spelling alignments for
candidates. A newly developed ALINE, which lines phonetics of words based on
various phonetic characteristics and uses complex programming to measure simi-
larity ratings [6]. Recent methods have been focused on neural networks and dictio-
nary definitions to identify cognates reliably. The distinction between cognates and
bonds is based on frequent sound changes, which produce frequent phonemic corre-
spondences in cognates, in keeping with the regularity principle. Sound maps are in
turn, to a certain extent, represented by alphabetical character maps.

3 Production of Related Words

The two main concerns and difficulties faces in linguistics of the diachronic are
histories and comparative reconstruction. The historical derivation is that new forms
of the words are derived from the former. The contrary method is the comparative
reconstruction of words that are borrowed from a different set of languages that
will be newly constructed. Language derivation has been a constant interest for
researchers [7]. The first attempts to solve this issue were regular sound connections,
with a proto-language, to construct modern forms of words or vice versa. For some
early research, multiple alignments for historical comparison and proposal methods
for cognitive alignment and recognition are being studied. Most of the previous
approaches were based on phonetics. Mainly based on the theory that sound changes
obey such regularities in a language’s vocabulary in view of the phonological sense.
The methods given included a list of known data, dictionary or published studies
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correspondences. More recently, the automation of the reconstruction process was
developed.

When orthographic and phonetic forms of the words are applied, it was very
effective to align the associated words with the extraction of spelling changes from
one language to another. Spelling changes have also been used to produce cognates,
which have not yet been studied as intensively but are very closely related to the task
of identifying cognates [8]. Whereas cognates are identified as a word in the source
language is used to generate cognates in a target language automatically.

An algorithm [9] developed to focus on editing distancing and recognizing ortho-
graphic signals. When the words enter a new language, a method is used to generate
cognates that are mainly focused on statistical computer translations and learning
orthographic patterns.

4 Building Dataset of Related Words

A cognate extraction algorithm from electronic dictionaries containing etymological
information is created and get a set of corresponding words from dictionaries, from
this an automatically develop machine learning methods to identify and produce
related words [10].

4.1 Steps for Cognate Pair Identification

• Find a selection of terms for defining the cognate pairs in a certain L1 language
and apply the following strategy between L1 and the related language L2.

• Define the etymologies of the terms given then all words without etymology are
translated into L2. The pairs of input terms and their representation are considered
by cognate candidates.

• Extract the etymological details for the translated terms using electronic dictio-
naries.

• Compare their etymologies and etymons to classify cognates for each pair of
candidates.

• Mark the words as cognates if they fit. Even if different forms of the same word
are inflected, and presume that the Etymons match. Figure 1shows how the word-
etymon pairs and cognate pairs are identified.
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Fig. 1 Identification of
Word Pairs and Cognate
Pairs
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4.2 Calculation of Accuracies for Different Linguistic
Datasets

Randomly take 500 input wordsw from different other background languages such as
German, French, Greek, Romanian and Latin, and along with the algorithm accura-
cies, one should manually calculate the cognates to test the above automatics method
of extraction of etymology-related knowledge and for the detection of related words
[11]. Obtain the accuracy rates of each language using different automatically result
in generating machine learning algorithms and then compare the results with the
etymologies obtained automatically and measure for each language the accuracy
of the etymology extraction. The best accuracy in giving linguistic dataset will be
chosen.Once the best linguistic dataset is obtained one should concentrate on training
themodel to improve the systemperformance byupgrading andmodifying the dataset
using online dictionaries and againmanual results should be calculated and compared
with the algorithmic results for achieving better accuracy [12].
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5 Automatic Recognition of Related Words

The main objective is to define the association between the terms automatically and
concentrate on cognates and borrowing by using an alignment approach and aligned
subsequence [13]. The methodology used to identify cognates and discriminate
between cognate and borrowing methods are as follows:

• Align the related word pairs with a String alignment algorithm.
• Extraction of the related terms features.
• Machine learning distinguishing algorithms should be used to identify cognates

and discriminate between cognate and borrowings.

5.1 String Alignment

To fit pairs of terms, Needleman and Wunsch’s algorithm is used. This algorithm
attempts to decide the best alignment over the whole input sequence range. The
algorithm guarantees optimum alignment and is effective [14]. The key principle
is that the optimum path to this stage would be every intermediate sequence that
leads to optimum paths. Thus, by increasing expansion of intermediate sub-paths,
the optimum path can be calculated. One must regard terms as entry sequences for
orthographic alignment anduse avery simple substitutionmatrix that gives equivalent
values, not taking diacritic factors into account.

5.2 Feature Extraction

The features are extracted around mismatches in alignments with the matched pairs
of terms as an input. The insertion, deletion and substitution are three types of
mismatches found while extracting the features [15].

Illustration with an example for String Alignment and Feature Extraction

Consider the word exhaustiv which is derived from the Roman language and word
esaustivowhich is derived from the Italian language, these two words are considered
as cognate pairs. The String alignment is shown below:

e x h a u s t i v -
e s - a u s t i v o

• Mismatch 1: x & s occurred due to substitution.
• Mismatch 2: h & - occurred due to deletion.
• Mismatch 3: - & o occurred due to insertion.
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5.3 Learning Algorithms

The spelling changes and the relationships between words are identified using
Support Vector Machines and naive Bayes. With the Weka Laboratory, a collection
of algorithms and tools to bring the program together. For SVM, the wrapper classes
are used to supply to the LibSVM from Weeka and the RBF kernel is used, which
can deal with the case where the relationship among the wrapper class attributes and
kernel parameters are well maintained without any conflicts.

5.4 Evaluation Measures

The performance is assessed using the following evaluation measures:

• F-score
• Accuracy
• Recall
• Precision.

5.5 Task Set-up

• The data is divided into two subsets for each language pair, one for training and
another one for testing with the ratio 3:1.

• The experiment is conducted for different values of n-gram of size n. The value
ranges from one to three that belong to n.

• Three-fold cross-validation is carried out over the training datasets.
• The grid search is performed over the training datasets to optimize the evaluation

measures.

6 Linguistic Factors

Below are the high predictive linguistic factors to improve system accuracy of the
ML algorithms and to achieve better evaluation measures.

• Part of speech
Part of speech plays a vital role in analyzing whether incorporating information
about the word element leads to changes in results. Verbs, nouns, adverbs and
adjectives come to language-specific ends; therefore, one should assume that this
factor may be helpful during orthographic learnings. For the learning algorithm,
one should use the POS feature as a second categorical feature.

• Hyphenization
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Step 1: CRF Interface based on Pairwise Sequence Alignment
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Fig. 2 Proto-words reconstruction methodology

A hyphenated type of words is used for the algorithm alignment to see how it
increases cohesion and therefore feature extraction by establishing distinctions
between the syllables and derive the term hyphenization from the Romanian
RoSyllabiDict for knowledge strings also some Perl modules 19 accessible for
certain languages. The hyphen constraints will be considered as the extra terms.

• Consonants
System’s effectiveness is analyzed by thematched consonant skeleton of thewords
(that is, the word form of which vowels are discarded) is qualified and checked to
provide less detail that is useful for word recognition. As vowels are dropped, the
efficiency of the system decreases. In data collection, one should also train and
check the decision tree classifier and its output.

• Stems
The first check is performed using stems rather than lemmas as data to understand
that the associated appeals reflect the form of a relation between the two terms.
One should use the Snowball Stemmer and note that when stems are used instead
of lemmas, their efficiency is increased.

• Diacritics
Diacritics elimination affects the system’s efficiency and many words were trans-
formed by an increase of linguistic diacritics when a new language was entered.
Therefore, diacritics are expected to play a role in the classification task. One
should note that the precision of the test set is lower in nearly any case when
diacritics are excluded. The study of the classification of the characteristics derived
from the misalignment in this direction offers much clearer evidence that is more
than a quarter of the top 500 features contain diacritics for both languages.
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7 Proto-words Reconstruction

A two-step approach is followed as shown in Fig. 2 to solve the problem of recon-
struction of proto-words. Firstly, a system based on sequence labelling to recreate
proto words. This approach is used separately in every modern language. Second,
to pull together the optimum productions from different vocabulary, a variety of
ensemble modes to incorporate knowledge from various structures and to calculate
the system performance outcomes.

7.1 Fusion by Rank

The rank is calculated based on individual production. The output word is u and its
rank weight w over the n lists is calculated as

wr (u) = (1/k) ∗
k∑

i=1

w(ui )

7.2 Fusion by Rank and Accuracy

Training accuracy is considered here for each language. The best-obtained accuracy
is considered and multiplied with the weight obtained by training accuracy for each
language I is calculated as

wra(u) = (1/k) ∗
k∑

i=1

w(ui )π(i)

7.3 Fusion by Weight

The Confidence score is considered here based on individual productions. with the
help of obtained confidence score, productions are reranked in sequence labelling
system Li is calculated as

wc(u) = (1/k) ∗
k∑

i=1

w(ui )
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7.4 Fusion by Weight and Accuracy

Training accuracy is considered here for each language. The best-obtained accuracy
from all the languages is considered and multiplied with the weight obtained by
training accuracy in sequence labelling system is calculated as

wca(u) = (1/k) ∗
k∑

i=1

w(ui )π(i)

8 Modern Word Production

The hypothesis that the term v in language L1 derives from the text u (by means of
a borrowing). One should use stems rather than lemmas to produce modern words.
The form of inflected or derivative words reduces both lemmatization and stemming
more drastically, to the common formof the baseword, but stemming. In otherwords,
the words are reduced to lemmatization. In addition, the stemming process eliminate
suffixes and prefixes that are not lemmatized, this could make a difference in word
production that leads to better results, instead of lemmas. The snowball stemmer is
used and 9 of our 20 donor languages have stemmers.

One possible reason that stemming doesn’t improve when new words enter the
language and so root can’t necessarily be more easily produced than the whole word
(including the appeals) due to itsmorphological changes.Manymorphophonological
changes have been observed over the years and there are changes even in declinations
and conjugations.

8.1 Cognates Production

This task is much like production. The interest in recognizing cognates using compu-
tation methods has been significant in the last couple of years but very few studies
deal with automatic cognate pairs development. The main goal is to decide whether
the system works for cognates differently from borrowing.

9 Automatic Related Word Production

The method of orthography-based production of related words is widely used and
takes into account the form of association between words and discern specifically
between proto words. Main of proto-word reconstruction without the use of any
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recipient’s lexicon or data in the recipient’s language, with less resources. A new
approach to the production of related words is introduced by domain experts and a
strategy based on random circumstances.

9.1 Conditional Random Fields

The system can learn orthographic patterns of spelling change between source and
target language by harmonizing related words. The main approach is marking of
sequences achieving transliterations that have proved helpful in our situation, the
words are the numbers, and their characters are tokens. The aim is to get a sequence
of characters composing its relatedword for each inputword anduseCustomRandom
Fields (CRFs) for this purpose. The CRF system uses the n-gram characters of the
input words, extracted around the current token from a fixed window w.

9.2 Pairwise Sequence Alignment

The Needleman and Wunsch global alignment algorithm are mainly used. Consider
two words frumos from the roman language and another word formosus from the
Latin language. The Pair Sequence Alignment is as follows:

f - r u m o s - -
f o r - m o s u s
The associated label shall be the character that takes place in the same position in

the target word for every character in the source word (after alignment). In the case of
insertions, add the new character to the previous label because the inserted character
could be associated as the label with no input character in the source language.
Apply to each word and add two additional characters B and E, which represent the
beginning and end of the word, for each input word. These specific characters are
linked to the characters that are inserted in the target word at or at the end of the
word. The sticker is removed to reduce the number of labels.

9.3 Evaluation Measures

The performance is assessed using the following evaluation measures:

Average edit distance

The editing gap between the words renders and the standard, to determine how close,
the outputs are to the appropriate formof the associated language. The unstandardized
and the normalized editing distance are recorded for normalization in [0,1] interval.
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Coverage

Coverage is also referred to as accuracy of top n items in the language dictionary. The
functional value of evaluating the top n findings to provide potential output terms to
a smaller list that can be evaluated by linguists. n = 1 is known for its accuracy of
the measurement.

Mean reciprocal rank

The mean mutual rank is a measure for systems that produce an ordered output list
for each input instance. In the case of an input, word is calculated as:

MRR(wi ) = 1

m

m∑

i=1

1

ranki

where m indicates the total number of input instances, ranki indicates the position of
proto-word wi in output lists.

10 Conclusion

A method for automatically sequence alignment identification of related words is
identified. For the first time employed the tool to classify cognates for an automati-
cally derived cognate dataset for four language pairs, for the detection of lexical shifts
happening as words are joining new languages. Then the method of discrimination
is based on their spelling between cognates and debt. The predictive analysis reveals
that for cognates and borrowing the orthographic indications are different and that
underlying language factors. One should look for more fine-grained vocabulary and
more languages to broaden the studies and a framework which is language-relating,
it might boost the efficiency of the program to integrate language skills. An auto-
matic method to produce related words has been introduced and used a sequence
labelling and sequence alignment approach which combined the results of the indi-
vidual systems with assemblies. The benefit to the method is that less data is needed
than previous approaches and that in historical linguists where resources are scarce,
incomplete information is also accepted. First used the method to reconstruct Latin
proto-words usingmultiple data sets in romantic languages to developmodernRoma-
nian word forms as a receiver language. The languages, rather than language families
in the light of their etymons (ancestors) and cognates, the recipient language could be
a valid word and the created sequences also reflect the elderly shapes or the feminine
shape of a word for the substantives.
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A Robust Lightweight Algorithm
for Securing Data in Internet of Things
Networks

Abdulrazzaq H. A. Al-Ahdal, Galal A. AL-Rummana,
and Nilesh K. Deshmukh

Abstract One of the modern technologies that link millions of different devices
together, is the technology called Internet of things. The amount of data exchanged
between these devices is very large. Therefore, it requires high protection for that
data. Also, those devices are small size and limited resources. Therefore, conven-
tional cryptography will take long process on the internet of things due to complex
mathematical operations and an increase in the number of rounds, which leads to
energy resource consumption for devices. In this paper, a lightweight cryptographic
algorithm is suggested. The algorithm uses simple mathematical operations (XOR,
XNOR, shifting, swapping). The algorithm works on a combination of Feistel and
SP architectural methods to increase the complexity of the encryption. The algorithm
has been compared to other algorithms in terms of structure, security, and flexibility.

Keywords IoT security · Khazad · Wireless sensor network WSN · Feistel · SP ·
Data encryption algorithm

1 Introduction

Internet of Things (IoT) technology has become an integral part of many activities
in our daily life. Therefore, this modern technology has turned into a debate in the
field of research and applications. Many different fields such as agriculture, industry,
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medicine, and smart cities use this modern technology on a large scale in artificial
intelligence, sensors and RFID, depending on Internet technologies [1].

These networks use very limited resources, low-energy, andvery small devices that
communicate with each other to transfer information between them. Therefore, the
amount of information exchanged between devices is large and needs to be secured
the exchange of information between devices is called conventional cryptography.

Conventional cryptography algorithms are not suitable for devices with limited
resources on the Internet of things because they need long operation (process) and do
not make a trade-off among memory, security, cost, power, and performance. There-
fore, lightweight cryptography is the new direction for the Internet of Things because
it concerns memory, security, cost, power, and performance. There are strict limi-
tations and requirements in applications using IoT. On that basis, the requirements
must be met when designing a lightweight cryptography algorithm [2].

In this paper, a lightweight algorithm is proposed for deviceswith resource-limited
in the Internet of Things. It is described in Sect. 2. It is compared to various aspects
with many algorithms in Sect. 3.

2 Proposed Algorithm

The proposed algorithm for resource-limited devices is designed to implement
lightweight encryption in the Internet of Things. Some encryption blocks have the
advantages of replacing, switching, and confusing to change the text. As an estab-
lished fact, SP network architecture is used by AES [3], PRESENT [4] and Square
[5] blocks. In addition, some of the other advantages of the encryption process are
the decryption itself. While SF [6], Blowfish [7] and DES [8] blocks are used by
Feistel network architecture. The proposed algorithm is a combination of Feistel
and SP networks to obtain the security required to develop lightweight encryption
algorithms that work on the Internet of Things.

In any cipher algorithm, cryptography consists of several rounds, each round
consisting of mathematical operations to create confusion and diffusion. An increase
in the number of rounds increases security but leads to the energy consumption of
devices [9]. The optimum number of rounds is from 10 to 12 rounds, to be a robust
algorithm. But the proposed algorithm is used to improve power on devices that
operate on the Internet of Things. So it works in six rounds, each round contains
logical operations working with 4 bits of data. This creates confusion for attackers
and further complicates the encryption process, and this will be further discussed in
Sect. 3. In general, the proposed algorithm has three main blocks:

• Key Expansion Block
• Encryption Block
• Decryption Block.

In the following subsections, these blocks will be further clarified in detail, and
some of the essential notes followed in the interpretation are presented in Table 1.
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Table 1 Notations Notation Function

⊕ XOR

� XNOR

, Concatenation

2.1 Key Expansion Block

The key is the main component of the algorithm (encryption/decryption). The size of
the encryption key is very important for security. That is how (key size) becomes a
major obstacle for being known by the attacker. Accordingly, confusion and diffusion
(key generation) reduces the possibility of weakening the key, increase the security,
increase the complexity of the encryption, and lack of knowledge of the key by the
attackers.

The proposed algorithm uses 80 bits cipher key (Kc) to encryption a 64 block
of data. From the Kc, two keys will be produced. The first will be sent to open the
encryption while the second will become an entry key for the keys expansion process
as explained in sections a and b. Moreover, the key will generate six unique keys. In
order to encrypt the block with six keys. These operations (confusion and diffusion)
improve the strength of security and decrease the opportunity of attacking.

a. Before Encryption Process
In this process, two keys will be created from the key entered by the user. The
first key is the key that has been sent by the user for the process of opening the
encryption as it will be explained in section b. The other key will be completely
different from the key entered by the user and also will be the encrypted key for
the data as in Fig. 1, and it will be discussed below:

• The 80-bit cipher key (Kc), It is divided into segment R0(40 bit) and segment
L0(40 bit)

• For i = 1 to 40
If Ri = 0 then.

Fig. 1 Before encryption process
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Cr-R[i] = 1, Cr–L[i] = 1.
Else.
Cr-R[i] = 0, Cr–L[i] = 1.

• To combine Cr-L, Cr-R to key send(Send Key 80 bit)
• To combine R0, Cr-R to Kc(encryption Key 80 bit).

b. Key Expansion Process

Key expansion of the component key is done in Section a. Therefore, it will be
explained as in Fig. 2.

• The 80-bit cipher key (Kc), It is divided into 20 segments, each segment of 4-bits.
• The f -function used 4 segments, each segment 4 bit (16 bit) as illustrated in Fig. 2.

Substitution can generate for cipher key (Kc) by f-function as shown in Eq. (1).

Kbi f = ∥
∥5
j=1Kc4( j−1)+i (1)

where i = 5;

• KaiF is output from Eq. (2)

Kai f = f (bi f ) (2)

Fig. 2 Key expansion process
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• f : f—function [10]. Is perform confusion and diffusion transformations linear
and non-linear by comprised of P and Q tables are shown in the Tables 2 and 3 as
illustrated in Fig. 3.

• Output, each f-function is generated one matrix 4*4 from (16 bit). Therefore it
generates five arrays named (Km1, Km2, Km3, Km4, and Km5).

• The arrays generated K1, K2, k3, K4 and K5 are the round keys. The result of the
rotation of the arrays is Km1, Km2, Km3, Km4, and Km5, respectively.

• To generate the sixth key, XOR works between the five keys generated by Eq. 3.

k6 =
5
⊕

i = 1
ki (3)

Table 2 P Table

Kci 0 1 2 3 4 5 6 7 8 9 A B C D E F

P (Kci) 3 F E 0 5 4 B C D A 9 6 7 8 2 1

Table 3 Q Table

Kci 0 1 2 3 4 5 6 7 8 9 A B C D E F

Q (Kci) 9 E 5 6 A 2 3 C F 0 4 D 7 B 1 8

Fig. 3 F-Function of SIT algorithm
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2.2 Encryption Process

The encryption process takes place after generating the sub-keys (K1,K2…K6) from
the key expansion and also the plaintext to be encrypted as in Fig. 4. The encryption
process contains simple logical operations of XNOR, XOR, shifting (left, right),
replacing and switching. These operations increase complexity and create confusion
for the attackers.

In each round, the blocks are divided into four segments, each segment is 16 bits
(P0-15, P16-32, P33-47, P48-63), respectively. This is to produce segments (Ro11, Ro12,
Ro13, Ro14).

Ro11 is the output of XNOR between P0-15 and K1, The product (Ro11) feeds
F-Function to produce EfL1. Ro14 is the output of XNOR between P48-63 and K1,
The product (Ro14) feeds F-Function to produce EfR1.

Fig. 4 Encryption process
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Ro12 is the output of XOR between P32-47 and EfL1. Ro13 is the output of XOR
between P16-31 and EfR that, the process of switching takes place during the encryp-
tion process between the two internal halves. Then, the switches are between the
parts (Ro11, Ro12) and (Ro13, Ro14).

All the previous processes are to increase the complexity of the coding as shown
in Fig. 4. The same steps for the rounds are repeated by Eq. (4).

Roi, j =
⎧

⎨

⎩

Pxi, j � ki ; j = 1.5
Pxi, j+1 ⊕ E fli ; j = 2
Pxi, j−1 ⊕ E fri ; j = 3

(4)

After that, the encoded text is obtained by Eq. (5).

(5)

2.3 When Decryption Process

Before opening the encryption process, the encrypted key will be extracted from the
key sent by the user. The process will be explained in Fig. 5.

• The 80-bit cipher key (send key), is divided into segment R0(40 bit) and segment
L0(40 bit).

• K1 = R0 ⊕ L0
• To combine R0 and K1 (decryption Key 80 bit).

Fig. 5 When decryption
process
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3 Analytical Comparison of Symmetric Key Algorithm
for IoT Proposed Algorithm

In Internet of Things technologies, there are many main symmetric Key algorithms,
some of which offer sufficient security and some of them offer better efficiencies in
this area. In this section, the proposed algorithm will be discussed, compared, and
analyzed with the main symmetric Key algorithms.

Table 4, it shows the comparison process in the various parameters (structure,
flexibility, security and limitations) between the proposed algorithm and many of the
main symmetric Key algorithms.

3.1 Result and Analysis

The proposed algorithm for the Internet of Things contains a simple design to
encrypt the data in six rounds; each round contains simple mathematical operations
(free of mathematical complexity). Therefore, the algorithm reduces the process of
processing and saving the energy of the devices. In contrast, the processing and
power consumption of the algorithms increases AES, SKIPJACK, HIGHT, RC6 the
number of turns 12, 32, 32 and 20, respectively, for block coding.

Moreover, the proposed algorithm is a lightweight algorithm for IoT not uses
mathematically complex multiplication, small-sized S-boxes are used because most
mathematical operations applied to 4-bit data and small-sized boxes. However, the
proposed algorithm uses simple mathematical operations and small S-boxes are
higher, the overall complexity is lower. Therefore AES and SKIPJACK use large
size S-boxes, SEA use variable rounds.

The algorithm provides good flexibility compared to the rest of the algorithms to
improve performance in the Internet of Things. Therefore, you use the 80-bit key for
64-bit encryption. The proposed algorithm’s flexibility function aims to boost IoT’s
energy efficiency by reducing power usage, i.e. the energy needed to pad external
bits to make the data block fit the size [2].

The proposed algorithm provides security because it merges the architectures SP
and Feistel networks. As a result, it provides resistance to most attacks by attackers,
as will be discussed below:

• Linear and Differential Cryptanalysis
The proposed algorithm uses each bit in a similar way to maintain round
transformation is uniform. Therefore, it provides resistance against this type.

• Weak Keys
This condition occurs in [11] when the non-linear operations in the cipher blocks
depend on the actual key value. However, the actual key in the proposed algorithm
is not used and to increase the complexity, first uses XORed and then fed f-
function. In the f–function all the non-linearity is fixed and there is no limitation
on the selection of key.
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• Related Keys
Using different keys (unknown or partly unknown) to launch an attack during the
encryption process with a selected relation. The attack depends on the symmetry
and diffusion relationship in the expansion block. The proposed algorithm for the
key expansion process is designed to be resistant to this type of attack because it
possesses a high diffusion and non-linearity.

• Interpolation Attacks
Simple coding structures (S-box) had polynomial or rational expressions control-
lable. It is subject to interpolation attacks that cannot be performedon the proposed
algorithm when expressing an S-box along with a diffusion layer.

• Square Attack
Square attack was presented in [12]. The attacker could get the last byte in the
last round of the key. In addition, repeats the attack eight times to obtain the rest
of the key. Therefore, to get one a byte requires key guessing from the attacker 28

by 28 chosen plaintexts = 216 S-box lookups.

4 Conclusion and Future Work

Many different devices and sensors in the Internet of things are interconnected to
each other to exchange data. These devices are limited resources and require high
data security. Therefore, the proposed algorithm is a lightweight which adopted
on Internet of things networks with high flexibility and efficiency. Due to its light
of computations, it providing low energy consumption of devices, providing high
security, and low computation cost. The performance of the proposed algorithm was
analyzed and compared to some symmetrical algorithms to various parameters.

The performance analysis resulting in the superiority of the proposed algorithm
which can be represented in low complexity, high security, and saving energy. Briefly,
balancing between security, performance, and complexity which leads to making it
proper and suitable for devices and sensors in the IoT networks.

The future work is to implement the proposed algorithm in both hardware and
software environments and comparing the performance in both environments, i.e.,
hardware and software.
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Abstract Unmanned aerial vehicle (UAV) has massive potential in the community
of civilian approaches, where humanoid preferably be in the danger of extinction.
A large swam of UAVs is utilized to provide a flexible and effective wireless access
network with a large coverage area and better transmission rate for Internet of Things
(IoT) services via relay nodes. The flying Ad-hoc networks comprise of a cluster of
small swam UAVs associated in an ad-hoc manner, where these integrations line up
into a squad to accomplish powerful goals. In event of disastrous circumstances, if
a regular communication setup is not available, these flying networks are utilized
to afford a speedy deployment, versatile, self-configuring, and moderately trivial
operational expense or at the same time involving numerous UAVs in an ad-hoc
network and power consumption are remaining as significant research challenge.
In this paper, power optimization and the end-to-end delay are proposed by using
an optimal sum of upper-level layer UAVs as the nodes move apart and analyses
it. Furthermore, low latency routing algorithm (LLRA) is utilized here to optimize
energy essential for theUAVnodes andMAC layer tune-up in transmission range and
improves the faster data processing rate and the end to end delay. Finally, simulation
results show the power-optimized in nodes and average link delay which improves
the packet delivery ratio than the traditional routing algorithm.
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1 Introduction

The unmanned aerial vehicles (UAVs) is an emergent technology that can be
employed for armed surveillance, forest fire detection, and other civilian applica-
tions in order to capture and deliver an accurate set of data or information. Inappro-
priate disaster caution, where the common community transmission network system
would be immobilized. These UAVs comes into existence to serve by increasing the
momentum of operation processes for saving and retrieval purpose. In conditions
like a toxic smoke infiltration, wildfires, and wild bodily tracing the UAVs are often
organized by software via a remote regulator, towards the supply of medicinal aid
to zones which are unapproachable and are less complicated to cover a massive area
without exposing the security and protection of the peoples entangle.

As there is an upward in the requirements for a definite Quality of Service (QoS),
the traditional cellular network takes a sufficient amount of period and they lack in
versatile in the exposure allowance and potentiality improvements. IoT is one more
evolving technology and some innovative developing Information Communication
Technology (ICT) such as the 5G devices/sensors cover a variety of application
fields. These sensor devices capture the data monitoring at the lower level layers
that is ground level. So, these UAVs take the ability to support the portable sensor to
accomplish a virtuous exposure and divest data flow of traffic end-to-end delay and
optimize the power consumed by UAV nodes in the upper layer that is sky level.

This paper proposes a UAV network with more enhanced efficient power opti-
mization and considering end-to-end delay quality of service (QoS) parameter in the
link of the network improves lifespan, power utilization, and lag in packet reacha-
bility. Shows in what way it is possible to improve the steadiness of route. It also
gives the advantages and applications of UAVs in a small celled network.

1.1 Advantages and Applications of UAVS

Advantages of UAV

1. The UAV nodes save time in capturing the accurate set of information from the
disaster area.

2. These types of network can reduce potential risks.
3. Improves the data density at each node while capturing data.
4. Fastest data acquisition while nodes are in movement.

Applications of UAV

1. Military Surveillance
2. Forest Fire Detection
3. Detecting deadly gas leakage
4. Environmental Monitoring
5. Agriculture Sites Monitoring.
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2 Related Work

In the literature survey, there are many algorithms used across the world to improve
the performance Quality of Services Parameters and energy optimization. In one
paper Aforementioned Algorithm has been used for diverse learning contrivances in
order to capture live audiovisual streaming data transfer which plays a major part in
the Industrial-Internet of Things (IIOT) applications and this also raises the number
of routes that is essential to exchange of data communication. They have used the
2-tired heterogeneous wireless network which includes more sensors with limited
battery life. To estimate the parameter constraints, they have utilized the MATLAB
tool. The proposed procedure improves the energy consumption and usual delay on
the discovered routes on the way to their endpoint. Furthermore, gives a brief study
for 5G/IoT integration technologies with sensors [1]. This survey paper presents an
outline for the caching of UAV-enabled small-cell network systems. The dissemi-
nated caching policy for UAVs has also been presented. This paper mainly explains
the 3 issues on howUAVoffers data facilities tomobile users with backhaul relations.
Then battery-operated restriction as UAV need not depend on the fixed power supply.
This paper combines the UAV and caching to progress the performance parameter
issues of small-cell network grids. A case study of Interference also offered [2]. This
article portrays a unified agenda for UAV supported zones like an ecological disaster.
It focusses on how trajectory communication scheduling onUAV isminimized for the
mobile user surviving on the ground level. A multi-hop Device to Device and multi-
hop transmitting scheme is utilized to enhance locations ofUAVs. This paper clarifies
the broadcast efficiency of UAV standard optimization Algorithms and the Shortest
Path Routing (SPR) Algorithm used to establish and expand the unsurpassed route
and to improve the transmit issues [3]. Low Latency Routing Algorithm (LLRA) is
utilized to attain the optimum direction path with the least delay (lag) and enthu-
siastically allocate data traffic flows. This Layered UAV group of swam network
topology architecture projected and the best quantity of UAVs are examined. The
routine of this LLRA is proved to advance the packet transfer ratio [4]. The Fast
Explore and Exploit Learning (FEEL) Algorithm is executed to VR immersion and
this paper validates the networked VR recital effectiveness and in transported VR
immersion fidelity, application interactivity/play-out potential, and broadcast power
ingesting [5]. TPA-FCP Algorithm and Polynomial-time Randomized Approxima-
tion Scheme are utilized to resolve the overall time in optimal trajectory calculation
but the UAVs are connected base station over a straight network connection and
the projected system here gives 4 combined components depending upon the scope
to next-generation shows the development in the UAV energy consumption profi-
ciency to postulate accusing route optimization problem in a large-scale grid system
[6]. Multi-Layered Planning is utilized to permit energy effective uplink communi-
cation for empowering public protection and security communications, which has
the capacity to permit communication at ground level by means of wired or wire-
less communication. Polynomial-time Randomized Approximation Scheme (PRAS)
presented to discover the least number of hovering locations [7]. Time Division
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Multiple Access (TDMA) is utilized to permit analogous broadcasts and perfor-
mances in the UAV-assisted system. This scheme gives an intention to minimalize
the overall power consumption of UAV [8]. The iterative algorithm is utilized to
resolve the subproblems and the overall communication power for devices is mini-
malized below the Signal-To-Interference-Plus-Noise-Ratio. The overall communi-
cation power of the IoT devices is condensed by 45% [9]. To advance theQOSparam-
eters by considering the 3-tire hybrid network asUAVcooperateswith satellite broad-
casting and base station. Low-complexity greedy search algorithm andLagrange dual
breakdown and concave-convex procedure (CCP) technique are utilized and perfor-
mance of reserve provision harvests an enhancement in the UAV network’s over-
head and throughput [10]. Fly-hover-and-communication Technique is introduced
to determine the trade-off issue in the existing scheme and dissimilar guidelines for
scenarios ideal altitude and beamwidth standards in diverse multiuser replicas and it
affords beneficial perception forUAVcommunication network [11].Non-Orthogonal
Multiple Access (NOMA) and combination schema representation. Here it also gives
the feasibility investigation and procedure for energy-efficient altitude optimization
and energy power distribution, and this scheme accomplishes up to 18%power saving
on signal broadcast with extreme power redeemable [12]. The two-stage algorithm
and a three-stage alternative algorithm are used in paper [13] to crack the problem of
badly-behaved partial and binary computation offloading methods and it also gives
the structure for resource distribution outlines outperforms and the outlines converge
is reckless and has a less computational complication.

3 Problem Statement

As there are numerous direction-finding protocols proposed for Mobile Ad-hoc
networks each of them has its features, merits, and demerits for individual appli-
cation circumstances. When the situations are too complex to accomplish and if the
network topologies configuration changes quickly, the individual direction-finding
protocol will not encounter the valuable demands of varied adjustable nodes nor can
guarantee the network routinely. Precise insight of adjacent location and suitable
change approaches of UAV nodes have developed the tendency to adopt different
direction-finding protocols with collective supplies of Quality of Services (QoS)
parameters.

3.1 Existing System

By considering all the referenced papers in the literature survey. The existing system
is concluded as in the current century, the abilities and roles of Unmanned Aerial
Vehicles (UAVs) have quickly changed, and the practice in armed and civilian zones is
tremendously popular as a result of the development in the technology ofmachinelike
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robotic mechanical systems like workstations, sensors devices, transport network,
and networking bits of knowledge. AlthoughMobile Ad-hocNetworks takes amulti-
purpose application there’s a requirement of a certain knowledge whichmay be over-
whelmed from true where outdated MANET doesn’t seem to be usable like disaster
situations like sinking or armed battle zone. It’s not possible to put in transportable
nodes (which travel outward) in such a communication zone.

3.2 Proposed System

A covered UAV layered network upper-layer architecture is used and investigated in
this proposed system and the optimal sum of UAVs in the superior layer is examined
with adjacent-form exposure borders. Moreover, the total number of 30 UAV nodes
is placed at a height of 50–90 m for network architecture construction. The low
latency routing algorithm (LLRA) is utilized by using information about the location
symmetries of nodes and network connectivity of UAVs in FANETs. Based on the
minutest lag in delay and the projected connection steadiness of UAVs, the used
LLRA can accomplish the optimum path with the less delay and vigorously allocate
innumerable data traffic flows, which can proficiently exploit the packet transfer
ratio and advance the steadiness of direct path and improves the average amount of
energy-optimized.

4 Methodology

Nowadays,most of the Internet of Things (IoT) devices use the current technology the
UnmannedAerial Vehicles (UAVs) that are installed or deployed efficiently to deliver
high Quality of Services. This paper concentrates on the Flying Ad-hoc Networks
(FANETS) communication technology for multiple swam of UAVs to cover massive
coverage area of IoT devices services. Therefore, the UAVs can guarantee communi-
cation performance during a disaster condition without the participation of personal.
The UAV nodes placed at different geographical locations are used to capture the
information or data from the ground level from any IoT devices/sensors as that is
possible using a normal traditional network. As the low latency service requirement
while sharing the information in those emergency situations bring UAV network
topology as it changes every time and energy consumed by each node gets increased
as topology changes now and then.

To address the end-to-end delay and energy or power optimization performance.
Figure 1 shows the layered UAV nodes use the Low Latency Routing Algorithm
(LLRA) to monitor the disaster situation by sharing among each UAV nodes and
finally sending it to the Base Station (BS) using wireless communication. The IoT
sensor devices or UAVs capture the information from the lower ground level during
disaster situations. Those capture information from ground level is then transferred
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Fig. 1 Layered UAV nodes communicating with BS for data traversal

to the nearest routing UAV node for data communication and finally processed to the
destination UAV node and then will be transferred to the Base Station (BS). Where
the location in the disaster environment needs assistance (medical if needed).

The Low Latency Routing Algorithm (LLRA) is utilized to use the information
about the location based on the symmetries of nodes and network connectivity of
UAVs.This algorithmmainly determines themethod to discover the route to senddata
packets from the initial to final destination UAV nodes in the upper layer network
of FANETs. Based on the tuning up of the MAC layer is used in a transmission
range to improve the fastest data processing rate and minimize the delay in UAVs
nodes link stability. The projected system uses LLRA, which is used to accomplish
the optimal route with the minimum delay and dynamically balance the data flows,
which can efficiently minimize the average amount of energy utilized by UAV nodes
and improve the stability of a route. This algorithm is used here to control the over-
crowding of packets in the network and boosts the performance of end-to-end delay,
as not all theUAVnodes of the network contribute to the route discovery for a specific
initial source node to final destination node pair up. Delay insensitive standards such
as 802.11b and 802.11g can work with numerous data rates for QoS-constrained
communication to utilize the partial resources of UAV more competently.

Figure 2. is the flow chart that explains the flow of the working model from the
initialization step to the output result of data routing to the destination using the
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Fig. 2 Flow chart of proposed system

LLRA algorithm. Firstly, all the initialization simulation parameters will be initial-
ized along with the no of UAV nodes used. Then the routing starts from the source
node initialized. While routing using the LLRA routing algorithm with the MAC
parameters checks for the shortest path to the destination node by the selected relay
nodes. Checks for the minimum delay if yes then calculates the average energy by
the nodes and the End-to-End Delay by calculating the route with minimum selected
relay nodes through this data processes faster with efficient delivery of data to the
destination node.

The Implementation of the proposed system in the NS2 Platform has simulation
parameter settings that need to be done before setting up the system. Figure 3 and



530 D. Vidyashree and M. K. Kavyashree

Fig. 3 Experimental settings of NS2 platform

Table 1 shows the simulation parameter values. Where the channel is set to the
wireless channel, the TwoRayGround is a radio propagation model that depicts the
path loss between the source and the destination node. Then the network interface
is also wireless. The MAC layer used is 802.11 with the Drop-Tail interface queue.
The overall area considered for the implementation of the proposed system is 800×
800. The total number of UAV nodes is 30 and the impact height of UAV will vary
from 50–90 m. 256 K bytes of packets will be forwarded with the queue length of 80
bytes using TCP protocol using a wireless network interface at a constant bit rate.

Table 1 Default simulation
parameters

Simulation parameters Values

NS Version NS2

Network area 800 × 800

Channel Wireless Channel

Interface Queue Drop Tail

No. of nodes 30

MAC layer 802.11

Traffic CBR

Transport protocol TCP

Network interface Wireless

Packet size 256 Kb

Queue length 80
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Fig. 4 It shows the. source UAV upper layer nodes transmitting data to destination UAV node

5 Results

5.1 Snapshots

The snapshots Fig. 4 shows the upper layer (sky level) UAV nodes transferring
data from source to destination node and Figs. 5 and Fig. 6 shows the average
amount of power-optimized and end-to-end delay, throughput and packet delivery
ratio calculated using the Network Simulator (NS-2). Figures 7 and Fig. 8 are the
X-graph which shows the graphical representation of the values achieved by the
proposed system along with the existing system.

Table 2 gives the values that are predicted by using the proposed layered network
architecture by using LLRA algorithms this table also shows the average amount
of energy-optimized, end-to-end delay, overall throughput, and the packet delivery
ratio (PDR) achieved.
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Fig. 5 Shows the average amount of energy or power optimized in the UAV nodes while transfer
of data

Fig. 6 It shows the average amount of end-to-end delay, throughput and PDR (Packet Delivery
Ratio) accomplished at the multiple relay UAV nodes and traversal of data from one node to other

6 Conclusion

This paper proposed to avoid a dynamic technique to fetch an unfailing network
performance with a FANET centralized procedure for network performance. To
achieve the best possible routes in network environment the lively UAV nodes in the
network architecture are utilized. In this projected method the MAC layer parame-
ters are used tune-up in transmission range for faster data processing rate which also
guarantees reliability on routing, and load distribution is thru to reduce the traffic
overload among the neighboring UAV nodes and communication links by analyzing
end-to-end delay. Finally, the average energy consumption is about 40.36 J and
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Fig. 7 The X-graph shows variance in average amount of energy or power optimized from existing
to proposed system and the end-to-end delay achieved by the proposed system

Fig. 8 The X-graph shows the average amount of throughput achieved from existing to proposed
system and the PDR achieved by the proposed system

Table 2 Parameter values
tabulated

Parameters Values

Average Energy 40.3622 J

Average End-to-End Delay 40.6171 ms

Average Throughput 336.48 Kbps

PDR ratio 0.9886

end-to-end delay is reduced to 40.6 ms. In case of node failure self-recovering and
self-adaptation are used to dominate the routes repeatedly and continue to broadcast.
Energy-aware routing algorithm along with LLRA to improve the average amount
of energy or power optimized.
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Improving the QoS of Multipath Routing
in MANET by Considering Reliable
Node and Stable Link

Mani Bushan Dsouza and D. H. Manjaiah

Abstract Routing overhead in mobile ad hoc network (MANET) can be reduced
by maintaining multiple paths between the communicating nodes. This way, when
one path fails, an alternate path can be readily used without resorting to a fresh route
discovery. Ad hoc on-demand multipath distance vector (AOMDV) protocol is a link
disjoint, loop-free multipath protocol, well suited for MANET. It uses hop count to
choose the path. As the nodes inMANET are powered by battery, the residual energy
of the node is a crucial factor in deciding the lifetime of the path. Because, nodes with
the lower residual energy may drain off earlier, resulting in link failure. Moreover,
the protocol selects an alternate path only on link failure.When a link breaks, packets
may be dropped and additional control packets are required to re-establish the route.
Instead of taking action after a link failure, a node can monitor the strength of
the received signal and take necessary action, when the signal strength falls below
a threshold level. The proposed routing protocol, namely reliable energy and link
AOMDV (REL-AOMDV) takes it to consider both these factor during the route
discovery and maintenance. Simulation of the proposed protocol in NS2 shows that,
with the increase in node mobility, REL-AOMDV shows a lower routing overhead
and a lower delay as compared to the original protocol.

Keywords Multipath routing · Reliability · QoS · Signal strength · Residual
energy · AOMDV · Delay · Throughput

1 Introduction

Mobile ad hoc network (MANET) is awireless network inwhich nodes cooperatively
communicate by sending messages along with multiple hops without any centralized
control. The random movement of the nodes causes a frequent change in network
topology and thewirelessmedium imparts a constraint on available bandwidth [1].Ad
hoc on-demand multipath distance vector routing (AOMDV) [2] protocol is centered
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along an existing protocol, namely ad hoc on-demand multipath distance vector
(AODV) [3]. AOMDV creates multiple paths between the communicating nodes
which are loop-free and link disjoint. In this protocol, every node maintains a routing
table containing a sequence number of the current request, destination address and
a list of next hops along with their hop counts for forwarding packets toward the
destination. An advertised hop count is also maintained by the node for the given
destination, which provides maximum hop count for all the paths.

The AOMDV considers only hop count while choosing the path for communi-
cation. If the path so chosen contains nodes with lesser residual energy, then nodes
with the battery will lose their power quickly and fail. This leads to link failure.
When the link fails, there is a chance of packet loss and extra control packets are
required for maintenance. Hence residual energy of the node is a crucial parameter
while selecting the nodes within a path. AOMDV does not predict the stability of
a link and starts the route repair process, only after the link failure. By monitoring
the received signal strength, link stability can be assessed. When the nodes involved
in a link move away from each other, the received signal strength decreases. On the
contrary, when two nodes involved in a link move close to each other, the received
signal strength increases. Thus, if a node realizes that the received signal strength
of the next-hop node is continuously decreasing and is below a threshold value, it
can switch to an alternate path. This way it can avoid packet losses and delay in
the transmission of a packet. By considering both these factors, quality of the path
can be increased. A modified protocol, namely Reliable Energy and Link AOMDV.
(REL-AOMDV) considers the energy of the node during data transmission and uses
the stability of the link to switch to an alternate path before the link actually breaks.
This way, it provides a better quality of service.

2 Related Work

Many solutions have been proposed to improve the quality of service in MANET.
Most of these are based on multipath protocols. Some of the relevant protocols are
discussed here. Stability-based partially disjoint AOMDV (SPDA) [4] uses stability
of the path while selecting the route. Stability of the node is measured by counting
the number of RREQ transmitted by the node to those received by the destination
node. The protocol either selects partially disjoint route or maximally disjoint route.
Such a technique is found to increase the throughput and reduce the end-to-end delay.
Maximally spatial disjoint multipath routing protocol (MSDM) [5] is an enhance-
ment of AOMDV protocol that discovers spatially disconnected, maximally disjoint,
multiple paths between the source and destination. This technique reduces the colli-
sions due to the packet transmission over spatially disjoint paths. It was found that
MSDM provides better routing overhead in comparison with AOMDV and reduces
the delay and overhead. Prediction of Link Stability-AOMDV (PLS-AOMDV) [6]
protocol periodically predicts the stability of the link by measuring the mobility of
the node and the energy consumed by the node. It then chooses the path with the
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highest link stability. Simulation results show that the protocol is found to provide
better packet delivery ratio. Channel-awareAOMDV(CA-AOMDV) [7] considers an
average nonfading period of the channel during route discovery and uses pre-emptive
handoff tomaintain a consistent link. It showed improved performance overAOMDV
under practical conditions. Prediction of link stability-AOMDV (PLS-AOMDV) [8]
regularly checks the stability of the link by considering the energy consumed by the
node and its mobility. It then chooses the path with the highest link stability for data
transmission. Results indicate that selecting stable link intern provides better packet
delivery rate and network lifetime.

Adaptive multi-metric (AM)-AOMDV [9] exchanges information between its
one-hop neighbors to achieving route longevity. It shows better delivery ratio
and reduced delay. Prior Path Failure Recovery AOMDV (PPFR-CAODV) [10]
protocol monitors the behavior of channel as the data is being transmitted and
assesses the stability of the link based on the signal stability. Channel is sensed
by comparing the signal-to-noise ratio. When the noise strength exceeds signal
strength, the path is rejected. The protocol is found to reduce the delay and provide
an increase in throughput. Load balancing ad hoc on-demand multipath distance
vector (LBAOMDV) [11] protocol controls energy and available bandwidth usage
by utilizing the multiple paths during data transfer. This improves the quality of
service and reduces node breakdowns. It also improves the reliability of the network.
Maximal minimal nodal residual energy ad hoc on-demandmultipath distance vector
(MMRE-AOMDV) [12] protocol is a multipath protocol that aims to achieve energy
efficiency and load balance. In this protocol, minimal residual energy of every node
within the path is noted. Then, the paths are sorted in descending order and path
with the highest residual energy is considered. Such a scheme enhances the network
lifetime and achieves load balancing by choosing a path which is energy efficient.

A protocol that considers both lifetime of the node and number of hops during
packet transmission was proposed by Othmen et al. [13]. Here, the paths are
distributed among nodes having higher battery power. When an existing path fails,
the protocol switches to a backup path. It was observed that the protocol can perform
better than stable path routing (SPR) [13] and modified ad hoc on-demand distance
vector (MAODV) [14] in terms of throughput, end-to-end delay, and loss rate. Khan
et al. [15] proposed a protocol based on AOMDV. This protocol takes into consid-
eration the energy of the nodes. Each state is determined by the value of hop value
and energy metric. Reliability of the path is decided by the weakest node in the path
and such weak nodes are avoided during transmission. Another protocol, namely
optimized minimal maximal nodal residual energy AOMDV (OMMRE-AOMDV)
[16] was given by Sivaraman and Karthikeyan. It considers minimal energy while
deciding the best path and chooses the pathwith the highest residual energy to transfer
the data. It was able to decrease the energy consumption, average end-to-end delay,
routing overhead and normalized routing overhead.



538 M. B. Dsouza and D. H. Manjaiah

3 Proposed Work

AOMDV is an on-demand routing protocol that establishes loop-free, link disjoint,
and multiple paths between the communicating nodes [2]. It is based on the similar
principles of AODV [17]. It contains a table called route list that holds the details
of alternate paths, such as last and next hop, hop count for the path, the expiration
time for a given path. The last hop count helps in maintaining link disjoint path. The
sequence number of RREQ is used to achieve a loop-free path. Similar to AODV, the
reverse path is setup whenever a valid RREQ is received at a node. Duplicate RREQ
is used to determine alternate reverse paths and only those paths which are loop-
free and link disjoint are recorded. For a given sequence number, node computes
the advertised hop count using (1). Where i is the intermediate node and d is the
destination node.

advertised_hop_countdi =
{
max(hop_countdi ), where i �= d
0, otherwise

(1)

Whenever an intermediate node does not possess a valid path toward the desti-
nation for which it has not broadcasted RREQ with the same sequence number
before, it broadcasts the RREQ; provided, such an RREQ result in either creation
or modification of reverse path. However, if the intermediate node has a valid path
toward the destination, then it will reply back with an RREP along the reverse path.
Such RREPs will contain a forward path toward the destination that was not used in
previous RREPs of this route discovery. For every loop-free and link disjoint RREQ
that reaches the destination, an RREP is generated by the destination and send back
toward the source.As theRREP travels across the intermediate nodes, a forward loop-
free and link disjoint path is established toward the destination. If a node receives
duplicate RREP, it is forwarded in a path that was not used previously for the similar
RREP. Otherwise, the RREP is simply discarded. Data is transmitted along a path
until it fails and when the path fails, an alternate path is used for data transmission.
During the transmission, if the last know path toward the destination breaks, then the
node generates a RERR packet and send it toward the source. HELLO messages are
used to set the timeout for a given path and remove stale paths from the route list.

One of the reasons for link breaks in ad hoc networks is the random movement
of the nodes. When the link fails, the packet sent along the link may be dropped and
a new path may need to be discovered. This requires additional control packets and
may cause congestion. This problem can be solved by predicting link failure and
taking action before the link actually fails. One of the techniques for predicting link
failure is, by measuring received signal strength. As the two nodes involved in a link
move close to other nodes, the strength of the signal received increases. Similarly,
when the nodes move away from each other, the strength of the signal reduced. Thus,
by continuously measuring the strength of the signal, whether the nodes are moving
closer or far away from each other, can be predicted.
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For node i, situated at distance x from its neighbor, the signal strength [18] is
given as (2),

SSi x = Gr ∗ Gt ∗ St
(4π ∗ x/λ)

(2)

Here,Gr is the receiving gain of the antenna andGt is the transmitting gain of the
antenna. The wavelength of electromagnetic wave used for transmission is λ and St
is the maximum transmitting power of the transmitting antenna. If an antenna covers
a circular radius R, the average distance between the nodes is given as 0.9054R [19].
Using this, the threshold value of signal strength for a given link i can be computed
as (3).

TSSi = Gr ∗ Gt ∗ St
(4π ∗ 0.905R/λ)2

(3)

In Eq. (3), antenna gain Gr , cover range R and used wavelength λ for a given
node is known. Default values for Gr and Gt are taken as 1.0 and St is taken as
0.28183815, λ = 3.0e8/914.0e6. The transmitting antenna gain Gt and maximum
transmitting power St are piggybacked along with the HELLO messages that are
exchanged regularly with the neighboring nodes. Using all these values, a node can
calculate the threshold, TSSi for a given link. As the threshold is not dependent
on the position of the node, its value is fixed for a given neighbor along with the
link. By comparing the received signal strength in Eq. (2) with the threshold value
in (3) a node can switch to an alternate path based on the following assumptions.
Three consecutive received signal strengths are measured. For a given link i, that
connects two nodes say i and j, suppose if the received signal strength is successively
decreasing and RSSi > TSSi, then switch to an alternate path. If no alternate path
exists, then when RSSi ≤ 0.5 * TSSi, the link is assumed to be broken and RERR
message is sent back to the previous node.

Energy consumed by the node [20] in-between time slots t1 and t2 is given as (4)

Eδ = |Et2 − Et1 | (4)

where Et1 and Et2 are the residual energy of the node at time t1 and t2, respectively.
Rate of change in the energy [21] is given as (5)

R = Eδ

Et1

∗ 100 (5)

Every node computes the rate of change in energy before sending aHELLOpacket
and piggybacks the rate of change in energy to all the adjacent nodes along with the
HELLO message. Whenever a node wants to transmit the packet, it checks the value
of the rate of change in energy for all the adjacent links and select, a link with least
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Fig. 1 Path selection
process in REL-AOMDV

variation in the rate of change in energy. The path selection process is summarized
in a flow diagram shown in Fig. 1.

4 Result Analysis

Nodes in MANET move randomly in all directions. As the speed of the node
increases, there is a greater possibility of link breaks between the nodes. So, the
simulation of AOMDV and REL-AOMDVwas carried out with varying speeds using
NS 2.34 simulator. The simulation was carried over a 1000 × 1000 Square meter flat
area with 100 nodes. Details of configurations are discussed in Table 1.

Following metrics were used during result analysis.

• Packet delivery ratio (PDF): It is the ratio between the numbers of packets
delivered to the actual packets received. An effective protocol desires to achieve
a higher value of PDF, as it indicates the rate of packet loss during transmission.

• Packet loss ratio (PLR): It is the ratio of the difference in the generated and
received packets divided by the total number of generated packets.
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Table 1 Configuration
details

Parameter Value

Dimensions 1000 m * 1000 m

Number of nodes 100

Traffic type CBR

Simulation time 100 s

Mobility model Random waypoint model

Radio propagation model Two ray ground

Antenna model Omni

MAC type 802.11

Pause time 10 ms

Network load 4 packets/s

Packet size 512 byte

Initial energy 100 J

Transmission power 0.7 J/packet

Receiving power 0.3 J/packet

Speed 5, 10, 15, 20, 25 m/s

Routing protocols AOMDV, REL-AOMDV

• The end-to-end delay: it is the total delay experienced by a data packet during its
transmission. The delay may be due to queuing, propagation and retransmission
of packet during its travel.

• Normalized routing load: It is ratio of total number data packets received at the
destination to the total number of routing packet transmitted.

• Throughput: Itmeasures the rate atwhich the packet is received at the destination.
İt is measured in bits/second.

• Total energy: It is the sum of the energy consumed by all nodes during the tenure
of simulation.

As the speed increases packet delivery ratio decreases in both the cases, this is
due to rapid link break downs that may occur due to the increase in speed. When the
link fails, packets are dropped, thereby reducing the total number of packets being
received at the destination. It is observed that the REL-AOMDV shows better PDR
in comparison with AOMDV. This is because REL-AOMDV can predict the link
breaks and switches to an alternate path before the link actually breaks. Also, only
nodes with higher residual energy are chosen, this will further reduce the link breaks.
This observation is evident in Fig. 2.

The packet loss ratio increases with an increase in speed. This is in connotation
with the PDR. As the speed increases, there is a greater possibility of packet loss due
to link failure.

Figure 3 shows that REL-AOMDV can provide lesser packet loss as compared to
AOMDV. This is due to the fact that the REL-AOMDV can predict link failure and
switch to the alternate path.
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Fig. 2 Change in PDR % with Max. speed

Fig. 3 Change in percentage of PLR with max. speed

End-to-end delay increases with the speed of the node. Even though REL-
AOMDV is able to predict and use alternate path before link breaks down, it chooses
the nodes with higher residual energy.

Such a selection may lead to higher congestions at selected nodes having higher
residual energy. For the same reason, Fig. 4 indicate that REL-AOMDV is not been
able to provide a considerable lower delay in comparison with AOMDV.

It is observed that the REL-AOMDVcan reduce the control packets in comparison
with AOMDV. This is as shown in Fig. 5. The reason for this is because the REL-
AOMDV can predict and use the alternate link, before actual link failure. Also, it is
able to prolong the path failure due to the use of node having higher residual energy.
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Fig. 4 Change in end-to-end delay with max. speed

Fig. 5 Change in normalized routing load with max. speed

Both these factors result in a reduction in control packets, thus leading to a lower
routing load.

Even though the delay is in comparison with the AOMDV, the REL-AOMDV is
able to provide a better throughput with speed. This is evident from Fig. 6. Which
shows higher throughput values for REL-AOMDV. The contribution factor for this
is the lower packet losses which result in the reduced number of control packets and
thus allowing more packets to reach to the destination.

The REL-AOMDV is able to prolong the path failure by selecting the nodes with
higher residual energy. This is evident from Fig. 7 that shows lower total energy
consumption in REL-AOMDV in comparison with AOMDV.
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Fig. 6 Change in throughput with max. speed

Fig. 7 Change in total energy consumed with max. speed

5 Conclusions

Oneof the critical issues inMANET is the issue of routing.Bymultiple paths between
the communicating nodes, reliability of the route can be increased by switching
over to an alternate path when the existing path fails. This prevents needless route
discovery process and avoids extra control packets being sent out by the source.
However, the effectiveness of the protocol can be enhanced further, by choosing the
nodes with sufficiently higher residual energy. This will prolong the usability of the
path as nodes with higher energy will stay alive for a longer time. By analyzing the
received signal strength, link failure can be predicted. This way, nodes can switch
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over to an alternate path before, the actual link failure. This reduces the delay in
packet delivery. Simulation results indicate that REL-AOMDV is able to reduce
delay and deliver more packets as well as provide better throughput in comparison
to AOMDV. Thus, it can be concluded that modification helps in providing a better
quality of service to the communicating nodes.
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A Novel Approach to Detect,
Characterize, and Analyze the Fake
News on Social Media

G. Sajini and Jagadish S. Kallimani

Abstract Due to the upsurge in the usage of social media in the recent past, commu-
nication between people has undergone a great change. Users interact with each other
by sharing a lot of information about the ongoing trends. But most of the informa-
tion shared recently is misleading with the spread of false news which is known as
fake news. Spreading a huge volume of such fake news can lead to many complica-
tions. The research field has been more concentrating on the inception, spread, and
consequences, nowadays. Detecting the truthfulness of the news is of great concern.
It can face many technical difficulties on many grounds. Usage of online tools has
made the generation of content easy and is expanded fast, where this can lead to a
huge amount of data for analysis. The online content is divergent, which deals with
numerous fields, contributing to the job complication. Only the computers will not
be able to evaluate the truthfulness and purpose, where it is completely dependent
on the human and computer interaction. Sometimes, the information that might be
termed as fake by a specialist might delude people. Such availability will always
remain in restricted quantity but it could be a base for the mutual endeavor. Here, a
broad summary of the fake news discoveries pertaining to the news will be given.
The unfavorable effects, particularly the ongoing work on the methods to detect such
news are demonstrated. The readily available datasets are studied to classify the fake
news. An assuring solution is recommended to analyze the online fake news.

Keywords Social media · Online fake news · Fake news detection · Target-based ·
Social context based · Content-based news · Creator-based fake news
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1 Introduction

Due to the invention of Internet, there is a tremendous change in the manner in
which human communication is carried out. Social media applications are helpful
in reaching out to people across the globe. Because of less money, easy handling,
sudden increase, it has become a big place for communication and data transfer.With
respect to volume, velocity and veracity, the fake news are characterized. Usually,
fake news are available in big volume, increased real-time velocity, and uncertain
veracity. Almost 67% US grown-ups acquire news from social media and the count
is increasing at a large rate.

But due to the significant growth of social media, the net remains as a proper
place to distribute online fake news, like content which misleads, false ratings, fake
commercials, gossips, false dialogues made by politicians, etc. The popularity of
online fake news is not more frommedia but is more in social media. In the industrial
and academic sectors, there is extreme ambiguity because of the facts which are
partial. For shopping online, and other ventures, it is affecting heavily.

1.1 Importance of Detecting Fake News

The online fake news is irritating, misleading, intrusion by spreading everywhere.
On communities, there is a huge effect. Features of fake news are shown below [1]:

The Volume of Fake News
Since to cross verify, there is no method, anyone can create fake news. Many sites on
the Web are developed explicitly to generate fake news. These are usually looking
like legal sites. Just to generate false claims, improper words, usually for selfish
reasons like money and power. Huge amounts of data are all over despite notice of
the users.

The Variety of Fake News
In human interaction, major modifications are seen impacting the thinking of home
sapiens. Teenagers and the elderly are brainwashed easily because of exponential
growth. May them can be caused due to the incidents happening around the globe if
the false news is spread a lot. In our day-to-day lives, online fake news creates a big
keen extreme deep acute detail.

The Velocity of Fake News
Fake news generators live for less time span. Many fake news concentrates on the
ongoing affairs so that the spread is easy. There are complexities to check the number
of people related to the current content, the tremendous repercussions. Putting an
end to it is extremely grueling and punishing.
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2 Fake News Characterization

The broad area is reached in this day and age because of online fake news and
it is obnoxious. Highlighting server varieties of online fake news not leaving the
originality, fake ratings, and commercials are given [2]. Few essential features of
online fake news are (Table 1).

Fake news can be viewed as four main types of elements. The elements are
discussed below:

Creator: Those who generate fake news are may be people or computers [3]. There
might be spelling mistakes, purposefully, done with bad intentions by hackers.

Target victims: These are those who are targeted by the online fake news. These are
people who make use of social media and the rest of the environments. They can be
academicians, guardians, old, etc.

News content: It is the main part of the news having things like videos, audios, gifs,
animations, and many things.

Social context: This shows theway inwhich the news is spread throughout. It contains
users analyzing the users and pictures.

Many of the fake news available over Facebook by various users, can be mapped
to the above discussed four types of elements [4].

Table 1 Various categories of fake news

News content Non-physical content Main purpose

Sentiment

News topics

Physical content Image/video

Body text

Headlines

Social context Platform Social media

Main streaming

Distribution Broadcast pattern

Community of users

Target victims Platform Online users

Main streaming users

Potential risk analysis Role-based analysis

Temporal-based analysis

Creator/spreader Real-human Fake news creator

Benign author and publisher

Non-human Cyborg

social bots
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2.1 Fake News Generators and Publishers

The person who generated and the reason for their idea to create fake news needs
to be known, understood, found ou, and must be explored. Generators can be either
people or non-living beings.

Non-living being:Many robots exist to produce fake news.Using different algorithms
for showing features like people and generating on their own not making use of
people. Few legal data distributing bots play a significant part. Tweeting can be done
by cyborg and take part in the activities. Same to same because of the fake news,
there can be many issues that might arise like trustworthiness.

People: People are very important to start point of fake news. The non-living things
are the transformers of fake news online. Automatically it is trained to generate and
unfurl the news. If it is by a human or computer, irrespective of that, a group creates
fake news and rolls out to reach and expand to the maximum number of people.
Detecting whether the new is false or real is a really tedious mundane task. Even
though the normal users are not generators, several legit users unknowingly and
unintentionally become the carrier of such news. Their close ones think it is a real
news and share it further which it spreads widely within a less timeperiod. Since
there is anonymity, nobody takes the blame for what is shared, replied, and pasted.

2.2 News Content

Every news contains two contents, physical and non-physical. They are described
below one by one.

Physical news content: This shows the headlines, vital part, and many components
likes’ pictures and multimedia. Strong channel to convey information is Facebook,
Twitter, etc. Since it is a happening event, it happens at a high speed. URL, #, smileys,
multimedia, pictures are part of this class which are the significant factors [5].

Non-physical news content: The first-class passes on the content and the second class
are suggestions, viewpoints, judgments, advice, feelings, which the generators are in
desire to formulate. There are various types, classifications, varieties, kinds of fake
news like unreal ratings, unreal commercials, unreal content in the field of politics
et cetera.

Flipkart, myntra, snap deal, and many more e-commerce sites are being assessed
rated appraised criticized day-to-day each day daily. If there is partiality in such
things, it can give a substandard inferior poor unpleasant terrible name to these sites.
This will cause an effect in the way the users think, manipulates their selection choice
options, and will ruin shatter wreck tear down a company’s honor fame [6].
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On the same lines to unreal ratings, unreal and false commercials are posted to
deceive the consumers by giving ads which are deluding fooling misguiding content.
They two are treacherous and demolish the trust of these sites.

3 Fake News Detection—Practical-Based Approaches

Fake news detection entails the mission to check how true the news is. Resources
in detecting fake news are classified, and they are of two types: practicality method,
current research approach. Here, major discussion is on the former online fake news
detection.

3.1 Online Fact-Checking Resources

Media organizations commonly perform fact-checking resources. As ongoing
contents are usually mixed of content, two class will sometimes tell the whole issue
completely. Currently, a lot of performance factors are employed in determining the
truthfulness of the content.

Verifying fact is a good way to identify fake news, informing people the trueness,
wrong, a combination of the two. In the following, evaluation and comparison of a
few famous verifying facts online tools are carried out.

Classifynews shows an environment for online to identify fake newswith amindset
of building a method for determining trueness for a news item. Machine learning
algorithms are used to identify this, basing solely on the textual content labelled news
articles are collected from Open Sources and everyday training are implemented to
these correct, incorrect page examples. To determine, two methods exist, namely—
“Context-only”, “Content-only” using two classifiers of machine learning [7].

FackCheck.org is created with the aim of reducing the amount to fool, ambiguous
US politics, and this webpage evaluates the actual trueness of sentences made by
big figures. These sentences originate in a multitude of information platforms like
television ads, talks, and fresh information. Factmata.com refers to statistically fact
verification and detecting.

Hoaxy.iuni.iu.edu are platforms to fetch, find, and analyze online fake news.
Hoax-Slayer.com shows the method for mail spamming and hackers.
Snopes.com is the 1st verification of fact page to verify US tradition.

4 Fake News Detection—Research-Based Approaches

With the growing use of online networking sites and the need to digitalize things,
it is very important to have a correct transmission of information on the Internet. A



552 G. Sajini and J. S. Kallimani

large amount of information is shared, stored on the Internet with the growing rise
of the use of the Internet for the smallest things. Our daily activities are done on the
Internet like searching for restaurants to order food, or searching a customer care
number for your queries, or making payment for a purchase. It is important to ensure
that the correct information is available on the Internet and it does not use any wrong
information, which could lead to exposure of our details on the wrong website. Here,
the discussion is initiated to mitigate the leaking of personal details by detecting
any false information on the website. The proposed work analyzes various existing
ways for detecting the false information, limitation, and how it integrates with the
advantages of all the available methods and overcome the limitations [8]. Deep
learning can be used to process the text in order to detect the fake news by analyzing
the semantics of the text. There are various categories of fake news detection and it
is classified into:

4.1 Component Established Type

This section analyzes the details like who is author of the news, who is the reader,
what type of content it is, what country or location the news targets, etc., and then
analyses these attributes and find if the news is fake news. Normally, there will be
a pattern followed by online fake news authors, which can be detected by doing
semantic analysis on the content. The content will be such that will have enormous
emotions so that it attracts a large audience in a short time. Also, normally, this
kind of fake news will come from a similar author previously detected in fake news
detection, this can be checked by checking the user id of the author, location of the
author, etc. Also, this research work analyzes the type of audience targeted which
can help in checking if it can be fake news.

Another method to detect false information is by having a group of experts to eval-
uate the information being circulated and validate the authenticity of the information.
This requires manual intervention to address the limitations when automated tools
are used to detect FN. Automated tools require correct data sets and can fail if the
pattern is not recognized from the previous models. Human validation can address
these limitations.

4.2 Data Mining Established Type

Data mining algorithms are widely used these days for this kind of analysis. Fake
information can be detected either by a supervised learning model or unsupervised
learning model. Former however requires large correctly labelled dataset which can
be a problem in our case as the fake information data is huge on the Internet and it
becomes difficult to filter these data set because of various different patterns it follows
every time. Hence, latter can help in this case over former as it can still detect fake
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information without the need of having a large dataset. Latter uses semantic analysis
to find patterns in the information to detect fake news [9].

4.3 Implement Established Type

This involves two types of systems: Online-detection and offline-detection system.
Former targets real-time data base and can be beneficial over offline-detection system.
The models used in the latter can have a disadvantage as it cannot accurately repre-
sent current online fake news pattern. Hence, the online system is used to predict
effectively the real-time news and this model can be used to improve the offline
methods as well.

Even with all these methods of detecting fake information, it can still observe a
large amount of fake news is still published and the audience being unaware of the
truthfulness. There is a need for a solid model which can help in detecting fake news
effectively on the Internet. Research is still in progress in various institutes to achieve
this goal but with the growing technology and the use of the Internet and new ways
and patterns used by fake authors for distribution fake information, the development
of effecting fake information detection system becomes difficult.

Various features which are involved in fake news representations are: creator or
user-based features, news content-based features, and social context-based features.
Each of these features again involve features such as user profiling, user credibility,
behavior-based, linguistic and syntactic, style-based, visual-based, network-based,
impact-based, and finally, temporal-based features [10].

5 Future Research and Open Challenges

Along with some promising research in this area, a few challenges and open issues
for automatic online hoax news detection are tested. Thus, here, amethod is proposed
to construct an effective online fake news detection ecosystem.

5.1 Unsupervised Learning for Fake News Analysis

The dataset in real-world available for practical analysis does not come with quality
labelling. This is one of the major hurdles in the detection of online fake news.
Unsupervised learning refers to a type in themachine learning algorithm. Three types
of unsupervised learning models for determining fake news exist. The types are as
follows: Cluster analysis (CA), outlier analysis (OA), semantic similarity analysis
(SSA), and unsupervised news embedding (UNE) [11].
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Cluster analysis: In cluster analysis, the information is classified on the basis of
increasing within class commonness, decreasing the between class commonness
instead of examining labels. Generation of labels is done for data. In fake news
detection, this method is used to analyze and recognize the independent class of
content and those who write while discarding the dissimilar ones.

Outlier analysis: Working of OA is based on detection of the uncommon actions.
Making use of statistic, distance, and weight approaches, outlier analysis algorithm
can expose false or forged information and suspicious authors [12].

Semantic similarity analysis (SSA): Semantic similarity analysis is used for deter-
mining almost copied content. Online fake news creators reuse the existing news
content because of missing information, comprehension, consciousness, and under-
standing plus awareness. Through semantic similarity analysis, the replica, half
replica news information impressionable by crooked writers, an instance, and a false
commentator who changes just some phrases for feedback to deceive users can be
detected. SSAare essentialmethods for online fake news detection due to their textual
nature.

Unsupervised news embedding: Embedding is an important step in natural language
processing, which is a procedure of drawing out decentralized picturisation of infor-
mation. The number pattern is utilized for input to analyze in the future. Implanting
mechanization are categorized into different types depending on the ways in which
they acquire the features of informationwith another viewpoint. Choice of an embed-
ding method depends on the underlying nature of the news, for successful exposure
of faulty information.

5.2 Evaluation of Fake News Detection System

Here, to detect fake news, an environment can be given and the performancemeasures
to construct an efficient device to detect online fake news to study. Following are the
elements to find out how OFN performs detecting:

Accurate detection (AD): The sole purpose in a device to detect can be AD of false
information. Because of difficulties that the FN figuring process proposes, several
effective methods need to be built and employed to increase their efficacy in the
systems.

Interactive visualization: Visualization is an essential element of online fake news
detecting and watching systems. They facilitate and eases human understanding by
bringing different views and directions to represent data which are time delicate.

Early warning and post intervention (EWPI): As concluded by the above discussions,
EWPI has a lot of scope for researchwhen it comes to the finding of online fake news.
They are significant features checking which the device for detecting fake news can
be unveiled.
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Verifying third party: Involvement of third-party verification eases the detecting
device and canmake it self-reliant. System to figure out online fake news is discussed
here. An effective fake news detection ecosystem contains a combination of an alert
system, detection system, and intervention system. It covers analysis, alerting, inter-
vention, and detection of fake news, which form the pillars of an efficient system.
A typical comprehensive fake news detection system may involve: intervention,
fact checking, fake news detection, suspicious analysis, and potential fake news
prediction.

6 Conclusion

It has been concluded that, the social nerwoking platforms are detected with more
number of harmful and threatening fake news. This helps malevolent entities to
maneuver individual’s recourse and pronouncement on salient daily pursuit, to name
a few, like education, healthcare, and so on. To overcome this complication, the need
to have a fake news detection is extremely magnitude but performs the exact task
across all theworks of life. To summarize this paper, specific key points are dispensed
as follows:

• In-depth apprehension of the distinct aspects of fake news, as news content, social
context, and news creator to name a few. This can favor an implicating role in
social imparting data analysis and anomalous information detection. Through
clear characterization of online fake news.

• The researchers are propounded in order to notice the open issues, look into
existing assertion frameworks and ameliorate them, and establish a monitoring
and detection opportune for online fake news.

References

1. Zhang, X., Ghorbani, A.A.: An overview of online fake news: characterization, detection, and
discussion. Inf. Process. Manage. 57(2) (2020)

2. Banerjee, R., Feng, S., Kang, J.S., Choi, Y.: Keystroke patterns as prosody in digital writings:
a case study with deceptive reviews and essays. In: Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing (EMNLP), pp. 1469–1473 (2014)

3. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with subword
information. Trans. Assoc. Comput. Linguist. 5, 135–146 (2017)

4. Bordes, A., Chopra, S., Weston, J.: Question answering with subgraph embeddings. E-print
(2014)

5. Baldwin, B.T.: Automatic satire detection: are you having a laugh? Proceedings of the ACL-
IJCNLP 2009 Conference Short Papers, Association for Computational Linguistics, pp. 161–
164 (2009)

6. https://www.businessinsider.com/here-are-the%20-most-and-least-trusted-news-outlets-in-
america-2014-10. Accessed 2018-04-19

https://www.businessinsider.com/here-are-the%20-most-and-least-trusted-news-outlets-in-america-2014-10


556 G. Sajini and J. S. Kallimani

7. https://github.com/BuzzFeedNews/2016-10-facebook-fact-check/blob/master/data/facebook-
fact-check.csv. Accessed: 2018-04-19

8. Cao, N., Shi, C., Lin, S., Lu, J., Lin, Y.R., Lin, C.Y.: Targetvue: visual analysis of anomalous
user behaviors in online communication systems. IEEE Trans. Vis. Comput. Graph. 22(1),
280–289 (2016)

9. Castillo, C., Mendoza, M., Poblete, B.: Information credibility on twitter. In: Proceedings of
the 20th International Conference on World Wide Web, pp. 675–684. ACM (2011)

10. Castillo, C., Mendoza, M., Poblete, B.: Predicting information credibility in time-sensitive
social media. Internet Res. 23(5), 560–588 (2013)

11. https://www.cbc.ca/news/canada/toronto/scarborough-hijab-attack-1.4487716. Accessed:
2018-03-21

12. Cha, M., Mislove, A., Gummadi, K.P.: A measurement-driven analysis of information prop-
agation in the flickr social network. In: Proceedings of the 18th International Conference on
World Wide Web, pp. 721–730. ACM (2009)

https://github.com/BuzzFeedNews/2016-10-facebook-fact-check/blob/master/data/facebook-fact-check.csv
https://www.cbc.ca/news/canada/toronto/scarborough-hijab-attack-1.4487716


A Novel Design for Real-Time Intrusion
Response in Latest Software-Defined
Networks by Graphical Security Models

L. Sri Ramachandra and K. Hareesh

Abstract In the current era, many of the application domains are adopting software-
defined network (SDN). SDN provides a special functionality to the network flow by
controlling it dynamicallywithmore robustness. Traditional networks are high in cost
whereas SDN is economical. Since there are more chances of cyber-attacks, security
solutions are proposed to reinforce and retreat the SDN.These security solutions have
to be compared with each other and select the optimized solution to provide the best
security for SDN.Graphical securitymodels like attack trees and attack graphs can be
used to measure and estimate the safety of SDN. Due to computational complexity,
it is hard to provide security for SDN against cyber-attacks in real-time cases. Using
precomputations, this paper aims to detect the disturbance which causes in SDN and
finds the possibility of future attacks in the future for real-time cases. Various SDN
components are taken into considerations for conducting an assessment on security
which was not accessible in the existing network. Experimental analysis of this paper
estimates all the possible attacking path in an ongoing attack which can be mitigated
in real-time cases. It also exposes the security metrics which depends on the flow
table that includes SDN components. Hence, it is possible to provide security for
SDN against cyber-attacks in real-time cases.
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1 Introduction

Logical network topology can be dynamically changed in real time by administrators
of network if and only if SDN permits [1]. This can be achieved when controls
are separated from data flows on top of the data plane and control plane. When
network topology [2] is reconfigured dynamically by SDN, impact on performance
by network disruptions will be negligible. This efficiently helps in optimization of
load by administrators in real-time cases.Newarchitecture likemoving target defense
systems (MTD) has to be designed and deployed to provide security for SDN. New
networking components like forwarding devices and controllers are introduced by
SDN which provides attackers with an attack vector for exploiting the SDN. Some
of the security techniques such as DELTA and Athena are developed to protect SDN
from cyber-attacks. DELTA [3] is a framework for evaluating the security, whereas
Athena [4] is a framework developed for anomaly detection. Athena uses machine
learning for predicting the patterns of various attacks. Graphical security models
will be used for the evaluation of the SDN. Attack trees (AT) and attack graphs
(AG) are used as security models since they provide security in-depth and compute
the optimal countermeasures. New SDN components have to be considered for the
assessment of security when this approach is applied to SDN. As there will be a delay
in initial attack and response, this causes difficulty for intrusion detection system to
find out the ongoing attacks in real time. This eases the attacker to reach the target so
there should be an effective focus on a countermeasure to avoid the attacker reaching
the target than giving more importance in finding out the attack detection. All the
probable attacking paths have to be predicted to know the targets of the attacker.
Computing all these possible attacking paths will lead to adaptability and scalability
problems [5, 6]. To avoid all these problems, an efficient technique is required which
can take care of all the attacking paths meanwhile considering new SDN components
for the evaluation of the security. To overcome the above-mentioned problems, the
hierarchical attack representation model (HARM), a graphical security model is
incorporated with the precomputed approach along with the components of SDN.
This evaluates the security of SDN in real-time cases. HARM helps in evaluating all
the possible attacking paths before an attack is detected. This helps in formulating
effective countermeasures and helps in estimating the possible attacking paths from
the detection point. Evaluation is carried out by generating precomputed possible
scenarios of attack with the help of a full attack graph (AG).To know how an attacker
is trying to steal data from the outside, a scenario of attackwas used. After identifying
the paths of attack, it is found why the intrusion detection system took a long time to
detect the attack than the time of the attack. To identify the relevant paths of attack,
full attack graph which is precomputed is used. By evaluating this full AG, related
countermeasures are deployed. Some of the experimental analyses are conducted to
demonstrate that the proposed approach can efficiently detect the attacks without any
delay and can diminish the ongoing current attack in real-time cases.

The contribution of the paper are summarized as follows:
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• When new SDN components are taken into account with their respective attack
vectors, security assessment is conducted for SDN.

• To develop a countermeasure for SDN and to provide a security assessment for
real-time cases, precomputed attack scenarios are generated using full attack
graph.

• To avoid the delays in finding an attack in an ongoing intrusion, response and
prevention mechanisms are proposed in attack detection systems.

• Experimental analysis is conducted for the demonstration of the proposed
approach for resolving the attacks in SDN with delayed detection.

The organization of the paper is as follows, related work is presented in Sect. 2,
and a framework is presented in Sect. 3. Real-time intrusion response in SDN is
presented in Sect. 4. Precomputation and attack prediction for security assessment
are presented in Sect. 5. Section 6 presents results and analysis and finally Sect. 7
presents conclusion of this work.

2 Related Work

• SDN security: There are certain security issues to SDN which are discussed in
[1, 7–10]. Threat vectors of SDN were presented by Kreutz et al. which were not
there in the traditional network system. Potential solutions were given to resolve
the threats which were identified but a method for evaluating those threads was
not mentioned. The paper aims to provide a solution to these problems. For the
better enhancement of OpenFlow protocol security in SDN, a framework called
FRESCO is presented by Shin et al. [11] which allows SDN to detect and resolve
the attacks. This work demonstrates that SDN switches which are the part of SDN
components are more disposed to cyber-attacks. SE-Floodlight was presented by
Porras et al. [12] which was the extension of OpenFlow Floodlight controller.
This protects the SDN control plane with added security features.

• SDN intrusion detection: An attack which is carried out successfully is defined to
be intrusion which includes malicious activities in the system. It will be perfect if
all the intrusions are detectedwith the accuracyof 100%but in practice, and it is not
feasible. This is because of the true positive and false positive alarms of the intru-
sion detection systems. A framework was proposed by Dhawan et al. [13] which
helps to detect attacks in data plane forwarding and network topology. Based
on capabilities on traffic flow, detecting distributed denial of service (DDoS), a
lightweight method is proposed by Braga et al. [14]. OpenFlow protocol was used
to advance the features of remote triggered black hole (RTBH). This can miti-
gate the distributed denial of service upon apply of SDN. This is demonstrated
by Giotis et al. [15]. By using an efficient mechanism, anomaly detection and
mitigation were performed in the architecture of SDN which is presented in the
paper.
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• SDN security modeling: A selection framework NICE was presented by Chung
et al. [16]. This security model was developed as an intrusion detection system in
the network and as a countermeasure framework. Attack graph was used for the
evaluation of security which was a core work of the framework. Usage of attack
graph is limited because of its scalable difficulties. In the same way, different
graphical security models grieve from adaptability and scalability problems. The
constraints in real time are the typical reason for the problems like scalability. To
overcome all these issues, our approach suggests that attack scenarios have to be
precomputed in advance and use them whenever it is necessary. Therefore, a full
attack graph is used to create the possible precomputed attack paths. To address
the adaptability and scalable problems, HARM is also used in our approach.When
there is a detection of intrusion in a network system and effective countermeasure
is formulated in real time, it is possible to evaluate security position of the SDN
quickly with the precomputation of all the possible attacking paths.

3 A Framework for Real-Time Intrusion Response in SDN

A graphical security model is proposed to solve the problems of IDSes. The security
model is precomputed. This model is used in the real-time interruption reaction in
SDN. Some of the general steps are as follows:

• Information regarding vulnerabilities in security and dependencies in node
connection of SDN has to be collected which are related with configuration of
SDN.

• GSM for security valuations are generated by gathering all the collected inputs.
• Data on intrusion detection from SDN will be collected.
• Effective attack response is calculated with the selection of optimum countermea-

sure.

Figure 1 represents the relationship between the above steps mentioned.

Fig. 1 Framework for real-time intrusion response in SDN
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3.1 SDN Configuration

Necessary information regarding security which is associated with SDN has to be
collected. Connectivity of each SDN component along with its respective depen-
dencies and vulnerability of each component of SDN are the two main information.
NESSUS and OpenVAS are the two vulnerability scanning tools used to collect
the information of vulnerability associated with SDN components. With the help of
settings in the SDN controller and flow table, dependencies of the components can be
collected. Later the module, security modeling and analysis retrieve this information.
IDSes are also present in SDN. If any of the intrusions are detected, those are directly
sent to the intrusion detection module. Predicting the attack scenarios become more
complex in nature as IDSes are not placed in every SDN components.

Figure 1 represents the framework for real-time intrusion response in SDN. In the
SDN configuration module, SW acts as a connection between the data plane and the
control plane. Six virtual machines are used which have connectivity to the Internet.
All these virtual machines are placed in the server. SDN controller is placed inside
the control plane. Security modeling and analysis module retrieve the information
from the SDN configuration system to the network-related issues and vulnerabilities.

3.2 Security Modeling and Analysis

GSM can be generated with the inputs taken from the module of SDN configuration.
For example, a model which is scalable and adaptable is HARMmodel which is used
for demonstration purpose in this paper. Any of the GSM models can be used for
the demonstration purpose but a HARM model has been chosen. Different security
vulnerabilities are considered by GSM, and it computes diverse attack scenarios
which have various dependencies. When the network size increases, the scalability
problem also increases. Therefore, to achieve the response in the real-time attack,
a technique of precomputation is required. Then, the module of attack response
receives the information of precomputed assessment of security. This information
will be used when there is a detection of intrusion.

3.3 Intrusion Detection

Intrusion logs are collected from the IDSes of SDN which will be then sent to the
attack response module. Raw data regarding intrusion detection is processed in this
module. Attack information such as attack type and metadata such as time of attack
and location will be analyzed. This module will try its best to detect the attack fast
and accurately. But in real time, its performance cannot be completely depend on.
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3.4 Attack Response

This module is the heart of the architecture. Attack impact will be evaluated in this
module by considering the time of intrusion detection and attack location. More than
one computer will be affected if an attack takes place in a situation where a subnet
is located. This module aims at reducing the attack impact by damage estimation,
detecting the location of an attack and isolates the attack from getting progressed.

4 Real-Time Intrusion Response in SDN

4.1 SDN Configuration

By considering an example shown in Fig. 2, the usability of the proposed solution is
demonstrated.

Nine nodes are included in the example of the toy where three switches and six
virtualmachines are considered.Assumed that the location of an attacker to be outside
the SDN and Internet connection is provided only to the virtual machines that are
located on the Web server. Since our proposed system takes care of both IDSes and
security, the attackers who are inside the SDN can also be focused. Virtual machines
aim at providing services to thosewho are locatedwithin aswell as externally located.
If a system does not encounter any problem, it works as follows. By considering the
scenario from Fig. 2, when a user requests a data that is stored in the database (Virtual
Machine 6), the virtual machine which is stored in the Web server (Virtual Machine
1) sends a request for the virtual machine in the application server (Virtual Machine

Fig. 2 SDN configuration example
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4). From the application server, the requested data will be forwarded to the database
for further processing. After processing the data, it is sent to the user. This procedure
is followed only for the valid requests from the user. In this example, the data is
processed from Virtual Machine 1 → Virtual Machine 4 → Virtual Machine 4.

Sometimes it leads to burst time when there are more requests from the user.
Redundancies will be created to provide service in such case of emergency. In Fig. 2,
redundancy is created between VM1 and SW2, another redundancy is between VM5
and SW1. If the attacker is successful in breaking the SDN, various attack paths will
be generated using these redundancy connections.

4.2 Security Modeling and Analysis

4.2.1 Common Vulnerability Scoring System (CVSS)

The base score of CVSS is used for measuring the vulnerability severities. Physical
metric, user interaction, and privileges required are added to the attack vector by
considering the base vectors. The rank of integrity is changed from partial to low,
availability rank is changed from complete to high whereas the rank of confiden-
tiality remains same to be none. Probabilities of success of an attack and its impact
have to be known for computing the security risk. The success of attack proba-
bility is represented using the exploitability metric which is associated with each
vulnerability.

4.2.2 Attack Graph for SDN

Arbitrary code is executed on Virtual Machine 6. The definition of attack graph is as
follows, an attack graph is a directed graph such that AG = (V, E), where V is the
finite set of vulnerabilities present in the network system and E is the set of edges.
Figure 3 represents the attack graph which is generated for mapping the various
attack scenarios.

4.3 Intrusion Detection

Here, time is taken into consideration when an attack is detected. There will be
chances of getting progress in the attack while the attack is getting detected. There-
fore, considering the proper attack scenario plays a major role to mitigate the attack.
The Bayesian theory has to be considered for the detection of an attack but here it
is assumed that SDN mechanisms are correct for detection of an attack. Threshold
random walk which is associated with the credit-based algorithm is similar to that of
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Fig. 3 An attack graph of SDN

applying Bayesian theory. If detection of an attack is delayed, then the attacker will
be much progressed than the prediction. This scenario is represented in Fig. 4.

Figure 4 represents the location of the attacker at SW1 with the red dotted circle.
Here, the attacker has successfully reached SW1 after passing through VM2. SDN
administrator has been alerted only about the attack at VM2 and not SW1. To over-
come this problem, the full attack graph is used which can be used to predict all
the possible attack paths. This is represented in Fig. 4. As a countermeasure for the
problem, flow table rule change is used. This limits the attack path from the number
of hops from the node where the initial detection has taken place. For example, if
the number of hops considered is 2, then the results are represented in Fig. 4. By
following this, the attacker can be blocked by further accessing the paths. This proves
that SDN functionalities can be maintained along with disconnecting the ongoing
attacks.
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Fig. 4 a Representation of attack detection figures, b applying flow at Virtual Machine 2 table to
block VM2, and c apply of full attack graph for countermeasure
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5 Precomputation and Attack Prediction for Security
Assessment

By considering the delays that occur in the detection of an attack, precomputation and
prediction of attack are introduced. By precomputing the attack scenarios, the time
taken to detect the attack can be reduced. Defense mechanism for SDN is enhanced
to avoid the delay in finding the attack. Full graph and HARM are explained in this
session.

• Full graph: Graphical security models cause a scalability problem while
conducting the assessment of SDN security. Full attack graph is used to
precompute the scenarios of all possible attack paths. This precomputed offline
information can be later used in real-time cases whenever it is necessary.

• HARM: The above explained full attack graph is used in security assessment
for particular attack scenarios of fast real-time attacks. In this case, the security
problem arises since computing all the attack scenarios is not scalable. To provide
more scalability, HARM is used through which SDN security is assessed. To
reduce the scalability problem, network nodes of HARM are split into multiple
layers.

6 Result and Analysis

By considering different security metrics, full attack graph is evaluated to check its
effectiveness for precomputation. Any of the models can be used but the security
metrics will not be changed. Since the computation results, full attack graph and
HARM are same, and its result is not explicitly mentioned in this paper. Changes are
observed in the security metrics by deploying the countermeasure and also without
deploying it. Flow table rules are also changed to block the attack paths. Simulations
are conducted to observe the difference between the performance of a full attack
graph and HARM.

• Change in security metrics: Fig. 2 is used as the experimental scenario for the
investigation in this session. Services are not available in the system until and
unless the database receives the request. Therefore, the flow table rules of SW3
and Virtual Machine 6 are not changed by network administrator because of the
system constraints. At least one path exists to connect the user requests to the
network by ensuring the operability is made sure that. Minimal cost is considered
for the improvement of security of SDN, by doing so, the performance of SDN
will not be affected when the flows are modified.

• Numerical sensitivity analysis: Attacker can attack the node very fast when the
response to the attack is very slow which results in the system loss. Comparison
is made for the loss occurred due to slow response to an attack and to the cost
required to respond to an attack in a fast way. The sensitive analysis method is
applied since cost loss and cost spent to respond to an attack cannot be defined.
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Response cost and attack cost are calculated based on attack time and the time
taken for attack detection.

• Simulation: Evaluation time and generation time are simulated to examine the
performance comparison of full attack graph precomputation to that of simple
attack graph. Full attack graph precomputation is very important as it reduces
the detection time in real ongoing attack and also reduces the evaluation time for
security.

7 Conclusion

Network communications can be managed economically and more robustly by the
SDN functionalities controls the network flow dynamically. New attack vectors and
vulnerabilities were introduced which were not present earlier. Many security solu-
tions were proposed for SDN to strengthen its power against the cyber-attacks. But
still, the security problem of SDN and its functionalities are not solved which makes
system administrator ensure a regular systematic check for the system security.

A framework for systemmodeling and Analysis was proposed in this paper which
ensures the countermeasure for a real ongoing attack with the generation of precom-
putation for SDN. For the generation of possible attack scenarios to the current SDN,
attack graph, full attack graph, and HARM use the precomputation method. These
results are used as a combination with the precomputed attack scenarios of IDS and
correlate the computation. When an attack detection mechanism fails, these models
are later used to detect the potential attacks in real-time cases. To verify this, exper-
iments are conducted and simulations were made on the SDN testbed which proved
that our approach can be effectively used in the attack detection in a real-time ongoing
attack and defend the attack.
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Implementation and Analysis of Dynamic
Spectrum Sharing for Different Radio
Access Technologies

Tejaswini G. Babajiyavar, R. Bhagya, and Amritash Kumar

Abstract With the evolution of telecommunication networks, there is a spectrum
crunch leading operators to reform their 2G, 3G spectrum to support 4G and
upcoming new technologies. However, refarming spectrum can be risky since this is
a static or permanent reallocation of a spectrum between different radio access tech-
nologies (RATs). A technique called dynamic spectrum sharing (DSS) is proposed
to resolve the refarming issue, where the overlapping spectrum is dynamically allo-
cated between different RATs. This paper briefs the dynamic spectrum sharing
implementation between 2G and 4G RATs in the laboratory environment. The DSS
information is captured in the Abis interface using Wireshark. The BTS log tool
captures the message exchange between peer RATs and gives information about
PRB resource banking. Spectrum sharing between GSM and LTE is verified using
spectrum analyzer.

Keywords LTE-GSM · DSS · PRB · SCF · HIT tool · Spectrum analyzer ·
BTSlog · Wireshark

1 Introduction

Telecommunication networks are in a state of constant change. The networks them-
selves change as the devices connected to them and the applications used changewith
the network and devices [1]. The change is enabled by the evolution of technology
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in devices, applications, and the network itself. Overall, can be seen that networks
need to provide multifold increase capacity in mobile broadband capacity (MBB).

Refarming offers a unique, cost-efficient method to improve mobile broadband
capacity and coveragewithout buying additional expensive spectrum.AsGSM traffic
is decreasing, the spectrum can be reallocated to 3G, 4G, and 5G RATs, ensuring
improvedmobile broadband performance. Based on long-term network traffic trends,
efficient solutions can be deployed on legacy technologies such as GSM or UMTS
to free up spectrum for new RATs such as LTE or 5G [2–6].

One of the key market demands today is to ensure that services are maintained
during and after refarming to existing GSM customers, while at the same time
building additional MBB capacity with the spectrum of legacy technologies such
as GSM. However, without a continuous traffic analysis refarming spectrum can be
risky, since this is a static or permanent reallocation of the spectrum between tech-
nologies. Such spectrum refarming decision can be flawed in some cases especially
when there is a sudden surge of GSM traffic on some hotspot sites [1].

To solve these dilemmas the Spectrum Sharing is introduced as a solution, where
separate RATs are provided with coordinate access to the same spectrum band [2, 7–
9]. There are two types of sharing, namely dedicated spectrum sharing and dynamic
spectrum sharing. In dedicated spectrum sharing, the different RATs have fixed
spectrum whereas in dynamic spectrum sharing different RATs have both fixed and
commonly shared spectrum [10]. To promote efficient use of radio spectrum, future
wireless networks should be able to dynamically allocate resources to maintain the
quality of service (QoS) and fulfill the rapid growth of spectrum demand.

2 Dynamic Spectrum Sharing

2.1 Overview

The dynamic spectrum sharing (DSS) allows the operator to allocate LTE and GSM
carriers on an overlapping spectrum. Spectrum shall be dynamically shared between
LTE andGSMby dynamically blanking or using the physical resource blocks (PRBs)
that comprise the shared spectrum with GSM based on its traffic load. A GSM-LTE
spectrum consists of the following parts: one dedicated only to GSM, used for the
broadcast control channel (BCCH), one dedicated to LTE, and one shared, that is,
dynamically assigned either to GSM or to LTE.

LTE allocates users either on LTE dedicated or shared carrier bandwidth. Shared
GSM frequencies can overlap either with LTE bandwidth lower edge and/or upper
edge. The LTE shared bandwidth can reach at most 40% of the maximum number
of LTE PRBs, with a maximum of 20% shared bandwidth per each side. DSS can be
enabled forLTEcellswith 5, 10, 15, or 20MHznominal bandwidth. TheLTEnominal
bandwidth is divided into LTE transmission bandwidth andLTEguard band. TheLTE
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Fig. 1 Frequency spectrum usage by GSM and LTE

transmission bandwidth has a fixed PRB number, whereas each PRB is 180 kHz large
and LTE guard band represents 2 × 5% of the LTE nominal bandwidth.

GSM allocates users on GSM dedicated carriers first. When there is higher traffic
and there is no space left in the GSM dedicated area, GSM starts to allocate users in
the shared part of the spectrum.GSMallocates users on sharedTRXbased on priority.
The GSM calls are placed on carrier frequencies f1, f2, f3… which are farthest from
the LTE center carrier frequency from the lower (f1, f3, f5) and upper (f2, f4, f6)
edges of the LTE carrier bandwidth. Figure 1 shows the frequency spectrum usage
by GSM and LTE.

2.2 DSS GSM-LTE Solution

The step-by-step dynamic shared spectrum (DSS) GSM-LTE solution is:

1. The background interference matrix (BIM) update process in the BSC monitors
and collects statistical carrier-to-interference (C/I) data fromall the cells, reported
by the mobiles in both DFCA and non-DFCA sites. The DSS C/I threshold
parameter is used for the BIM update process.

2. TheBSC communicates both to its ownBTSs and the nearby sites, the frequency-
level shared spectrum usage to GSM baseband regarding the first call occupying
and the last call releasing on any shared spectrum resources.

3. Shared spectrum usage frequencies which are received by GSM baseband from
BSC needs to be further communicated to the LTE baseband and this could be
done by means of an unreliable sys-com interface between basebands of GSM
and LTE RATs. LTE scheduler uses this shared spectrum usage information and
accordingly blanks PRBs of own site as depicted in Fig. 2.
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Fig. 2 DSS LTE + GSM solution

4. ARFCN-level shared spectrum usage is conveyed to LTE scheduler from GSM
baseband based on updated received information from BSC, which can be used
by LTE to accordingly schedule data on relevant PRBs/shared frequency blocks.

3 Implementation

This section presents a detailed explanation of the steps involved in the imple-
mentation of dynamic spectrum sharing feature in the laboratory environment. The
minimum configuration (1×BTS) systemmodule calledAirscale is connected to the
radio module. Then, the LTE dedicated bandwidth is calculated when GSM sector
frequencies overlap with LTE dedicated bandwidth. GSM and LTE cells are created
by setting suitable managed objects in the Site Configuration File (SCF). The final
step is to activate the DSS feature.

3.1 Frequency Calculation

The LTE paired cell and GSM paired sector must use at least one common antenna.
The channel bandwidth for LTE cell is set to 10 MHz. The downlink and uplink
carrier frequency is set to 950 MHz and 905 MHz respectively.

Equations 1 and 2 are the formulas to calculate LTE dedicated bandwidth in
downlink when GSM sector frequencies overlap with LTE dedicated bandwidth.
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Downlink dedicatedBWupper edge = Central Frequency + (Nominal BW/2)

− (GB − 0.01) − (numBlankDLPrbsUp)

× 0.18 (1)

Downlink dedicatedBW lower edge = Central Frequency − (Nominal BW/2) + (GB − 0.01)

+ (numBlankDLPrbsDown)

× 0.18 (2)

where GB is guard band spectrum per edge, GB = 0.25 or 0.5 or 0.75 or 1 MHz
per edge of 5, 10, 15, or 20 MHz carrier, respectively. Equation 3 gives formula for
parameters numBlankDlPrbsDown and numBlankDlPrbsUp.

numBlankDlPrbsDown = numBlankDlPrbsUp

= (200 kHz ∗ No. ofGSMTRX)/180 kHz (3)

The calculated LTE downlink (DL) lower and upper edge dedicated and shared
frequencies are as shown in Table 1 and 2.

3.2 Site Creation

The GSM cell is attached to BSC through MML commands using HIT tool. The
steps for attaching SBTS to BSC are as shown in Fig. 3a. The final site created for
GSM cell (G-cell) at BSC is as shown in Fig. 3b.

3.3 GSM-LTE DSS Setup Configuration

The GSM-LTE DSS setup is bought up by creating an SCF. In SCF, GSM cell (i.e.,
LCELC) parameters and LTE cell (i.e., LCELL) parameters are set. Table 3 and 4
gives the parameters of LCELC and LCELL.

Channel configuration of GSM and LTE cell in SCF is defined. Each TRX in
a GSM cell is configured with 1 transmitter and 2 receiver channels. LTE cell is
configured with 2 transmitter and 2 receiver channels. The LCELL uses MIMO
technique [11, 12].

3.4 Procedure for GSM-LTE DSS Feature Activation

The GSM cell at BSC level and TRX in the GSM cell are locked, and LTE cell from
WebEM (GUI) is blocked. The DSS licence feature at BSC level enables and the
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Table 1 LTE DL lower BW

GSM Lower 
Freq. (ARFN)

GSM Lower 
Freq. (MHz)

52 945.4
53 945.6
54 945.8
55 946
56 946.2
57 946.4
58 946.6
59 946.8
60 947
61 947.2
62 947.4
63 947.6
64 947.8
65 948
66 948.2
67 948.4
68 948.6
69 948.8
70 949
71 949.2

Shared LTE Dedicated

DFCA MODE is set to standby to calculate C/I ratio in the GSM cell. The DSS
feature in the GSM cell is configured as shown in Fig. 4.

In WebEM, the automatic PUCCH object is created and automatic PUCCH
allocation upper periodicity parameter is set to 20. Then, activation of automatic
PUCCH allocation parameter is configured as true. DCI format 1A is configured for
DCI format common channel transmission parameter in the LTE cell. The number
of downlink PRBs blanked at the lower end of the spectrum (numBlankDlPrbs-
Down) and number of downlink PRBs blanked at the upper end of the spectrum
(numBlankDlPrbsUp) parameters are set to 10.

The DSS feature in the LTE cell is activated by setting activate dynamic shared
spectrum (actDynamicSharedSpectrum) parameter to true. Then, the TRX in the
GSM cell and GSM cell at BSC level are unlocked. In WebEM, the LTE cell is
unblocked. Finally, the configuration is validated and activated. The detailed site
view after activating the GSM-LTE DSS plan is as shown in Fig. 5.
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Table 2 LTE DL upper BW

GSM Lower 
Freq. (ARFN)

GSM Lower 
Freq. (MHz)

78 950.6
79 950.8
80 951
81 951.2
82 951.4
83 951.6
84 951.8
85 952
86 952.2
87 952.4
88 952.6
89 952.8
90 953
91 953.2
92 953.4
93 953.6
94 953.8
95 954
96 954.2
97 954.4

(a) (b)

Create SCTP association

Define IP to SCTP association

Unlock SCTP association

Create D channel

Create BCF

Define Handover and power 
control parameters

Create TRX

Unlock TRX, BTS, BCF - in the 
order

Fig. 3 a Flowchart for attaching SBTS to BSC and b G-cell created using HIT tool
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Table 3 LCELC parameters Parameter Value

Band number 8

Supported cell technology FDD

Table 4 LCELL parameters Parameter Value

Band number 8

phyCellId 24

earfcnDL 3700

earfcnUL 21,700

dlChBw 10 MHz

ulChBw 10 MHz

Supported cell technology FDD

Cell type large

Expected cell size 15 km

maxBitrateDl 170,000

maxBitrateUl 60,000

dlMimoMode Dynamic Open Loop MIMO

Fig. 4 Configuration of the DSS feature in the GSM cell

4 Results and Discussion

This section presents the results of the dynamic spectrum sharing between GSM
and LTE. Calls are placed on LTE and GSM mobiles and traces are captured in the
Wireshark environment and BTSlog tool. Wireshark is a software for the analysis
of open-source packets that allows examining packets moving through a network.
BTSLog is a testing tool used for real-timemonitoring andBTS system log recording.
The GSM-LTE DSS is analyzed using a spectrum analyzer.
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Fig. 5 Detailed site view after commissioning

4.1 Wireshark Log Analysis

BSC notifies the shared frequency usage on own site and nearby sites with new Abis
L3 message (DSS GSM USAGE IND) containing the updated shared frequency
usage bit map to GSM BTS, whenever CS calls and PS territory placed/released on
shared TRXs.

DSS parameters information

BSC O&M sends “DSS Parameter” in BTS_CONF_DATA Abis O&M interface to
SBTSwhenBCF restarts/unlocks, TRXandBTSunlock.TheDSSsector information
contains: BTS id, DSS value, DSS center frequency, and DSS shared frequencies and
TRX information contains: TRX id and DSS TRX type and is shown in Fig. 6.

Notification of shared resource usage

“DSS_GSM_USAGE_IND” message is sent in the form of a bitmap of the shared
ARFCNs. There can be a maximum of 40 ARFCNs which can be used by GSM in
the shared spectrum. The ARFCN’s 1–20 corresponds to lower shared frequencies
[L1,L2,…,L20] and 21–40 corresponds to upper shared frequencies [U1,U2,…,U20]
as shown in Fig. 7. The bitmap indicates usage of the ARFCN based on the value
at bit position. “0”—indicates the ARFCN at the bit position is not being used by
GSM. “1”—indicates the ARFCN at the bit position is being used by GSM.

No hopping mode

BSC allocates from shared TRXs in a non-hopping BTS only if it is not possible
to allocate from dedicated TRXs in the BTS. The call is first time placed on shared
TRX 2 as shown in Fig. 8a, in the order of priority associated with TRX. Hence, BSC
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Fig. 6 DSS sector and TRX information

Fig. 7 Lower and upper shared frequencies

Fig. 8 No hopping mode a Call on shared TRX-2, b corresponding Wireshark log
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sends DSS GSMUSAGE INDICATIONmessage with bitmap [0,1,0…,0,0,0,0,…0]
as shown in Fig. 8b.

BB hopping mode

The shared frequencies are configured in the hopping group the BSC allocates
resources on any TRX in a selected BB hopping BTS. Here, ARFCN 2, 7, 13,
and 18 are in same hopping group; hence, BSC sends the Shared ARFCN Usage
in DSS GSM USAGE IND with bitmap all set to “1” for the same hopping group
frequencies when 1st call is placed on that sector as shown in Fig. 9. BSC sends the
Shared ARFCN Usage in DSS GSM USAGE IND with bitmap all set to “0” for the
same hopping group frequencies, when the last call released on that sector.

DFCA hopping mode

BSC selects shared DMALs in the associated priority order for the selected BTS for
allocation when DFCA is configured in the BTS. BSC uses a lower priority shared
DMAL for allocation in a BTS when it is not possible to allocate any higher priority
ones in the BTS. The ARFCN is used when first call is placed in DFCA hopping
enabled sector which is the same as BB hopping here.

RF hopping mode

BSC allocates resources on any hopping TRX in a selected RF hopping BTS when
it is not possible to allocate resources on the BCCH TRX under the BTS and shared
frequencies are configured in the attached MA list. Here, ARFCN 1, 3, 4, 5, 6, 14,
15, 16, and 17 are used inMAL list hence, and BSC sends the Shared ARFCNUsage

Fig. 9 Wireshark log for BB hopping mode
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Fig. 10 Wireshark log for the first allocation with RF hopping mode

in DSS GSMUSAGE IND with bitmap all set to “1” for the frequencies set in MAL
list when first call is placed on that sector as shown in Fig. 10.

GPRS enabled

BSC uses the shared resources of a BTS for PS territory, in the order of priority for
shared resource usage. BSC uses a lower priority shared resource for PS territory
allocation only when all the possible higher priority shared resources are used for
PS territory allocation. When hopping is enabled along with PS call BSC sends the
Shared ARFCN Usage in DSS GSM USAGE IND with bitmap all set to “1” for the
same hopping group frequencies for 1st PS call as shown in Fig. 11 and all set to “0”
when last PS call released on that sector.

Fig. 11 Wireshark log for PS call with DFCA hopping
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Fig. 12 DSS GSM usage request message to Peer RAT and PRB masking message

4.2 BTS Log Analysis

The Shared ARFCN Usage bitmap is sent from BTS to LTE baseband for PRB
blanking process. BTS sends the DSS frequency usage request message to peer RAT
and also gets a response from peer RAT. When GSM calls are placed on either lower
edge or upper edge of the shared spectrum it sends PRBmasking message. Figure 12
shows DSS GSM usage request message to peer RAT and PRB masking message.
PRB masking removal is observed when the GSM call is released and is given back
to LTE band.

4.3 Spectrum Analyzer Outputs

The total bandwidth assigned for LTE is 10 MHz. A theoretically upper and lower
guard band is 0.5 MHz each, hence LTE must occupy 9 MHz of bandwidth. From
spectrum analyzer output, it is observed that when LTE PS call of 100 MB is placed,
it occupies approximately 8.94 MHz of bandwidth without any GSM call-in shared
spectrum as in Fig. 13a.

WhenGSMcall is placed in the lower edge of a shared spectrum, theLTE spectrum
reduces to 8.4 MHz is observed. The lower edge PRBs are masked by LTE baseband
when it is requested by GSM baseband and is given for GSM as shown in Fig. 13b.
When GSM call is placed in both lower and upper edge, the LTE bandwidth adjusts
itself by banking PRB for GSM usage as shown in Fig. 13c.

The GSM call in shared spectrum affects LTE throughput. When LTE PS call of
100 MB is placed, the average throughput is observed to be 12.5 Mbps. The LTE
throughput drops to 11.31Mbpswhen first GSMcall is placed on the shared spectrum
and further reduces to 10.77 Mbps when second GSM call is placed on the shared
spectrum as shown in Fig. 14. The LTE throughput recovers when GSM calls are
released on a shared spectrum.
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Fig. 13 LTE bandwidth a occupied when no GSM call is placed, b GSM call is placed on lower
edge, c GSM call is placed both lower edge and the upper edge of shared spectrum

Fig. 14 LTE throughput when GSM calls are placed on shared spectrum

5 Conclusion

DSS allows the spectrum to be shared dynamically between 2G and 4G technology
based on the needs of the end user to improve spectrum utilization. With DSS,
operators do not need to split the available spectrum or have dedicated spectrum for
either technology, but, instead, the spectrum is dynamically shared based on traffic
demand. It is observed that spectrum efficiency becomes better by using DSS. LTE



Implementation and Analysis of Dynamic Spectrum … 583

capacity is increased when it can run on high nominal bandwidth and dynamically
use less onlywhenGSMhas a traffic peak. TheDSS can be implemented for different
radio access technologies (RATs) i.e., 3G, 4G, 5G, etc., in future.
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TAMIZHİ: Historical Tamil Brahmi
Handwritten Dataset

S. Dhivya and G. Usha Devi

Abstract This study focuses on creating offline benchmarks for handwritten char-
acters in the local Tamil Brahmi language in India. This study has generated corpus
of 1 lakh and 92000 character of brahmi script by getting offline handwritten scripts
from 1600 writters. Hough transform and contour techniques are used to segment
and extract scripts from the sheet. The offline data is also stored in csv format. The
database is, however, intended to be useful for the identification of linguistic tasks.
It will encourage the research work on Tamil Brahmi script handwriting recognition
by providing free access to researchers. The designed dataset consists of 9 vowels,
18 consonants, and 209 classes so that the researchers can use machine learning
algorithms to perform an extended research analysis. Handwritten data is collected
and applied to create any linguistic frameworks for script analyzer.

Keywords Brahmi script · Recognition ·Machine learning · Dataset

1 Introduction

The Tamil Brahmi ınscriptions are themost ancient of the extendedwritten records of
the Tamil language. The inscriptions furnish valuable information on many aspects
of life in the ancient Tamil from a period somewhat anterior to the literary age of
the Sangam. Now, a satisfactory decipherment of the cave inscriptions has also been
achieved, and it is hoped that the scholars are interested in different aspects of ancient
Tamil history andwill make their further contributions based on a systematic analysis
of the inscriptional material.
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Brahmi Script: There is no certain example of the occurrence of the Brahmi script
before the third or perhaps the fourth century B.C. In the present state of study, it can
be said that the Brahmi script was developed sometime around the middle of the First
Millennium B.C. There has been a lot of controversy about the origin of the Brahmi
script. However, the semitic origin proposed by Buhler and recently reiterated by
Dani has never been seriously challenged. There are too many close resemblances
between the North Semitic alphabet and the &Simi syllabary to bo dismissed as
more coincidences. However, the aspirates, the medial vowel signs and the system of
ligaturing letters are indigenous developments. To pursue the matter further would
be beyond the scope of these papers which are concerned with the origin and the
development of the Tamil-Bahl:al’ script.

The existence of a dataset containing a substantial number of statistical samples
is a critical part of any research into pattern/image recognition. The performance of
character recognition research results is highly dependent on the reliability of the
used database. The absence of standard databases for training and testing is a major
obstacle to serious research work on handwritten character recognition of Indian
scripts (Fig. 1).

This proposed research work has developed a database for Tamil Brahmi script,
and that is named as Tamizhi. Only for Devanagari and Bangla scripts, Bhattacharya
and Chaudhuri, 2005, extensive research on the creation of handwritten character
database is found from the literature. Database, Sankaret al., 2011, consists of
handwritten Bangladesh and Bangladesh script document file.

Developing a quality corpus for handwritten scripts is critical for research on
developing a framework and applying to different algorithms, etc. The handwritten
document is usually divided into various sections, namely the recognization of single
characters, words, digits, text-line, special characters.

Fig. 1 List of few existing handwritten script dataset [1–8]
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Fig. 2 Abstract
methodology used for
creating a database

2 Handwritten Script Recognition Methods

Major phase in the creation of a corpus is data collection that mostly constructs for
specific purposes and analysis and therefore lacks standardization that contributes
to the privacy of data. And the database is often used for no other purpose than the
intended purpose. In order to solve this problem, the specification, the design of
the corpus must be specified. Some of the elements that can be concentrated for the
development of the corpus are the script list. The mode of collecting the data–device,
regarding who will be writer their criteria, should be fixed like education, their native
script which hand they use to write, etc. Figure 2 demonstrates the general sequence
pattern to develop a corpus. Initial state is to collect the handwritten data. In next
step, the raw data collected should be converted to digital data through scanning,
data preprocessing is implemented to recreate the data such a way it is acceptable as
input by the algorithm, final process to segment all the handwritten script and store
it in a database [4–6, 9].

3 Data Collectıon Methodology

In this article, the methodology that has been followed in collecting handwritten data
for Tamil Brahmi script is described. Figure 3.shows the specific flow of handwriting
data collection. The primary step in the collection of data is to build the corpus of
handwritten script [10]. The next step is to scan the raw data sheets and develop a new
database as an input to the method. The subsequent step is to extract the scripts from
the written document. The scripts are written in the grid pattern, and it is required to
segment the sheets cell by cell for that Hough transform technique is used.
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Fig. 3 Broadly used steps for handwritten data collection

AHough transform is a technique used in handwritten data sheets to detect straight
lines. Straightline Hough transformations requires a lot of raw materials because
they have been built for straight lines of all forms. Hough transform is a method
for extracting features to identify simple shapes such as circles, lines, etc. A line
can be represented by two parameters, slope and intercept, while transform works
effectively for finding lines in the image. The Hough transform take hold of binary
edge as an input and tries to find edges positioned as straight lines. The edge point
in the Hough space is converted into a line and the areas where most Hough space
lines intersect are viewed as true lines. Contour is formed as a rectangle around esch
script. The scripts are sliced and saved in the folder.

3.1 Layout of the Input Sheet

Instead of solving the complex issue for basic segmentation to extract the sample
scripts, we customize an input page layout that allows segmentation. Traditionally,
none of the Indic scripts arewritten in grid.Moreover, writing in grid pattern provides
the recognition engine with useful segmentation indicator and thus simplifies writing
segmentation and leads to improved accuracy. There are 9 vowels and 18 consonants
in the Tamil Brahmi script. The input sheet of (11 × 19) is given to the writers to
write the scripts. An informal writing by several Tamil writers showed that Tamil
characters could be written in boxes with minimal training. Therefore, the primary
section of the Tamil script data collection constitutes the collection of isolated Tamil
Brahmi characters [11] (Fig. 4).

We decided to use all first- and third-year engineering students to produce samples
for these experiments. According to the department, we randomly divided the users
into two different groups, using one for training and the other for testing. We chose
downsampling to pixels of 32 × 32. The scripts are classified into 209 class image
is segmented to individual script using OpenCV.
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Fig. 4 Input page after
scanning

3.2 Grid Segmentation

Isolated handwritten characters are extracted from the scanned data sheets by using
the character segmentation algorithm. The segmented images of characters grouped
into 209 classes to construct the image database of characters. This segment explains
the process of extracting scripts from collected handwritten data sheets and the
character image database structure generated from those segmented images.

3.3 Hough Line Transform

If the line can be represented in mathematical form, Hough transform is a best
technique for detecting any line. Even if the line is broken or distorted, it can detect the
line [12]. Representation of the line: y=mx+ c or ρ = xcosθ + ysinθ, perpendicular
distance from origin to the line ρ. The angle of perpendicular line and the horizontal
axis measured in the anti clockwise. This methodology is used in OpenCV [13].

The extraction process can be divided into the following steps to detect straight
lines:
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• Detecting the edge (x, y) [14]
• Accumulator array: Mapping of edge points
• The interpretation is carried out by thresholding
• Infinite lines are converted to finite lines [15].

Contours. Contours is defined as a graph that connects all the continuous points
(along the boundary) with the same color or intensity. The contours are a useful
tool to examine the shape and identify and recognize grid box spacing 30*50. For
manipulation n- to create a new grid, b- to select a bulk rows and column data, to
select the respective character, m- to move the grid. Finding contours in OpenCV is
like finding a black background white object. Also, the object should be white and
the background should be black [13].

Data set. The handwritten samples of documents are digitized and preserved as 8-bit
gray images. The first step is to isolate every line of text in the sheet. For this function,
a technique of Hough transform is used. The next step is to use the contours method
as shown in Fig. 5 to slice each script within each grid. The segmented character
images from a text image are sliced to fit into a minimum rectangle and stored in
a database. The database is comprised of a total of 300,000 characters from 1600
writers.

4 Conclusion

This article has proposed the development of an offline Tamil Brahmi handwritten
database. Awell-structured and standard database is developed to perform a compre-
hensive study on Tamil Brahmi handwritten character. The key characteristics of
this database are the samples that are collected to provide as much information as
possible, and the structure is in such a way that it will be beneficial for the researches.
Handwritten Tamil Brahmi database (Tamizhi), particularly after completion of data
collection of about 3 lakh and 15 thousand handwritten scripts were achieved which
was written by 1500 writers from students. This database addresses the research
requirement to recognize ancient script or Brahmi script, identify and verify writers,
analyze aspects, optimization, etc. for the development of any framework related to
the text translation or transliterate.
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Fig. 5 Segmentation using Hough transform and contour using OpenCV
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Performance Analysis of Channel
Estimation Techniques for High-Speed
Railway Networks

A. J. Bhagyashree and R. Bhagya

Abstract Generalized spatial modulation orthogonal frequency division multi-
plexing (GSM-OFDM) for high-speed railways (HSR) wireless communication is
proposed in this paper. Developing GSM-OFDM system for HSR has its challenges.
First, since very few subcarriers are activated in GSM, there is difficulty in esti-
mating the channel; secondly, the compressive sensing (CS)method and thematching
method of signal detection tend to be ineffective as the unknown signals’ nonzero
elements count and the channel matrix’s dimensions are large. To deal with these
challenges, a channel estimation technique that uses block pilot pattern in the place of
comb pilot pattern is proposed and a new interpolation method is employed consid-
ering the different symbols’ time variation properties. Furthermore, for detection
of the signal, decomposition and iteration process is used that reduces the channel
matrix’s dimension. Outcomes of simulation show that the suggested method of
interpolation accomplishes better normalized mean square error (NMSE).

Keywords Signal detection · Channel estimation · High-speed railways (HSR) ·
Interpolation · Generalized spatial modulation (GSM)

1 Introduction

In modern times, wireless communication is considered as an important tool in the
advancement of information technology. Due to the exponential growth of mobile
devices and the increasing pace of implementation of high-speed railways (HSR)
throughout the world, HSRs wireless communications systems have attracted much

A. J. Bhagyashree (B) · R. Bhagya
Department of TCE, RV College of Engineering, Bengaluru, India
e-mail: bhagyashreeaj8@gmail.com

R. Bhagya
e-mail: bhagyar@rvce.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
P. Karuppusamy et al. (eds.), Sustainable Communication Networks and Application,
Lecture Notes on Data Engineering and Communications Technologies 55,
https://doi.org/10.1007/978-981-15-8677-4_48

593

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8677-4_48&domain=pdf
mailto:bhagyashreeaj8@gmail.com
mailto:bhagyar@rvce.edu.in
https://doi.org/10.1007/978-981-15-8677-4_48


594 A. J. Bhagyashree and R. Bhagya

research attention [1]. Themain focus of research till nowhas been about the improve-
ment of the HSR wireless communication systems’ bandwidth efficiency. Multiple-
input multiple-output orthogonal frequency division multiplexing (MIMO-OFDM)
is the best-suited technology for high bandwidth efficiency [2]. Because of high
IAI and ICI, wireless communication based on MIMO-OFDM for HSR cannot be
achieved [3].

In spatial modulation OFDM (SM-OFDM) each transmitting antenna transmits
data on only one subcarrier, unlike the MIMO-OFDM technique where all the trans-
mitting antennas transmit data on all subcarrier. Accordingly in SM-OFDM, subcar-
rier which carries the information consists of two components: symbols which are
modulated and the value of subcarrier’s antenna index [4]. SM-OFDM has a major
benefit of IAI-free communication as only one transmitting antenna is carrying one
subcarrier. This effectively improves the receiver design by reducing the complexity
of detection [5]. To obtain a further improvement in bandwidth efficiency, gener-
alized SM-OFDM (GSM-OFDM) technique [6] is used in which each subcarrier
requires many antennas to be activated, instead of a single antenna as in SM-OFDM.

A signal detection technique is proposed for GSM-OFDM system based on esti-
mated channel coefficients. Further iteration and decomposition procedures are used
to simplify the recovery and signal localization [7].

Notations: The notations≈,�, diag(A), and loga(b) represent approximately equal,
summation, and diagonal of the matrix A and logarithm of ‘b’ to the base ‘a’, respec-
tively. Cb

a represents the total number of combinations available to choose ‘b’ from a
set of ‘a’ elements. �a� stands for the highest integer smaller than a. D(x, y) denotes
xth row, yth column element of matrixD. h(m) denotes themth element of the vector
h. ‖.‖2 represents a Euclidean norm. Bold upper letters denote matrix and vectors.
(·)H , (·)∗ and (·)T denote Hermitian, conjugate, and transpose, respectively. Ex{·}
denote the expected value with respect to the random variable x.

2 System Model

2.1 GSM-OFDM

Low complexity and high spectral efficiency make GSM prominent multiple antenna
techniques. In GSM, the number of transmitting antennas required to send the
information is reduced by sending the identical signal from a combination of two
or more antennas. GSM system is having Nt transmitting antennas, out of which
NK (NK � Nt ) antennas are operated in every time slot and residual antennas are
kept inactive. Each subcarrier in NK antenna carries NK log2 M number of bits.

Additionally, there are CNk
Nt

active antenna combinations which can carry⌊
log2 C

Nk
Nt

⌋
bits of information. The combined data rate in GSM-OFDM system
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having N subcarriers is given as T = NNb where Nb = NK log2 M +
⌊
log2 C

Nk
Nt

⌋

bps/Hz.
ConsideringD as incoming bitstream which is assumed as D ∈ ZT×1 and remod-

eled to be a matrix E ∈ ZN×Nb which is shown in Eq. (1). Every single row of
remodeled matrix E represents the data transmitted by each subcarrier.

E =

⎡
⎢⎢⎢⎢⎢⎣

E1,1 · · · E1,log2 M

.

.

.
. . .

.

.

.

EN ,1 · · · EN ,log2 M︸ ︷︷ ︸
symbol1

. . .

E1,(NK −1) log2 M+1 · · · E1,NK log2 M

.

.

.
. . .

.

.

.

EN ,(NK −1) log2 M+1 · · · EN ,NK log2 M︸ ︷︷ ︸
symbolNK

E1,NK log2 M+1 · · · E1,Nb

.

.

.
. . .

.

.

.

EN ,NK log2 M+1 · · · EN ,Nb︸ ︷︷ ︸
index

⎤
⎥⎥⎥⎥⎥⎦

sub1
.
.
.

subN

(1)

The received signal in a GSM-OFDM system having Nt transmit and Nr receive
antennas are represented as

y = Hx + e (2)

where H is channel matrix, e is noise vector, and x is transmitted vector. The values
of y, H, e and x are given below as

y = [
yT1 . . . yTNr

]T
,

H =
⎡
⎢⎣

H11 · · · H1Nt
...

. . .
...

HNr1 · · · HNrNt

⎤
⎥⎦,

x = [
xT1 . . . xTNt

]T
,

e = [
eT1 . . . eTNr

]T

where ynr ∈ CN×1 symbolizes nr th antenna’s received signal, enr is the noise term
and xnt ∈ CN×1 represents nt th antenna’s transmitted signal, where nr ∈ [1, Nr ],
and nt ∈ [1, Nt ]. The channel matrix between nt th transmit and the nr th receive
antenna in frequency domain is represented as Hnrnt ∈ CN×N , which is given by

Hnrnt =
⎡
⎢⎣

Hnrnt (1, 1) · · · Hnrnt (1, N )
...

. . .
...

Hnrnt (N , 1) · · · Hnrnt (N , N )

⎤
⎥⎦ (3)

Based on Eq. (2), associated QAM symbols and indexes of nonzero elements of
x can be detected jointly. After this, information bits are obtained by performing an
inverse mapping process.
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2.2 HSR Wireless Communication System

In a wireless communication system, the base station is a fixed device where a huge
number of antennas are equipped than in the carriage, to increase the system capacity.
Taking into account the high mobility situation and the setup amount, less antennas
are employed in the train carriage in a high-speed train (HST) system, i.e., Nr < Nt ,

where Nt and Nr represent the number of antennas at the base station and carriage,
respectively.

A standard wireless communication structure on high-speed railway comprises
of three elements: the moving terminal points inside the carriage, the relay nodes
on every compartment, and the base station [1]. The communication link contains
two hops, one hop is between the moving terminals of the passengers and relay node
and the other hop is from the relay node to the base station. Because of time-varying
channel, the second hop experiences performance decline which is the main concern
in this paper. In HST, the high speed induces inter-carrier interference, that leads to
the channel matrix being full in the frequency domain, i.e., Hnrnt in (3) is full, where
nt ∈ [1, Nt ], nr ∈ [1, Nr ].

3 Channel Estimation Technique for GSM-OFDM System

3.1 Proposed System Model

The block diagram of the proposed GSM-OFDM system on high-speed railways is
given in Fig. 1. The input data bits are grouped and mapped to QAM data symbols
that are complex numbers representing the modulation constellation points. These
complex source symbols are treated by the transmitter as though they are in the
frequency domain and are the inputs to an N point IFFT block (hence the serial

Input
data

Serial-
Parallel

Converter IFFT
Generalised

Spatial
Modulation

Cyclic
Prefix
added

Pilot 
signal 

addition

Pilot signal
removalDemodulation

Output
data

QAM 
demapping 

Parallel-
Serial
Converterr

FFT CP 
removal

Channel 
estimation

QAM

Fig. 1 Block diagram of GSM-OFDM in high-speed train system
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to the parallel converter) that transforms the data into the time domain. The IFFT
takes in N source symbols at a time and produces N orthogonal sinusoids, where
N is the number of subcarriers in the system. The block of N output samples from
the IFFT makes up a single OFDM symbol. These N output samples are further
processed for GSM with the proposed pilot scheme for transmission. At the receiver
side, GSM demodulation is done with the proposed signal detection scheme and
the input data is recovered by performing the necessary inverse operations to the
respective transmitter blocks.

3.2 Block Pilot-Based Channel Estimation

Block pilot-based channel estimation is accomplished by introducing pilot signals
into all subcarriers in a specific period of time. In the HSR system, information is
transmitted between two pilot symbols and one complete OFDM symbol is consid-
ered as a pilot symbol. Before transmitting information from the transmitter, block
pilots are inserted inside the information to obtain the channel statistics. Based on
the received pilot symbols, the receiver will get to know the characteristics of the
channel.

The complete pilot arrangement is shown in Fig. 2 which contains N subcarriers.
Subcarriers are orthogonal to each other and are divided into the number of groups
denoted byG. Each block consists of four consecutive OFDM symbols out of which,
the initial one is the pilot signal and others carry information. Then the number
of subcarriers allocated in each group is represented by R. Subcarriers which are
present in the mid position carry nonzero pilots and subcarriers present on both side
(represented asQ) carry zero pilots. Subcarrier distribution is represented as R = 2Q
+ 1. The value of Q is obtained using the number of subcarriers, system bandwidth,
and maximum Doppler shift.

Fig. 2 The pilot pattern with Q = 2 [7]
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Based on the pilot structure, complex exponential basis expansion model least
square (CEBEMLS) [7] scheme is used to accomplish channel estimation.

3.3 Mixed Interpolation Method

For block pilot pattern in theOFDMsystem, interpolation is conducted to estimate the
data symbol’s channel coefficients. The interpolation techniques in common use are
cubic spline interpolation, cubic interpolation, linear interpolation, etc. Nevertheless,
the above techniques give poor performance in HST communication because the
channel’s properties vary quickly with time [9]. But mixed interpolation method
is based on the block pilot, which gives better accuracy compared to the current
techniques and forms the basis for signal detection in GSM-OFDM system on HSR.

For instance considering the linear interpolation, which gives an error and
degraded accuracy of estimation under high SNR for not taking into account the
channel variation effects accurately. A new interpolation technique referred to as
enhanced interpolation [8] is presented to overcome this problem. This enhanced
interpolation has three sequential steps: in the first step, each pilot symbol’s estimated
coefficients are linearly approximated. Secondly, in each block, the first and third
data symbol’s channel coefficients are predictedwith the help of the neighboring pilot
symbols’ channel responses and in the last step, the second data symbol’s channel
coefficients are estimated by means of first and third data symbol’s linear interpo-
lation. But the precision of linear interpolation is better than that of the enhanced
interpolation in regions having low SNR owing to the noise effect. Hence, at high
values of SNR, the enhanced interpolation is used and at low values of SNR the linear
interpolation is used, and this combination is named mixed interpolation technique
[8]. The mixed interpolation method’s details are given as follows.

In mixed interpolation method, SNR of the transmitted signal is considered
as SNRt and SNRth represents the threshold SNR. At first, the value of SNRt is
compared with SNRth. If the condition SNRt < SNRth satisfies, then channel estima-
tion is performed using linear interpolation or else enhanced interpolation which is
mentioned in algorithm 1 is implemented.

Enhanced interpolation algorithm uses to transmit, receive antenna pairs h(nr ,nt )
Pl,b

and estimated channel coefficients as input where nt ∈ [1, Nt ] , nr ∈ [1, Nr ] ,
l ∈ [1, L] and b ∈ [1, B]. Here, the data symbols’ count in each block is represented
by D, the blocks’ count is represented by B, and the multiple paths’ count is denoted
by L. The signal h(nr ,nt )

Dl,d
represents the output where nt ∈ [1, Nt ],nr ∈ [1, Nr ],

l ∈ [1, L] and d ∈ [1, D]. The estimation for the data symbols’ channel coefficients
is given by the enhanced interpolation.

Algorithm 1 is organized as two parts: the first part determines the linear approx-
imation of the pilot symbols’ channel coefficients and the method of estimating the
channel is concentrated in the second part. Channel coefficient of N/2th and 3N/4th

point is calculated by taking the mean of the former and latter N/2 points, i.e.,
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h
(nr ,nt )
Pl,b

(
N

4
− 1

)
≈ 2

N

(
N/2−1∑
n=0

h(nr ,nt )
Pl,b (n)

)
(4)

h
(nr ,nt )
Pl,b

(
3N

4
− 1

)
≈ 2

N

⎛
⎝

N−1∑
n=N/2

h(nr ,nt )
Pl,b (n)

⎞
⎠ (5)

The approximated N/4th and the 3N/4th points define a straight line with slope
given by

β
nr ,nt
l,b = h

(nr ,nt )
Pl,b

(
N
4 − 1

) − h
(nr ,nt )
Pl,b

(
3N
4 − 1

)

N/2
(6)

Hence, an approximated straight line is given as

h
(nr ,nt )
Pl,b (n) =

(
n + 1 − N

4

)
β
nr ,nt
l,b + h

(nr ,nt )
Pl,b

(
N

4
− 1

)
(7)

Estimated channel coefficients are used for the channel estimation process. For
instance, in block1 for obtainingdata1, data2, anddata3’s channel estimations, block1
and block2 pilot symbols’ estimated channel coefficients are used. A linear relation
is expected between the sampling time and the channel coefficients in a data symbol.
Therefore, the starting point of data1 in block1 is taken to be the endpoint of the
approximate linear pilot symbol in block1, i.e.,

h(nr ,nt )
Dl,1

(0) = h
(nr ,nt )
Pl,1 (n − 1) (8)

Moreover, the slopes of data1 in block1 and the approximated linear pilot symbol
in block1 are taken to be same. Hence, the relation of the channel coefficients of
data1 in block1 with the respective sampling points is given as

h(nr ,nt )
Dl,1

(n) = nβnr ,nt
l,b + h

(nr ,nt )
Pl,1 (N − 1) (9)

The start point of the approximated linear pilot symbol in block2 is taken to be
the endpoint of data3 in block1, that is

h(nr ,nt )
Dl,3

(N − 1) = h
(nr ,nt )
Pl,2 (0) (10)

The slopes of data3 in block1 and the approximate linear pilot symbol in block2
are taken to be same. The estimated channel coefficients of data3 in block1 can be
obtained as

h(nr ,nt )
Dl,3

(n) = −(N − n)β
nr ,nt
l,2 + h

(nr ,nt )
Pl,3 (0) (11)
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Lastly, the linear interpolation of data1 and data3 in the block1 gives the second
data symbol’s estimation in block1, which is given as

h(nr ,nt )
Dl,2

(n) =
(
h(nr ,nt )
Dl,1

(n) + h(nr ,nt )
Dl,3

(n)
)
/2 (12)

4 GSM-OFDM Signal Detection Scheme

As thewireless communication channel is unpredictable, it is necessary to implement
signal detection scheme which works under imperfect CSI. Hence, for GSM-OFDM
system on HSR, a signal detection scheme is proposed under imperfect CSI. This
signal detection scheme endorses ML instead of the CS algorithm. ML algorithm is
derived from the decomposed structure and it uses the iteration process. Using the
ML algorithm [10], BER performance deterioration can be avoided easily.
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Considering the huge value of channel error and decomposed structure, the ML
detector is used to increase the accuracy of detection. Value in (2) is decomposed to
(13), to get the value of y,

y = (D(H) + H − D(H))x + e, (13)

in which

D(H) =
⎛
⎜⎝

diag(H11) · · · diag
(
H1Nt

)
...

. . .
...

diag
(
HNr1

) · · · diag(HNr Nt

)

⎞
⎟⎠ (14)

Block diagonal matrix D(H)ad can be derived by altering the rows and columns
order of D(H) which is shown as

(15)

All the nth diagonal elements of the matrix Hnr ,nt are picked and grouped as
matrix Sn having dimensions Nr × Nt in which nr ∈ [1, Nr ] and nt ∈ [1, Nt ]. Then,
the created matrix Sn is set as the nth block of D(H)ad , where n ∈ [1, N ].

According to the subcarrier index structure, rearranging the model in (13) as

yad = D(H)ad xad + [
Had − D(H)ad

]
xad + e (16)

And value of Had is given as,

Had =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H11(1, 1) · · · H1Nt (1, 1) H11(N , 1) · · · H1Nt (N , 1)
...

. . .
... · · · ...

. . .
...

HNr1(1, 1) · · · HNr Nt (1, 1) HNr1(N , 1) · · · HNr Nt (N , 1)
...

. . .
...

H11(N , 1) · · · H1Nt (N , 1) H11(N , N ) · · · H1Nt (N , N )
...

. . .
... · · · ...

. . .
...

HNr1(N , 1) · · · HNr Nt (N , 1) HNr1(N , N ) · · · HNr Nt (N , N )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(17)

The values of yad and Xad is given in (18) and (19), respectively.
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yad = [
y1(1), y2(1), . . . yNr (1), . . . y1(N ), y2(N ), . . . , yNr (N )

]T
(18)

Xad = [
x1(1), x2(1), . . . yNt (1), . . . x1(N ), x2(N ), . . . , xNr (N )

]T
(19)

The value of X (i)
ad which is in the Eq. (16) is obtained by

X (i+1)
ad = SE ARCHalg

(
yiit , D(H)ad

)
(20)

and

Y (i)
i t = yad − [

Had − D(H)ad
]
X (i)
ad (21)

where, i ∈ [0, I − 1] represents the index of the iteration. The iteration gets termi-
nated when ‖y − Hx2‖ is identical to ‖yad − Hadxad‖2. x (0)

ad = 0.SEARCHalg mean
the searchingmethod. For SEARCHalg algorithm, the assumptionmade is n ∈ [1, N ]
,

X (i)
ad [n] =

[
x (i)
ad ((n − 1)Nt + 1), · · · , x (i)

ad ((n − 1)Nt + Nt )
]T

(22)

and

Y (i)
i t [n] =

[
y(i)
ad ((n − 1)Nr + 1), · · · , y(i)

i t ((n − 1)Nr + Nr )
]T

(23)

Thus,, x (i)
ad and y(i)

i t can be viewed as the concatenate of x (i)
ad [n] and y(i)

i t [n] respec-
tively with n ∈ [1, N ], n ∈ [1, N ]. Moreover, the value of X (i)

ad [n], n ∈ [1, N ] is
obtained by solving the subsequent equation,

Y (i)
ad [n] = Snx

(i)
ad [n] (24)

where, X (i)
ad [n] ∈ CNt , denotes the nth subcarrier signal from the Nt transmit

antennas. To ensure the correctness of the recovery, a search is conducted in the set
of M-QAM symbols and in the position code book for the solution X (i)

ad [n] with a

smaller
∥∥∥Y (i)

i t [n] − Sn x̃
(i)
ad [n]

∥∥∥
2
. The value of x (i)

ad [n] is obtained by executing hard

decision process. Hence, the value of x (i)
ad in (13) is computed according to (19) and

(22). Algorithm 2 shows the complete process of signal detection in HSR system.
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5 Simulation Results

Parameters considered for simulations are given in Table 1.

Table 1 Parameters
considered for simulation

Parameters Values

Number of transmitting antennas Nt 12

Number of receiving antennas Nr 8

Number of activated antennas NK 2

Number of subcarriers N 512

Central carrier frequency 2 GHz and 10 kHz

Number of groups G 10

Value of Q 2
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Fig. 3 Throughput of SM-OFDM, GSM-OFDM, and MIMO-OFDM

s.
Throughput measurement of three techniques SM-OFDM, GSM-OFDM, and

MIMO-OFDM are compared in Fig. 3. As the SNR increases, the throughput of the
system increases. At SNR of 15 dB, GSM-OFDM, SM-OFDM, and MIMO-OFDM
achieve a throughput of 5.419Mbps, 4.67Mbps, and 3.79Mbps, respectively. Hence,
when compared with the MIMO-OFDM and SM-OFDM techniques, GSM-OFDM
provides better increment in the throughput value.

Figure 4 shows the pilot symbols channel estimation performance using
CEBEMLS scheme, having a speed of the pilot tones as 500 km/h and 300 km/h. If
an estimator is unbiased and achieves the Cramer–Rao Lower Bound (CRLB), then
it is said to be efficient or least noisy. CRLB is bound to assess the efficiency of a
given unbiased estimator. From the plot, it can be noticed that the pilot symbols’ esti-
mation characteristics are similar to that of the (CRLB). As speed increases, channel
estimation accuracy decreases because of larger ICI caused by Doppler spread.

Comparison of the channel estimation for different interpolation techniques is
shown in Fig. 5. If considered 25 dB as a threshold SNR, enhanced interpola-
tion provides high performance gain above threshold SNR. Mixed interpolation
which combines linear and enhanced interpolation provides better gain throughout
the region. The NMSE performance is not satisfactory for conventional interpola-
tion methods due to the channel’s property of time variation. The proposed mixed
interpolation method overpowers the NMSE level and provides high performance
gain.
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Fig. 4 Channel estimation of pilot symbols with different speeds

Fig. 5 Channel estimation of data symbols with different interpolation methods
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6 Conclusion

The use of GSM-OFDM in HSRwireless communication is demonstrated to achieve
a good balance between the spectral efficiency and receiver complexity. Block pilot-
based channel estimation technique is a good fit for this case where each transmitting
and receiving antenna pair is having few of the subcarriers that are actuated. Also, the
channel estimation method built on block pilot pattern which considers the channel
variation properties is offered to increase the accuracy in estimation. Further, a signal
detection algorithm is developed with high accuracy. Outcomes of simulation show
that the channel estimation scheme used performs better and provides good detection
performance.
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Risk Assessment System for Prevention
of Decubitus Ulcer

M. Nagarajapandian, M. Geetha, and P. Sharmista

Abstract The purpose of this paper is to develop a risk assessment system to prevent
the occurrence of decubitus ulcers and to monitor the patient’s conditions via the
Braden scale assessment tool. This ulcer is a type of wound that happens to bedridden
people admitted for different diseases for an extended period. To prevent and alle-
viate the occurrence of decubitus or pressure ulcers, a system has been proposed
consisting of a sheet embeddedwith various sensors like pressure sensor, temperature
sensor, tactile sensing array, andmoisture sensor interfaced with PICmicrocontroller
programmed using MPLAB. This sheet continuously monitors the activities of the
patient through the aid of the Braden scale. The result indicates the patient’s pressure
risk level calculated on basis of the Braden scale risk criteria and thereby updates
it regularly to the hospital and the doctor’s system through the display monitor and
enables centralized control over the patient.

Keywords Braden scale · Decubitus ulcer · PIC microcontroller

1 Introduction

Health is one of the greatest resources for living a full life. It is necessary to main-
tain good health to prevent the human body from diseases and to bounce back from
physical damages, illness, and other problems. It is essential to understand the neces-
sity of future health care in the lives of human beings [1]. A decubitus ulcer (DU)
is open damage or injury on the dermis and basal tendons, covering the bones of
the humans, caused as a result of extended hospitalization or confinement to bed for
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Fig. 1 Development of decubitus ulcer

other serious problems [2]. Decubitus ulcers are often recognized as ulcer pressure or
bedsores or pressure sores. The decubitus ulcer often establishes on the feet, ankles,
hips, backbone, and coccyx [3]. Pressure ulcers are caused mainly by extremely long
skin [4]. The conceptual image on the formation of the ulcer including the criteria
responsible for pressure on the tissues is shown in Fig. 1. This ulcer will happen to
anyone but usually affects the people who are undergoing a long treatment process
involving immobility of body parts and to people who are constantly cramped to beds
or mattresses or constantly bounded to wheelchairs. It commonly occurs to elderly
people, to people who have reduced or no mobility, to people who are treated for
a longer period, to people who cannot move certain body parts, paralyzed patients,
bedridden patients, and to people who have delicate skin. This ulcer develops first on
the upper layers of skin and slowly extends toward the inward sides of the skin [5].
It limits the patient from altering the body positions. The healing process of these
wounds consumes time [6]. This is treatable, but in severe cases like chronic deep
ulcers are difficult to treat.

Decubitus ulcers cause severe burden to affected patients as well as to the care-
takers and nurses who are tending to the problem. These ulcers increase the stay
of affected patients and require high maintenance of patients along with increased
hospital costs. This ulcer also tends to increase the complexity of healthcare costs
and patients care [7]. Prevention of these ulcers through continuous monitoring of
the patients and early detection of ulcers through regulated assessment of patient’s
mobility conditions will minimize the occurrence of these ulcers. The existing
approach carried out to detect DUs completely relies on manual and timely check-up
of patients by health care staff. It is interpreted from the available technologies that
the caregiver shifts positions from left to right and right to left positions by making a
change in the bed to treat the bedsores. The assessment is currently carried out with
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the aid of the Braden Scale through manual calculations and patients are observed
continuously for skin breakdown or injuries.

2 Background

Decubitus ulcer (DU) is damage or injury on the dermis and basal tendons formed as
a result of extended hospitalization or confinement to bed for other serious problems.
Not all the pressure or decubitus ulcers are potentially curable and preventable some
are difficult to tend because of the absence of circulation in the ulcer prone areas.
The people who are at the risk of this ulcer are mostly people who have poor diet
conditions followed by insufficient nutrition content and other risk factors include
dehydration and diabetic patients because of the presence of less blood circulation in
their bodies. The symptomsof these ulcers are a pain in a particular area, discoloration
of the dermis, reddening of skin texture, and areas of open skin.

There are primarily four stages for the development of this ulcer. In the first stage,
discoloration of the skin occurs. The second stage involves the breakage of the skin
leading to open wounds and the formation of blisters. In the third stage, pus is formed
in the deeper part of the skin. In the final stage, a brown or yellow scab is formed
around the dermis.

The treating process of this ulcer involves the reduction of pressure in the affected
area, frequent dressing of the wound, medications to relieve the pain, antibacterial
drugs to treat the wounds, and in severe cases surgery is done to remove the dead
tissues.

Risk factors have to be assessed once the doctor comes in contact with the immo-
bile patient to avoid deterioration of health and to prevent the occurrence of this
ulcer as it is potentially curable. As per the assessment of the risk factors of an indi-
vidual, a risk profile is created and maintained to provide relief measures through
body movements to the patient in time.

3 Existing Assessment Methodologies

Bedsore or pressure ulcers are localized skin and muscle injuries caused by insuffi-
cient blood flow in bedridden patients’ weight-bearing areas [8]. High moisture and
high temperature increase the rate of occurrence of bedsore. The extent of bedsore
depends on the degree and duration of pressure exerted on the body of a patient.

The existing system has solved the issue by developing an anti-bedsore bed that is
a medical device that eliminates or reduces the incidence of decubitus ulcers through
softening the touch pressure imposed on a sufferer due to the impact of the mattress.
The existing system [9] consists of a pair of air-filled tubes making up a bed whose
pressure is changed regularly so the dimensions of the tubes are changed slightly.
Arduino controller controls the air pressure given to the tubes. To evacuate the air
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within the pipe, a compressor is used by attaching into two separate solenoid valves.
The time frame of pressure within the tubes is governed through the relay circuit that
worked by the delay computed in the controller Arduino.

The paper [10] provides a wide-ranging analysis of the pressure ulcers by building
an electronic system with suitable sensors. The device takes different snaps of an
immobilized patient’s area as well as performs an ideal assessment of potential and
present bedsores alongside their symptoms using the patient’s collected alcohol and
thermal content data.

Theplantar pressuremonitoring system [8] solves the issue of ulcers bydeveloping
a feedback system for comparing normal pressure values to those of the threshold
values of the patients affected by the plantar pressure monitoring system. In paper
[11], the authors carry out a feasibility study on positions of patients for analyzation
of ulcers and diseases associated with ulcers.

In the paper [12], an additional bed set to be mounted on a common hospital bed
was built to avoid pressure ulcers with a device to adjust contact points between the
patient’s body and bed. The bed set is composed of four sections to support the head,
hip, thighs, and heels of a patient. Increases in pressure on the patient’s body due to
the movement of the bed sets are assessed by pressure films, and tests are used in the
research to test the bed’s ability to avoid pressure ulcers by performance testing with
a pressure ulcer risk curve. Test findings indicate that if the bed set works within a
15-min interval, the extra bed set will avoid pressure ulcers.

Existing wheelchairs are of major discomfort for the boney areas of the patients
but the paper [13] addresses the problem by designing awheelchair with air alteration
to prevent the pressure ulcers. Pressure sensor bed made of force-resisting sensors
is proposed as a solution to prevent and alleviate the pressure or bed sores [14]. This
bed defines the pressure contour through the received values of the sensor.

There is currently no system in place to prevent decubitus ulcer from occurring.
The existing system does not analyze the condition of the patient regularly and does
not assess the risk level of the patients suffering from other ailments or disease and
the existing ones tends to cure rather than prevention of pressure ulcer [15].

4 Proposed System

The proposed technique is the risk analysis approach for the prevention of decubitus
ulcers based on the Braden scale. Figure 2 shows the proposed framework. This
system consists of an anti-decubitus sheet or mat which is embedded with sensors
like pressure sensors, temperature sensors, tactile sensing array, and moisture sensor.
These sensors are interfaced with PIC microcontroller (PIC16F877A) and this entire
system is given regulated power supply for the functioning of the system. The sensing
sheet or mat continuously monitors the activities of the patient through the aid of the
Braden scale for preventing and assessing the threat of decubitus ulcers.

According to the Braden risk level, the patient’s position turning mannerism is
automatically conducted out by activating the two pumps of the air or water supply
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Fig. 2 Block diagram for
decubitus ulcer prevention

for the inflation of the checkerboard mattresses and the sensors data required for
pressure risk assessment is updated regularly to the doctors and the hospital’s system
through display monitor and thereby enables centralized control over the patient.

The LCD provided in the system shown in Fig. 2 acts as the display monitor to
indicate the status of the patient to the caretaker and hospital staff or nurses who are
in charge of the patient. According to the assessment of risk, the pumps are activated
for aligning the checkerboard bed.

5 Technical Requirements

The technical requirements for the formation of the risk assessment system are shown
in Table 1 and the specifications of the used hardware are also listed across the
components.

Table 1 Technical
requirements

S. no. Components Specification

1 Transformer 12 V/1A

2 Rectifier –

3 Temperature sensor 10 k�

4 Moisture sensor FC 37

5 Tactile switch sensor 6 × 6 × 2 mm

6 Thin-film pressure sensor RP-L-170

7 PIC microcontroller PIC16F877A

8 LCD display 16 × 2 display

9 Relay module 5 V DC

10 Pump (3–5 V) mini-air pump
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6 Software Requirement

MPLAB might be a software program for your embedded microcontroller design
that runs on your development environment. Microchip incorporates a great suite
of software integrated software and hardware development tools within one soft-
ware package called integrated development environment (IDE) MPLAB. MPLAB
IDE could be a free, integrated toolset for the event of embedded applications on
microchip’s PIC and dsPIC microcontrollers. It is called an integrated toolset for
embedded application events on the PIC and dsPIC microcontroller of a microchip.
MPLAB IDE runs on MS Windows as a 32-bit application, is direct to utilize, and
contains a stock of free software components for fast application advancement and
high-speed troubleshooting. MPLAB IDE also one, a unified graphical program for
software and hardware development tools extra microchip and third parties.

Moving between devices could be a snap and upgrading to hardware troubleshoots
and programming tools from the free software simulator is completed through a very
flash because MPLAB IDE has an identical application for both tools.

MPLAB IDE is an optimized integrated development environment for the PIC
MCU families and the dsPIC digital signal controllers based onWindows® operating
system (OS).

The MPLAB IDE offers the capability of:

• Use the built-in editor to create and edit source
• Assemble and compile source code and connect it
• Debug the executable logic by looking program flow with the built-in simulator

or with in-circuit emulators or debuggers in real time
• Carry out simulator or emulator timing measurements
• See watch windows for variables
• Firmware load into computer programming tools devices.

7 Braden Scale Risk Assessment

The scale of Braden scale evaluation score,

• Extremely high risk: score total 9 or low
• Serious risk: score total (10–12)
• Average risk: score total (13–14)
• Slight risk: score total (15–18)
• No danger: score total(19–23).
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8 Hardware Setup

Risk assessment and monitoring system for the prevention of decubitus ulcer is the
proposed system based on the Braden scale. The hardware setup of this system shown
in Fig. 3 consists of an anti-decubitus sheet or mat which is embedded with sensors
like pressure sensors, temperature sensors, tactile sensors, and moisture sensors.
These sensors are interfaced with the PLC microcontroller, and this entire system is
given regulated power supply for the functioning of the system. Sensing sheet or mat
continuously monitors the activities of the patient through the aid of an assessment
tool, the Braden scale for preventing an assessment of the risk of the ulcer. There
is an LCD to display the current and average value of the Braden scale and sensor
values of pressure, temperature, moisture, and tactile are displayed.

The output of LCD is sensors value such as temperature sensor, moisture sensor,
pressure sensor and tactile sensor. The nutrition value is given in the keypad, and it
shows the values of the current and average value of the Braden scale.

The LCD output is shown in Fig. 4. The output of various sensors is displayed
such as T denotes temperature, A for action, M is for the motion, Mo is for the
moisture, and P denotes the pressure value.

The nutrition value is shown in Fig. 5. The nutrition value can be increased or
decreased depending on patient health. Assessing the nutritional status of a patient
looks at its normal daily nutrition patterns. In this group, consuming the only portion
of meals or possessing an unbalanced diet could suggest a maximum risk.

The current and average value of theBraden scale is shown in Fig. 6. Each category
shall be defined on a scale of (1–4), precluding the category of friction and shear on
a scale (1–3). This combines for a potential total of 23 points, with a greater score

Fig. 3 Hardware setup
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Fig. 4 Output of various
sensors is displayed in LCD

Fig. 5 Nutrition value

Fig. 6 Current and average
value

signifying a reduced risk of developing a decubitus ulcer and contrariwise. A score of
23 defines nil risk for establishing a decubitus ulcer whereas the reduced minimum
score of 6 points indicates a greater chance for establishing a decubitus ulcer.

9 Experimental Analysis

The experimental analysis on the prediction of decubitus ulcer was conducted out
for different persons with the inference of the Braden scale. The analysis was carried
out by examining the six mentioned criteria of the Braden scale.

All of these six criteria are rated out through a scale of (1–4). These values are
acquired through the aid of various sensors of the risk assessment system.

Table 2 shows the classification of the assessed risk values. Here, Braden scale
value 1 refers to completely limited functioning or activity, value to 2 corresponds
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Table 2 Classification of assessed risk values

Temperature Action Mobility Moisture

Actual value Braden
scale
value
(1–4)

Actual
value

Braden
scale
value(1–4)

Actual
value

Braden
scale
value
(1–4)

Actual
value

Braden
scale
value(1–4)

Patient
1

35 4 4 3 14 4 175 3

Patient
2

34 3 4 3 8 3 325 2

Patient
3

36 4 2 2 7 3 142 3

Patient
4

34 3 1 1 5 2 98 4

Patient
5

35 4 2 2 12 4 345 2

Patient
6

34 4 2 2 7 3 437 1

Patient
7

32 3 5 3 6 3 82 4

Patient
8

36 4 4 4 15 4 92 4

to very limited functioning, value 3 defines slightly limited functioning, and value 4
refers to no impairment.

Table 3 shows the type of risk for the calculated total Braden value on the scale
of (0–23).

Table 3 Type of risk

Pressure Nutrition Average
value

Current
value

Type of risk

Actual value Braden scale
value (1–4)

Constant
value

Braden scale
(0–23)

Braden scale
(0–23)

Patient 1 290 3 3 20 20 No risk

Patient 2 140 1 3 17 15 Slight risk

Patient 3 340 3 3 18 18 Slight risk

Patient 4 215 2 3 17 15 Slight risk

Patient 5 420 1 3 17 16 Slight risk

Patient 6 350 3 3 17 16 Slight risk

Patient 7 365 3 3 17 19 No risk

Patient 8 350 3 3 18 22 No risk
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Figure 7 shows the analysis graph of decubitus ulcer conducted out for eight
different patients. This graph examines the patient’s temperature, mobility status,
moisture content, actions, pressure, and nutrition intake. The graph readings drawn
between the current and average value of decubitus ulcer prediction are shown in
Fig. 8. This graph depicts the risk level of the patients for the ulcer with the Braden
scale as an assessment tool. The current value lies between the range (0–23), as per
the current value the risk level of the patient is categorized as no danger, slight risk,
average risk, serious risk, or extremely high risk.

Fig. 7 Analysis graph of DU

Fig. 8 Graph between the
current and average value of
DU
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10 Conclusion

Risk of pressure ulcers is prevented during this project by automatically measuring
the Braden scale assessment tool using appropriate sensors. The ultimate score of
the Braden scale is 0 computed and assessed the chance. Then, the air mattresses
are automatically changing its position and distribute its pressure and also the risk
of pressure ulcers is rectified successfully. The outcomes or the deliverables of this
paper are accurate pressure, temperature, motion, and tactile, and moisture detection
is done, determining the Braden scale assessment of the sensors, displaying the
average and current value of the Braden scale, activation of pumps to flow air in the
air mattress by following the Braden scale assessment.

Due to caregiver obedience to turning guidelines, such a twisting operation is
not routinely practised strictly in ICU and hospital wards. Difficulties in constantly
monitoring the patient’s status, shortage of a system which can cater turnover inti-
mations or warning signals with inadequate staff numbers ratio of caregiver rise the
occurrence of pressure injuries. The goal remains far away, but at least at an appro-
priate level, and this bed designed with a self-assessing feedback pressure dispersion
and specially developed double-layered compact air cells meets the above appeals.

The future scope is to store the info of the Braden scale and sensor value within
the cloud for future analysis and nutrition value to be calculated automatically.
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Faulty Node Detection Using Vertex
Magic Total Labelling in Distributed
System

Antony Puthussery and G. Muneeswari

Abstract Distributed system consists of huge number of nodes that are connected to
a network, which ismainly intended and predominantly used for information sharing.
Large users are prone to share data through the network and the stability and reliability
of the nodes are remaining as the major concern in this system. Therefore, the incon-
sistent message transmission causes the nodes in the network to act differently, which
would not be acceptable. A rapid method of malfunctioning nodes detection can
improve the QoS of distributed computing environment. In this paper, a novel algo-
rithm is proposed based on the calculation of vertex magic total labelling (VMTL)
value for each and every node in the network. Upon receiving the message from
the sender node, the receiver node will quickly detect the faulty node by comparing
the VMTL pivot value (Pv). Experimental results show that the proposed approach
leads to high true fault rate (TFR) detection accuracy compared to the false fault rate
(FFR) detection. Finally, all the information related to the faulty nodes will be sent
to the server node for further investigation and action.

Keywords Distributed system · Faulty node · Vertex magic total labeling ·
Adjacency matrix · Undirected graph · Client–server communication

1 Introduction

In the current modern world, distributed systems have been widely used in many
of the client–server architecture, whose model is depicted in Fig. 1. It basically
consists of huge number of nodes connected with a network that are mainly intended
and predominantly used for information sharing. Large users are prone to share
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Fig. 1 Distributed system architecture

data through the network and the stability and reliability of the nodes are the major
concern in this system. In a distributed system, every node must have an access
to all the other nodes by using a dedicated communication line. Send and receive
primitives are used for the actual communication between the sender node and the
receiver node. The amount of information sharing in the large-scale network has been
tremendously increasing everyday due to the huge number of users. In that case, there
is a possibility that a faulty node in the system may send inconsistent data to the data
requested node. Even though many algorithms are developed for detecting the faulty
nodes in the network, there is a requirement for rapid identification of the faulty
nodes. So, in this paper, a novel idea of calculating a vertex magic total labelling
(VMTL) pivot value plays a key role in detecting the inappropriate faulty nodes in
the system.

A vertex magic total labelling (VMTL) [1, 2] is a kind of labelling method used
in graph theory for an undirected graph. Here, a magic constant value is calculated
by adding the labels (weights) of all the edges incident on a particular vertex along
with adding the label (weight) of vertex itself. Finally, this magic constant value is
same for all the vertices in the graph. This concept is incorporated in the distributed
system for faulty node identification.

The main organization of the paper is described as follows. Section 2 explains the
reviewof the existingwork, and Sect. 3 throws limelight on theworkingmethodology
incorporated. Experimental results are elaborated in Sect. 4, and conclusion and
future enhancement has been given in Sect. 5.
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2 Literature Survey

A new method of matrix [3] is given for identifying failure nodes in the network.
In this approach, matrix row round trip and matrix column round trip delays are
compared to detect the faulty nodes. This paper [4] proposed graph-based colouring
method for server client communication request scheduling for distributed system.
Based on the idea [5] of spatial and temporal correlation of the data, the permanent
faults in the nodes can be identified in the proposed method. In this research [6],
the parameters used for failure node detection are identified as malfunctioning of
hardware components, change in the energy levels, physical systems, some unautho-
rized attacks, etc. Clustering-based approach [7] is proposed in a distributed system.
Every large network is divided into small network of clusters and the cluster head
is intended to identify the faulty nodes. Apart from the clustering method, a novel
routing protocol is also implemented. In this research [8] of WSN faulty node detec-
tion, a fuzzy model is incorporated to group the nodes into four different categories
as normal, traffic, end and dead node. Based on the status of the nodes in WSN, the
protocol determines the active and malfunctioning nodes. A kind of data structure
tree-based algorithm [9] is proposed to notify the faulty nodes in the network. If a
node becomes faulty, then it will be deleted from the tree structure and all its children
are pointing to a new parent. A new hard and soft faulty node [10] detection mech-
anism is implemented mainly in the large-scale WSN. If a particular node does not
receive anymessage from the neighbour hop then it will be categorized as hard faulty
node and so on. Akbari et al. work [11] proposed not only detecting the faulty nodes
but also suggests a clustering based mechanism to recover from the faults which is
energy efficient.

The research [12] proposed is basically a kind of securitymechanism incorporated
for the distributed system which could be taken as a sample for identifying faulty
node in the network. In the work of Duche and Sarwade [13], the confused nodes are
taken out from the existing WSN based on the RTT delays and acknowledgements
from the receiver nodes during the communication. Once the nodes are detected, then
the receiver will no more communicate with the faulty node. Naïve Bayes algorithm
[14] is a probabilistic method depicted to find out the nodes that are faulty in the
distributed WSN. Both training and testing phases are used to make the model more
automatic detection. A new novel method of learning automata is deployed in the
small-scale WSN to learn about the dead or active nodes [15]. This method consists
of more complicated parser to learn about the network. Each node is intended to
do the self-diagnosis mechanism [16] which could be done periodically to know
about the malfunctioning. In this idea, all nodes will be performing a predefined
test case and the result should be transmitted to the next hops in the network. In
this method [17], classifying different activities in the network would be taken as
a base for identifying faulty node and active node in the network. A survey [1] on
graph labelling is proposed which deals with the graceful and harmonious labellings
and its variants. Magic-type and antimagic-type labellings are discussed in a more
elaborative way.
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3 Working Methodology

In the proposed idea, a fault node identification algorithm based on VMTL value
can be implemented in all the sites of the distributed system. Distributed system
is a collection of nodes connected by a network. Every node in the system would
be represented as a vertex in the weighted undirected graph G = (V, E). The edge
represents the communication link between the nodes in the system. Every link
(edge) and the nodes (vertices) are assigned with a labelling (weight). However,
all the weights in the graph are assigned to satisfy the vertex magic total labelling
(VMTL) property.

In the example undirected graph shown in Fig. 2, if we calculate the VMTL
pivot value (magic constant) it results with a value Pv = 20. VMTL pivot value is
calculated for every vertex in the graph which represents the node in the distributed
system. If the property of VMTL is satisfied then all the vertices in the graph will
have the same constant value. This constant Pv value plays a vital role in determining
the faulty nodes in the distributed system. The proposed method comprises of five
algorithms. Algorithms 1 and 2 are used to construct the VMTL_Adjacency matrix
and VMTL_Adjacency list, respectively. Algorithm 3 is used to compute the VMTL
Pv value whereas Algorithm 4 incorporates the communication between the sender
and the receiver node in the distributed environment. Finally, Algorithm 5 finds out
the count of active nodes and faulty nodes in the network.

Fig. 2 Undirected graph with VMTL property
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Algorithm 1: VMTL_Adjacency Matrix Construction
Input: Undirected Graph G= (V, E) with VMTL Property

V={V1,V2,V3,…..,Vn} set of vertices of a graph G= (V,E)
E={E1,E2,E3,…..,En}set of edges of a graph G= (V,E)

Procedure VMTL_Adjacency_Matrix(*G)
//VMTL Adjacency Matrix Construction
Begin

For each vertex Vi from i=1 to N
For each Edge Ej from j=1 to N
// N is Number of Nodes in the Graph G
Set the value of A[i,j] to Weight of Ej

End

Output:
A[i,j] is a two dimensional array of size n x n where i represents the vertex id and j 
represents the edge id incident on that vertex.

The above Algorithm 1 takes the undirected graph as an input and generates a
two-dimensional array as an output which consists of the entry of labels of the edges
incident on a particular vertex.

This entry has to be repeated for all the nodes in the network which is represented
as a graph in Fig. 3. An example construction of the VMTL_Adjacency matrix is
shown for the graph depicted in Fig. 2. If there is no edge from a defined vertex then
the entry in the matrix is marked as 0. Otherwise the edge weight will be entered.

Fig. 3 VMTL_Adjacency matrix representation of a graph
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Algorithm 2: VMTL_Adjacency List Construction
Input: Undirected Graph G= (V, E) with VMTL Property

V= {V1, V2, V3,Vn} set of vertices of a graph G= (V,E)
E={E1,E2,E3,…..,En}set of edges of a graph G= (V,E)

Procedure VMTL_Adjacency_List(*G)
//VMTL_Adjacency List Construction
Begin
    For each vertex Vi from i=1 to N
    For each Edge Ej from j=1 to N
Call Function Insert (struct vertex** Node_ptr, int vertex_data) 
// N is Number of Nodes in the Graph G
// Inserting a Node (Vertex) at the beginning of the linked list

Function Insert (struct vertex** Node_ptr, int vertex_data) 
Begin
    // New Node (Vertex) Allocation
       struct vertex* Adj_node = (struct Node*) malloc(sizeof(struct Node)); 
    // Data assignment to the Node (Vertex)
       Adj_node->data = vertex_data; 
     // New Node (Vertex) allocation as a head of the linked list
       Adj_node->next = (*Node_ptr); 
      // Linked list header will point to the created node
      (*Node_ptr)   = Adj_node; 
End

Output:
For each vertex Vi, A different singly linked list will be created in the graph G = 
(V, E).

In Algorithm 2, similar to Algorithm 1, an undirected graph is given as an
input and generates a singly linked list as an output. This would be designated as
VMTL_Adjacency list shown in Fig. 4. All vertices will be considered as a node in
the singly linked list and insertion is of a new node is done at the beginning of the list.
If there is an edge Ej from one vertex Vi to another vertex Vj then that vertex will be
added as a new node in the list. The last pointer will be marked as a NULL pointer
as there are no more nodes connected to the current vertex in Fig. 4. An example
construction of the VMTL_Adjacency_List is shown for the graph depicted in Fig. 2.

The main novel idea of this paper lies in the calculation of the VMTL_Pv value
that is themagic constant. InAlgorithm 3, we give the input as theVMTL_Adjacency
matrix and a vector V consists of all the labels (weights) assigned for the vertices.

Initially for each row in the matrix A[i, j], the sum is calculated for all the columns
and after the loop we calculate the VMTL_Pv value as the sum of entries in a row
and vertex value Vi stored in the single dimensional array (Vector).
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Fig. 4 VMTL_Adjacency list representation of a graph

Algorithm 3: Calculation of VMTL Pv Value
Input: VMTL_Adjacency Matrix:Two Dimensional Matrix:A[i,j]
Vertex Label Values: Single Dimensional Array:V[i]
Initialize the value of i,j,sum to 0

Procedule Pv-Calc(*A, *V)
Begin
//Finding Sum for each row in the VMTL_Adjacency Matrix

For each Vertex Vi in the Adjacency Matrix A[i,j]
For each row i from 0 to N

Begin
For each column j from 0 to N

Begin
sum=sum+A[i,j];
End

Pvi=V[i]+sum;
Sum=0;

End
End

Each sender node can look up the VMTL_adjacency list to find out the neigh-
bouring nodes to which it can communicate by sending a message. In Algorithm 4,
basically the faulty node status condition (NSC) is checked andmarked as an “Active
Node” or “Faulty Node” in the local cache and later forwarded to the server.

A sender node finds out the next hop from the VMTL_Adjacency list stored in
the VMTL_IB (information block) and sends a message to the neighbouring node.
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Algorithm 4: Sender Node and Receiver Node Communication
Set Sender Node to SN(Vi)
Set Receiver Node to RN(Vj)
Procedure Communication (SN(Vi), RN(Vi))

Begin
//At particular time instant T
//SN(Vi) invokes the function call

Function Send ({M(Vi), Pvi})
//M(Vi) is the message coming from Vertex Vi 
//Pv is a VMTL Value calculated across different nodes 
// RN(Vi) invokes the function call

Function Receive ({M(Vi), Pvi})
//Node RN(Vj) access its internal local cache to check for the value of Pvj 

If  Pvi == Pvj then
// NSC is Node Status Condition

Set the value of NSC[Vi]=1
Else
Set the value of NSC[Vi]=0; 

If NSC[Vi] = 1 then 
Set “Active” State for the vertex Vi
Else if NSC[Vi] = 0 then 
Set “Faulty” State for the vertex Vi 

End

Each message consists of the actual data along with the VMTL_Pv value calcu-
lated across the nodes in the network. Once the receiver node gets themessage checks
the Pv value received with its own stored Pv value If both are equal then the sender
node will be identified as an active node otherwise it will be detected as a “Faulty
Node”. Further, NSC will be either set to 1 or 0 depends on the condition.
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Algorithm 5: Calculation of number of Active Nodes and Faulty Nodes
Procedure Node_Count(*NSC)
// NSC is the Node Status Condition 

Begin
    Set the value of FNC to 0
    //FNC is the value of Faulty Node Count
    Set the value of ANC to 0
    //ANC is the value of Active Node Count
   
    For each Node Vertex Vi in the network
        Begin
            If (NSC[Vi]==0) then
           //Increment the value of FNC by 1
            FNC=FNC+1;
            Else
           //Increment the value of ANC by 1
           ANC=ANC+1;
         End
End

As per the detection mechanism incorporated in Algorithm 4, finally a number
of active and faulty nodes are detected in the distributed environment as shown in
Algorithm 5. The parameter FNC and ANC will give the results of the count of
detected active and fault nodes in the network.

4 Results and Discussion

Fault node identification using VMTL property of a graph is tested againstMATLAB
software with high end configuration processor. As a sample test case, a total of
250 nodes are deployed in the simulation model. As and when the test cases are
incorporated,we started recording the range of node failure probability across various
values of the number of nodes. The actual value of TFR and FFR is calculated using
a simple formula given as below:

TFR = FNC/TNα (1)

FFR = ANC/[TN(1− α)] (2)

FNC indicates the fault node count that has been correctly identified as a “Faulty
Node” in the network and ANC indicates the active node count that may be wrongly
identified as a “Faulty Node” in the network. Sample simulation results are taken for
the number of nodes N = 10, 20, 30 and 40 and the range of true fault rate (TFR)
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and false fault rate (FFR) is plotted against α value (ranges between (1 and 60%),
which is the node failure probability in the network.

Figures 5 and 6 show the value of TFR and FFR with the network node failure
rate α for the test cases ranges from the number of nodes N = 10 to 40. As a result,
the major inference from the test cases would be the TFR increases with increase in
number of nodes and FFR decreases with increase in number of nodes.

Fig. 5 TFR ratio for N = 10, 20, 30, 40

Fig. 6 FFR ratio for N = 10, 20, 30, 40
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5 Conclusion

This paper proposes a novel simple mechanism based on vertex magic total labelling
(VMTL) for detecting faulty nodes in the distributed system environment. We
increased the number of nodes in the network to analyse the impact of true fault
rate (TFR) and false fault rate (FFR). As a result, the percentage of TFR is about to
be 95%with a minimum 5% FFR during the simulation analysis. All the information
related to the number of active nodes and the number of faulty nodes are forwarded
to the server node for taking a decision on whether to remove the node from the
network or to correct the fault. A rapid method of detection of malfunctioning nodes
can improve the QoS of distributed computing environment. This will be the future
enhancement of proposed methodology.
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Taxonomy of Diabetic Retinopathy
Patients Using Biogeography-Based
Optimization on Support Vector Machine
Based on Digital Retinal Images

N. Vinoth, M. Vijayakarthick, S. Ramesh, and E. Sivaraman

Abstract Diabetic retinopathy is a sort of eye infection portrayed by retinal harm
welcomed on by diabetes and is the significant reason for visual deficiency in the
individuals of age group between 20 and 64 years. Picture processing procedures are
utilized to identify and arrange retinopathy pictures viably. This paper has proposed
a PC approach for the discovery of diabetic retinopathy stage by utilizing shading
fundus pictures. The highlights are extricated from the fundus pictures with the help
of picture processing methods, object order, and by considering the support vector
machine (SVM), which consequently identify the veins as ordinary or abnormal. The
incorporation of SVM strategy has contrasted the Naïve Bayes (NB) calculation and
biogeography-based optimization (BBO). The BBO calculation has been proposed
with the code age techniques in the current investigation to improve the binarization
process. The created code lattice is considered as a best solution for a given issue
since it is structured by considering the highlights of the code network, for example,
by and large classifier exactness, least hamming separation and edge of grouping, and
the issue highlights, for example, traits, tests, and classes. The produced numerous
parallel classes were grouped using standard SVM. It is seen that BBO-based SVM
beats the SVM and NB strategy for grouping.
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1 Introduction

BBO is a recently evolved heuristic calculation, with the promising and reliable
presentation [1] by turning into a solid contender to other populace-based calcula-
tions like GA, PSO, and ACO. Biogeography is the investigation of the geological
appropriation of natural organisms. The science of biogeography is considered as the
reason for the improvement of this new field. BBO shares certain highlights for all
intents and purpose with other science-based optimization techniques, for example,
GA [2] and PSO [3]. Like GAs and PSO, BBO has a method of sharing data between
arrangements. GA arrangements kick the bucket toward the finish of every age, while
PSO and BBO arrangements endure always, in spite of the fact that their qualities
change as the optimization process advances [4]. PSO arrangements are bound to
bunch together in comparable gatherings, while GA and BBO arrangements do not
really have any worked in propensity to frame groups. Also, BBO is a populace-
based optimization calculation and it does not include multiplication or the age of
kids. BBO arrangements straightforwardly share their traits with different arrange-
ments by its suitability index variable (SIV). BBO is appropriate to a significant
number of similar kinds of issues that GA and PSO are utilized for, to be specific,
high-measurement issues with numerous nearby optima. Nonetheless, BBO likewise
has a few highlights that are remarkable among science-based optimization strate-
gies. For these novel highlights, adaptable ideas and the preferences, BBO is favored
in the proposed work. The optimization is simply based on the habitat suitability
index (HSI) [5] of the species in the island to assess the nature of every species in
the territory. At the point when the HSI of the species is high then the arrangement
yielded is the most precise one. Any optimization issue can be structured utilizing
BBO by picking suitable incentive to HSI, SIV, movement rate, displacement rate,
and the use of BBO administrators, for example, choice, relocation, and change. For
every territory, map the HSI to the quantity of species S, the movement rate, and
the resettlement rate. BBO administrators are applied to the species more than once
to decide the best arrangement over successive ages. The most extreme relocation
rate is E, which happens when the natural surroundings contains the biggest number
of species that it can support. The equilibrium number of species is S0, so all in
all the migration and displacement rates are equal. Be that as it may, there might
be intermittent trips from S0 because of worldly impacts. Positive trips could be
because of an abrupt spray of movement or an unexpected eruption of speciation.
Negative outings from S0 could be because of infection, the presentation of some
characteristic calamity. It can require some investment in nature for species checks
to arrive at equilibrium after a significant irritation. Figure 1 shows the migration
and displacement curves. These curves are shown by straight lines, yet when all is
said in done they may be increasingly muddled curves.

The algorithm terminates with the predefined number of generations. The overall
operations of BBO for efficient code matrix generation are shown in the form of a
flowchart in Fig. 2.
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Fig. 1 Species of single habitat

In the proposed work, BBO algorithm has been utilized to order a fundus picture.
BBO calculation is a fundamentally used to locate the ideal arrangement of an issue.
However, fundus picture characterization is a grouping issue that requires each class
to be extricated as a bunch. The first BBO calculation does not have the inbuilt
property of bunching. In any case, here to extricate highlights from the picture, we
have attempted to make the groups of various classes present in the picture and
proposed a changed biogeography-based calculation arrange a fundus pictures.

2 Naïve Bayes Classifier

The Naive Bayes classifier [6] utilizes Bayes’ theorem of likelihood to characterize
pictures.When the highlights of the preparation set are taken care of into the classifier,
the probabilities of individual highlights being available, given the result (e.g., the
class—‘Ordinary’ or ‘Glaucoma’) just as the probabilities of every one of the two
classes are determined. In light of these probabilities, the pictures of the testing set
are arranged utilizing the recipe given underneath: Eq. (1)

P(outcome|evidence ) : P(Likelihood of Evidence) × Prior probability of outcome

P(Evidence)
(1)

The Naive Bayes classifier (NBC) is generally mentioned as the maximum a
posteriori (MAP) decision rule. It is jotted that the assumption with respect to each
feature which is statistically independent at times causes problems in few practical
instances and does not fit in certain occurrences [7]. However, the training strate-
gies based on MAP decision rule with Naïve Bayes assumptions provide an optimal
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Fig. 2 Flowchart of BBO algorithm

classifier for various experimental studies and applications with unsuitable supposi-
tions. NB algorithm is very simple and feasible training process and this process is
possible with small amount of data to approximate the parameters. It does not use
any iterative procedure for training process and the classification outcomes are found
to be aggressively accurate.

Conventional classifiers compute the local classification decision probability, and
a global classification decision is achieved by utilizing this data. Here, the proposed
NBC enumerates the classification probability by using Eq. (1) when the model
embraces a NBC as its local classifier [8]. The proposed NBC reckons the probability
that a feature vector component is classified as its class with subsequent probability
density function when the feature value is a continuous value: Eq. (2)
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P(xi |ck ) = 1√
2πσck

e
−(xi−μck )

2
/
2σ 2

ck (2)

where the likelihood thickness work is set up during nearby classifier preparing
period with mean and standard deviation of each class information for each element
vector segment. Likelihood can likewise be delineated from Eq. (2) with each
measurement singularly in light of the fact that NBC obtains the Naive Bayes groups
as its restricted classifiers [9]. While performing preparing system, the likelihood
thickness capacity of each component vector for each measurement on every neigh-
borhood classifier is created utilizing Eq. (2) [10]. After the assurance of likeli-
hood thickness work, the preparation process for worldwide classifier is prematurely
ended. The dynamic activity for a given information is that the element vectors are
overcomes the undifferentiated from neighborhood classifiers and the class for the
given information is determined utilizing the equation: Eq. (3)

Class(x) = argmax
k

1

N

N∑
j=1

P(ci j )
n∏

i=1

P(xi
∣∣C jk ) (3)

3 Results and Discussions

The classification of diabetic retinopathy (DR) was carried out by NBC, SVM, and
BBO-based SVM as shown in Fig. 3. The performance of the methods is evaluated
using sensitivity, specificity, and accuracy.

The classification of diabetic retinopathy is categorized into normal NPDR (mild)
and PDR (severe). Figure 4 shows the normal eye without DR, optic disk, iris, and
hemorrhages are segmented from the optic image as shown in Figs. 5, 6, and 7,
respectively. From Fig. 7, it is observed that there are no hemorrhages present in the
normal optic image.

The features are extracted from the hemorrhages image (image of interest), for
DR, PDR, and NPDR images. They have been formed as data from the training phase
of the algorithms. The proposed BBO-based SVM on 100 normal fundus images and
75 abnormal fundus images obtained from the benchmark DRIVE repository.

There are no hemorrhages present in the normal optic image. Similarly, Fig. 8
shows the affected DR image and Figs. 9, 10, and 11 shows the segmented images
of optic disk, iris, and hemorrhages respectively. The features are extracted from
the hemorrhages image (image of interest), for DR, PDR, and NPDR images. They
have been formed as data from the training phase of the algorithms. The proposed
BBO-based SVM on 100 normal fundus images and 75 abnormal fundus images
obtained DRIVE. Three different classifiers SVM, Naïve Bayes classifier, and BBO-
based SVM are evaluated to classify the diabetic retinopathy [11]. In Bayes clas-
sifier, typical Gaussian dispersion is utilized to fit or model the component base
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Performance Evaluation

Input image

Preprocessing and 
Segmentation

Feature Extraction

Classification 
by NB

Classification 
by SVM

Classification by 
BBO-SVM

Fig. 3 Flowchart for classification

Fig. 4 Normal eye (without DR)
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Fig. 5 Optic disk

Fig. 6 Iris of eye

Fig. 7 No hemorrhages

Fig. 8 DR affected eye
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Fig. 9 Optic disk

Fig. 10 Iris of eye

Fig. 11 Hemorrhages

and it assesses the earlier probabilities from the overall frequencies of the classes
in preparing. In SVM classifier, direct part is utilized to plan the preparation infor-
mation into the piece space [12, 13]. It is seen that the proposed BBO-based SVM
technique has a higher characterization rate, since utilizing SVM classifier because
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of the way that an information point is seen as a μ-dimensional vector (a rundown
of numbers), such focuses are isolated with a (μ − 1) dimensional hyperplane, i.e.,
direct classifier. There are numerous hyperplanes that may group the information.
The best hyperplane is picked that speaks to the biggest partition, or edge, between
the two classes which brings about higher characterization rate. The irregularity
between the quantity of preparing tests per class in Bayes classifier brings about
helpless selections of loads for straight choice limit that leads in misclassification.
BBO-based SVM performed superior to the SVM and NB classification.

4 Performance Measures

In the literature, the specificity and sensitivity esteems are reliably detailed since they
compare to the current clinical practice and have clear explanations in the clinical
terms. Specificity on the solid populace and sensitivity esteem relies upon the sick
populace (see Eq. 1). These qualities give the methods for examining what number
of sound and what number of unhealthy patients are impeccably researched with
a given technique. From the technique correlation viewpoint, the two qualities are
not feasible since the two conveyances imbricate and the genuine dependability is
perpetually an exchange off. In our assessment convention, we have chosen two
evaluation standards: (1) the estimation is picture based and (2) is done separately to
different diabetic retinopathy information (Sect. 2). The main guideline is approved
by the way that it compares to the clinical practice where choices are ‘tolerant based.’
Spatial zone (pixelwise)-based evaluation can be practical in technique improvement,
yet the trouble itself is that it depends on pictures. The subsequent standard is because
of the exact certainty that most analysts focus just on one or a few information
types and it is not compulsory for the down to earth technique to distinguish all the
information.

For an appropriate correlation, the specificity and sensitivity esteems must be
converged into a structure which can depict the conduct over various amalgamations
of the qualities. Receiving operating curve (ROC) is a characteristic choice because
of its notoriety and demonstrated inclination in homogeneous PC vision undertak-
ings, for example, object class acknowledgment [7], clinical exploration [2], and
face acknowledgment [10]. The ROC actualizes a graphical interpretation for 1-
specificity (FPR) assurance and sensitivity (TPR). The ROC curve gives the way to
the ideal investigation for the issue in order to locate the best technique boundaries
for the undertaking or contrast exhibitions regardless with operating conditions. In
our assessment, we adjusted the practices from [7], where every strategy is required
to give a score to each test picture. A high score relates to a high likelihood that a
finding is available in the picture. By controlling the gave scores, the ROC curve can
be naturally produced.

The successive step is to compute the value of true positive (TP), false negative
(FN), false positive (FP), and true negative (TN). TP depicts that the image is recog-
nized as corresponding to the class (positive). FP is the indication that the image is
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to be spotted from the relevant class classification in addition that there is a fault in
recognition. TN represents the image of a class member but not precisely the iden-
tified class (negative). FP stipulates that the image is identified as a class member
but not be a member of a class. This study is then fractionated into three classes, as
normal class (positive class), a class that is not normal (negative class), NPDR class
(positive class), non-NPDR class (negative class), PDR class (positive class), and
PDR (negative class) as shown in Fig. 12.

The performance of the method will be better when a ROC curve approaches
closer to the top left corner which is shown in Fig. 13 [14].

At the point when a zone under ROC curve = 1, it mirrors that framework totally
concurs with the ground truth divisions. Area under the ROC curve (AUC) gives
the classifier’s exhibition over the entire scope of cutoff focuses. From Table 1 and
Fig. 13, obviously our technique performs well for all the databases. Here, the AUC
esteem is above 0.985 which uncovers that the exhibition of classifier is phenomenal.
Mathematical morphology helps in determining the value in a quite effective manner
throughmechanized fundus segmentation. Exudates from the eye with reduced noise
are obtained using maxtree and tribute filtering results in exudate segmentation.
This strategy improved past scientist’s techniques [15, 16]. The Feature extraction
utilizing exudate includes values, green channel homogeneity, the factual estimation
of immersion pictures (mean, standard deviation, kurtosis, skewness), and entropy

90 100 110

NB

SVM

BBO-SVM

Performance Measure

Series Percentage of accuracy (%)3

Fig. 12 Performance evaluation of algorithms
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Fig. 13 ROC curve for BBO-SVM

Table 1 Performance evaluation of classification

Method Sensitivity Specificity Accuracy

NB 93.55 98.23 95.45

SVM 95.45 100.00 97.62

BBO-SVM 97.11 100.00 98.76

green channel and can be utilized as a mention to order. Execution of BBO-based
SVMwas in brilliant class with a sensitivity estimation of 97.11%, specificity 100%,
exactness of 98.76%, and AUC of 0.985. The supremacy of BBO-SVM is also
revealed by its execution time. From the chart (Fig. 14), it is observed that the
BBO-SVM takes less time when compared to SVM and NBC.
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Fig. 14 Comparison of execution time for algorithms
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An Efficient Energy Management
of Hybrid Renewable Energy Sources
Based Smart-Grid System Using
an IEPC Technique

K. Bapayya Naidu, B. Rajani, A. Ramesh, and K. V. S. R. Murthy

Abstract In this paper, a grid-connected microgrid (MG) is proposed to find energy
scheduling for optimal energy management. Here, the MG system has a photo-
voltaic system, wind turbine, battery storage (BS), as well as microturbine (MT).
An ımproved emperor penguin colony (IEPC) technique can continuously track the
necessary load demand of the MG system connected to the grid. Here, the huddling
behavior of EPC is improved by crossover and mutation operator. The goal of the
IEPC method is described by the participation of fuel cost, a variation of power per
hour of the grid, cost of operation, andmaintenance of theMG system connectedwith
the grid. The convenience of RES, power demand, as well as state of charge of the
storage element denotes limitations. The battery is employed from an energy source,
stabilize and permit units of a renewable energy system to continue the operation in
delivering steady as well as stable output power. Results of comparison demonstrate
the superiority of the IEPC method as well as confirm its potential to solve the issue.

Keywords Optimal energy management · Forecasting errors · Renewable energy
sources · Operation and maintenance cost · Batteries

K. Bapayya Naidu (B) · K. V. S. R. Murthy
Department of Electrical and Electronics, Aditya Engineering College, Surampalem, Andhra
Pradesh 533437, India
e-mail: kbapayanaaiidu@gmail.com

K. V. S. R. Murthy
e-mail: murthy.kvs@aec.edu.in

B. Rajani
Department of Electrical and Electronics, Aditya College of Engineering and Technology,
Surampalem, Andhra Pradesh 533437, India
e-mail: drrajaniboddepalli2015@gmail.com

A. Ramesh
Department of Electrical and Electronics, Aditya College of Engineering, Surampalem, Andhra
Pradesh 533437, India
e-mail: principal@acoe.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
P. Karuppusamy et al. (eds.), Sustainable Communication Networks and Application,
Lecture Notes on Data Engineering and Communications Technologies 55,
https://doi.org/10.1007/978-981-15-8677-4_53

643

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8677-4_53&domain=pdf
mailto:kbapayanaaiidu@gmail.com
mailto:murthy.kvs@aec.edu.in
mailto:drrajaniboddepalli2015@gmail.com
mailto:principal@acoe.edu.in
https://doi.org/10.1007/978-981-15-8677-4_53


644 K. Bapayya Naidu et al.

1 Introduction

Tomeet the growing demand for renewable energy sources (RES) linkwind and solar,
the existing supply networks tend to achieve the goal of minimizing the greenhouse
gas effects [1]. The random employment of RES control generates some complexity
and proceedings as well as control of the distribution network. Micro-grid has been
developed to minimize complexities with the existing electrical system [2]. An MG
is thought to be a promising site for great penetration of renewable energy. The main
merits of the MG system are to reduce the power loss, reliable power flow, reducing
the energy cost to the consumer. The energy storage capacity of MG has a limited to
generate. So, it is advantageous to combine multiple MGs into a multi-MG (MMG)
system. Then every MG system may minimize their regional cost through energy
trading as well as enlarges their viability through reserve sharing [3].

Energy management is an essential factor in MG. Intelligent energy management
is critical to maintaining reliable power supply for dealing with unknowns in MG. In
economics controlling the stored energy can minimize the operational costs. The set
of initial sequences does not provide optimal control policy when they can adjust for
different scenarios [4]. In normally, these modes, energy is transmitted depending
on obtainable battery power as well as state of charge is saved if the output power
exceeds the power requirement. In addition, charging and eliminating the effects will
shorten the life of the storage system.

More optimization techniques are presented to develop optimal control techniques
for battery energy; they are linear programming, dynamic programming, fuzzy logic
as well as adaptive dynamic control. The current SOC charging and discharging
limits were put forward to employ storage systems to send RES easily. To mini-
mize the emission level and the operating cost, a microgrid was developed in the
fuzzy logic system [5]. PM mechanism employing dynamic scheduling to 45 PV
systems by storage with permit huge penetration of photovoltaic power into distribu-
tion networks are explained at the firefly algorithm, the useful life characteristics of
a battery were implemented to get optimal performance of microgrid. In residential
power, management was used to ADP. Adaptive dynamic Programming is evolved
to ideally battery control in energy management.

2 Recent Research Works: A Brief Review

Several investigation operations have survived on literature based on optimal energy
management on grid-connected microgrid by utilizing several methods. Here a few
of them were reviewed.

To find energy programming inMG, Roy et al. [6] presented an intelligent method
to EMS depend on RNN by the Ant-Lion Optimizer algorithm. The goal of the
introduced technique was used to decrease the cost of electricity production through
daily and real-time scheduling. Using RNN, demand response (DR) was assessed
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as well as extra indices were also considered. To determine generation, storage, as
well as responsive load offerings, the ALO algorithm was evolved to solve economic
dispatch problems. Liu et al. [7] developed a distributed energy management system
for theMGcommunity. The optimization depends on the energymanagement system
schedules distributed energy resources as well as energy storage systems. In all
repetitions, MG central controller regulates the scheduling of distributed energy
resources and energy storage systems at theMG level. Optimization converges while
the unbalanced power of entire buses was near to zero. The house’s dynamic thermal
model was included in HEMS for customer control of heating, ventilation as well as
the air conditioning system.

Liu et al. [8] have developed a secure, distributed, transitive energy manage-
ment method of multiple interconnected MGs. Based on the method, every MG
was directed to MG distributed energy management system that interactions quan-
tity and commercial price information by another MGs to conserve the privacy of
information. While every MG performs like a price taker, S-DTEM dynamically
optimizes their energy sales price as well as operation schedule to reduce their local
cost through energy trade to another MGs/backbone. In the interim, that algorithm
could reduce the cost of interconnected MGs. With the quadratic barrier functions,
the finite-time convergence of S-DTEM could be analytically ensured to strong oper-
ational restrictions. A malicious MG-EMS can misbehave with forbidding optimal
solution, and the misbehavior detection mechanism was suggested by finite-time
convergence possessions. Yang et al. [9] have introduced a bilayer game theoretical
framework to multi-MG (MMG) multi-MG interactive energy management (IEM).
The upper layer of the framework has managed energy trade as well as consumption
behavior of every MG. The cost model was designed based on economic factors
as well as users’ willingness. The lesser layer runs in greater frequency as well as
adjusts the operations of MGs to reduce the upper and actual layers. By doing so,
supply, as well as demand uncertainties and outage events, could be managed appro-
priately, and energy trade between MGs could be accomplished straightly without
an intermediary. They have designed a decentralized interactive algorithm with a
realize bilayer IEM framework utilizing the Nash equilibrium idea [10]. In addition,
to improve system resilience, the emergency situation was covered.

Zeng et al. [11] have presented a completely distributed operational optimiza-
tion of MEMS by great diffusion of renewable energy as well as demand response.
The iterative algorithm of a better strategic response to get Nash equilibrium of game
was presented. Finally, to verify efficiency and viability, theMG approach was simu-
lated. The importance of the manuscript is as below. Initially, the schema, as well as
the algorithm, is fully distributed. Second, the optimization process was open and
dynamic. Third, consistency among individual rationality and general significance
was ensured.
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2.1 Background of the Research Work

Evaluation of current investigation operation displays, which energy management of
hybrid renewable energy storage devices to MG. As energy management, dissimilar
renewable devices becomes incorporated along to diesel power generator. At the
energy management system, determining power generations is very hard. Energy
sourcemanagement is done throughan energy supervisory systemand in chargeof the
control energy sources of the renewable energy systemaswell as cost factors involved
in the issue. Conventionally, many techniques, like fuzzy, neuro-fuzzy, optimization
algorithms, are used MG energy management systems. By utilizing a fuzzy logic
controller, it provides the best outcomes yet does not typify the single nature of fuzzy
systems theory. On the contrary, PSO has shown to contain superior global search
capabilities. Though, in the PSO algorithm, the velocity equation has stochastic
variables; consequently, the better overall value varies indecisively.Consequently, the
control methods of a renewable energy system are primarily intended to track power
demand and regulate DC bus voltage of the connectedMG system. So, to overwhelm
these challenges, an integrated MG system is necessary to promise solutions. Very
few papers depend on methods to solve these issues are introduced on bibliography;
this disadvantage, as well as issues, have motivated this investigation work.

3 Mathematical Formulation of Energy Management

The mathematical execution of the energy management optimization problem as per
the objective function is depicted in this section.

a(y): min f (x) (1)

f (x) =
n∑

k

ωk(θ1(k) + θ2(k) + θ3(k) + δk) (2)

Here, in the energy storage system, the cost function charging and discharging
mode is expressed as θ1(k), θ2(k), θ3(k), δk, ωk . The total production cost is reduced
for fulfilling the constraints of generation resources. The below equation was
determined by the cost function which is given as follows,

θα
k =

nα∑

i=1

mi,α
k

(
ω
i,α
k

)
(3)

θ
β

k =
nβ∑

i=1

mi,β
k

(
ω
i,β
k

)
(4)
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θλ
k =

nλ∑

i=1

mi,λ
k

(
ω
i,λ
k

)
(5)

By utilizing the Eqs. (3), (4) and (5) shows the dispatchable, non-dispatchable,
resources, generated by the cost function of the energy load are determined. Here,
mi,α

k , mi,β
k , mi,λ

k indicates output power. The ith non-dispatchable, dispatchable
resources are denoted asω

i,α
k ω

i,β
k ,ωi,λ

k and the number of non-dispatchable, dispatch-
able resources load is expressed as nα, nβ, nλ. The cost which is devoured by ES is
assessed in addition by using the accompanying equation,.

θ
μ+
k =

nμ∑

i=1

mi,μ+
k

(
ω
i,μ+
k , γ

i,μ
k

)
(6)

θ
μ−
k =

n∑

i=1

mi,μ−
k ω

i,μ−
k

(
1 − γ

μ

k

)
(7)

θk = mτ
kω

τ
k (8)

Here, when the system is encountered with the UP, the cost is expressed as ωτ
k

the power which is not supplied by the MG is expressed mτ
k , γ

μ

k is indicated as the
status of the ES operation mode. When γ

μ

k = 0 then the ES is in discharging mode.
When γ

μ

k = 1 then, the ES is charging mode [11]. The below equations are evaluated
for achieving the objective function. The power balance equation is depicted in the
following

b : (

 +λ̄− + T

) = A : (
E + T +λ̄+)

(9)

The dispatchable, non-dispatchable resources and the load are generated by an
energy which is indicated in Eq. (9). For evaluating the objective function, the
accompanying Eq. (10) is considered.

0 ≤
nα∑

i=1

mi,α
k ≤ Mm,α

k (10)

Here, during the time period, k based on the non-dispatchable sources, the
maximum power generation units is expressed as mm,α

k . In reference, the rest of
the constraints are described.
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4 Optimal Energy Management of Smart Grid with IEPC
Technique

Photovoltaic, wind turbine, microturbine as well as storage system source is available
on MG connected system. To consider power flows among energy sources as well
as the grid, the proposed control system is utilized. To maintain grid power as for
grid operators and satisfy accessible renewable energy power. The electrical power
necessary to grid operators is provided from reference with inputMG. Here, batteries
are employed to balance as well as allow renewable energy system units to continue
to operate in steady as well as stable output power to act as an energy source. In light
of the concepts, wind/photovoltaic renewable energy resources are examined in non-
dispatchable units, and MT denotes a dispatchable unit. The battery is considered
from the energy storage device. The energy management system is solved to the MG
system as well as the total generation cost function is analyzed as the use of the IEPC
technique. The following section describes the detailed evaluation of the proposed
technique.

4.1 Emperor Penguin Colonies Optimization

The biggest species of penguins are called Emperor Penguin. Between 110 and
130 cm is the height of a mature emperor penguin. This height is corresponding to
a penguin, which is walk as well as extends its neck. IEPC technique represents the
emperor penguins huddling behavior [12]. The important steps of Emperor Penguin
Colonies optimization are to create a huddling boundary, around huddling, calculate
the temperature, compute distance, get effectual mover. The huddles will hold it’s
dense for certain hours or certain days. The huddles moving slowly during this time.
To provide the MG optimal management as well as acquiring MG, less generation
cost IEPC algorithm is utilized. The inputs are assumed from a wind turbine, photo-
voltaic, microturbine as well as battery power. The main purpose of the IEPC algo-
rithm denotes cost function reduction. In terms of objective, the process of optimal
management is defined. The process of IEPC is determined as below,

Step 1: Initialization
First, the power of photovoltaic, wind turbine, microturbine as well as battery is
used to initializing in an algorithm.

Step 2: Random Generation
It defines the initial population of penguin as well as matrix is represented as (11),
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� penguins =

⎛

⎜⎜⎜⎜⎜⎜⎝

a1,1 a1,2 . . . a1,n
a2,1 a2,2 . . . a2,d
...

...
...

...
...

...
...

...

an,1 an,2 . . . an,d

⎞

⎟⎟⎟⎟⎟⎟⎠
(11)

where am,n represents the value of nth penguins mth variable, n represents the
amount of penguins population size.

Step 3: Fitness Function
Calculate the fitness of every search agent.

Step 4: Huddling Process
Define the huddling boundary of the emperor penguin and calculating the
temperature around the huddle.

Step 5: Updation
Updating every search agent position.

Step 6: Crossover and Mutation
By reorganizing the tunicate swarm location on methods for the consequent
updating function utilizing crossover and mutation operator, the solution can be
optimized. The updating equations are defined as per the following: Among the
two individuals who create a new set of solutions, the crossover rate is achieved.

Xover = δ

κ
(12)

where δ indicates the number of individuals crossover and κ indicates the length
of individuals.

Step 6.2: Mutation Operator
The individuals are mutated randomly in light of the specific mutation rate at the
process of mutation.

Ymu = π

κ
(13)

where π represents mutation point as well as L denotes an individual’s length.

Step 7: In a given search space, verifywhether any search agent is out of boundary.

Step 8: Updating the optimal solution position which is previously obtained.

Step 9: When stop criteria are met, the algorithm would finish. Or else, move to
step 5 (Fig. 1).



650 K. Bapayya Naidu et al.

Start

Initialize the population of emperor 
penguine

Calculate the fitness of each search agent

Determine the huddle boundary

Update the position of each search agent

Cross over and Mutation

Check the stopping criterion

Return to best solution

Random Generation

Start

Initialize the population of emperor 
penguine

Calculate the fiff tnt ess of each search agent

Determine the huddle boundary

Update the position of each searaa ch agent

Cross over and Mutation

Check the stopping criterion

Retutt rn to best solution

Random Generation

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Fig. 1 The flow of the proposed IEPC technique

In the below section the result and discussions for the optimal energymanagement
of SG along less cost with proposed technique are discussed, and the results and the
performances of IEPC technique are comparing to other previous methods like GOA
as well as ALO.
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5 Result and Discussion

Results of simulation and discussion to OEMof SG along less cost with the proposed
technique are discussed in this section. OEM means optimal energy management.
The SG connected systems are photovoltaic, wind turbine, microturbine, ESS. Here,
reducing operational costs and increasing the total generation of sources is performed
by the proposed IEPC technique. The IEPC technique will enhance the capability of
local search and reduced computational complex as well as reasonable randomness
on generation. The performances are executed at the worksite ofMATLAB/Simulink
to prove the performance of the IEPC technique. The results and the performances
of the IEPC technique are compared to other previous methods like GOA as well as
ALO.

Figure 2 shows the analysis of demand power. It flows from 8 to 15 kW at the
time period of 1–7 h. And it flows to the maximum demand of 17–25 kW in a time
period of 10–15 h. Figure 3 depicts the power analysis of proposed with subplots
(a) photovoltaic (B) wind turbine (c) microturbine (d) ESS. Here in subplot (a), the
PV power varies from 0 to 6 kW at the time period of 7–15 h. In subplot (b) wind
turbine flows from high power of 0–7.3 kW, and the in subplot (c) microturbine flows
from high power of 0–12 kW, and in subplot (d) the ESS flows the maximum power
of 0–3 kW. Figure 4 depicts proposed as well as existing technique analysis. When
compared with the existing technique, the SOC of the IEPC technique is greater.
Figure 5 depicts the cost comparison of proposed as well as existing technique.
Here, from subplot (a) and (b) compared with the previous technique, the cost of the
proposed technique is low. Figure 6 depicts the cost comparison of proposed as well
as the previous technique. When compared with the existing technique, the cost of
the IEPC technique is low.

Fig. 2 Analysis of demand
power
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Fig. 3 Power analysis of proposed a photovoltaic, b wind turbine, c microturbine, d ESS power

Fig. 4 SOC comparison of proposed and existing technique

Fig. 5 Cost comparison of proposed as well as existing technique. a EPC-GOA. b EPC-ALO
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Fig. 6 Cost comparison of proposed as well as existing technique

6 Conclusion

This paper has introduced a process of a grid-connected photovoltaic, wind turbine,
microturbine as well as ESS hybrid energy system by using the IEPC technique. The
dissertation explores the system modeling as well as micro-grid distribution along
with less effort by using the proposed hybrid technique. IEPC hybrid technique
selects the micro-grid allocation as represented through load requirement along with
minimal fuel cost, replacement cost as well as operating cost. IEPC technique is
examined for different load requirement values as well as MG organization and the
associated annual total costs are defined. The performance of IEPC technique is
examined by using the comparative analysis of the existing methods such as GOA
and ALO. The comparison result proves that the IEPC technique is more efficient
than the other existing methods.
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1 Introduction

The development and growth of information and communication technology in this
accelerating form make it the major target and the most sensitive research dimen-
sion for many researchers. BCI design is the science of controlling computers
by using only the brain activity, without any peripheral and muscular movement.
A number of different monitoring techniques have been used to establish a brain–
computer pathway. Many studies have been recently conducted to understand and
clarify neurological linguistics and their impact on learning and acquiring foreign
languages based on the recording of brain signals. Many of researchers have tested
the behavioral performance of brain signal activities related to second language (L2)
learning. Be that as it may, what are the activities or changes that occur in the human
brain with progress in learning? How might the contrasts in brain’s activities are
distinguished or changes that clarify the achievements in learning?

The field of science concerning the development of models of the physiological
mechanisms related to the language information processing by the human brain
is now called as neurolinguistics. It serves to evaluate psychology and linguistic
theories together, using aphasiology, brain imaging, electrophysiology, and computer
modeling as tools [1]. Because of globalization and openness, many people learn a
second and third language and speak it for work, study, travel, or for the purpose
of intercultural communication. There are many studies related to bilingualism that
show that familiarity with several languages gives the learner the advantages of
cognitive in the long run, in addition to the great and varied benefits when compared
to learning a single language (mother tongue) [2]. Generally learning and acquiring
a first language is easier and more effective than learning and acquiring a second and
third language, especially when the second languages are learned late in the life of
the learner.

As demonstrated by themost well-known definition, any personwho utilizesmore
than one language routinely can be seen him as bilingual [1]. That individual despite
everything can be viewed as bilingual because of the day-by-day utilization of two
dialects. At the pointwhen individual lean toward one of the dialects over the other he
is viewed as a lopsided or prevailing bilingual. By and large, the ideal language is the
first language [3]. As over half of the total populace can be respected bilingual, with
the incredible larger part being uneven, an expanded premium is seen in researching
the unequal bilingual cerebrum, the portrayal of dialects in it and their communica-
tion. The impedance of the primary language or predominant language (L1) while
playing out a plain assignment in the later gained second (much of the time more
vulnerable) language (L2) was more than once appeared regarding the occasion-
related potential (ERP ± EEG reaction time bolted to the objective improvement)
with the components of intuitive interpretation [4, 5]. Functional magnetic reso-
nance imaging (FMRI), electroencephalography (EEG) and functional near-infrared
spectroscopy (FNIRS), and other are currently the most common a brain–computer
interface non-invasive measurement modalities [6–8].
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2 Brain–Computer Interfaces Systems (BCIs)

Brain–computer interfaces systems (BCIs) are a hardware- and software-based
communication systems between a human and a computer that use covert brain activ-
ities to control devices. This communication pathway can be particularly beneficial
to individuals with motor impairments as it does not require any motor movement.
Therefore, one of the primary goals of BCI research is to provide a communication
system for individuals who present as locked-in [9].

In a BCI, data flow through various computational stages, forming the BCI cycle
(see Fig. 1). First, the brain activity is captured using one or more measurement
modalities. Themeasurementmodality is chosen based on the application of the BCI
and also the nature of the activation task. In the next step, the preprocessing stage,
the acquired data are prepared for analysis by various artifact and noise removal
techniques. This stage is goal to enhance the noise-to-signal ratio to maximize the
probability of correct brain activity detection.

After the signal has been acquired and processed to remove artifacts and noise,
the discriminative information contained within is identified. Finding discriminative
features frombrain signals is extremely challenging, as task-irrelevant brain activities
produce confounding signals that may overlap in both time and space with signals of
interest [9]. In the classification step, also referred to as themachine learning step, the
extracted features are used as inputs to a classificationmodel that distinguishes among
different mental states or activities. Then, the detected mental states are translated
into related commands for controlling an output device, such as a neural prosthetics
or wheelchair. The BCI cycle is closed when the user perceives the output. In this
way, the user can judge the precision of the identified brain activity and adapt the
mental activity accordingly.

Fig. 1 Stages of the BCI cycle
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2.1 Types of Brain–Computer Interfaces Systems

In this section, we will category brain–computer interfaces systems depending on
their types as following:

1. Invasive/non-invasive BCI systems: These systems are generally and widely
classified as non-invasive and invasive. In invasive kind of brain–computer inter-
face systems, electrodes are embedded on the human’s skull. It creates high-
resolution signals, high signal-to-noise ratio, proportion yet purposes medical
issues. There are different brain–computer interface techniques based on inva-
sive to record the brain’s activity, such as electrocorticography (ECoG). On the
other hand, the non-invasive kind of brain–computer interface systems includes
setting electrodes on scalp for recordingof themind electrical activity. The signal
this type has low resolution with high signal-to-noise proportion. Be that as it
may, the use of the non-invasive systems is easy and not expensive. Electroen-
cephalography is most widely used non-invasive techniques. So, EEG-based
brain–computer interface systems are the most used systems [9–11].

2. Asynchronous/synchronous BCI systems: BCI system can be either signal-
based (synchronous), for example, at the point when mental activities are acti-
vated by outside stimulus or unsignaled (asynchronous), for example, at the point
when the user chooses by persistent control that a psychological errand ought to
happen and the resultant control signal be created. The primary case is that the
EEGmust be broke down just in predefined timewindows by PC-driven. The last
is user-driven and the EEG signals must be analyzed and classified persistently
[9–11].

3. Individual/universal BCI systems: In the global (universal) brain–computer
interface system, the electroencephalography data are gathered from different
users to get the most accurate features and the best classification method for
each one from users, but in the individual brain–computer interface systems, the
electroencephalography data have gathered from one person knowing that no
two persons are same. So every BCI system is quite different from the other,
Therefore this kind of BCI systems is different with different users [9–11].

4. Online/offline BCI systems: The EEG signals are recorded in online BCI
systems by using more electrodes, also BCI systems by utilizing more elec-
trodes. These recorded EEG signals are put away and utilized later to build
up the: brain–computer interface systems or for real: brain–computer interface
researches, where the online systems are the real ongoing working frameworks
which give input to client. This is unimaginable in the disconnected BCIs systems
[9–11].

5. Imagery/mental task BCI system: Brain–computer interface systems for
images mainly depend on a variety of different images that are required by the
user to execute them brainily as in motion pictures such as the rotation of the
geometry. The computer–brain interface systembased on themental task requires
various mathematical tasks as in the task of visual counting, etc. [9–11].
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6. Endogenous/exogenous BCI systems: The exogenous type of BCI system
depends on the response of user’s brain for the external stimulus and depends on
the type and strength of the external stimulus, meaning that this brain depends on
the interaction with certain tasks on external stimuli. While the endogenous BCI
system depends on the functional and cognitive activity of the user’s brain itself,
he does not need any external stimuli when carrying out certain tasks [9–11].

3 Types of Brain Imaging Techniques

various acknowledged, safe imaging procedures being used today in research centers
and specialized medical clinics all through the world which can be categorized as
same as [12, 13]:

1. Structural neuron imaging (anatomy): To visualize and analysis of anatom-
ical properties of the brain structure including detection of brain damage and
distortions, volume or thickness of a cortical area [12, 13] (Table 1).

2. Functional (anatomy) neuron imaging: There are basically two classifications,
hemodynamic or physiological and electromagnetic strategy or electrophysio-
logical imaging method [12, 13].

(i) Electrophysiological or electromagnetic imaging techniques: It indicates the
discovery and direct recording of the electrical activity of the brain cell [12,
13] (Table 2).

3. Molecular imaging techniques: Used to identify the biochemical activities of
cells or atoms (molecules) in human body or animals [12, 13].

Table 1 Techniques of structural brain imaging

Technique Advantages Disadvantages

X-ray scan Easier and cheaper to use than
other techniques

Invasive, few information,
may cause skin cancer

Angiography Detailed information and
offering therapeutic as well as
diagnostic options

Invasive, use X-rays and not
readily available

Computed tomography (CT)
scan

Non-invasive, widely available,
rapid image acquisition and
processing

Requires use to X-ray
radiation, relatively lower
spatial resolution than MRI

Ultrasound Non-invasive, low cost, fast,
used without radiation and not
painful

Dependent on operator and
patient

Magnetic resonance imaging
(MRI)

Good spatial resolution,
non-invasive, no use of any
X-rays or radioactive materials
and not painful

Limited temporal resolution,
expensive, indirect measure
of brain activity
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Table 2 Electromagnetic or electrophysiological brain imaging techniques

Technique Advantages Disadvantage

Electroencephalography
(EEG)
Evoked related potentials
(ERP)

High temporal resolution, silent,
non-invasive, inexpensive, brain
activity can be directly
associated to a stimulus or event

No images, only brainwaves,
low spatial resolution, and very
complex in analysis of
acquired data

Magnetoencephalography
(MEG)

Non-invasive, without noises
and speed temporal resolution

Expensive, poor availability

Electrocorticography
(ECoG)

Good resolution, efficiently
define conflict areas

Risky and highly invasive

Table 3 Physiological or hemodynamic brain imaging techniques

Technique Advantages Disadvantage

Positron emission
tomography scan (PET)

Silent, more safer and
effective, it detect
Alzheimer’s, epilepsy, and
more

Invasive, high expensive, poor of
temporal and spatial resolution

Single photon emission
computed tomography
(SPECT)

Less expensive, available,
faster, and an improved image

Invasive, limited resolution

Functional magnetic
resonance imaging (FMRI)

Non-invasive, shows excellent
resolution of brain activity

Expensive, poor temporal
resolution, loud environment

(i) Physiological or hemodynamic imaging techniques: Used to recognize and
gauge the changes in brain metabolism [12, 13] (Table 3).

4 Literature Review

In recent decades, the number increased of various researches and studies presented
by many specialized scientists and researchers in the field of neurolinguistics and
everything that falls under it in terms of the structural and functional brain structure
to understand and acquire one or more languages and in terms of problems and
diseases that affect the brain and negatively affect the understandingor pronunciation
of languages and their association are neglected. There are many studies that attempt
to understand the relationship between the structure and mechanism of the brain’s
work and between understanding and perceiving languages, including the following:

Akshara Soman et al., in 2019 [14], showed an experimental research to
cognizance and understand the main differences that occurred in the representa-
tions of neural when the volunteers is presented and tested depending on signals of
speech with a familiar and an unfamiliar language. Besides, this research is focused
on language learning task and understand range of the develop of neural responses
in the brain during this learning of language.
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Hashim et al. [15] proposed a model to classify ‘yes’ and ‘no’ imagined words.
Most of already experiments only focus on a binary classification problem while
phoneme, vowel, and syllable or word format in not taken into their consideration. In
the proposed work, the writer try to perform classification using 25 syllables classes
from co-speech EEG signals. Co-speech means the recording of EEG signals when
a volunteer is listening to speech audio.

Sereshkeh et al. [16], mentioned that different researches aimed for build speech
visual or auditory by using feedback, selective attention test, and covert speech or the
sensorimotor rhythms (SMR) reading. Despite the fact that these researches include
component an auditory, usually in the form of auditory feedback, the detection or
classification for specifically auditory imagery is not involved. Produce auditory
imagery and motor imagery may be another complementary path and might deliver
a different approach to achieve communication.

Gonzalez-Castaneda et al. [17] used suitable techniques of frequency transform
like bump model or discrete wavelet transform combined with the algorithm of bag-
of-words in order to distinguish the different between imagined words, such as (up,
down, left, right, select). The EEG signal is treated as a signal of audio (sonification)
text sentences consisting of words (textification). 27 subjects are inclusive in this
work and the final report of classification was achieved 83.34% accuracy on average.

Herff et al. [18] referenced that brain-to-text system was the principal showing,
which translated overt speech discourse goal deduced from broadly appropriated
mind territories legitimately into content with words and telephones blunder rates
going 25–60% and 50–80% for vocabulary running 10–100 word individually (all
essentially above possibility). In spite of the fact that the performance of the brain-
to-text system was modest relatively, however, it provides valuable standard to know
how performancemight developwhen uploading vocabulary.Moreover, show exam-
ination exhibits that prephonatory activity is used to extend to decoding these above-
chance results, according to the authors a raw analog for covert speech decoding
intention.

A pair imagined word is chosen to classify individual words using ECoG by
Martin et al. [19]. The overall of proposed work achieves 58% of binary classi-
fication accuracy. The suggested methods are guided by offline speech decoding
research efforts to be used real-time experimental models in covert and overt speech
production activities.

A smart learning tool based on the user’s eye movement and brain waves is
proposed by Jun-Su Kang, in 2015 [20]. By using and analyzing the futures of eye
movement and brain waves, the proposed system is able to detect if a given word is
known or not to a user while learning a foreign language. After that, the meaning of
the given word is searched and is supported users with a vocabulary list of unknown
words in real time.

Prat et al. [21] the grammar acquisition process is essentially related to the right
functional areas of the brain is featured from these outcomes and are in the same
way with recent researches concerning measurements the power of Resting-State-
EEG before learning second language. The resting-state-qEEG predictors of second
language efficiency was explored and indicated to the power of neural frequency
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bands of gamma and beta vibrations that bounded essentially in electrodes sites of
brain’s right hemisphere that was the strongest foreteller of second language learning
rates. A role importanceof the brain’s right hemisphere andfirst language proficiency
is correlated positively based on the concurrence between these results.

da Rocha et al. [22] presented study to collect EEG analysis tools in which help
not only to study the concurrent parallel and massive suitable activity supporting
human reasoning in details but also to differentiate the cognitive variety tasks one of
them is language learning.

In 2016, Wong et al. [23]’s study that related to very young children who are
able to take more than one language environment is occurred and noticed that the
processing of their brains for the two languages is carried out in similar regions,
specialized or linked to language processing operations.

Adescope et al. [24] mentioned that notwithstanding contrasts through language
tasks (named as bilingual-signature) in cortical activity, scientists of neuro have
affirmed that the monolingual brains are weaker compared to bilingual brain
regarding with not only specific language but also more general functions. For
instance, working memory improved and greater adaptability strategies in different
situations are shown by bilinguals.

Presented a study related to some individualswhowere better at learning tasks had
bigger volumes of left less successful learners, is shown byWong et al. in 2016 [23].
Besides, the auditory cortex findings in relation to linguistic HG and to phonetics
compared to the pitch learning are convergent too with discoveries of bigger HG
volumes in children with better frequency balance location limits, a limit that is
known to associate phonological awareness with literacy skills.

Mårtensson et al. [25] examined hippocampal volumes and the cortical thick-
ness of conscript interpreters during period three months of extreme languages
studies. The final outcomes showed that uncovered in hippocampus volume and
in cortical thickness of the left center frontal gyrus, second rate frontal gyrus, and
superior temporal gyrus for translators regarding controls. The left superior temporal
gyrus and right hippocampuswere fundamentally increasingly flexible in interpreters
getting higher capability in the unknown language or foreign.

Bouchard et al. [26–28] presented a study to show decoded discourse spectro-
grams during obvious discourse from around the STG likewise utilizing action in the
high gamma band (70–170 Hz). Both clarified that decoded action can be used to
resynthesize discourse with high relationship to the original discourse signal, with
the past demonstrating that vowels can be decodedwith higher exactness by utilizing
anatomical data than should be possible utilizing ordinary strategies.

Four studies with different approach have taken and focused on level of bilin-
gualism with group of children these studies tested what relations between bilin-
gualism and executive function performance with the same children. The first study
is longitudinal for children between 24–31 months and it is discovered that largest
advantage is achieved by childrenwho becamemore bilingual over children ofmono-
lingual implementing a group from activites of executive function at 31 months
[29].
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Study’s number two was a longitudinal study also, for durationa one year period
examed children which old them between 9 and 10 years and showed that level of
executive control within the same children is increased by level of bilingualism [30].

Third study, sample of bilingual children who low socio and economic status,
their old were 8–10 years are examined, performance on executive function tasks
were predicted by degree of bilingualism with no prediction of contributing from
any other variable [31].

The final study depended on what know with Immersion Education Programs
(IEPs), tested on children who their ages ranged between seven and ten years. The
results predicted by the degree of bilingual also show the effect range of performance
in executive function tasks [32].

Temporo-parietal region varies in its power of beta and low-gamma frequency
and effected by the rate learning of subsequent second language [33]. Accordingly,
performance of the brain’s right hemisphere might relate to the rate of learning
second language. This result is complying with outcomes of concerning individual
variations of grammar learning abilities that were collected by FMRI.

A recent study concerning has examined that the long-range temporal correla-
tions (LRTC) and the spectral power that occur in alpha waves by small group of
participants are investigated byMahjoory et al. [34]. Accordingly, they noticed these
oscillatory indexes with their corresponding neural origin assessments were corre-
lated positively with memory range and performance it is when calculated from a
switch-cost score from the test of attentional performance.

Dubois et al. [35, 36] the significant objective of this work is to decide whether
a effective predictors of psychological contrasts between humans in healthy and
clinical groups can be given by effective activity of coordinates brain’s networks.

Campbell and Schacter [37] cognitive function is effected by aging and disease-
related changes factors and might be appeared in functional or structural differences
in networks of brain.

McNaughton and Smillie [38] in the operation of understanding the scope and
size of actual brain network system cannot help in stable encode but also can assist
to find similar contrasts in inspiration, influence, and insight, since quite a while ago
contended by character scholars. In this way, this is a significant theme for preceded
with examination.

Pérez et al. [39] showing the presence of neural synchronybetween two individuals
associated with a discussion has just been the initial step, affirmed Alejandro Pérez.
‘There are numerous unanswered asks and obastacles left to move.’ Pérez imagines
that the useful capability of the examination is tremendous. ‘Issues with correspon-
dence happen each day.’ They are wanting to take advantage of this disclosure of
between mind synchronization with the objective of improving correspondence, he
finished up.

Casula et al. [40] combined electroencephalogram (EEG) and transcranial
magnetic stimulation (TMS) to decide the patterns of cortical rearrangement over
the primary motor cortex (M1) and the posterior parietal cortex (PPC) of hemisphere
of the brain both affected and unaffected. Transcranial magnetic stimulation which
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evoked other worldly force, independently for every frequency band, was arrived at
the midpoint of among each channel to evaluate the global oscillatory action.

Iljina et al. [41] different researches have tried to remake speech output from brain
signals in which opens up the probability of utilizing this procedure as a naturalistic
mode of communication, as neural connect of imagined speech are turning into a
focused on BCI challenge to be tended to.

Sudaryat et al. [42] presented study that targeted EEG recordings to help for
reading different kinds of books such as academic science nonfiction book, general
science nonfiction book, and science fiction book and to identify various attention
cases. This mechanism can be used to detect the reading skills of students to under-
stand the science. The recording outcomes showed that distinctive brain activities
are appeared by using different kinds of books. The distinctions depended on the
dominant part of the brain, amplitudes, and frequency patterns.

Dash et al. [43, 44] examined speaker-free neural discourse translating of five
persistent expressions from magnetoencephalography (MEG) signals while eight
subjects delivered speech covertly (imagination) or overtly (articulation). They have
utilized both regulated and solo speaker adjustment procedures for executing a
speaker autonomous model. Test results exhibited that the proposed adjustment-
based speaker autonomous model has essentially improved deciphering execution.
Undoubtedly, this is the primary show of the chance of speaker-free neural discourse
deciphering (Table 4).

5 Discussion

In this study, we investigated various acknowledged, safe imaging techniques that
were studied in research centers and specializedmedical clinics all through theworld
which associated dynamics of neural activity, especially in the field of neurolinguis-
tics. Previous studies related to knowing the functional and cognitive effects of the
brain were identified when learning new languages.

6 Conclusion

Language is one of the most important means of communication between living
organisms. The main pillar of brain–computer interface systems is the presence of
a clear mechanism for communication between individuals and various artificial
intelligence equipments in various fields, depending on the resulting brain signals.
Therefore, understanding and acquiring the human language is one of themost impor-
tant means of communication and interaction between human individuals and smart
machines. With this short review, brain–computer interfaces were defined in terms
of functional or cognitive terminology and their effectiveness in the field of neurolin-
guistics, its different types, and neuroimaging techniques were available to acquire
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brain signals that are used to analyze and understand the human language. This review
was addressed in previous studies on the mechanism of the brain while learning
or speaking any language, and research studies have been reviewed on the effects
associated with learning and acquiring new languages.
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An Efficacious Method for Face
Recognition Using DCT and Neural
Network

Mukesh Gupta and Deepika

Abstract Face images have close correlation and redundant information, bymaking
the recognition system inefficient and increasing the complexity of the classifier.
High information repetition and relationships to confront pictures result in wasteful
aspects when such pictures are explicitly utilized for recognition. To reduce informa-
tion redundancy we used DCT, which preserves only pertinent information of face,
and complexity of classifier reduced as the length of feature vector gets reduced and
normalization of a feature vector to increase the robustness of the system. Here in
this work, a hybrid method of face recognition is presented in which a feature vector
constructed using DCT provided to artificial neural networks. For classification, the
multilayer perception (MLP) is used by an artificial neural network with a back-
propagation algorithm. The recognition rate increased and the result was tested on
a benchmark dataset.

Keywords Artificial neural network · Discrete cosine transform · Multilayer
perceptron

1 Introduction

Nowadays, the uses of cameras are increasing, and themain reason for that is security.
Due to global security concerns, the importance of utilizing biometrics is growing,
and facial scans scored the highest compatibility among other characteristics. The
last decade has shown dramatic progress in this area, emphasizing human–computer
interaction, automated crowd surveillance, and biometric analysis. Face recognition
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is the biometric identification of a person’s facewith a collection of faces. Face recog-
nition scenarios can categorize into twoways [1], face verification (or authentication)
and face identification (or recognition).

Face Verification: It is one to one process in which query face compared with
template face, whose identity claimed. Verification rate versus false accept rate
measured to evaluate the performance of the verification system, and an efficient
verification system should balance both the rates.

Face Identification: It is one of many processes in which query face compared
against all the template faces in the database and the identification of the query face
completed by locating the image in the database with the highest similarity with that
test image. The features of query image and the database compared and a similarity
score found for each comparison. The similarity scores are numerically ranked, and
the highest similarity score is first. If the similarity score is higher than the fixed
threshold, an alarm is upraised and the system thinks that the query image belongs
to the system’s database. For evaluating the performance, a number of time system
raises the alarm, and it accurately identifies an individual in the database, is called
detection or identification rate. The number of times the system raises the alarm for
an individual who is not in the database is known as a false detection rate.

In this paper, we address a face identification problem, a basic flow diagram of
a face identification problem shown in Fig. 1. A face is three-dimensional objects
that subject to varying pose, illumination, and expression, which identified using its
two-dimension image; that is why face recognition has substantiated to be extremely
difficult to imitate artificially. Performing face recognition, classification, and veri-
fication, the first question is how to represent a face so that a classifier can achieve
accurate recognition without any computationally expensive. Mainly face recogni-
tion approach is classified into two categories: holistic and the feature-based [2, 3].
The holistic based approach used the complete face image using the pixel intensity,
while in feature-based technique, facial features are used. In many feature extraction
approaches, problems are introduced in localizing the features due to ill-posed, vari-
ation in illumination, scale, and orientation. Due to these difficulties, researchers
try pixel images directly to neural networks. However, due to high information
redundancy and robust correlation present in face images, these approaches give
the unfortunate result. To overcome these problems preprocessing step is done to
reduce the dimensionality. The selection of dimension reducing algorithm becomes
the significant factor in calculating the system performance as there are many feature
extraction techniques such as Principal Component Analysis (PCA), Linear Discrim-
inant Analysis (LDA), Independent Component Analysis (ICA), Discrete Cosine
Transform (DCT) [3, 4]. Then these facial features are classified using minimum

Fig. 1 Face recognition
process

Input 
Face

Feature 
Extraction Training Classification
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distance classifiers and by machine learning algorithms. Research interest in identi-
fying people using their physiological and behavioral characteristics has increased,
and face recognition has gained more attention than other characteristics.

The next section of the paper introduces the work that has so far done related to
this. Then, our algorithm’s methodology is presented. The authenticity contribution
is through the application ofDCT and the design of a neural network using supervised
learning to learn the network and identify the query face. A detailed description of
feature selection and network development is provided, followed by the developed
methodology’s testing result. The paper concludes with some limitations and future
scope.

2 Related Work

Increasing theuseof biometric systems and amongdifferent biometric indicator facial
scans is sufficient to attribute. The problem related to face recognition is mature, and
researchers consider these problems very challenging to solve. The field matured
enough, which demand accurate and fast recognition. As face recognition problem is
classified into three necessary steps: feature extraction, feature selection, and classi-
fication. Kirby and sirovich were the first to proposed Karhunen-Love-transform to
successfully represent the facial images. DCT has a strong ability to data decorrela-
tion and is very close to KLT but has a speedy realization compared to KLT. Initially,
DCT was introduced by Ahmed and Rao [5] in the early seventies, and since then,
DCT has become a renowned transformation to reduce redundancy and reconstruct
the original image from the selected coefficients [2]. As small coefficients or high-
frequency components related to noise can truncate, limited numbers of coefficients
are enough to preserve most facial features. DCT transforms an image from spatial
to a frequencydomain, and image analysis in the frequencydomain provides powerful
means of modeling and removes noise. Another advantage of DCT is that it provides
a reasonable settlement between computational complexity and information packing
ability. The DCT is an efficient technique for coding face image and successfully
applied in many face recognition applications [2, 5, 6]. DCT can be applied to the
whole frontal face or on the local features like the nose, eyes,and lips since global and
local features have different properties to provide complementary information. Both
the features are sensitive to different variation factors such as illumination, orienta-
tion, etc. DCT applied to the entire image, but from global features, we select those
features which enhance the information of most critical features and then be fed to
classifiers so that classifiers can offer the best results. As we are selecting the most
common facial features for face recognition, and then classifying the classes using
ANN, called it a hybrid method. It offers a potentially enhanced feature vector. Now
using this enhanced feature vector machine can possess the ability of generalization
efficiently.

By paying attention to different human face recognition methodologies, scien-
tists try to build an artificial face recognition system. The research interest in face
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recognition using machine learning has grown tremendously since the early 1990s.
Joo et al. [7] proposed face recognition using DCT and RBF. They selected most
discriminative features using Fisher’s linear discriminant. Chen et al. [8] proposed
DCT based face recognition to extract features, then a hierarchical radial bias func-
tion network is created using a predefined instruction set. Kothani et al. [9] described
the structural learning for MLP. Rowley et al. [10] used a neural network for face
a detection with detection rate between 77.9 and 90.3%. Chadha et al. [2] used DCT
in two groups first applied on the entire face for global features and second for local
feature, applied on the left eye, right eye, mouth, and nose. Ourada et al. [11] used
neural networks to face recognition, they train their network using Gabor features
with PCA and LDA for reducing dimension then classification using distance simi-
larities or using decision boundary. Owajyan et al. [12] used ANN for recognizing
different expressions of face images. The system successfully recognized the happy,
angry, and neutral expression, and the recognition rate varies from 55 to 80%.

2.1 DCT

DCT transforms an image from spatial to a frequency domain and image analysis in
the frequency domain provides powerfulmeans ofmodeling and removes noise. DCT
is used in facial recognition technologies due to its energy compaction property [5].
A function (shape) is described by a series of cosine instead of a series of positions.
The DCT of a N × M image f (i, j) is given by:

C(u, v) = 2√
NM

α(u)α(v)

N−1∑

i=0

M−1∑

j=0

f (i, j) cos
(2i + 1)uπ

2N
cos

(2 j + 1)vπ

2M
(1)

where:

α(u) =
1√
N

, u = 0√
2
N , 1 ≤ u ≤ N − 1

α(v) =
1√
M

, v = 0√
2
M , 1 ≤ v ≤ M − 1

When reconstructing the image using DCT coefficients, retaining only high
magnitude or low-frequency components and rounding off the low magnitude or
high-frequency components, still restore the real image using inverse transforma-
tion. The DCT transformation of an image is shown in Fig. 2 shows most energy
is at the upper left corner. After calculating the DCT coefficients of the face image
that extracts the features, zigzag scanning is done. DCT divides an image into three
frequency bands: low-frequency band, which correlated with illumination condi-
tion, and high-frequency band contains noise and small variation [2]. The middle-
frequency region represents the basic structure of the image, and these are useful
for recognition. So in the DCT domain, the upper left corner depicts most of the
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Fig. 2 a Face image and b its DCT image

Fig. 3 Zigzag scanning

energy, and these frequency components reflect most of the image’s information.
According to the explication of DCT and distribution of its coefficients, DC coef-
ficient c(0, 0) represents the average luminance of the image. After removing this
coefficient, variation due to illumination can be impressively reduced. Then low
frequency features are selected, which changes high-dimensional facial image into
low dimension space. More critical facial highlights of the face such as the position
of eyes, outline of hair and face preserved. Compare to high-frequency features, these
features are more stable and the human visual system is responsive to variation in
such features (Fig. 3).

2.2 ANN Using MLP with Back Propagation Algorithm

ANN is an archetype of data classification, influenced by the biological nervous
system, which consists of a significant number of highly coordinated processing
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INPUT  LAYER                   HIDDEN LAYER                        OUTPUT LAYER 

Fig. 4 ANN structure

element neurons functioning in tune to resolve particular problems, learning by
example, as a human being. An ANN is constructed for particular tasks such as
classification and pattern recognition using the learning process [9, 11, 12]. One
such model of ANN is MLP, which consists of three or more layers as its name
suggests, a feedforward model, which depicts the input data set to a set of congruous
output [13].

An MLP is a fully integrated model in which each node in one layer is linked
to every node of the next layer with a certain weight. MLP utilizes back propaga-
tion, which is a supervised learning approach to train the network. In this learning,
the technique perceptron learned by changing the connection weight, and weight
updated by an error calculated by comparing obtained output to the desired output.
Since MLP is an entirely connected network, each node of the layer is ultimately
linked with each node of the next layer through individual weights, as shown in
Fig. 4. As MLP uses supervised learning, the perceptron is learned by changing the
connection weight, and weight changed according to the amount of error generated
when output is compared with the expected result [9]. For achieving the goal, we
have to minimize our cost function that is the mean square error.

E = 1

N

N∑

i=1

(di − Y (w, xi ))
2 (2)

where d is desired output and Y is the output of the system and output predicted as:

Y = σ(net) (3)

net =
N∑

i=1

wi xi (4)
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where N is the number of inputs w and x are the weight and input of ith node.

δE

δwi
=

(
δE

δy

)(
δy

δnet

)(
δnet

δwi

)
(5)

δE
δwi

denotes the changes in error when weights are adjusted, δE
δy denotes the

changes in error when output is changed, δy
δnet denotes the changes in output when

weighted sum are changed, δnet
δwi

denotes the changes in weighted sum when weights
are changed. The local gradient indicates towards required change in synapticweights
and the updated weight will:

wi, j (new) = wi, j (old) + �wi, j (6)

where:

�wi, j = −η
δE

δwi

The Back propagation algorithm yields estimation to the trajectory in weight
space computed by gradient descent, in which learning parameter η is used. As η is
smaller, changes in synaptic weights from one iteration to next will be smaller, and
trajectory will be smoother in weight space but at a slow learning rate. Moreover,
suppose the learning rate parameter is significant. In that case, it will speed up the
learning rate but result in a more significant change in synaptic weight, which will
make the network unstable. Modification is done by adding a momentum term as
following to increase the learning rate without the danger of instability.

�wn = −η
δE

δwn
+ α�wn−1 (7)

where α is momentum constant and n is the learning cycle of weight.

3 Proposed Method

In the face recognition system extracting feature vector, its classification should be
adept so that system’s overall efficiency will increase. The feature vector contains
both global and local features. These prime steps are also listed, which includes
extracting feature vector, training, and testing process:

• First DCT was processed on the whole input image. Then selected DCT were
coefficients arranged into a linear stream by scanning them in a zigzag manner to
make a feature vector.
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• We initialized 40 classes for 40 different persons, i.e. one class for each person.
There are 10 different images of each person in each class. So a total of 40 target
vectors are assigned, each vector representing a different class that means if an
image is from one of the 10 images of first-person, then the target vector is 1.
If the image is from one of the 10 images of the second person, then the target
vector is 2 and so forth.

• The calculated feature vector using DCT is passed to the neural net over the
channels with assigned weights and bias.

• Using threshold value, i.e., activation function, activated neuron transmits data
over the channel, and in the output layer neuron with the highest probability
indicates the output.

• Then, the error is calculated by comparing obtained output with actual output and
if the error is beyond limits, it back propagated to the network, and weights are
adjusted using this information.

• The previous step is rerun until the stopping condition or the error produced by
the system is within limits.

• Once the system is trained, then the system’s performance is examinedwith images
in the test data set.

• Then the output is recorded as true or false recognition, and then the recognition
rate is determined by the formula:

r = no.of correct recognised face

total no.of test images
× 100

The prime steps of the proposed method are presented by the flow diagram in
Fig. 5.

4 Experimental Setup and Results

The process was implemented in MATLAB. The ORL database images selected for
training and testing by dividing the database images randomly in distinct ratio and
performance is evaluated for respective ratio [14]. The efficiency of the ANN model
was evaluated using MSE and recognition rate.

Three-layer ANN model used with one input, one hidden, and one output layer
and only a small subset of DCT coefficients are used to form a feature vector. Then
testing is done for a distinct pair of testing and training images. The neural network
trained with different neurons in the hidden layer, i.e., 50, 70, 90 neurons, and hidden
layer with 70 neurons, provides the best result, and in the output layer, 40 neurons
taken representing 40 target vector one for each class (face id). The various network
parameters are Activation Function: tansig, Training Algorithm: traingdm, Number
of Epochs: 5000, Learning Rate: 0.2, Performance Function: mse.
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True Recognition                                      False Recognition 

testing  samples
database containing 80 
images of 40  persons 
(class) with 2 different 
image of each person

initialize 40 output target vector 
one for each class t1,t2......t40

feature extraction and features are 
applied to input of ANN to train 

the ANN using training algorithm

apply feature of selected test image on 
input of trained ANN

training samples
database containing 320 

images of 40 persons (class) 
with 8 different image of each 

person

select image for 
testing

feature extraction 
and  normalization

output vector of ANN

face recognized 
id(1....40)

Fig. 5 Training and testing process of ANN

Our proposed method is processed to vindicate its performance on the randomly
selected test and training data from the ORL database and the system’s performance
is plotted against the number of epochs, as shown in Fig. 6.

As we have to validate our system or evaluating the performance of the learning
model, we use the test train split approach. In this approach, data randomly divided
into test and training sets, then the model is first trained using images of the train
data set, and then the test data set is processed for validation purposes. First, we split
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Fig. 6 Performance graph of ANN training process

data into 40:60, which means 160 images as training and 240 images for testing, so
we took four images for each class (face id) as training and rested 6 out of 10 for
testing. We split data into 50:50, which means 200 images for training and rest 200
for testing as five images from each class as training and rest five for testing. The
system provides the best results for 80:20, which means 320 images for training and
80 images for testing or eight images from each class for training and the remaining
two images of that class for testing, so there is no overlapping between test and
training images. In 80:20 split average recognition rate is achieved 98.75%. As the
number of training images increases, the training time will also increase, but the
accuracy of the model increases with an increase in training images and for reliable
is more considerate.

In this hybrid methodology, the efficiency of the system is validated with 40
classes, and as several classes increases, the recognition rate gradually decreases
[8]. We can fix this problem by increasing the number of images of each class in
the training data set; our proposed system has been validated for a different number
of training images and the accuracy plot for different numbers of training samples
of each class presented in Fig. 7. The plot provides the information that the recogni-
tion rate gradually increases or the error rate decreases with increasing the training
samples per class. The receiver Operating Characteristics (ROC) curve plotted for
different prediction cutoff and as shown in Fig. 8, it gives an area greater than 0.9,
so we can say our FRS performs well in classifying facial images.

The result of the proposed hybridmethod is comparedwith other popularmethods,
and our proposed method provides better results, as shown in Table 1.
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Fig.7 Performance with different number training sample

Fig. 8 ROC using macro averaging

5 Conclusion

Our system’s recognition rate varies between95 and98.75%onvarying the number of
training samples per class. The feature vector calculated using DCT, which preserves
only important features using zigzag scanning and decreases the computational
requirements. Our proposed method processed in the ORL database provides better
results. The proposed methodology can be processed on other databases to verify



682 M. Gupta and Deepika

Table 1 Comparison of face recognition on ORL database

S. No. Methodology Average recognition rate (%)

1 Global DCT + ANN (Proposed hybrid method) 98.75

2 Convolution NN [15] 96.2

3 NN [7] 94.64

4 DCT + RFNN [7] 97.68

5 Wavlet + PCA + ANN [16] 97.68

6 Weighted modular PCA [16] 87

7 DCT [17] 88.75

the efficiency of the system. This implies that the system is highly efficient and
cost-effective and well suited for implementing real-time hardware.
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