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Preface

This book related to the Electric Power and Renewable Energy Conference
‘EPREC-2020’ constitutes the high-quality papers which provide knowledge of
advancement in power electronics. EPREC-2020 was organized by National
Institute of Technology, Jamshedpur, India, in May 2020. It covers the issues
related to application of power electronics in power system, renewable energy, and
green energy. The selected papers also contain optimization techniques used for
various applications, inverter-based topologies, Clamped Multilevel and
High-Frequency Resonant Inverters, harmonic elimination, induction heating, and
power quality issues. These diverse topics provide an appealing collection for
academicians, students, engineers, and researchers.

We appreciate the effort of authors and reviewers for their enormous contribu-
tions. We convey heartiest thanks to the entire team of Program committee, chairs,
co-chairs, and student coordinators. We also appreciate the role of organizers. We
are very much thankful to the entire team of Lecture Notes in Electrical Engineering
(LNEE) of Springer. We hope that this volume helps to enhance the knowledge and
provide the information about the application and advancement in power elec-
tronics, and this can be more informative, inspirational, and educational.

We also hope to see you at a future EPREC event.

Jamshedpur, India Jitendra Kumar
Roorkee, India Premalata Jena
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Switched Capacitor-Based Inverter
with Maximum Power Point Tracking
of a Photovoltaic System

Simran Priya and S. K. Jha

1 Introduction

In India, electricity is generated from several methods such as thermal, nuclear,
and fossil fuels. These methods not only pollute the environment but also have
low efficiency. Several researches have been conducted on Photovoltaic solar panels
for the extraction of energy. A photovoltaic cell has the advantage of simplicity
and convenience. A photovoltaic system converts sunlight to electricity. It is a kind
of photoelectric cell whose external characteristics such as current, voltage, and
resistance may vary when they are exposed to light. PV cells may be arranged to
form panels. Panels can be arranged to form arrays. Since a Photovoltaic array has
non-linear characteristics, hence, it is quite time consuming and expensive to get
the characteristics of the panels under varied operating conditions. To overwhelm
the above difficulties, simple models of a solar panel are integrated with software
including MATLAB/Simulink. The energy from the sun is of noise and pollution
free, and the efficiency is around 30–45%.

PV arrays have a non-linear V-I characteristics curve. A significant part of
the photovoltaic system is the tracking of maximum power. Various MPPT tech-
niques have been studied in the previous papers [1, 2]. These MPPT methods are
implemented with conventional DC-DC converters. Some of the researchers used a
Switched Capacitor (SC) [3]. It is a power conditioner in which the power conver-
sion is achieved by the charging and discharging of the capacitor between the input
source and the load. SwitchedCapacitors have certain advantages such as ruggedness,
cost effectiveness, compactness, and efficiency. The integration of the PV module

S. Priya (B) · S. K. Jha
ICE Department, Netaji Subhas University of Technology (NSIT), Dwarka 110078, Delhi, India
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2 S. Priya and S. K. Jha

with the Switched Capacitor (SC) is a step towards economization. The absence of
transformers and inductors which lead to high power densities is one of the impor-
tant characteristics of SC DC-DC converters. Several control techniques for these
converters are based on non-linear models. These models will perform well in a
wide spectrum of operation [4]. Switched Capacitors (SC) are not only limited to
DC-DC applications but can also be used for DC-AC and AC-DC [5] conversions.
However, comparing to DC-DC conversion their use for the above applications has
been relatively less seen.

Reference [6] discusses the topology of an SC DC-AC inverter which has two
switched capacitor (SC) subcircuits. The DC input is 12 V and the sinusoidal output
is 50 Hz, 110 V rms. This paper implements the SC DC-AC-based inverter. Several
researches have been conducted on SC-based DC inverters. Modular SC cell-based
inverter is studied in [7]. In these two different kinds of cells are discussed [7]. One is
the half-cell circuit which performs DC-AC as well as DC-DC operations, the other
is the fuel cell which is used in DC-AC conversion. In [8, 9], the SC transformer is
used to invert the DC input into sine output. This arrangement gives the bucked sine
output in [8] whereas it gives the boosted output in [9].

Some of the researchers have shown the feasibility of using SCDC-DC converters
integrated with PV modules. An enhanced SC converter for the PV system has
the capability of performing local MPPT. This converter combines both switched
inductor and switched capacitor technologies and has high conversion efficiency over
wide ranges [10]. A gallium nitride switched capacitor-based two-stage integrated
inverter is analysed in [11]. This integrated inverter is a two-stage solution in which
the first is a DC-DC converter which fourfold the input voltage while another is a
boost inverter with five level which is responsible for MPPT.

The two-stage process of getting the AC voltage from the PV source involves
MPPT, boosting the voltage since PV voltage is less than the voltage needed at
the output of the inverter, and the DC-AC inversion. These stages have combined
efficiency which is equal to η1 × η2 as given in Fig. 1. This can be achieved with
single-stage topology that will track the maximum power, boost the PV voltage, and
will invert the DC voltage [12]. Implementing this with single stage is not only cost-
effective due to lower components used but also more efficient. This topology will
have the overall efficiency of η as shown in Fig. 2.

Fig. 1 Two-stage solution
and overall efficiency = η1
× η2
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Fig. 2 Single-stage solution
and overall efficiency = η

2 Proposed Topology

The schematic diagram of the Photovoltaic (PV) system integrated with a single-
stage SC-based inverter is given in Fig. 3a. The model implemented in this paper
performs a standalone operation.

Fig. 3 a Overall layout of
PV module integrated with
SC-based inverter b nth
Switched Capacitor block of
the inverter
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2.1 SPWM, DC-AC Inversion

The SC block is given in Fig. 3b. When switches (Sw1n and Sw2n) close, capacitor
Csn charges and when switches (Sw3n and Sw4n) close capacitor Csn discharges
into the load. Due to simplicity, Sinusoidal Pulse Width Modulation (SPWM) is
utilized to generate drive signals for the Switched Capacitor inverter so as to control
the SC blocks. The sinusoidal reference signal of low frequency with amplitude Vr

is compared with the triangular carrier wave of high frequency with amplitude Vc.
The ON and OFF duration of switches (Sw1n and Sw2n) and (Sw3n and Sw4n),
respectively, are almost equal. Hence, α1Ts≈ α2Ts ; here α1andα2 are generated by
SPWM. The modulation index is defined as

M = Vr/Vc (1)

The capacitor Cs switches between the input source VPV and the output VO ; the
pulse width increases or decreases in a sinusoidal pattern as per the value of M.
The inverter section is that where power conversion and high-frequency switching
are done. Here, the unfolding section comprises switches from U1 to U4. Since
the unfolding circuit operates at a low frequency, it unfolds the alternate sinusoidal
waveforms to generate the bidirectional sinusoidal output across the load RL . An
inductor LS is used in the output side to acquire a lesser value of THD.

2.2 MPP Tracking

The characteristics curve of the PV panel may shift under varying temperatures,
partial shading conditions, varying illumination intensities, etc. To implement the
MPPT when the PV array operates at the unique operating point (MPP), several
conventional methods have been used in the past such as P&O [1]. It is one of the
oldest and easiest techniques to track the Maximum power. As M increases, SPWM
pulse width increases, hence more power can be drawn and vice versa.

2.3 Operation of SC-Based Inverter

The basic block diagram of the Switched Capacitor inverter is discussed previously.
To eliminate ripples in DC voltage (VPV ), capacitor CPV is connected in parallel
across the PVmodule. When input switches (Sw1n and Sw2n) are ON and the output
switches (Sw3n and Sw4n) of SC blocks are OFF, then capacitor Cs of all the SC
blocks are charged in parallel which is connected in parallel across the photovoltaic
panel. The inductor Ls freewheels through the diode Do and charges the capacitor
Co. There is also a dead time in which all the input and output switches are OFF.
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Now, when input switches (Sw1n and Sw2n) are OFF and the output switches (Sw3n

and Sw4n) of SC blocks are OFF, then all the capacitors Cs connected are discharged
into the circuit.

3 Proposed MPPT Technique

P&O is one of the easiest and oldest methods of MPPT. The value of Vo,rms depends
on the generation from the PV module and the load on the inverter. Pradeep and
Vivek used conventional technique P&O for tracking MPP and obtained THD <
5% [3]. This paper implemented the Fuzzy Logic Controller (FLC) in combination
with Error Reduction Neural Network as given in Fig. 4 to perform the MPPT of
Photovoltaic panel so as to obtain a lesser value of THD at the inverter.

3.1 Fuzzy Logic Controller

FLC is popular over the last decade and has the benefit of handling non-linearity
[1]. FLC usually consists of three levels which are Fuzzification, forming rule base,
and Defuzzification. Based on the triangular membership function, numerical input
(crisp) values get converted into fuzzy variables in fuzzification. The fuzzy subsets
used are Positive Big (PB), Positive Small (PS), Zero Error (ZE), Negative small
(NS), and Negative Big (NB). Table 1 shows the fuzzy rule base formation.

Fig. 4 Proposed MPPT
technique

Table 1 Formation of rule base

E ΔE

NB NS ZE PS PB

NB ZE ZS NB NB NB

NS ZE ZE NS NS NS

ZE NS ZE ZE ZE PS

PS PS PS PS ZE ZE

PB PB PB PB PB ZE
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In this paper, two inputs are given to FLC which are error (E (ki)) and change in
error (�E (ki)) which is defined by

E

(
ki = P(ki ) − P(ki − 1)

V (ki ) − V (ki − 1)

)
(2)

�E(ki ) = E(ki ) − E(ki − 1) (3)

FLC output is usually the change in duty ratio (�D).

3.2 Neural Network (NN)

The basic layout of the neural network is given in Fig. 5. This paper studied the Fuzzy
LogicController andError ReductionNeuralNetwork together in conjunction. There
are usually three layers of NN: input, hidden, and the output layers. This system has
input parameters, error and change in error which areE (ki ) and�E (ki ), respectively.
The number of nodes in each of the three layers are user dependent and it may vary.
The weights Wjk between the nodes have to be decided throughout the training
process of the neural network. The output is generally a duty cycle and is given to
the power converter.

Fig. 5 Neural Network

Table 2 Specifications and component selection of the integrated model

Input specifications: 60 V/70 W PV module

Output specifications: Vo(rms) = 110 V ± 10%, 50 Hz sine wave, THD < 2%

CPV n Input
MOSFET

Output
MOSFET

Cs LS RC CO THD

1800 μF 4 RS1 = 0.4
�

RS2 = 1.6
�

33 μF 850 μH 0.2 � 0.75 μF 0.46%
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4 Results

A constant voltage is given to the input of the Switched Capacitor inverter. The
target of this paper is to design an SC-based inverter that operates on a PV module.
A capacitor CPV is connected across the PV panel where

CPV = PPV

4πVPV�VPV fo
(4)

Here, VPV is the input PV voltage and�VPV is the maximum ripple allowed,PPV

is the maximum power of the Photovoltaic system. CPV chosen is 1800 μF (Table
2). n SC blocks are required to be connected to boost the input PV voltage. Here, n
is taken as 4 to meet the desired specifications. The required Vo(rms) obtained here
is 110 V ± 10% and IO (rms) = 0.8 ± 10%. Total Harmonic Distortion (THD) gives
the measurement of harmonic distortions in the signal. The THD is determined with
the help of the MATLAB/Simulink model. This model is used to analyse the Fast
Fourier Transform (FFT) of VO (t) which computes the THD. The THD achieved in
this study is 0.46. VO (t) and IO (t) are obtained at the inverter as shown in Figs. 6 and
7.

The FFT analysis using the FLC and Neural Network MPPT technique is shown
in Fig. 8. The result obtained is differentiated with the conventional P&O technique
for the same specifications in which the THD obtained at the output is 2.35% as
shown in Fig. 9.

Fig. 6 Waveform of VO (t) at the inverter with PO (max) = 65.4 W
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Fig. 7 Waveform of IO (t) at the inverter with PO (max) = 65.4 W

Fig. 8 FFT analysis of
VO (t) using Fuzzy Logic
Controller and Error
Reduction Neural Network

Fig. 9 FFT analysis of
VO (t) using P&O
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5 Conclusion

This paper has studied the performance of an SC-based inverter. Due to certain
advantages of the SC inverter such as ruggedness and compactness, it is integrated
with the PVmodule.ASimulinkmodel is studiedwhich has the capability of boosting
the DC voltage, MPPT and results in high inversion efficiency. The SPWM control
schemewas used to generate a sinusoidal output of 50Hz, 110V rms. Total Harmonic
Distortion (THD) < 2% is attained. Also, a comparison between the proposed MPPT
and the P&O is observed. THD using the proposed FLC and Error Reduction Neural
Network technique is better in contrast to the conventional P&Omethod. The model
is implemented only for R load. For RL load, the applied MPPT technique does not
work as it increases the harmonic distortions at the output of the inverter.
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Power Quality Problems
in Grid-Connected Electric Vehicle (EV)
Fast Charging Stations

Gagandeep Sharma and Vijay K. Sood

1 Introduction

ElectricVehicles (EVs)will help in the future reduction ofGreenHouseGases (GHG)
emissions. According to IEA Global EV Outlook 2019, there was a 63% increase in
EVs in the year 2018 compared to the previous year [1, 2]. The wider public adoption
of EVs is somewhat muted due to the driving range anxiety [3]. Other barriers are
lack of suitable charging infrastructure, which results in longer charging times. The
three different kinds of presently available charging solutions for EV users are [4]:

Level 1: It is also known as a home-based or overnight charging system. It requires
a 120 V grounded outlet and can add only about a 40-mile range with an overnight
charge. It is suitable for the low-range daily usage by customers.

Level 2: These chargers are typically installed in public places or upgraded homes
and is the most popular charging technique, and requires a charging unit with a 240 V
outlet. It adds about a 180-mile range during an 8 h charging period. The charging
rate depends upon the vehicle’s acceptance rate and current rating.

Level 3: These chargers are also known as DC fast chargers. These chargers are
for public places (i.e., apartment building and/or shopping plaza parking). It can
add 80–90 miles of driving range in approximately 30 min. It can act as a fueling
station for EVs. Most of the research in the field of EV charging is focused on
these kinds of chargers. There are different standards available to govern DC fast
chargers. The most famous among these are CHAdeMO standard (Japanese), CCS
system (European and American), and Tesla connectors. The Society of Automotive
Engineers USA (SAE), Japanese Auto Standards Development Organization, and
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Tesla electric automobiles are working to develop reliable and efficient connectors
[5].

Therefore, due to DC FCS being a leading solution to popularize EV mobility
[6], this study is focused on the DC FCS and its impact on the power quality of the
electric grid connected to it.

The rest of the paper is arranged in the following way. In Sect. 2, the design of
DC FCS is discussed. dq-SRF and UTC control strategies for the main converter are
presented in Sect. 3. Power quality standards and terminology are covered in Sect. 4.
In Sect. 5, simulation results and comparison tables are given. Finally, a conclusion
is presented in Sect. 6.

2 Design of Common DC Bus Architecture for FCS

Agrid-connected commonDCBus architecture for FCS is proposed in this study. It is
assumed that 10 eV bays for charging are installed and that each EVbay has a 62 kWh
(based upon a Nissan Leaf S Plus 2019) battery rating. Since it is desired that 80% of
battery charging is required in about 25 min, the criteria used to calculate the rating
of the station is P = E/t, where P = charging power in watts, E = Battery Energy in
Wh, t = charging time in hours [7], a charging station with a rating of 118 *10 kW,
i.e., 1.18MW is required. Considering some contingency reserves for different kinds
of vehicles to be charged, the FCS power rating is, therefore, estimated to be about 2
MVA. Other essential parameters such as rated capacity, DC bus voltage, and size of
DC bus capacitance are calculated with the help of formulas given in Table 1 [8–10].

In this era of smart grids, the inclusion of this kind of system raises the possibility
to manage islanded, V2G, V2H, and V2V operations. Distributed energy resources
may also become part of this kind of system.

In this grid-connected system, nearly Unity Power Factor (UPF) operation should
be maintained at the Point of Common Coupling (PCC). Control system algorithms
can be employed to reach this aim. The system should meet power quality standards,
and IEEE 519-1992 (revised in 2014) standards are taken as a reference for the
measured harmonic values. In this paper, only the charging operation and its impacts
on power quality are considered.

Common DC bus architecture with 10 EVs is proposed in this paper. It has a
common DC bus connected to the host utility grid through an AC-DC converter and
a distribution transformer (DT), as shown in Fig. 1 [11, 12]. This architecture consists
of three different stages: (1) Grid to DT, (2) AC-DC conversion with 2-Level VSC
and Common DC Bus (CDCB), and (3) DC-DC conversion.
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Table 1 Formulas to calculate important values for Fast Charging Station (FCS)

Value Formula

Rated capacity of charging station (SR) SR = KloadNslotPev
cosΦ

where Kload = 1.1 (overload factor which takes into
account the overload due to transients)
Nslot = Number of available charging slots (taken as
10)
Pev = Charging power rate of an EV (Max.)
cosΦ = Power factor of the system (0.95)

DC bus voltage (Vdc) Vdc ≤ V bat
min

mmin
, where V bat

min = minimum battery

voltage
mmin = minimum modulation index

Capacitance value (Cdc) [9] Cdc = SR∗2nt∗�p∗cosΦ

v2dc∗�v

where t = AC voltage wave period
n = multiple of t
�p = DC power range of change
�v = allowable DC bus voltage range of change in
percentage

Fig. 1 Common DC bus architecture

2.1 Stage I (Grid to DT)

In stage I (Fig. 1), the host utility grid is connected to a Distribution Transformer
(DT) and filters. The assumed electric grid rating is 2 MVA, RS = 0.02 �, XS = 2
µH, 60 Hz on the basis of 10 bays FCS. The utility grid is connected to the common
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DC bus through a 2 MVA, 1200/600 V, 60 Hz DT. An AC filter of rating 60 kVA,
comprising a 5 � resistor and 20 µF capacitor in parallel, and with a 4 mH series
smoothing reactor is used for filtering purposes. The ripple filter is important to filter
out distortions from the supply waveform as the load is nonlinear in nature. This filter
consists of capacitors Cr1 to Cr3, small damping resistors Rd1 to Rd3, and smoothing
series inductors Lg1–Lg3.

The values of these components can be calculated by using Eq. (1) [13]:

L f = 0.013VLMAX

2π f Icr
(1)

where Lf = Filter Inductance, VLMAX = Max. Line Voltage, f = Frequency in Hz,
Icr = Critical Current. Value of filter capacitance can be calculated by using Eq. (2):

C = 1

4Π2 f 2L f
(2)

These passive filters are vital to suppress the high-frequency harmonics produced
by the converters. LC filter with a small damping resistor is a basic design and can
be improved with LCL, LLCL-, LCL-LC- type filters. The change in configuration
of the filter makes it a complex and expensive solution [14, 15].

2.2 Stage II (AC to DC Conversion with 2-Level VSC
and CDCB)

A two-level, 3-phase VSC is used as the main converter. This DC supply is fed to
the common DC bus voltage of 400 VDC with the support of a 3300 µF DC link
capacitor. This system component rating is designed for a maximum of 10 EVs.
In this architecture, the Common DC bus is unipolar in nature. There are many
advantages of the DC bus as it increases the stability and reliability of the system. It
is easy to add renewable energy resources to FCS with a common DC bus [16]. The
efficient control strategy for a 2-level VSC is significant for reliable and fast charging.
Many control methods are proposed in the literature, i.e., (a) Instantaneous Reactive
Power Theory (IRPT) (b) Synchronous Reference FrameTheory (SRFT), (c) Current
compensation using DC bus regulation, (d) Computation based on per phase basis,
(e) Scheme based on neural network techniques, and (f) Adaline-Based Control
Algorithm [17–20]. IRPT and SRFT are the most commonly used control strategies
for maintaining the Unity Power Factor (UPF) at the source side. Reference source
currents are generated by the control method and are used to generate switching
pulses for the VSC. In this work, two control strategies are used and compared. Both
of these control strategies are based on the SRFT, but there is a difference in the
implementation of these control methods. These control strategies are explained in
the next section.
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2.3 Stage III (DC to DC Conversion with EV Batteries)

Each EV bay consists of a DC-DC converter with a DC filter capacitor of 700 µF.
The EVs can then be connected to this stage. A 0.3 µH inductance is assumed to be
part of the leakage/parasitic inductance between bays. The battery is a 360 V, 1000
Ah Li-ion battery.

A DC-DC converter is required to control the charging/discharging of the battery.
This converter may be either on-board or off-board. These converters permit bidi-
rectional power flow from the EV battery and help in absorbing the regenerative
braking energy during driving. In the charging mode, this bidirectional converter
acts as a boost converter, and during the discharging/braking mode, it works as
a buck converter [21–24]. There are many available topologies for these kinds of
converters. In this work, the charging stage can be operated with the help of the
Constant Current–Constant Voltage (CC–CV) method and can be divided into two
modes of operation. In mode I, the current remains constant, and the voltage rises
up to a preset value. In mode II, a constant voltage is delivered by the charging
circuit, and the current starts decreasing slowly. The buck-boost converter operation
can be understood from Fig. 2. In Fig. 2a, the boost converter operation is shown,
which works when there is charging of the EV battery termed as the Grid to Vehicle
(G2V) mode or regenerative braking during the driving cycle of the vehicle. In it,
the upper IGBT and lower parallel diode work. This operation charges the battery
during either the fast charging operation or when there is braking of the vehicle.
It saves energy during the driving cycle, and the system becomes highly efficient.
Similarly, in Fig. 2b, the buck converter operation is shown, which works during
battery discharging, i.e., Vehicle to Grid (V2G) operation and acceleration mode of
the driving cycle [25]. In it, the lower IGBT and upper diode conduct consecutively.
This bidirectional operationmakes the system efficient and economical. In this work,

Fig. 2 Buck-boost converter operation
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only the charging operation is studied, so the converter works in the boost operation
mode.

3 Control Strategy for VSC in EVFCS

In this study, a 2-level VSC is used because of its simple structure and well-adopted
technology. In this work, the dq-SRF (Synchronous Reference Frame) theory and
Unit Template Control (UTC) methods are used and compared. The dq-SRF is the
commonly used synchronizing strategy for converters based on the Phase-Locked
Loop (PLL) technique, while UTC is a comparatively new algorithm that uses simple
unit templates.

3.1 The dq-SRF (Synchronous Reference Frame) Control
Strategy

In this method, a 3-phase frame (d-q-0) that is rotating at synchronous speed is
considered as the reference frame. This frame consists of a two-phase axis, namely
d- and q-axes. As the speed of this frame is same as the system frequency or stationary
frame, the d-q frame is assumed as the DC quantity under steady-state conditions.
The implementation of the dq-SRF method can be understood from Eqs. (3) and (4)
for real and reactive power [26].

P(t) = 3

2

[
vd(t)id(t) + vq(t)iq(t)

]
(3)

Q(t) = 3

2

[−vd(t)id(t) + vq(t)iq(t)
]

(4)

In Eqs. (3) and (4), if vq = 0, the real and reactive power components P(t) and
Q(t) are proportional to id and iq, respectively. Due to this simplicity, the dq-SRF
strategy is extensively employed for controlling the VSC. The block diagram of the
dq-SRF strategy is shown in Fig. 3.

In Fig. 3, three grid currents (ia, ib, ic), DC bus voltage (VDC) of the VSC, and
PCC voltages (V sa, V sb, V sc) are sensed as feedback signals. The grid currents in
the three phases are converted into the dq0 frame using Park’s transformation as per
Eq. (5):

⎡

⎣
id
iq
io

⎤

⎦ = 2

3

⎡

⎣
cos θ − sin θ 1

2
cos

(
θ − 2π

3

) − sin
(
θ − 2π

3

)
1
2

cos
(
θ + 2π

3

)
sin

(
θ + 2π

3

)
1
2

⎤

⎦

⎡

⎣
ia
ib
ic

⎤

⎦ (5)
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Fig. 3 Block diagram of dq-SRF control strategy

The PCC voltages are synchronized with these signals by using a 3-phase PLL.
After that, theDCcomponents of current are extracted, and the systemcanbeoperated
in the UPF operation. The Iqref is set to zero to obtain the UPF operation. The UPF
operation is desired for control operation, and the reference currents are obtained by
the reverse Park’s transformations as per Eq. (6):

⎡

⎣
i∗sa
i∗sb
i∗sc

⎤

⎦ =
⎡

⎣
cos θ sin θ 1

cos
(
θ − 2π

3

)
sin

(
θ − 2π

3

)
1

cos
(
θ + 2π

3

)
sin

(
θ + 2π

3

)
1

⎤

⎦

⎡

⎣
i∗d
i∗q
i∗0

⎤

⎦ (6)

These reference signals are further supplied to the PWM controller to generate
gate pulses. In the dq-SRF control strategy, mining of synchronizing components
(Sin θ, Cos θ ) is done by using Park and Inverse Park transformations.

3.2 UTC Strategy

UTC algorithm is also based on the SRFT theory, but it uses a unit template instead of
PLL to extract the synchronizing components. The overall execution time becomes
small. In the UTC, an indirect current control method is used to obtain reference
signals for PWM switching of the VSC. The 3-phase voltages at PCC along with DC
bus voltage of VSC are used for implementing this control algorithm. These sensed
voltages from PCC and the DC bus are used to derive 3-phase reference supply
currents, as shown in Fig. 4.

In Fig. 4, V sa, V sb, and V sc are the 3-phase voltages that are sensed at the PCC,
and a BPF is used to filter out any harmonics. Similarly, the DC bus voltage of VSC
is also used as a feedback signal for the control strategy. BPF plays a vital role in
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Fig. 4 Block diagram of UTC strategy [27]

real-time implementation. The self-supporting DC bus is realized using a PI voltage
regulator, and VDC is the voltage of the bus, and V *

DC is reference DC value. This
PI voltage regulator gives I*ssp as the amplitude of in-phase components of reference
supply currents. This amplitude is calculated by using average DC bus voltage (VDC)
from the DC bus, and its reference value is set as V *

DC. A comparison of these two
values results in a voltage error that is fed to the voltage regulator. In the voltage
regulator, proportional (Kp) and Integral (Ki) gain constants are set to achieve the
desired DC bus voltage. The error signal is set as per Eq. (7):

VDCerror = V ∗
DC − VDC (7)

The 3-phase unit current vectors (upa, upb, upc) are obtained to be in-phase with
the filtered (through BPF) PCC voltages (V sa*, V sb*, V sc*). These unit vector values
are further multiplied with Issp* to obtain the reference supply currents as follows:

I ∗
sa = I ∗

sspupa, I ∗
sb = I ∗

sspupb, I ∗
sc = I ∗

sspupc (8)

These reference values are fed to the PWM signal generator to compare with grid
currents and provide the gate signals. In (8), usa, usb, and usc are in-phase unit currents
obtained from the operation of estimated voltage values as

Upa = V ∗
sa/Vsp, Upb = V ∗

sb/Vsp, Upc = V ∗
sc/Vsp (9)

where V sp is the amplitude of supply voltage and is calculated by using Eq. (10)

Vsp =
{
2

3

(
V 2
sa∗ + V 2

sb∗ + V 2
sc∗

)}
1
2

(10)
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This value is further used to calculate reference direct and quadrature values to
generate a gate signal for VSC. These reference values are fed into the PWM signal
generator to compare with grid currents and generate gate signals [28, 29].

Higher rating and number of conversion stages make the system complex. This
complexity increases power quality problems in the FCS, in which harmonics are
predominant. The reason for these harmonics is the nonlinear nature of converters and
this nonlinearity increases with the number of conversion stages. So, there are strict
requirements for Total Harmonic Distortions (THD) as per power quality standards
and grid code [30, 31]. The problem of power quality is discussed next.

4 Power Quality Problems Associated with EV FCS

EVs are new, nonlinear dynamic loads thatmay cause power quality-related problems
in the electric grid depending on the strength of the grid and distribution network at
the PCC. Harmonics produced by the loads may increase I2R losses in the winding
of the distribution transformer, which may affect its aging and life span.

In the FCS, EVs behave like highly nonlinear loads due to the use of power
electronic converters. The rating of FCS is relatively high as compared to other
electrical loads; therefore, PQ problems are significant. PQ problems are further
subdivided into long- and short-term voltage variations and interruptions, transient
electromagnetic disturbances, and steady-state harmonics and inter-harmonics [32].

There are standards maintained by many leading organizations and societies to
govern the power quality issues in the power system. SAE, IEEE, IEC, American
National Standard Institute (ANSI), British Standards (BS), Information Technology
Industry Council (ITIC), and Computer Business Equipment Manufacturing Asso-
ciation (CBEMA) are prominent organizations that are maintaining PQ standards
[33]. IEEE 519-2014 is a leading standard to follow the set the limits for current and
voltage harmonics. These limits are shown in Tables 2 and 3.

The calculation of THDv andTHDi is vital to implement themeasures to safeguard
the power system from PQ problems.

5 Results and Discussion

Both the control strategies are employed to the common DC bus architecture of FCS
with different transformer configurations in the MATLAB/Simulink® environment.
The analysis is done for (a) Steady state and (b) Dynamic state. In Figs. 5, 6, 7, 8,
9, and 10, results of star-delta (Y-�) configuration of a DT operating in steady state
are compared.

In Fig. 5(a), State of Charge (SoC) using both the control strategies is compared.
It is shown by zooming in Fig. 5(b) that battery charges faster in case of UTC rather
than the dq-SRF control strategy.
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Table 2 IEEE Standard 519-2014: Current distortion limits for general distribution systems (129–
69000 V) [34, 35]

Maximum harmonic current distortion (in percent of IL)

Individual harmonic order (odd harmonics)

Isc/IL h < 11 11 ≤ h < 17 17 ≤ h < 23 23 ≤ h < 35 35 ≤ h TDD (%)

<20* 4.0 2.0 1.5 0.6 0.3 5.0

20 to <50 7.0 3.5 2.5 1.0 0.5 8.0

50 to <100 10.0 4.5 4.0 1.5 0.7 12.0

100 to <1000 12.0 5.5 5.0 2.0 1.0 15.0

>1000 15.0 7.0 6.0 2.5 1.4 20.0

Even harmonics are limited to 25% of the odd harmonics above
Current distortions that result in a DC offset, for example, half-wave converters, are not allowed
ISC =maximum short-circuit current at PCC and IL =maximumdemand load current (fundamental
frequency component) at PCC

Table 3 IEEE Standard
519-2014: Voltage distortion
limits [36, 37]

Bus voltage at PCC Individual voltage
distortion (%)

Total voltage
distortion (%)

1 kV and below 5.0 8.0

1 kV–69 kV 3.0 5.0

69.001–161 kV 1.5 2.5

161.000 kV and
above

1.0 1.5

Fig. 5 Comparison of SoC of dq-SRF control strategy and UTC strategy (blue line)

Fig. 6 Comparison of input voltage with (a) dq-SRF control strategy (b) UTC strategy
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Fig. 7 Comparison of input current (a) dq-SRF control strategy with (b) UTC strategy

Fig. 8 Comparison of stability (a) dq-SRF control strategy with (b) UTC strategy

Fig. 9 Comparison of THD (voltage harmonics) for control strategies (a) dq-SRF control strategy,
THD = 5.44% and (b) UTC, THD = 4.80% with fully loaded (10 EVs) common DC bus in
Star-Delta Transformer Configuration

In Fig. 6, input voltage waveforms for both the control strategies are compared.
The voltage waveform of UTC is relatively sinusoidal as compared to the dq-SRF
waveform. UTCwaveform has distortions, but notches in the case of dq-SRF strategy
can create an unbalance in the system.
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Fig. 10 Comparison of THD (current harmonics) for control strategies (a) dq-SRF control strategy,
THD = 6.29% and (b) UTC strategy, THD = 1.12% with fully loaded (10 EVs) common DC bus
in Star-Delta Transformer Configuration

In Fig. 7, input currents in case of both the strategies are compared. A waveform
using UTC strategy is more stable and balanced as compared to the dq-SRF control
strategy.

In Fig. 8, closed-loop stability analysis using Bode plots of both the control
strategies is presented. It can be seen that both the control strategies are stable,
but UTC strategy gives better response as observed from phase and gain margins.
The phase margin is 90.2° at gain crossover frequency in UTC strategy while gain
margin is 17.4 dB during phase crossover frequency. Comparative analysis shows
that UTC strategy is more stable and gives faster response in the closed-loop stability
analysis.

In Figs. 9 and 10, voltage and current distortions (i.e., THDv and THDi) are
compared in the case of star-delta (Y-�) DT configuration. It can be observed from
the FFT analysis that the UTC strategy gives better results in terms of power quality.
In the case of THDi (Fig. 10), harmonics are higher in the case of dq-SRF, which is
unacceptable as per IEEE 519-2014 standards [38]. An interesting result observed
in the dq-SRF case is that even-order harmonics are predominant, which results in
an unbalance in the resultant waveforms.

In Table 4, THDv and THDi for dq-SRF and UTC control strategies are compared
by considering different DT configurations. It has been observed that THDi is unac-
ceptable in the case of dq-SRF as per IEEE 519, and there is more unbalance in the
waveforms due to second-order harmonics, as second-order harmonics cancel out
and THDv magnitude is lesser.

In Figs. 11, 12, 13, and 14, the results of the star-delta configuration of DT during
the dynamic state caused by the three-phase (short-circuit) fault are shown. The fault
state is created for a small duration (3 cycles), and stability of the system for both
the control strategies is compared.

In Fig. 11, Input voltage waveform for both the control strategies during the
dynamic state are compared. The voltage waveform of UTC gets stable faster than
the dq-SRF control strategy.

In Fig. 12, Input Current in case of both the strategies during the dynamic state is
compared. It can be seen that the waveform of UTC gets stable in 0.01 s as compared
to 0.035 s in case of the dq-SRF control method.
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Table 4 Comparison table for control strategies using different DT configurations

Harmonics during battery charging (G2V), fully loaded bus (10 EVs)

Control strategies used dq-SRF control
strategy

UTC strategy

Type Transformer
connection
configuration

Harmonics
type
(THD)

Percentage
harmonics
(THD)

Off-set
component

Percentage
harmonics
(THD)

Off-set
component

Unipolar
common
DC bus
charging

Star-Delta Voltage 5.44 Nil 4.80 0.02

Current 6.29 Nil 1.12 0.02

Delta-Delta Voltage 5.44 0.01 4.89 0.01

Current 6.20 0.07 1.13 0.03

Star-Star Voltage 5.44 0.07 4.89 0.08

Current 6.20 0.07 1.13 0.03

Delta-Star Voltage 5.44 0.01 4.88 0.01

Current 6.21 0.09 1.12 0.03

Fig. 11 Comparison of Input Voltage (dynamic-state) with (a) dq-SRF control strategy (b) UTC
strategy

Fig. 12 Comparison of input current (dynamic-state) with (a) dq-SRF control strategy (b) UTC
strategy

In Figs. 13 and 14, voltage and current (THDv and THDi) harmonics during the
dynamic state are compared in the case of star-delta (Y-�) DT configuration. It can
be seen from Fig. 13, THDv is higher in the case of the dq-SRF control strategy as
compared to UTC, while THDi is higher in the case of UTC as compared to the
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Fig. 13 Comparison of THD (Voltage Harmonics) during dynamic-state for control strategies (a)
dq-SRF control strategy, THD= 80.94% and (b)UTC, THD= 79.75%with Fully loaded (10 EVs)
common DC Bus in Star-Delta Transformer Configuration

Fig. 14 Comparison of THD (Current Harmonics) during dynamic-state for control strategies (a)
dq-SRF control strategy, THD= 27.72% and (b)UTC, THD= 36.96%with Fully loaded (10 EVs)
common DC Bus in Star-Delta Transformer Configuration

dq-SRF control strategy. But the current waveform is more unbalanced in the case
of dq-SRF, so the UTC strategy is more stable than the dq-SRF strategy and the
response is faster.

6 Conclusion

In this paper, an electric vehicle fast charging station based on the common DC bus
architecture is studied. In this architecture, a 2-level AC-DCVSC followed by a DC-
DC converter is utilized. Two different control strategies for the VSC are employed
and compared under steady-state and dynamic conditions. The two different control
strategies are the dq-SRFandUTCcontrol strategies. The two strategies are compared
in terms of the following variables: Input voltage, Input current, stability, THDv, and
THDi. It is found that the UTC strategy is more robust, stable, and has lesser impact
on THDv and THDi. The settling time of UTC is also faster than the dq-SRF control
strategy.

Different transformer configurations are also compared to study the impacts on
PCC. The star-delta configuration of the transformer is found to be better than other
configurations in terms of power quality.
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Appendices

(A) dq-SRF Control Strategy: Kpq = 4, K iq = 0.002, Kpd = 1.85, K id = 0.002,
KpDC = 1.9, K iDC = 0.002, PLL gains (KpL = 180, K iL = 3200, KD = 1),
VDCref = 400 V.

(B) UTCStrategy:KpDC1 = 2,K iDC1 = 1, Band Pass Filters: Lower Passband Edge
Frequency= 2*pi*50 rad/s, Upper Passband Edge Frequency= 2*pi*70 rad/s,
LPF Passband Edge Frequency = 2*pi*10 rad/s, V*

DC = 400 V.
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Study and Implementation of 1-Phase
DVR for Power Quality Enhancement

CH. S. Balasubrahmanyam and Om Hari Gupta

1 Introduction

With the evolving power electronics (PE) technology, the implementation of control
strategies has become so easy [1]. Simultaneously, a lot of harmonics are also injected
because of the PE-based loads [2]. Apart from harmonics, other power quality distur-
bances are also present in the distribution systembecause of the continuous variations
in the nature and demand of the loads [3]. There are several critical and sensitive
loads which require good quality supply for their proper functioning [4]. One way
of maintaining the proper voltage at the load end is to connect a DVR in series with
the line [5]. The idea behind connecting the DVR is to inject the error voltage in
between the supply and load so as to maintain load voltage magnitude. Also, using
DVR, the waveform distortion problem can be addressed [6]. From the literature,
some of the control strategies for the implementation of DVR are: using MPC to
control the quasi z-source inverter-based DVR [7], unit vector template generation
(UVTG)-based DVR [8], and synchronous reference frame theory (SRFT)-based
DVR using photovoltaic system [9]. In the SRFT method of DVR control, if the
system is unbalanced, negative sequence components may disturb the controller and
that leads to malfunction, so, DSC pre-filter used PNSE is incorporated to extract the
instantaneous symmetrical components (ISC) from grid voltages. It also uses multi-
loop feedforward controller to enhance the DVR operation [10]. A new improved
control strategy for voltage quality uses self-recovery of energy and to minimize the
active power consumption during self-recovery of energy stage and another is to allow
smooth switching in dynamic process [11]. A DC-DVR is illustrated to compensate
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the voltage sag at sensitive DC loads in power grid and an isolated DC-DC converter
is made to work as a DC-DVR [12]. A DVR is to recompense -ve sequence voltage
and harmonics in voltage based on a new double closed-loop control strategy and
in this the outer voltage loop is based on PMR controller and the inside current
loop is done using proportional controller and the tuning parameters are based on
root locus so that the stability can be improved [13]. DVR is implemented to reduce
voltage-related problems based on in-phase compensation strategy and illustrated by
simulation in EMTDC of PSCAD [14]. A dual-function DVR (DF-DVR) is imple-
mented with recloser in power system, this not only improves power quality but also
limits the current during fault conditions to optimal value [15]. In this paper, based on
error, the reference is generated and the VSC is controlled using hysteresis voltage
controller.

2 Working and Control of DVR

The block diagram of proposed DVR is represented by Fig. 1. The appropriate loca-
tion of DVR is to connect before the load bus which demands stiff voltage profile for
high performance of sensitive loads. For harmonics compensation, an active source
is not necessarily needed but for sag and swell compensation, an active source is
compulsory. So DC source is employed. As the considered power system is 1-phase
AC, DC from the source should be converted into AC to perform compensation, for
this VSC is required. Filter circuit is to remove the high-frequency disturbances in the
injected voltage. A series voltage injection transformer is employed to inject voltage
into the system at desired level for compensation. Firing pulses are generated using
the control logic as mentioned in Fig. 2 and are given to the VSC for satisfactory
operation. Therefore, voltage at the load bus is the algebraic sum of voltage at source
(or grid) and voltage injected by DVR into the system as mentioned in the Eq. (1).

Fig. 1 Representation of
typical DVR using DC
voltage source
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Fig. 2 Flow chart for the
generation of firing pulses

Figure 2 represents the flow diagram of controlling scheme of DVR. The grid bus
and load bus voltages (i.e. Vg and V1) are measured and the peak magnitude of load
bus voltage (Vg) is obtained. A peak magnitude of specific reference voltage (V*)
is predetermined for the desired load bus to which sensitive loads are connected.
The actual peak magnitude of grid bus voltage is continuously compared with the
peak magnitude of specific reference load bus voltage. From this, the error (E) is
found and this error in peak magnitude form is multiplied with a template which is
generated using grid voltage phase (ωt) obtained from PLL block. This product (E
sin(ωt)) is the reference voltage which is to be tracked by the VSC to compensate
the voltage . Hysteresis voltage control is used to generate pulses for the series VSC
corresponding to reference generated. The compensated load voltage V 1 is given
below in (1).

Vg + VDVR = V1 (1)

Since the existence of non-linear type loads and connected to grid, they draw
harmonic components of current from the system. Due to this, the bus voltages get
distorted. This distorted bus voltage shows its significant impact on the sensitive
loads. So, these distortions must be eliminated from the bus voltages. The harmonics
in the bus voltages are cancelled out by injecting the same harmonic voltages out of
phase in to the system using series VSC of DVR. Therefore, the load bus voltage
will be free from distortions that results in good performance of sensitive loads.
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3 Performance of DVR and Simulation Results

For performance investigation of 1-phase DVR, MATLAB-based simulation is
carried out. A typical DVR configuration as given in Fig. 1 which describes the
connection of DVR through the voltage injection transformer connected in series to
the system. For sag and swell compensation, intentionally a decrement of 30% of
nominal voltage and an increment of 30% of nominal voltage are created at grid side
(VS) as mentioned in Fig. 3a which are known as voltage sag (0.1–0.35 s) and voltage
swell (0.6–0.85 s), respectively. Now, DVR is expected to inject the needed voltage
in series with the system voltage to compensate the sag or swell in the system. In
Fig. 3b, the generated reference voltage which is to be tracked by the VSC of DVR
and the actual DVR voltage are depicted and they both are nearly matched which is
desirable. Therefore, the nominal voltage ismaintained at the load bus. The presented
DVR is taking less than half a cycle to restore it to the nominal voltage whenever
there is sag or swell in the system voltage.

As it is mentioned that one of the functions of DVR is to compensate harmonics
in system voltage, here, Fig. 4 illustrates results for harmonics compensation in
system voltage. Intentionally 10% of 3rd and 8% of 5th harmonics are introduced
to the system voltage from 0.2 to 0.4 s and the corresponding waveform is shown in
Fig. 4a to show how the system voltage is distorted when it consists of harmonics.
Figure 4b describes the tracking of the generated reference voltage by the VSC of

Fig. 3 Performance of DVR against sag and swell problems
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Fig. 4 Performance of DVR against waveform distortions

Table 1 Complete system
data

Parameter/Device Rating

Voltage 230 V

Frequency 50 Hz

Voltage Injection
Transformer

230/230 V, 50 Hz
2.5 kVA

Load 230 V, 2.64 kW

DVR for harmonics compensation. So, the 3rd and 5th harmonics are excluded from
the system voltage and only fundamental component of system voltage is appeared
at the desired bus which is clear from the Fig. 4c. The DVR is very fast in response
to harmonics compensation of system voltage. The complete system data is shown
in Table 1.

4 Conclusion

A discussion about the requirement of power quality enhancer has been included in
this paper and then the working and control of DVR have been added. The DVR
presented in this study uses the error voltage obtained from the magnitude difference
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of reference and actual grid bus voltages. A series voltage is injected correspond-
ingly. The control scheme is quite simple and easy to implement. The simulation
results have been obtained for both the sag and swell problems as well as for wave-
form distortions. The results proved the effectiveness of the presented 1-phase DVR
technique.
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Study and Simulation of a PMSG-Based
Wind Turbine

Sriparna Das and Om Hari Gupta

1 Introduction

Nowadays, themotto of every country is to increase the production of energy by using
renewable sources by running the industry for generating energy from turbineswhose
blades are rotated by wind, from solar cells whose energy is stored from sun’s rays,
and from themovement of the tide, waves, etc. Both, the enormous power availability
in the form of wind and increment in load demand have led to a significant increase in
the production of energy from the wind turbines. At the end of 2010, the production
became 180,850MWbut in the year 2019,we can see the power production increased
to 622,704 MW.

The increased production in power generation from wind is shown in Table 1.
From this table, we can see that due to the increase in demand every year, the
power generation gets increased. Wind turbines, whose power generation capacity is
high, run on the principle of adjustable speed generators (ASGs). The small power-
producing wind turbine uses the constant speed “Danish concept” shown in Fig. 1
which tells about the direct conversion of wind energy to electrical energy using a
squirrel cage IM attached with the AC power grid. With the help of a fixed gear
ratio, the rotating shaft of the generator is connected with a turbine. While some of
the induction generators use pole-adjustment winding to run at various synchronous
speeds, at a certain operating condition, the Danish turbine has to run at a certain
speed only. In the case of a fixed-speed turbine, the performance depends on the
mechanical sub-circuits. When the wind strikes the blade every time, there will be
a wide deviation in the output power. For sustaining this kind of operation, the stiff
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Table 1 Year-wise
production of power from
wind turbines [1]

Year Onshore wind capacity
(MW)

Offshore wind capacity
(MW)

2010 177,794 3,056

2011 216,244 3,776

2012 261,575 5,334

2013 292,749 7,171

2014 340,808 8,492

2015 404,558 11,717

2016 452,485 14,342

2017 495,565 18,837

2018 540,191 23,629

2019 594,396 28,308

Fig. 1 Overview of grid
connected wind turbine

functioning of the power grid is required for making a stable operation by absorbing
the mechanical stresses. Nowadays, ASGs are much preferred than FSGs, known
as fixed speed generators, due to less cost and they also provide the controlling of
the pitch very easily. The speed at which the generator revolves depends upon the
frequency and this speed control makes the time constant value higher which lessens
the complexity of the controlling of the pitch. The value of the pitch angle remains
unchanged at a lower value of the wind speed. When the wind speed is increasing
in nature to limit the output power pitch angle controlling technique is generally
preferred. ASGs help in reducing the mechanical stress and thus the pulsating nature
of the torque. As the toque is free from pulsating due to elasticity that evolved in
the system, power quality gets improved. The efficiency of the system improves and
the noise gets reduced. Moreover, islanding can also be allowed easily in ASGs than
FSGs. So ASGs are preferred over FSGs.

InFig. 1,we can see that the basic blockdiagramshowing awind turbine connected
to the grid. The blades rotate and provide mechanical power to the generator unit
via a gearbox. The energy transfer takes place from mechanical to electrical form
with the help of a generator unit followed by a transformer for increasing the voltage
as per the required level and is connected to the grid [2]. In Fig. 2, we can easily
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Fig. 2 Varying electrical
power corresponding to
change in turbine speed [3]

see how, with the change in turbine speed, the output power is varied. The red line
depicted in the graph shows the maximum power point tracking of a wind energy
conversion system.

In this paper the authors demonstrated at first the types of wind turbine generators
and why the authors selected the PMSG method in their simulation. Then there is
present the boost converter design and a discussion on one of the techniques ofMPPT
which the authors have included and at last the inverter design, and finally the paper
is concluded with simulation results and observation.

Direct-in-line Adjustable Speed Generator: In this case, a generator running
at synchronous speed is employed to obtain AC with changing frequency. So, using
a converter of high range is essential to convert the changing frequency to some
constant value. This is employed up to 1.5MWand there are also somedisadvantages.
The use of a power converter which is rated at 1 p.u is costly. To make the output
free from ripple at the end of the inverter, the filter is used, making the design
tougher, and also the efficiency of the converter is considered to be important. If
the efficiency of the converter decreases, the power generated also becomes less—
affecting the reduction in the whole system efficiency. Figure 3a shows the model of
a direct-in-line ASG.

Doubly-Fed Induction Adjustable Speed Generator System: In this case, the
stator windings are directly attached with the grid while the rotor windings are
attached with grid via back-to-back converter blocks. By decoupling, the capacity

Fig. 3 Block diagram model of a direct-in-line ASG b DFIG-based ASG system
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of the converter can be varied and made 30% of the wind turbine. So, the cost of
the converter, as well as harmonic filter, is reduced. The disadvantages of using a
direct-in-line adjustable speed generator are overcome by the doubly-fed induction
generator. It consists of a converter block attached with the rotor winding, working
on all four quadrants. The rating of the inverter becomes 25% of the power produced
so it lessens the inverter costs. As the power becomes 25%, the filters also become
0.25 p.u of the whole system so the filter design becomes easier and the costs also
reduce. Because of using IGBT whose switching and heat losses are less than other
devices, the efficiency of themodel improves. AsDFIG isworking on a four-quadrant
operation, the power factor controlling scheme can be achieved at very optimum or
low costs. Figure 3b depicts the model of the DFIG-based ASG system.

The requirement of gearbox, in case of DFIG, for high-speed control, makes the
system bulky and costly. The replacement of DFIG by PMSG will serve the purpose
effecively. The use of PMSG is a common and a modern method nowadays and as
it is associated with low speed, a gear-box is not required for control. It has high
efficiency as movable magnets are used [4]. If permanent magnets are used, there
is no requirement of extra electrical energy. So, in the exciter, the copper loss is
absent. As there is the absence of a commutator and brush arrangement, mechanical
losses cannot take place, making the system compact by nature. Due to the usage of
a high-power magnet, the rotor windings are not required. This helps the generator
to be small in size and light in weight. As the rotor winding is absent, no current can
flow in the rotor circuit, so heat produced is much less in the rotor circuit. The heat
that is produced in the stator can easily be cooled down as the stator is static and it is
present on the periphery of the generator. The insulation of the winding used and the
magnet last for a long time. The absence of mechanical arrangements decreases the
failure chance of the instruments and also lessesn the noise associating with them.
By getting these advantages, PMSG can easily be replaced by DFIG but can be run
with less wind speed.

2 Methodology

The model is created in MATLAB 2015a. The pitch angle, generator speed, and
wind speed are taken as inputs to the wind turbine. The turbine shaft rotates and
the output is torque and mechanical speed. This is fed as an input of a permanent
magnet synchronous generator which gives us a three-phase supply. The three-phase
supply is converted to single-phase DC by using rectifier units. Here, we measure the
voltage and current. Then as per the required voltage output, we are designing the
boost converter to increase the voltage. We know only the frequency of the supply
and the input voltage; from there as per the requirement of the output voltage we
are designing the inductor, capacitor, and resistor values which help to step up the
voltage. After boosting, we are attaching a capacitor that acts as a filter in reducing
the ripple. Then the single-phase supply is required to be converted into three-phase
AC supply by the use of the inverter unit, and the inverter controller unit is designed.
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We are changing or converting it from DC to AC; as the loads that are attached are
AC in nature, we have made this conversion [5].

3 Designing of a Boost Converter

To design the boost converter, the parameters that are available are rectified output
voltage from PMSG which serves as an input to the boost converter, frequency, and
load current. So, we can use the following formulas to find out the values of the
inductor, capacitor, and resistance. They are as follows:

V0 = Vin

(1− D)
(1)

Load Resistance = V0

I0
(2)

Duty Cycle = 1− Vin

V0
(3)

Capacitance (C) = I0D

fsVs
(4)

Inductor (L) = VsD

fs I0
(5)

By using these five sets of formulas, we can easily boost up the voltage that is
required at the consumer end [6].

In Fig. 6, it can be seen that a block named MATLAB Function is used, in which
the code is written for providing duty to the inverter. The logic behind the code comes
from the flow chart of the Perturb and Observe method, that is P&O, for maintaining
the output voltage constant. This process is taken as the P&O method only requires
the final output state and the previous to the final output state and is not dependent on
any parameters like surroundings, humidity, etc. The process is quite fast in obtaining
the condition, which has been discussed subsequently.

4 Perturb and Observe Method

This technique is most widely used among all other MPPT methods where we can
easily track or find out the maximum power point for keeping the boost converter
output constant and the output also maximizes. In this method, the current power
reading Pk and the previous reading Pk−1 are found out, and they both are compared.
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First, a small perturbation is introduced in the system and with that change in pertur-
bation, the duty cycle is changed to track the maximum power point. If Pk > Pk−1,
then the duty cycle is increased and shifts in the right direction to get that point while
if Pk < Pk−1 then the duty cycle is decreased and shifts in the left direction to reach
that point [8]. The algorithm is discussed in Fig. 7.

5 Inverter Controller Design

In this design, the CCVSPWM technique is applied. CCVS stands for current control
voltage source where the increment and decrement of current depend on the change
of DC voltage. The controller compares the DC output voltage with the threshold
voltage, and changes the output current accordingly. Here, DC is fed to the universal
and the pulses are given to this IGBT from a PWM2-level pulse generator. The three-
phase voltage is fed to PLL where we can get the phase as well as the frequency.
Then the voltage is transformed from abc domain to dq0 domain, and a discrete
PID controller is used where we have set the operating range and we have tuned
the controller to get the value of the constant. Then again, it is converted to the abc
domain which we give to the PWM generator for generating pulses for the IGBT [9].
In Fig. 8, we can see the simulated model of an Inverter Controller and the output is
shown in Fig. 9.

6 Simulation Results

Each block has been simulated in MATLAB 2015a and the output is taken. The wind
speed is varied from 6 m/s to 8 m/s, and we are seeing the MPPT with the change in
wind speed. Here, we are keeping the value of density of air ρ = 1.08m3/kg, the value
of gear ratio as 5, the radius as 1.525 m, and finally the speed as 20 revolutions per
second. In the case of PMSGused the stator, the following parameters are considered,
phase resistance as 1.5 �, the armature inductance as 10 mH, flux linkage as 0.119
δWb, the inertia J as 2 J(kg m2) and the number of poles as 4. The three-phase round
rotor is used. Regarding the converter, two resistors of 1 O, Co = 3500 mF, C1 =
500 mF, and inductance of 200 mH are used. Switching frequency is considered to
be 5000 Hz. The complete model of WECS is shown in Fig. 5; the designing of
the converter is shown in Fig. 6 whereas the boosted current waveform presented
in Fig. 4a, b gives the information about voltage. The MPPT method is explained
and the algorithm I shown in Fig. 7. The design of the inverter controller along with
its waveforms is presented in Figs. 8 and 9, respectively. When the wind speed gets
increased, it is observed that the power fed to the grid, gets increased and accordingly
the magnitude of voltage and current of the inverter output gets increased [10]. We
can see that the tip speed ratio increases with the increase in time up to 2 s then it
becomes constant when it reaches 2 s (Fig. 10).
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Fig. 4 a Output current and b output voltage waveform of boost converter

Fig. 5 Simulink model of WECS system

Fig. 6 Simulink model of PMSG associated with rectifier unit, boost converter, and controller unit
[7]



44 S. Das and O. H. Gupta

Fig. 7 Perturb and observe algorithm

Fig. 8 Inverter controller design in Simulink

Fig. 9 Output waveform of current and voltage of inverter

7 Conclusion

A detailed study of the WECS system is done by describing one of the MPPT
techniques [11] and also by implementing it in MATLAB. Each block has been
separately simulated and the concerning results are also disclosed. The exact values
and parameters that are used in this study have been given in the simulation section.
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Fig. 10 With changing wind
speed, the maximum power
point tracking

The design of the boost converter [12] along with the design of the inverter controller
[13] is depicted in this paper and also how it is connected to the grid [14] is shown.
As the world is moving toward using renewables, this can also be implemented into
a real project from a simulated module. The effects of the generation of power by
varying wind speed [15] have been clearly described in this paper.
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AMultilevel Boost Converter-Fed
High-Frequency Resonant Inverter
for Induction Heating by Using ADC
Control

A. Kumaraswamy, Ananyo Bhattacharya, and Pradip Kumar Sadhu

1 Introduction

The time-varying magnetic field developed due to the current flowing inside the
working coil results in induced Foucault currents in the nearer workpiece at the
same frequency stated by Faraday [1]. Lenz law illustrates the fact that coil current
produces a magnetic field which is in the opposite direction of the changes in the
magnetic flux. With this addition, the electromagnetic principle became one of the
important laws in electromagnetism. According to Joules law, heat is produced by
passing an electric current through the conductor; heat produced is ohmic heat [2].
The heat developed from electrical energy is known as electric heating. Typically the
applications of electric heating include industrial processes, medical treatment, and
cooking. The heat generated through energy conversion processes is associated with
energy losses. Electric heating is generally classified into two categories, namely
high-frequency heating and power frequency heating. A method of producing heat
at a specific location on a metallic object is known as induction heating [3]. Heating
technology has been popular for over a hundred years, due to its inherent advantages
in the industries, medical and residential applications.

With the development of solid-state devices, the frequency of the inverters can
be increased to a very high value with fewer components and good efficiency,
and hence the cost involved in induction heating for domestic and industrial
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Fig. 1 Conventional induction heating block diagram

applications has reduced drastically. The Various inverter topologies are used in IH
appliances because of the advantages like economical, green environment, less unit
consumption, better heat conversion, accurate process of heating, more reliable and
less electromagnetic noise. These merits can be achieved with solid-state switching
devices, soft-switching inverters, high-frequency circuit components, and analog
and digital control devices [4].

Under the abovementioned conditions, soft switching high-frequency inverter
topologies are essential for IH applications. All these inverters should have a simple
configuration, low cost, wide range of operations, and high efficiency. The high-
frequency soft-switching inverter with voltage control uses Insulated Gate Bipolar
Transistor, Metal Oxide Semiconductor Field Effective Transistor (MOSFET), and
its alternate models are used for practical requirements.

The conventional process of induction heating in which low-level AC frequency is
converted into high-levelAC frequency is as shown in Fig. 1. It contains aConverter, a
DC-Link Filter, and a Resonate High-Frequency Inverter. ElectroMagnetic Compat-
ibility (EMC) Filter compensates the input current harmonics. The converter (Full
WaveRectifier) is used to convert unchangingAC to unchangingDC.ADC-link filter
is used to boost the voltage as well as reduce DC harmonics. High-frequency reso-
nant inverter converts boosted DC to AC with high frequency and then is connected
to load [5].

The proposed paper is sectioned as follows: the family of Multi-resonant
converters is expressed in Sect. 2. The Full-bridge-based operation is selected; its
detailed implementation and its extension to the rest of the scheme are illustrated
in Sect. 3. In Sect. 4, the implementation and experimental results of the proposed
topology are explained, and paper conclusion is summarized in Sect. 5.

The present schemeof aMultilevelBoostConverter (MBC)-based high-frequency
resonate inverter is depicted in Fig. 2. In this scheme, source voltage (Vs) is coupled
to a full-bridge diode rectifier [6, 7] thereby connecting to a two-level boost converter
[8, 9]. DC-link voltage (Vd) is modified by changing the duty cycle of the switched
boost converter which consists of inductor (Ls), three capacitors (C1, C2, and C3),
and three diodes (D1, D2, and D3). A full-bridge inverter having four MOSFETs
with an anti-parallel diode converts boosted DC to AC with high frequency then is
coupled to load.

The Rr and Lr depict the equivalent resonating resistance and inductance of the
workpiece and coil referred to primary. The resonating capacitor (Cr) is used tomake
the circuit underdamped. For normal operation of inverters, the resonate frequency is
chosen below the switching frequency, therefore switching losses are high. To reduce
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Fig. 2 Proposed topology

these turn ON losses zero voltage switching with Asymmetrical Duty Cycle (ADC)
is implemented.

The analysis of the proposed scheme is explained with these assumptions:

• Solid-state devices have ideal characteristics.
• The supply voltage is fixed during switching.
• The resonate frequency is always lesser than the switching frequency.

The resonant coil frequency is given by

Fr = 1√
2πLrCr

(1)

The Quality factor of the coil is given by

Q = 1

R

√
Lr

Cr
(2)

The Multilevel Boost Converter inductance [10] equation is

LS = VsD

�Iin fs
(3)

The Multilevel Boost Converter capacitance [10] equation is

C1 = C2 = C3 = Prated
2ωVdc�Vdc

(4)
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2 MBC Operation Modes

The operation of MBC is classified into two modes are depicted in Fig. 3.
In Mode-I, MOSFET G is turned OFF and the capacitor C3 is charged through

boost inductorLs andDiodeD3.Hence, the capacitorC3 reaches a voltage equal to the
sum of source voltage and inductor voltage (VL) through charging. Hence, diode D3

is reverse biased; it will not conduct. CapacitorsC2 andC3 get charged through diode
D1 to a voltage equal to source voltage, inductor voltage, and capacitor C1 voltage.
In Mode-II, MOSFET G is switched ON; complete current passes through boost
inductor Ls charging it from AC source voltage; capacitor C3 discharges through
diodeD2, capacitorC1, andMOSFETG. Therefore, the capacitorC1 voltage reaches
a voltage in capacitor C3.

Hence, at the end of twomodes, all the capacitors in themultilevel boost converter
get charged equal to the boost converter voltage. For example, if the MOSFET G is
operated with 50% duty cycle, then the voltage of the boost inductor is increased to
twice the input source voltage. Hence, each capacitor voltage reaches twice the power
supply voltage. Since two capacitors (C2 and C3) are feeding the inverter circuit, the
DC-link potential across the inverter will be four times the AC source voltage. This
provides the advantage of employing low voltage source as input sources for the
proposed topology. Various proposed conversion parameters are listed in Table 1.

The voltage (Vc) across the capacitor is

Table 1 Proposed converter
parameter

S. No. Item Symbol Value (unit)

1 Input RMS
voltage

Vs 230 V

2 Boosting
inductance

Ls 1.33 mH

3 Boosting
capacitors

C1, C2, C3 100 uF

4 Parasitic
capacitors

Cs1, Cs2, Cs3,1 Cs4 2 uF

5 Load
resistance

Rr 2.43 ohm

6 Load
inductance

Lr 53.927 uH

7 Load
capacitance

Cr 0.2 uF

8 Duty cycle D 50%

9 Switching
frequency

Fs 50 kHz

10 Resonance
frequency

Fr 47 kHz
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Fig. 3 Operation modes proposed topology. a Mode I (MOSFET G OFF), b Mode II (MOSFET
G ON)

VC = VS

1 − D
(5)

The DC-link voltage (VD) equation of the two-level boost converter is

VD = 2V S

1 − D
(6)

DC-link current (ID) equation is

ID = 4VC

(1 − D)R
(7)

3 Resonant Inverter for Induction Heating

3.1 Principle of Operation

Operation of resonant inverter explained is by the following modes in Fig. 4. Mode I:
At this mode, MOSFETG2 andG4 are initially in OFF condition, and alsoMOSFET
G1 andG3 are in OFF condition. The negative current flows through parasitic capac-
itors Cs1, Cs2, Cs3, and Cs4. Mode II: In this mode, MOSFETs G2 and G4 are still
switched OFF; negative current passing through Cs1 and Cs3 is shifted to parallel
diodes Ds1 and Ds3. In Mode III, MOSFETs G1, G3 are switched ON, anti-parallel
diodesDs1 andDs3 are switched OFF, and ZVS condition is achieved. Output voltage
is equal to Vd . Mode IV: In this mode, MOSFETG1 is still ON,G3 is not conducting
because of the β shifting angle as shown in Fig. 5. It is used to control the output
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Fig. 4 High-frequency resonant inverter operation intervals. a Mode I; b Mode II; c Mode III;
d Mode IV; e Mode V; f Mode VI; g Mode VII, and h Mode VIII
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Fig. 5 ADC control

power. In this mode, capacitor Cs3 starts getting charged and capacitor Cs2 starts
discharging. The current flow through the resonant tank is in the same direction,
and voltage across the resonant tank is decreased to zero. Mode V: In this mode,
MOSFET G1 is still conducting and parallel diode Ds2 is forward biased; at this
time, voltage across the tank is zero, and the output current is decreasing. Mode
VI: In this mode, all MOSFETs are turned OFF; at this time, voltage across Cs1 is
increased Vd and voltage across capacitor Cs4 is decreased to zero. The potential
difference across the resonant tank is (−Vd). Mode VII: In this mode, all MOSFETs
are not conducting during dead time. The parallel diodes Ds2 and Ds4 are positive
biased, the load current is decreased to zero, and load across voltage is −Vd . Mode
VIII: In this mode, the gating signal is given to MOSFETsG2 andG4 under the ZVS
operation; these are conducting and the body diodes Ds2, Ds4 are turned OFF, which
will obtain negative values of voltage and current.

3.2 Asymmetrical Duty Cycle Control

In this control, MOSFETs G1 and G3 are operating at duty cycle D, MOSFETs G2

and G4 are operating at duty cycle (1 − D). Changing the duty cycle can achieve
the required output power. The main advantages of this control are it minimizes
switching loss and input current [11]. By using this technique, asymmetrical output
waveforms are obtained. Figure 5 illustrates the gating signals of MOSFETsG1,G3,
G2, and G4, and output voltage and current waveforms.
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Fig. 6 Simulation circuit

4 Results and Simulated Circuit

The simulation of the proposed Multilevel boost full-bridge resonate inverter with
ADC control is performed in PSIM and different parameters as shown in Table 1.
In Fig. 6, the switching frequency of the MOSFET is incorporated in the Multilevel
Boost Converter and chosen to be 100 kHz and the resonant inverter to be 50 kHz
Fig. 7 depicts the RMS value of output current (Io), output voltage (Vo) of the
inverter waveforms when the duty cycle of MBC is 0.5 with the RMS value of the
load current (Io) is 50.2 A and output voltage (Vo) is 907 V. Table 2 and Fig. 8 depict
the comparison of different results obtained in the proposed scheme of multilevel
boost converter-fed resonant inverter for IH with different duty cycles of MBC. So,
from the simulation results obtained, it is observed that by varying the duty cycle of
the MBC, the output voltage can be varied smoothly. So the controllability of this
scheme is quite good when compared with previous methods.

5 Conclusion

A profound study of a multilevel boost converter-fed induction heating using
ADC control with guaranteed ZVS operation avoids the use of an EMC filter at the
source, variable DC-link voltage, and high output RMS voltage. DC-link voltage is
controlled by varying the duty cycle of MBC. By the control of the DC-link voltage,
the heat in the workpiece can be changed. This gives an additional benefit over the
switching frequency control of the inverter, for controlling the heat in the workpiece.
Simulated outputs validate the performance and controllability of this scheme. As
per the simulation results, output current obtained is 33–69 A. So, it can be preferred
in all industrial applications for Induction Heating. The proposed configuration has
merits like independent control, high voltage gain, high input power factor, high
reliability, and less complexity.
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Fig. 7 Output waveforms of multilevel boost converter with a 50% duty cycle. a Output voltage.
b Output current

Table 2 Output values

S. No. Duty cycle of
MBC

Output RMS
voltage

Output RMS
current

Input current
THD

Input power
factor

1 0.3 659 33 20.31 0.975

2 0.4 763 41.1 18.71 0.983

3 0.5 907 50.2 13.65 0.9872

4 0.6 1057 57.04 19.21 0.928

5 0.7 1340 69.49 37.07 0.903
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Fig. 8 Output values versus duty cycle (δ). a δ versus Vo, b δ versus Io, c δ versus input current
THD, and d δ versus supply power factor
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Control of a Three-Phase Diode Clamped
Multilevel Inverter Using Phase
Disposition Modulation Scheme

Manoj Kumar Kar, Parthasarathi Giri, Neelesh Kumar Gupta,
and A. K. Singh

1 Introduction

Various techniques of Pulse-WidthModulation (PWM) are applied to a conventional
inverter (two-level) for obtaining an improved output. In order to obtain an output
with minimum harmonic content, a high switching frequency is also applied. But,
when it comes to high power with medium voltage applications, the basic inverters
of two levels have high frequency operation limits. Switching losses and restric-
tions of device ratings account for this limitation [1]. To overcome this problem, a
new group of converters called ‘Multilevel Inverter’ (MLI) has been developed as the
means of operating with higher power applications [2–4]. Nowadays, MLIs find their
use in compensation of reactive power, enhancement of stability [5], high voltage
motor drives [6], active filtering [7], and in variable speed drives of induction motor
for medium voltages [8]. In nutshell, MLIs are becoming an intrinsic part of motor
drives in industries for medium voltage, sustainable energy systems [9], FACTS,
and traction system. Different PWM methods are compared with parallel multilevel
converters reducing the ripple current [10]. The output harmonic current is reduced
by reducing the number of independent dc voltage sources [11, 12]. PD modula-
tion scheme has been enacted on 5-level Cascaded H-Bridge MLI. The present and
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future aspects of using multilevel SHE-PWM is discussed in [13]. A novel wavelet
transform-based technique is developed to minimize the power loss [14]. A novel
approach of grid connected system with MLI has been discussed [15]. In this paper,
PD modulation scheme has been enacted on five-level Diode Clamped MLI. The
THD of both the results are then going to be compared.

2 Diode Clamped MLI

A five-level DCMLI has been depicted in Fig. 1. Here, the DC voltage source is
splitted into five levels by using capacitors connected in series. If the DC source
voltage is E, then the terminal voltage appearing across each capacitor is E/4 (Fig. 2
and Table 1).

In general, for any ‘m’ level DCMLI, the components required are

• Number of Switches = 2p − 2.
• Number of Capacitors = p − 1.
• Number of Diodes = (p − 1)(p − 2).

Fig. 1 Circuit for DCMLI (five level)
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Fig. 2 Output of DCMLI (five level)

Table 1 Voltage levels for five-level DCML

Output voltage
‘Van’

Sa Sb Sc Sd Sa’ Sb’ Sc’ Sd’

E/2 1 1 1 1 0 0 0 0

E/4 0 1 1 1 1 0 0 0

0 0 0 1 1 1 1 0 0

−E/4 0 0 0 1 1 1 1 0

−E/2 0 0 0 0 1 1 1 1

• Clamping diodes connected across p − 1 number of thyristors.

3 PWM Schemes for Three Phase Inverter

In PWM Schemes, a reference signal is compared with an appropriate carrier signal
of high frequency to generate gate pulse for the switches. For three-phase inverters,
there are two methods through which the leg-voltage waveforms are generated. For
each of themethod,we require three 120° phase-shifted sinusoidalmodulatingwaves.

• In the first case, a single set of carrier signals is compared with the three sinusoidal
modulating signals. This method is called single-phase modulation.

• In the second case, three different sets of carrier signals, 120° displaced to each
other, are compared with the corresponding sinusoidal signal. This method is
called three-phase modulation.

In this paper, we are dealing with single-phase modulation.
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4 Ulti-Carrier Pwm (Mcpwm) Schemes

In order to obtain low ripple content output waveform from MLIs, it is desired to
implement an appropriate modulation scheme.

Among the various available schemes, an important family ofmodulation scheme,
i.e., MCPWM is preferred because of its simple design and easier implementation.

In allMCPWM techniques, the signal used for modulation is a sine wave, whereas
triangular waves are used as the carrier signals. Sometimes, saw-tooth signals can
also be used instead of triangular signals. Generally, these carrier signals contain
same amount of amplitude and frequency. ‘q-1’ carrier signals are needed for ‘q’
level output.

The various MCPWM schemes can be grouped as ‘Level-Shifted’ and ‘Phase-
Shifted’. The earlier schemes are of three types: PD, POD, and APOD.

If all the carriers, i.e., triangular signals are in the same phase, the scheme is called
PDmodulation (Fig. 3). For PODmodulation, all the carriers over the horizontal axis
remain in phase among them while in opposition (180° phase-shifted) with those
underneath the horizontal axis (Fig. 4). In APOD technique, all the adjacent carriers

Fig. 3 PD modulation scheme

Fig. 4 POD modulation scheme
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Fig. 5 APOD modulation scheme

are 180° opposite to each other (Fig. 5). For phase-shifted PWM, an appropriate
phase-shift is made between different carrier signals. In Level-Shifted PWM, the
triangular carriers are shifted in a vertical way unlike the phase-shift used in Phase-
Shifted PWM.

5 Advantages of PD Modulation Scheme

• The line voltage is optimized in PD modulation because the harmonics of carrier
frequency are made as common-mode voltage of the carrier frequency and hence
gets canceled out in line voltage [11]. This is not the case with other dispositions
and hence PD modulation is chosen over other disposition techniques.

• Traditional carrier-based schemes, discontinuous modulations, and Space-Vector
Modulation (SVM); all of these are described within the same frame by PD
modulation technique.

• This approach is topology independent, i.e., it is applicable to all type of MLIs.

6 Simulation Results and Discussions

The MATLAB results have been shown. The frequency of the carrier signals used
is 2.5 kHz. The carrier signals are compared with three sinusoidal waves producing
gate signal for the switches of DCMLI. The DC voltage fed to the inverter is 400 V.
The five-leveled limb voltages have been shown in Fig. 6. These limb voltages are
used to obtain the line and phase voltages.

The corresponding waveforms for phase and line voltages are given in Figs. 7
and 8, respectively. The output voltage has THD of 17.25%. A low-pass filter of
second order has improved the THD to 0.28% (Fig. 9).
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Fig. 6 Output voltage (VP − N) of the inverter
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Fig. 7 Output voltage (VL − L) of the inverter

7 Conclusion

The PD scheme strategy, which is based on MCPWM technique, has been proposed
and successfully implemented to five-level DCMLI using MATLAB environment.
The basic operating principle and switching pattern of DCMLI is explained in detail.
A five-level DCMLI is simulated using a second-order LPF in order to reduce the
harmonic contents. It is clear from the obtained result, using PD technique has given
better output results in three-phase DCMLI (THD= 17.25% ) compared to the case
when PD technique is used in Cascaded H-Bridge (THD= 26.69%). The filter used
here has improved the THD to 0.28%.
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Fig. 8 Filtered output voltage (VL − L) of the inverter

Fig. 9 Frequency spectra of output line voltage waveform after filtering
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New Asymmetric 25-Level Inverter
Topology with Reduced Switch Count

V. Thiyagarajan

1 Introduction

Multilevel inverters are highly reliable and good quality voltage source power
converters to interconnect the dc systemwith ac system. It can be formed by different
arrangements of much lower rated power electronic switches and dc sources to
synthesize multistep staircase voltage waveform [1]. With higher number of output
levels, the output waveform looks similar to the sinusoidal waveform with minimum
harmonic content and thus reduces the filter requirements [2]. The three main classi-
fications of the multilevel inverters used in commercial applications are neutral point
clamped, flying capacitor, and cascaded H-bridge [3]. However, there are certain
issues in conventional inverter topologies such as need of large number of dc sources,
switching devices, and its associated gate driver circuits.

In recent years, many efficient topologies have been presented to overcome these
drawbacks [4–6].Anewhybrid single-phasemultilevel inverter topology is presented
in [1]. In this topology, the output levels are generated by switching the several dc
sources in series/parallel combinations. The proposed inverter contains an auxiliary
circuit to increase the output levels by generating a new step between two output
levels. By properly introducing the switching scheme for the polarity changing unit,
the zero level is obtained at the output. A new extendable typemultilevel inverter with
combination of different ratings of both unidirectional and bidirectional switches
is presented in [2]. This topology reduces the number of switches and extending
the use for high-voltage application. However, this topology lack the attribute of
combining two dc sources in parallel. Also, this topology does not own the load
sharing capability. An improved multistep converter is proposed in [3] with a basic
unit consisting of three sources, four unidirectional switches, and one bidirectional
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switch and is connectedwithH-bridge circuit containing four unidirectional switches.
Themain drawback of this inverter circuit is higher switching stress and total standing
voltage (TSV). A 17-level asymmetric type inverter consists of four dc sources and
ten switches is proposed in [4]. This basic circuit can be connected in series to
create higher output levels. But, because of high variety of voltage sources and TSV
value, this topology is not suitable for high-voltage applications. Another asym-
metric topology with three sources and 12 switches is proposed in [5]. This inverter
creates only 21-level output voltage. A new inverter topology with three sources, six
unidirectional switches, and one bidirectional switch is presented in [6]. This paper
also presented the optimal selection of number of basic units cascaded to achieve
higher number of output levels while minimizing number of sources, switches, and
TSV vale. However, all these topologies fails to create higher output levels during
asymmetric operation.

This paper aims to present a new 25-level asymmetric inverter circuit with three dc
sources and thirteen switches. Section 2 proposed a new 25-level inverter topology.
Comparison study is done in Sect. 3. The strategy for generating the switching signals
in presented in Sect. 4. Section 5 presents the simulation results, and conclusion is
given in Sect. 6.

2 Proposed 25-Level Inverter

The suggested multilevel inverter topology with three dc voltage sources and 13
switches is shown in Fig. 1. This circuit is able to achieve 25-levels at the output
employing only three dc sources during asymmetric operation. In asymmetric oper-
ation, the dc sources magnitude are different in order to create higher output levels
with same circuit components as compared with symmetric operation. In order
to avoid short circuit, the pairs of switches (S2, S3), (S4, S5), (S8, S10), (S12, S13),
(S1, S2, S4), (S5, S6, S7), (S7, S8, S9), (S10, S11, S12) should not turn on simultane-
ously.

Fig. 1 Proposed 25-level
inverter
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The number of output levels depends upon the magnitude of dc sources. Thus,
the magnitudes of V1, V2, and V3 are selected in the ratio 1:3:8 to create 25 output
levels. Some of the sample output levels obtained at the inverter output terminals
are shown in Fig. 2. The main feature of the proposed topology is creating negative
levels without additional H-bridge. To achieve zero level at the output, the pairs
of the switches (S1, S11), (S3, S6, S9, S13), (S2, S5, S8, S12) are turned on. The cost
of the inverter depends on the total standing voltage (TSV) value of the switches.
The blocking voltage for switch S13 and S7 is 5Vdc and 6Vdc, respectively. For S3,
the blocking voltage is 7Vdc and is 8Vdc for the switches S2, S5, S8, S12. Similarly,
for switches S1, S4, S6 and S9, S10, S11, the blocking voltage is 9Vdc and 11Vdc,

respectively. Therefore, the total standing voltage (TSV) across the switches of the
proposed 25-level inverter topology is 110Vdc.

Fig. 2 Different output voltages a V1+V2,b−V1+V2, c−V1−V2,d−V1−V2−V3, e V1+V2+V3
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Table 1 Comparative analysis

Topology Negative level No. of sources No. of switches ON-state switches Output level

[1] H-bridge 4 12 5 13

[2] Inherent 3 8 4 13

[3] Inherent 3 9 4 15

[4] Inherent 4 10 4 17

[5] H-bridge 3 12 4 21

[6] Inherent 6 15 5 25

Proposed Inherent 3 13 5 25

3 Comparison Study

Table 1 presents the comparative analysis between the proposed 25-level inverter
topology with other asymmetrical topologies presented in the literature.

This comparative study is investigated based on the total number of sources,
switches, and ON-state switches. As shown in Table 1, the proposed topology inher-
ently creates negative output levels, however, the topologies presented in [1, 5] need
an additional polarity changing unit to produce negative output levels. The ratio of
the total circuit components (i.e., total number of dc sources and total number of
switches) to the output level of an inverter is given by k.

k = Total number of circuit components

Output level
(1)

The cost of the inverter depends on the value of ‘k’. If ‘k’ is high, then cost of the
inverter is more. If ‘k’ is low, then the cost of the inverter is less. For the topology
presented in [1], this ratio is equal to 1.23. However, for the topologies presented in
[2–4, 6], the ratio of total number of circuit components to the output level generated
is between 0.8 and 0.84. The value of ‘k’ is equal to 0.7 for the inverter topology
presented in [5]. However, for the proposed inverter, the value of ‘k’ is equal to
0.64. This shows that the proposed inverter topology creates 25-level output with
minimum circuit components. Also, the size, cost, and complexity of the inverter are
reduced as compared with the other presented topologies.

4 Switching Pulse Generation

The main purpose of modulation technique is to generate a stepped output waveform
with adjustable voltage amplitude, frequency, and phase fundamental component of
the sinusoidal steady state. It is used to control the load voltage and current and
also helps to minimize the total harmonic distortion (THD) and switching losses.
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The conventional sinusoidal pulse width modulation (PWM) technique is used with
multiple carrier signals to control each power electronics switches. In this tech-
nique, multiple carrier signals are compared with sinusoidal reference signal and the
required switching pulses are generated whenever the carrier signal is greater than
the reference signal. For an ‘m’ level inverter, the required number of carrier signal
is m−1

2 . The switching losses of an inverter mainly depends on the type of carrier
signals and its range of frequency. The amplitude of the carrier signals is determined
by

VCj = Vmax

(
j − 0.5
m−1
2

)
where, j = 1, 2, 3 . . . ,m (2)

where Vmax is the maximum amplitude of the reference sinusoidal signal.

5 Simulation Results

The performance of the proposed 25- level asymmetrical inverter is simulated using
Simulink/Matlab. The magnitude of the voltage sources is in the ratio V1 : V2 : V3 =
1 : 3 : 8 andVdc = 10V. The 25-level output voltage waveform and its THD is shown
in Fig. 3. As expected, the output voltage is of staircase waveform with minimum
THD. The output voltage and current waveforms of the proposed 25-level inverter
for different load parameters are shown in Fig. 4. For pure resistive load, R = 50 �,
the load voltage THD and load current THD are equal to 3.27%. Also, it is observed
that the load current THD is varying between 0.12 and 3.27% as the power factor of
the load varies from 0 to 1.

6 Conclusion

In this paper, a new 25-level inverter topology with reduced number of dc sources
and switches is recommended. The proposed inverter uses three dc sources and 13
switches to generate 25-level voltage at the output. The proposed inverter structure is
compared with several other asymmetrical topologies which indicate the reduction
of both the number of sources and switches. Additionally, the proposed inverter
offers higher efficiency and lower switching losses. Finally, the inverter perfor-
mance is analyzed by generating 25-level output voltage usingMatlab/Simulink. The
proposed inverter is suitable for low- andmedium-voltage applications including grid
connected renewable energy system and hybrid microgrid.



72 V. Thiyagarajan

Fig. 3 25-level a output voltage waveform b THD
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Fig. 4 Output waveforms a pf = 0 b pf = 0.4 c pf = 0.7 d pf = 1
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Design and Analysis of Resonant
Inverter-Based Induction Heating
Equipment

Anshuman Baruah, Atanu Samanta, Abhigyan Dutta,
Ananyo Bhattacharya, and Rahul Raman

1 Introduction

In the present scenario of environmental awareness, the induction heating (IH)
systems have been able to successfully hold a broad range of applications in the
industries as well as household equipment. The conventional heating process uses
fossil fuel that contributes significantly to the pollutant percentage in the atmosphere.
Use of electricity in industries for heating is the most suitable practice as compared
with other conventionalmethods of using non-renewable sources of energy. Induction
heating (IH) system works on the principle that when a high frequency alternating
current is fed to an inductor coil it sets up an alternating magnetic field which cuts
the workpiece and produces the heating effect in the workpiece [1]. The contact-
less, fast and pollution-free characteristics of induction heating systems are rising its
popularity in the market. Lucia et al. [2] presented a review paper based on induc-
tion heating technology and its importance in today’s industrial sector. Besides, it
discusses the advancement of different circuitry topologies for the development of
induction heating technology as a technology of the future. An overview of its appli-
cations is also well described. The innovation of new technologies and advancements
in the power electronics domain encourages manufacturers to implement this tech-
nology in the domestic sector. Han et al. [3] present the concept of flexible induction
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heating based on the magnetic resonant coupling (MRC) mechanism. The proposed
induction heating technique uses one resonant coil in the heater and one in the work-
piece that can significantly strengthen the coupling effect and hence enhances the
heating effect. Use of such design to yield strong magnetic field may result in injec-
tion of high amount of harmonics to flow back into the supply system. The domestic
induction heating system requires efficient power converters with precise power
control. A resonant inverter with reverse biased IGBT is used in [4] for domestic
induction heating system. Additionally, they have proposed a modulation technique
to have linear output power control and high efficiency.

Since induction heating systems require high current to set up the eddy current
in the metal workpiece, a high frequency power conversion circuit is very essen-
tial. Ahmed [5] presented a soft-switching power conversion circuit for high-power
induction heating applications that can be operated from single-phase as well as
three-phase systems. Millan et al. [6] presented a modified half-bridge series reso-
nant inverter topology with two selective harmonic operation techniques that can be
used for ferromagnetic as well as non-ferromagnetic objects.

A theoretical model of multiple-coil inductors which is supplied by resonant half-
bridge inverter is discussed in [7]. The proposed method uses an adaptable heating
zone with two or three concentric inductive coils each one fed from an indepen-
dent output of a power multi-inverter stage, commonly a dual half-bridge series
resonant inverter. It is mainly used to decrease the efficiency losses which occur
when a small workpiece is heated with a larger heating zone. Moreover, with the
proposed model a homogeneous power distribution in the load can be obtained.
Authors of [8–10] have discussed various topologies based on asymmetrical voltage
cancellation to improve the efficiency in full bridge but have not obtained a satis-
factory result in reducing flicker emissions completely. To minimize the switching
losses, most of the above-mentioned methods operate at a frequency higher than
the resonating frequency to obtain zero voltage switching (ZVS) transition [4]. As
a result, maximum heating cannot be obtained. The need for optimization in the
efficiency of the induction heating application is also well discussed in this paper.
Nowadays induction heating technology is the backbone of many industries. The
authors of the paper [11] presented an analytical methodology to get an optimum
efficiency of induction heating systems using both planer and solenoidal cases.

Useof high frequency inverter generally introduces two types of harmonic currents
viz. switching frequency harmonics and high frequency harmonics. Hence, there is
always a need to eliminate these harmonics before it feeds back into the grid and
deteriorates the power quality. The increase in the use of induction heating systems
has raised concerns about harmonic effect resulting in deterioration of the power
quality. The authors of [12] proposemethods based on the active filter and the passive
filter to overcome the problem of harmonics on the power grid. However, THD with
the proposed method shows around 22.1% which can still have an impact on the grid
voltage and poor function of the system utilities.

This paper ismainly focused on the designing of a high frequency resonant inverter
for the induction heating equipment with utilization of shunt active power filter to
eliminate the harmonics generated and thereby improving the overall quality of the
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power. Furthermore, the proposed hysteresis controller is designed in a way ensuring
effective operation of shunt active power filter (SAPF). The paper is organized as
follows: Sect. 2 Proposed Circuit Configurations, Sect. 3 Working of SAPF, Sect. 4
Results and Discussions, Sect. 5 Conclusion.

2 Proposed Circuit Configuration

The proposed block diagram of the IHE with hysteresis controller-based filter circuit
is shown in Fig. 1.

It simply represents the source connected to the load block through the recti-
fier circuit. The filter and controller block are connected to the main bus bar. High
frequency resonant inverter comprising RLC will be behaving like a non-linear load
generating high frequency harmonics.

The simulation diagram required for analysis of induction heating equipment is
designed in PSIM software. Additionally, the SAPF circuit along with the hysteresis
controller topology is also presented. An analysis is being made one with the use of
filter circuit and one without it to signify the importance of harmonic elimination.

Figure 2 represents induction heating equipment without the filter circuit with
equivalent circuit parameters. It consists of a three-phase sinusoidal ac source with

FILTER CIRCUIT

CONTROLLER

SAPF with Hysteresis Control

BUS

Three Phase 
Source

i

a
b
c

(a,b,c)

Source current

(a,b,c)
Current from filter circuit

(a,b,c)

Source current to 
rectifier

Source 
current
I(a,b,c)

High Frequency Resonant Inverter

Controller signal

Fig. 1 The proposed block diagram of IHE
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Fig. 2 Sub-circuit simulation diagram of the proposed induction heating equipment

voltage magnitude of 400 V and frequency of 50 Hz. The chosen resistance and
inductance in series with the source has a value of 5 �, 0.1 mH, respectively. The
output from �-Y transformer is fed to the three-phase diode rectifier that acts as
input to the high frequency full-bridge inverter. A parallel combination of capacitor
(C) and coil of inductance (L) and resistance (R) is the load to the high frequency
inverter with values 0.2 µF, 57.1 µH and 1 �, respectively.

A shunt active power filter (SAPF) is attached in parallel to the high frequency
inverter with induction heating load is shown in Fig. 3.

The SAPF is designed with capacitance of 0.2 µF and resistance 0.1 �. The
hysteresis controller shown in Fig. 4 uses system current and voltage as reference
values. A triangular-wave voltage with frequency of 10,020 Hz and duty cycle of 0.5
is fed to the comparator to generate the gate pulses for IGBT switches of the SAPF.

Fig. 3 Sub-circuit simulation diagram of the proposed SAPF
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Fig. 4 The proposed hysteresis controller for the SAPF

3 Working of SAPF

To compensate the harmonic current generated due to IHE, the SAPF must operate.
The gate pulse required for the switching action of IGBT can be deduced as follows:

Let, the reference currents be Ia , Ib, Ic, respectively.

Ia = (Iha)
√
2 sinωt + iha

Ib = (Ihb)
√
2 sin(ωt − 120◦) + ihb

Ic = (Ihc)
√
2 sin(ωt + 120◦) + ihc

These currents consist of fundamental component and harmonic component of
high frequency, i.e. iha, ihb, ihc.
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Cascading of bandpass filter reduces the bandwidth and Q-factor is sharpened.
The 2nd order bandpass filter allows only mid-range frequencies to pass through.

For phase A, from Fig. 4,

At summer A,

IFA = Ia − I f 1 =
[{

(Iha)
√
2 sinωt + iha

}
− I f 1

]
(1)

Similarly for other phases,

IFB =
[{

(Ihb)
√
2 sin(ωt − 120◦) + ihb

}
− I f 2

]
(2)

IFC =
[{

(Ihc)
√
2 sin(ωt + 120◦) + ihc

}
− I f 3

]
(3)

where IFA, IFB, IFC are currents mid-range frequency currents from summer A.
Taking, reference sinusoidal voltages from source viz. Va , Vb, Vc, i.e.

Va(t) = Vr sinωt + vha(t)

Vb(t) = Vr sin(ωt − 120◦) + vhb(t)

Vc(t) = Vr sin(ωt + 120◦) + vhc(t)

where Vr is the source rms voltage and vha,vhb,vhc is the component with moderate
frequency in time-domain.

Now, at summing point A1, from Fig. 4,
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For phase A,

Va(t) = [{Vr sinωt + vha(t)} − vdc] (4)

Similarly, for other phases

Vb(t) = [{Vr sin(ωt − 120◦) + vha(t)} − vdc] (5)

Vc(t) = [{Vr sin(ωt + 120◦) + vha(t)} − vdc] (6)

The input fed to the PI controller is passed before through a bandpass filter that
stops frequency above a specified range in kHz.

Equations (4), (5) and (6) converting to s-domain,

Va ∗ (s) =
[
Vr

s. sin(0) + ω. cos(0)

s2 + ω2
+ vha

′(s)
]

(7)

where vha
′(s) is component with moderate frequency in s-domain.

Similarly,

Vb ∗ (s) =
[
Vr

s. sin(−120◦) + ω. cos(−120◦)
s2 + ω2

+ vhb
′(s)

]
(8)

Vc ∗ (s) =
[
Vr

s. sin(120◦) + ω. cos(120◦)
s2 + ω2

+ vhc
′(s)

]
(9)

Equations (7), (8), (9) can be written as

Va ∗ (s) = Vr
ω

s2 + ω2
+ v′

ha(s) (10)

Vb ∗ (s) = Vr

s
(
−

√
3
2

)
+ ω

(− 1
2

)

s2 + ω2
+ v

′
hb(s) (11)

Vc ∗ (s) = Vr

s
(√

3
2

)
+ ω

(
1
2

)

s2 + ω2
+ v

′
hc(s) (12)

Let, proportional constant of PI controller is kp and integrational constant is ke.
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Output, V∗(s) = V (t).

{
kp + ke

∫
V (t)dt

}

Using Laplace transform,

= Vs

{
kp + ke

s

}
(13)

Equations (10), (11), (12) can be written as, respectively,

Va ∗ (s) =
{
Vr

ω

s2 + ω2
+ v

′
ha(s)

}
.

{
kp + ke

s

}
(14)

Vb ∗ (s) =
⎧
⎨
⎩Vr

s
(
−

√
3
2

)
+ ω

(− 1
2

)

s2 + ω2
+ v

′
hb(s)

⎫
⎬
⎭.

{
kp + ke

s

}
(15)

Vc ∗ (s) =
⎧⎨
⎩Vr

s
(√

3
2

)
+ ω( 12 )

s2 + ω2
+ v

′
hc(s)

⎫⎬
⎭.

{
kp + ke

s

}
(16)

At multiplier 2,

Va ∗ (s).1 =
{
Vr

ω

s2 + ω2
+ v

′
ha(s)

}
.

{
kp + ke

s

}

Vb ∗ (s).1 =
⎧⎨
⎩Vr

s
(
−

√
3
2

)
+ ω(− 1

2 )

s2 + ω2
+ v

′
hb(s)

⎫⎬
⎭.

{
kp + ke

s

}

Vc ∗ (s).1 =
⎧⎨
⎩Vr

s
(√

3
2

)
+ ω( 12 )

s2 + ω2
+ v

′
hc(s)

⎫⎬
⎭.

{
kp + ke

s

}

Equations (1), (2), (3) at summer A is fed to multiplier.
For phase A,

= IFAV
∗
a(s)

=
{
Vr

ω

s2 + ω2
+ v

′
ha(s)

}
.

{
kp + ke

s

}
.IFA

For phase B,
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= IFBV
∗
b(s)

=
⎧⎨
⎩Vr

s
(
−

√
3
2

)
+ ω(− 1

2 )

s2 + ω2
+ v

′
hb(s)

⎫⎬
⎭.

{
kp + ke

s

}
.IFB

For phase C,

= IFCV
∗
c(s)

=
⎧⎨
⎩Vr

s
(√

3
2

)
+ ω( 12 )

s2 + ω2
+ v

′
hc(s)

⎫⎬
⎭.

{
kp + ke

s

}
.IFC

where IFA, IFB, IFC are currents mid-range frequency currents from summer A.
Again at summer A11, from Fig. 4,

For phase A,

=
{
Vr

ω

s2 + ω2
+ v

′
ha(s)

}
.

{
kp + ke

s

}
.IFA − Ii (17)
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Fig. 5 Comparator waveform

Similarly, other phases can also be shown as Eq. (17)
PI controller will work as

=
{(

Vr
ω

s2 + ω2
+ v

′
ha(s)

)
.

(
kp + ke

s

)
.IFA − Ii

}
.

{
kp + ke

s

}

which is shown for phase A only.
This value is fed to the limiter with range of −10 to +10 V.
Now, the comparator is set up with a reference triangular voltage at negative

terminal and output of limiter to positive terminal, which can be understood from
Fig. 5.

When V tr i > Vout put , that is at point A to B, comparator will set to maximum of
−Vcc and give 0 as pulse to IGBT.

When Vout put > V tr i , that is at point 0 to A, comparator will set to maximum of
+Vcc and give 1 as pulse to IGBT.

Hence, the operation of SAPF can be analyzed from the above calculations.

4 Results and Discussions

The simulation of IH equipment without filter circuit is shown in Fig. 6.

Fig. 6 Time-domain analysis of input current waveform without filter
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The input current contains harmonics due to high frequency operation which
results in distorted sinusoidal waveform. The amount of harmonics present in the
above analysis is enough to impose serious issues like distortion of the grid voltage,
excessive heating of electrical and electronics equipments. In Fig. 7, the FFT analysis
of the input current clearly shows the domination of high frequency harmonics in
the input sinusoidal waveform.

The simulation result of the main circuit with the shunt active power filter (SAPF)
is presented in Fig. 8. Consequently in Fig. 9, FFT analysis shows that the use of
SAPFwith hysteresis control technique eliminates the harmonic to almost negligible
percentage.

Calculations for THD is given as

T HD =
√∑∞

n=2 I
2
n,r.m.s

I1,r.m.s

Fig. 7 FFT analysis of the input current waveform without filter

Fig. 8 Time-domain analysis of input current waveform with filter
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Fig. 9 FFT analysis of the input current waveform with filter

Without Filter

=
√
4.992 + 1.3292 + 1.0592

18.328
× 100% = 28.76%

With Filter

=
√
2.422 + 1.512 + 0.08272

23.65
× 100% = 12.47%

5 Conclusion

We have seen that harmonics play a big drawback role in any electrical circuit.
One of the major effects of harmonics in power system is the increase in distortion
of input current in the system. The dominant harmonic decreases the reliability of
the entire system and its elimination becomes necessary to make the IHE a worthy
technology. A detailed analysis of the IHE technology with and without the filter
circuit is discussed to highlight the amount of distortions present in the current
waveform. The hysteresis controller technique is implemented for its easy control
and faster response.

In this paper, the calculation of THD with and without filter circuit is discussed
which shows drastic change of distortion value from 28.76% to 12.47% in the input
waveform and hence the use of shunt active power filter (SAPF) is justified. Only
then the induction heating technique can replace the existing conventional heating
systems in the industry and make this greener approach a successful one.



Design and Analysis of Resonant Inverter-Based … 87

References

1. R. Raman, P. Sadhu, A. Kumar, P.K. Sadhu, Design and analysis of EMI and RFI suppressor
for induction heating equipment using Vienna rectifier, in 2nd International Conference on
Power, Energy and Environment: Towards Smart Technology, ICEPE 2018 (2019), pp. 2–7

2. O. Lucia, P. Maussion, E.J. Dede, J.M. Burdio, Induction heating technology and its applica-
tions: past developments, current technology, and future challenges. IEEE Trans. Ind. Electron.
61(5), 2509–2520 (2014)

3. W. Han, K.T. Chau, Z. Zhang, Flexible induction heating using magnetic resonant coupling.
IEEE Trans. Ind. Electron. 64(3), 1982–1992 (2017)

4. H. Sarnago, O. Lucia, A. Mediano, J.M. Burdio, Modulation scheme for improved operation
of an RB-IGBT-based resonant inverter applied to domestic induction heating. IEEE Trans.
Ind. Electron. 60(5), 2066–2073 (2013)

5. N.A. Ahmed, High-frequency soft-switching AC conversion circuit with dual-mode
PWM/PDM control strategy for high-power IH applications. IEEE Trans. Ind. Electron. 58(4),
1440–1448 (2011)

6. I. Millán, J.M. Burdío, J. Acero, O. Lucía, S. Llorente, Series resonant inverter with selective
harmonic operation applied to all-metal domestic induction heating. IET Power Electron. 4(5),
587–592 (2011)

7. F. Sanz-Serrano, C. Sagues, S. Llorente, Power distribution in coupled multiple-coil inductors
for induction heating appliances. IEEE Trans. Ind. Appl. 52(3), 2537–2544 (2016)

8. S. Chudjuarjeen, A. Sangswang, C. Koompai, An improved LLC resonant inverter for
induction-heating applications with asymmetrical control. IEEE Trans. Ind. Electron. 58(7),
2915–2925 (2011)

9. J.M. Burdío, L.A. Barragán, F. Monterde, D. Navarro, J. Acero, Asymmetrical voltage-
cancellation control for full-bridge series resonant inverters. IEEE Trans. Power Electron.
19(2), 461–469 (2004)

10. C. Carretero, O. Lucía, J. Acero, J.M. Burdío, Phase-shift control of dual half-bridge inverter
feeding coupled loads for induction heating purposes. Electron. Lett. 47(11), 670–671 (2011)

11. I. Lope, J. Acero, C. Carretero, Analysis and optimization of the efficiency of induction heating
applications with Litz-wire planar and solenoidal coils. IEEE Trans. Ind. Electron. 31(7),
5089–5101 (2016)

12. A. Namadmalan, S. Abedi, S.H. Hosseinian, J.S. Moghani, Power quality improvement for
single phase and three phase current source induction heating systems, in 2010 1st Power
Quality Conference, PQC 2010, no. 1 (2010), pp. 2580–2584



Harmonic Elimination of a T-Type
Multilevel Inverter Based on Multistate
Switching Cell

Manoj Kumar Kar, Mohd Imam Hasan Mansoori, Sanjay Kumar,
and S. K. Gupta

1 Introduction

The requirement of converters having high performing parameters, reduced weight,
and compact in size in the application of high voltage has been gradually increased.
The size of L and C can be reduced by increasing switching frequency in medium
range (10–25 kHz), in this order the switching loss will increase [1]. Nowadays,
the switching devices are made of wide bandgap semiconductor materials such as
GaN, SiC, and boron nitride (BN). WBG semiconductors permit devices to operate
at higher voltage, frequency, and temperature as compared to conventional semi-
conductors like silicon and gallium arsenide. However, these devices are not used
widely because of high cost, which has an important role in the industry. Conven-
tional insulated-gate bipolar transistor has high-voltage blocking capability (6 kV)
with high switching frequency (f s) (10 kHZ). Therefore, IGBT is a most valuable
for high-voltage applications.

For low-voltage applications, two-level topologies are the standard solution
although three-level topologies are preferred for high switching frequencies. When
high output voltage, high efficiency and compact size of magnetics are required,
multilevel converters become very popular solution [2–6]. Researchers have found
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that three-level topologies are agreeable solution in the application of low voltage
with high f s [7]. If f s is more than 10 kHz, then the efficiency of three-level neutral
point clamped converter is better than two-level inverters [8]. An active neutral-
point clamped five-level (ANPC-5L) topology is introduced in [9] for medium
voltage application drives. Different VSC types topologies are discussed in [10, 11].
Three-state switching cell (3SSC) concept is introduced in [12]. Current is equally
distributed through the semiconductor devices and the voltage applied on the load.
Different types of topologies of multilevel inverter applying the 3SSC were intro-
duced in [13]. By studying the aforesaid topologies, it is emphasized that the current
is divided among the semiconductor switching devices, hence the conduction losses
and size can be reduced. Initially, 3SSC has been extended to dc–dc converters [12],
and then to ac–dc and dc–ac converters [14, 15]. The 3SSCandMSSCprincipleswere
later introduced [16]. Such simple cellsmay be applied to the power converter topolo-
gies. The proposed multilevel topology five-level neutral point clamped multistate
switching cell (5L NPCMSSC) having high efficiency and less conduction losses as
compared to classical topologies [17]. In 5L NPC MSSC topology, the main reason
for reducing the size is due to output filter ripple frequency of 2f s.

2 Methodology

2.1 Proposed Methodology

In this topology, there are eight switchesTa–Th with their anti-parallel diodesDa–Dh,
respectively, an interphase transformer withW1 andW2 windings and a passive filter
having inductor L0 and capacitor C0. The transformation ratio of the transformer is
unity. The switches are connected as shown in the Fig. 1.

Fig. 1 Circuit diagram of T-type MLI
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Fig. 2 SPWM technique

2.2 Modulation Technique

SPWM technique can be implemented to get interesting result. As shown in
Fig. 2, carrier and reference waves are triangular and sinusoidal consecutively. The
switching frequency of carrier is much more than reference. When the amplitude of
reference is more than amplitude of carrier, a gating pulse will produce. There can
be more than one carrier in SPWM technique as per requirement.

As shown inFig. 2, the reference and carriers can be seen. The carriersCs1 andCs2
are in same phase but they are vertically shifted to each other. The carriers Cs5 and
Cs6 are shifted by half time period compared to carriers Cs1 and Cs2 consecutively.
The gating signals for the switches Ta, Tb, Te, Tf can be obtained by the comparative
study of sinusoidal reference and carrierCs1,Cs2,Cs5,Cs6, respectively. The gating
signals of devices Tc, Td , Tg, and Th are in complimentary fashion with switches
Ta, Tb, Te, and Tf , respectively.

By employing SPWMtechnique, switchesTb andTf are always onwhile switches
Ta andTe are always off in+ve and−ve half cycle ofmodulating signal, respectively.

2.3 Modes of Operation

Based on switching devices states, there are two modes of operation.

1. Overlapping (OL) mode
2. Non-overlapping (NOL) mode.

OLmode of operation comes into the picture when switches Ta and Te, or Td and
Th are in on state simultaneously in +ve or −ve half cycle of the respective output
voltage waveform. In NOL mode of operation, switches Ta and Te, or Td and Th

are not switched on simultaneously in +ve or −ve half cycle of respective output
waveform. The OL and NOL modes of operation are shown clearly in the figure.



92 M. K. Kar et al.

Fig. 3 OL and NOL mode
operation

1. NOL mode of operation in positive half cycle: Switches Tb and Tf are always in
on state.

• 1st step: The device Ta is off and the device Te is on. The 50% of IL is flowing
through input, Te and windingW2. And rest 50% is flowing through Tb, diode
Dc and winding W1. The output voltage (VAO) is V in/4 in this step.

• 2nd step: The devices Ta and Te are turned off. The 50% of IL is flowing
through Tb, diode Dc and winding W1. And rest 50% is flowing through Tf ,
diode Dg and winding W2. The VAO is zero in this step.

• 3rd step: The device Ta is on and switch Te is off. The 50% of load current is
flowing through input voltage, switch Ta and windingW1. And rest 50% load
current is flowing through switch Tf , diode Dg and winding W2. The VAO is
V in/4 in this step.

• 4th step: Same as second step (Fig. 3).

2. OL mode of operation in positive half cycle:

• 1st step: Same as first step of NOL mode operation.
• 2nd step: The switches Ta and Te are on. The 50% of IL is flowing through

Ta and winding W1. And rest 50% is flowing through Te and winding W2.
The VAO is V in/2 in this step.

• 3rd step: Same as third step of NOL mode operation.
• 4th step: Same as second step of NOL mode of operation.

Similar steps are also there in negative half cycle of reference sinusoidal voltage.
Similar output voltage pulses will produce of negative amplitude.
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2.4 Output Voltage

There are three possible levels in each half cycle. There are total five level of voltage
(+V in/4, +V in/2, 0, −V in/2, V in/4) present in one cycle of output voltage as stated
in above steps accordingly.

3 Theoretical Analysis

3.1 Modulation Index

If Vpk_ref and Vpk_car are the peak amplitude of sinusoidal reference and carrier
waveform, respectively. Then,

M = vpk_ref
vpk_car

= 2.
√
2.vo

vin
(1)

3.2 THD Analysis

It is the measure of harmonics content present on ac side of converter and is given
by

THD =
√

1

g2
− 1 (2)

where g is the distortion factor. Distortion factor is given by

g =
√
vo1
vor

(3)

where Vo1—fundamental component of voltage (rms) Vor—output voltage (rms).
Now, the rms output voltage without filter is given by

VAo_rms = vin
2

√√√√[
M

π
+

√
4M 2 − 1

π
+ 1

π
sin−1

(
1

2M

)
− 1

2

]
(4)

THD in terms of M is given by
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THDVAO =
√√√√√

2

M 2

[
M

π
+

√
4M 2 − 1

π
+ 1

π
sin−1

(
1

2M

)
− 1

2

]
− 1 (5)

3.3 Current and Voltage Stress in Switches

There are two group of switches. Switches Ta, Td, Te, and Th are in one group and
switches Tb, Tc, Tf , and Tg are in another group. The current and voltage stress are
calculated for switches Te and Tf .

a. Ta, Td, Te, and Th switch group: The average value of current is given by

ITe_avg =
√
2M

8
I0 (6)

And the rms value of current is given by

ITe_rms =
√
M

3π
I0 (7)

The maximum voltage (Vmax) that appears across the switch.

VTe_max = Vin (8)

b. Tb, Tc, Tf , and Tg switch group: The mean current is given by

ITf _avg =
[

1

2π
− M

8

]√
2I0 (9)

And the rms value of current is given by

ITf _rms =
[
1

4
− 2M

3π

]
· I0√

2
(10)

Vmax that appear across the switches

VTf _max = Vin

2
(11)
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3.4 Output Filter

LC filter is used at the o/p terminal of inverter. The values of parameters of output
filter L0 and C0 are given below. If f 0 is the cut-off frequency of LC filter and ξ is
the damping factor, then

f0 = 2fs
10

(12)

C0 ≥ 1

4πξ f0R0
(13)

L0 = 1

(2π f0)
2C0

(14)

4 Designing

To implement the aforesaidmethod discussed for the proposed converter, an example
5L T-type MSSC is discussed below.

4.1 Specification

The specifications for the inverter are shown

Output power Po = 5 KW

Input voltage V in= 450 V

Output voltage Vo = 127 V (rms)

Switching frequency f s= 20 kHz

Frequency (output) f r= 50 Hz

M M = 0.80

4.2 Simplified Design Example

a. Ta, Td, Te, and Th switch group: The average current is given by
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ITe_avg =
√
2M

8
Io = 5.56A

And the rms current is given by

ITe_rms =
√

M

3π
Io = 11.47A

Vmax appear across the switches

VTe_max = Vin = 450V

b. Tb, Tc, Tf , and Tg switch group: The average current is given by

ITf _avg =
[

1

2π
− M

8

]√
2I0 = 3.29A

And the rms current is given by

ITf _rms =
[
1

4
− 2M

3π

]
I0√
2

= 7.88A

Vmax appear across the switches

VTf _max = Vin

2
= 225V

c. Output filter

C0 = 615μF, f0 = 4 kHz

L0 = 1

(2π f0)
2C0

= 180μH

d. THD.

From Eq. (5), THD = 38.4%.
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Fig. 4 Output VAO waveform before the filter

Fig. 5 Output voltage waveform after the filter

4.3 Simulation Results

The proposed converter is of 5 KW. The simulation results are shown below
The output voltage VAO waveform before the filter is shown in Fig. 4. The output

voltage waveform after the filter is depicted in Fig. 5. The output current waveforms
through the inductor and transformer are shown in Fig. 6. The THD versus frequency
graph is shown in Fig. 7. The THD versus harmonics order graph is depicted in Fig. 8.

5 Conclusion

In this paper, the proposed inverter was 5L T-Type-MSSC inverter. The study and
simulation have done for this inverter. In this topology, five-level voltage is obtained
at the output. High ordered harmonics are eliminated by using an LC filter. The
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Fig. 6 Output current waveforms through the inductor and transformer

Fig. 7 THD versus Frequency graph

Fig. 8 THD versus harmonics order graph
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output ripple frequency of LC filter is 2fs, hence the size is less. The inverter has
some other characteristics that the current is shared by the switches. The contact area
is increased, hence switching loss decreases. Due to low switching and conduction
losses, the efficiency of this inverter is high. Due to its efficient performance, it can
be used in high-voltage industrial applications.
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Cascaded H-Bridge Based Multilevel
Inverter for Power Quality Issues

Arvind Yadav and Subhash Chandra

1 Introduction

In today’s interconnected power transmission systems, power quality at the point
of common coupling point (PCC) should be ensured; reduction in transmission
losseswill maximize transmission capability, therefore a staticVARcompensator has
become a necessity. Distribution static compensator (DSTATCOM) has gain atten-
tion nowdays due to the use of renewable energy generation; the problem of voltage
fluctuation at PCC, harmonic content in waveform, and variation in power factor due
to load fluctuation should be addressed. If the renewable energy output is grid inte-
grated, then PCC voltage monitoring and conditioning become essential. However,
the output voltage obtained by solar photovoltaic modules is of lower magnitude,
thus a need for an intermediate converter which can boost the low output needs to be
addressed. Multilevel inverters not only can suitably boost the low output, but also
offer a solution for power quality issues, a high voltage level with lower harmonic
distortion can be achieved, thus can be integrated with low power sources [1–3].
The basic concept behind the multilevel inverter is to connect the power semicon-
ductor switching devices in a series configuration to get the approximated sinusoidal
output voltage waveform from several levels of dc voltage. Multilevel inverters have
the advantages in terms of lower switching stress on switching devices, good har-
monic performance, and better output waveform [4–6]. However, with a two-level
voltage source converter, optimum system performance such as filter size, losses, and
THD is not achievable, leading to poor efficiency and high cost. Multilevel inverters
offer reduced filter size, lower voltage stress on switching devices, low switching
losses, and lower electromagnetic interference. Basically, three main topologies of a
multilevel inverter are used such as neutral point clampedmultilevel inverter, cascade
multilevel inverter (CMI), and flying capacitor multilevel inverter in which CMI is
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the most attractive topology because of its modularity in structure and its capability
to reach a higher output voltage and power level [7–12]. CMI increases the relia-
bility of the system since it uses the fewer semiconductor devices and capacitors
as compared to other topologies and is capable to reduce the size and cost of the
converter. The output levels in CMI are decided by N = 2k + 1, where N is the output
phase voltage level and k is the number of dc sources used in a single phase; in this
study an 11-level CMI is modeled for VAR compensation and harmonic elimination
at PCC. This paper is organized as follows: Sect. 2 explains CMI structure, Sect. 3
describes the system configuration and control layout for CMI-based DSTATCOM,
Sect. 4 elaborates the results and discussion for the described control methodology,
and Sect. 5 concludes the paper.

2 Cascaded Multilevel Inverter Structure

Different topologies of a multilevel inverter are available in the literature [13–15],
however, this study uses a cascaded multilevel inverter, and the structure layout is
shown in Fig. 1. The basic unit is called H bridge; as per the number of levels, H
bridges can be selected; it is composed of a two-leg inverter, having four switches (S1,
S2, S3, S4); IGBTs and MOSFETs are suitable as per the switching frequency and
voltage stress. These H bridges are connected in series so as to provide an additive
voltage at the output as shown in Fig. 1. The cascaded H bridge topology has an
advantage of the low voltage rating of the semiconductor switching devices. Sources
connected at the cascade H bridge inverter are of the same rating as unequal source
voltage will make the control circuit more complex.
The cascadedmultilevel inverter uses an H bridge series connection per phase; in this

Fig. 1 Basic structure of
cascaded multilevel inverter
(a) basic unit H bridge (b)
cascaded structure for a
11-level CMI
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study, a capacitor is used as an input as will be suitable for reactive VAR generation.
TheCMI structure is unique as it avoids clamping diodes and additional capacitors for
voltage balancing, thusmaking it suitable formost of the renewable power conversion
resources such as photovoltaic and fuel cells. Compared to diode clamped and flying
capacitor multilevel inverters, CMI uses the least number of components in the H
bridge, and different combinations of switch triggering will lead to three different
voltage levels (i.e. +V1, 0, and −V1). In order to obtain a high voltage, these H
bridges are connected in series with each other in a phase; thus the output voltage
will be the combined voltage of individual H bridge output as shown in Fig. 1.

The modulation strategy used for the multilevel inverter is based on the carrier
wave switching frequency, i.e. constant switching frequency and variable switch-
ing frequency. The primitive abstraction of multi-carrier pulse width modulation
(MCPWM) is to compare a modulating signal with a multi-carrier signal which may
be phase shifted or level shifted. And to get the specialized feature of a multilevel
inverter, i.e. lower THD and better output waveform, MCPWM is preferred [16–19].
The high switching frequency scheme is characterized by higher switching losses and
the presence of high-frequency harmonics in the output voltage waveform, unlike in
the constant switching frequency approach, lower and uniform switching losses and
lower order harmonics are present in the output waveform. The selective harmonic
elimination (SHE) technique is used to obtain the optimum triggering angle for each
H bridge, as here five H bridges are used, 11-level output voltage is obtained at each
phase as shown in Fig. 2. In this method (SHE), switches operate at a fundamental
frequency and each switch conducts for half the fundamental period hence uniform
switching losses will be there for each switching device; k − 1 harmonics can be
eliminated with k H bridges.

3 System Configuration and Control

The system configuration is shown in Fig. 3, where vs is the source voltage, vo is
the voltage at the point of common coupling (PPC), and vc is output voltage of the
cascaded multilevel inverter (CMI). Power is fed to load from the source, and CMI is
connected to the PCC bus bar through a coupling reactor. In a distribution network,
DSTATCOMs can improve the PCC bus power factor close to unity by compensating
reactive power; voltage sag and swell due to load variation can be taken care of, and
a filtered current is obtained. Here, DSTATCOM is mainly composed of a cascaded
multilevel inverter on the DC side, and a coupling reactor on the AC side as shown
in Fig. 3.

The harmonic components in the converter output waveform with N (=2k + 1)
levels are Fourier analyzed (Eq. (1)) and the amplitude of individual harmonic can
be obtained (Eq. (2)); further k − 1 harmonics can be eliminated by expanding Eq.
(2) and the required triggering angle (α1 − α5) can be obtained.
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Fig. 2 Output voltage of CMI, showing a phase voltage, b line voltage

Fig. 3 System layout for
CMI-based DSTATCOM
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Fig. 4 Overall control structure layout for CMI-based DSTATCOM

Vca(ωt) = 4Vdc

nπ

[
k∑

m=1

cos nαm

]
sin nωt (1)

H(n) = 4Vdc

nπ

[
k∑

m=1

cos nαm

]
m = 1, 2, ..., k (2)

where Vca = Phase output voltage of CMI
H(n) = Amplitude of nth harmonic
Vdc = Capacitor voltage of each H bridge (V1, V2, V3, V4, V5)
k = per phase H bridge count
N = levels per phase output waveform (2k + 1)
αm = Triggering angle for H bridge (mth cell).

The overall control description is shown in Fig. 4; the state-space equation for the
configured system is given in Eq. (3); abc to dqo transformation is used to obtain dc
quantities, which will be further utilized in a PI controller to produce the necessary
corrections. The decoupled structure is obtained after abc to dq transformation,
where the transformation matrix is given in Eq. (4), and the state-space equation
containing direct axis and quadrature axis components is given in Eq. (5).

Lc
d

dt

⎡
⎣ica
icb
icc

⎤
⎦ + rc

⎡
⎣ica
icb
icc

⎤
⎦ =

⎡
⎣voa

vob
voc

⎤
⎦ −

⎡
⎣vca

vcb
vcc

⎤
⎦ (3)
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⎡
⎣xd
xq
xo

⎤
⎦ = 2

3

⎡
⎣ cosωt cos(ωt − 2π

3 ) cos(ωt + 2π
3 )

− sinωt − sin(ωt − 2π
3 ) − sin(ωt + 2π

3 )
1
2

1
2

1
2

⎤
⎦

⎡
⎣xa
xb
xc

⎤
⎦ (4)

Lc
d

dt

[
icd
icq

]
+ ωLc

[−icq
icd

]
+ rc

[
icd
icq

]
=

[
vod − vcd
voq − vcq

]
(5)

The reference current (i�d , i
�
q) are obtained from the active power (CMI) and reactive

power (PCC bus) requirement, and the error is fed to the PI controller as shown in
Fig. 4. The amount of current injected depends upon the voltage difference between
the PCCbus andCMI, thus by varying the amplitude and phase angle of the generated
voltage a DSTATCOM can inject or absorb the reactive power. Thus if the PCC bus
voltage is greater than the CMI output voltage, then the reactive VAR is absorbed,
whereas for a lower PCC bus voltage than CMI output voltage, the reactive VAR
is delivered. Here, the switching angles for each H bridge are calculated offline;
these angles correspond to the lowest THD for the CMI output, thus the modulation
index obtained provides a unique set of triggering angles from the lookup table for
an individual H bridge. Here, the optimized angles are obtained using the selective
harmonic elimination technique; as k− 1 dominating lower order harmonics can be
eliminated with this technique, it improves the THD of the voltage waveform.

4 Results and Discussion

In this study, CMI application for power conditioning is presented; an 11-level CMI
uses five H bridges for a phase, and the harmonic spectrum of the output voltage
is improved using the selective harmonic elimination modulation technique. In this
study, MATLAB/Simulink/PSIM software are used for various simulations. As a
power conditioning equipment, the DSTATCOM must be able to absorb and supply
the required reactive power such that the PCC voltage can be maintained at 1 pu;
Table 1 shows the system parameters and the 240V of PCC bus is taken as a reference
for per-unit system with switching frequency 50 Hz. Initially at t = 0, there is no load
at the PCC bus; the CMI-based DSTATCOM is also in the OFF state, but under
lagging or leading load, the power factor at the PCC bus will get disturbed, and thus
additional reactive power is required to compensate; in such condition, CMI can be
used as a power conditioner, which will help in maintaining the voltage level as well
as the power factor to unity.

The PCC voltage is to be maintained at 1 pu under all loading conditions; an
inductive load is switched ON at t = 0.04 s, but DSTATCOM is switched ON at t =
0.09 s; as result, a voltage sag is seen in Fig. 5 from t = 0.04 s to t = 0.09 s. As soon
as DSTATCOM is ON, thereafter the PCC voltage by the action of DSTATCOM is
maintained at 1 pu as shown in Fig. 5, and the corrective action by the controller
is achieved in less than two cycles. The sensed signals from the load sides help in
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Table 1 System configuration parameters for CMI-based DSTATCOM

Parameter Value

Source voltage 240 V

Source impedance (Rs , Ls) 0.45 �, 4.8 mH

Coupling reactance 0.2 �, 32 mH

PCC nominal voltage 240 V

DSTATCOM kVA rating 10

Individual H bridge dc voltage 37.5 V

Individual H bridge capacitance rating 11.85 mF

Inductive load 500 + j2500

Capacitive load 400 − j3500

System frequency and switching frequency 50 Hz

Fig. 5 Results for load variation, showing converter output voltage (vc) (top) and PCC voltage
(vo) (bottom)

estimating active power (P) and reactive power (Q); with the help of the decoupled
control structure shown in Fig. 4 obtained from the state-space equations, the direct
and quadrature axis current components are estimated, and the error is fed to the PI
controller to produce the necessary correction. Then the two-axis components are
transformed back to three-axis components; thus the CMI required output voltage is
obtained; the modulation index corresponding to CMI output will generate a set of
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Fig. 6 Results for load variation, showing converter current (ic) (top) and load current (bottom)

Table 2 Description of operation

Time (s) Operation

t = 0.04 Inductive load ON

t = 0.09 CMI-based DSTATCOM ON

t = 0.3 Capacitive load ON

triggering angles for each H bridge; these triggering angles will ensure the voltage
level at 1 pu.

At t = 0.3 s, a capacitive load is switched ON, as result a spike is visible at t = 0.3 s
in Fig. 6. Due to capacitive load a voltage swell is seen, and the DSTATCOM is also
in ON position; therefore the required modulation index and switching angles are
generated by controller, and thePCCvoltage is againmaintained at 1 pu. PCCvoltage,
converter voltage, converter current and load current for the described operation in
Table 2 are shown in Figs. 5 and 6, where the corrective action is clearly visible.
The quadrature current component guide for VAR compensation, for the described
operation of Table 2, quadrature current components of converter, and load are shown
in Fig. 7. In both cases, the required action by the controller has taken place in less
than two cycles, which shows the effectiveness of the described control methodology
for the cascaded multilevel inverter acting as DSTATCOM. Harmonic distortion for
DSTATCOM voltage and current are 4.6% and 0.5%, respectively, whereas for PCC
voltage and current THD it is 0.9% and 0.2%, respectively.
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Fig. 7 Results for load variation, showing quadrature axis current (iqc) fed by converter (top) and
quadrature axis current (iqc) for load (bottom)

5 Conclusion

This paper presents the modeling and control of a CMI-based DSTATCOM for
power quality issues in a distribution network; the detailed structure of a cascaded
multilevel inverter is elaborated, and the dynamic model for the connected system is
presented alongwith the detailed control structure. The optimized triggering angle for
each bridge is calculated offline, and as per the required modulation index these are
fetched from the lookup table, thus lower THD in voltagewaveform is achieved using
the selective harmonic elimination technique. The results are shown for different
loading conditions, the PCC voltage is maintained at 1 pu for inductive as well as
capacitive loading, and reactive VAR is either delivered or absorbed as per the PCC
bus voltage status. The obtained result validates the dynamic modeling and control
methodology for the CMI-based DSTATCOM, the disturbance at the load side is
effectively rejected by a controller action, THD obtained are as per IEEE standard
1547. Thus the CMI-based DSTATCOM can be used to address power quality issues
in a distribution network.
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Equivalent Two-Coil Model
for a Four-Coil Wireless Power Transfer
System

Anamika Das, Ananyo Bhattacharya, and Pradip Kumar Sadhu

1 Introduction

Wireless power transfer technology makes today’s practical area of application more
easy and secure than conventional wired power transfers, especially in the area of
some crucial technologies like implantable medical devices, mining, underwater,
and lot more where messy wired technology is not convenient enough. Pioneered
by Nicolas Tesla near nineteenth century, wireless power transfer technologies have
advanced a longway. Roughly, wireless power transmission can be of either radiation
mode or non-radiationmode, depending on themethods and range for energy transfer.
Radiativewireless power transfer uses radiowaves for transmission and roughly used
for far range. Non-radiative WPT is based on the near-range magnetic coupling of
conductive coils and can be labeled for applications in short to medium range [3,
8, 13–15]. For WPT, inductively coupled and magnetic resonance-based coils are
usually used because of their high performance and simplicity [9, 10]. The two
configurations most used in a WPT are 2C and 4C structure. There are already
a number of papers discussing their merits and demerits. From input impedance
characteristics, it is seen that 2C model is apt for near or short-range and 4C model
for mid-range transmissions of power [1–4, 6].
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However, it is possible to redesign an equivalent 2C system for a 4C system
without affecting their respective input impedance profile [4]. In this paper, the same
is done and checked for equivalence in MATLAB/SIMULINK.

2 Analysis of Input Impedance of 4C System

A 4C WPT topology is represented in Fig. 1, an AC source of high frequency
(10 MHz) supplies power to the source coil (SC), and the SC induces current in
the transmitting coil (TC). Both the TC and receiving coil (RC) operate at the same
resonant frequency. The current in load coil (LC) is caused by the RC, which supplies
power to the load [9, 12].

The circuit model of 4C WPT system can be illustrated as shown in Fig. 2,
considering mutual inductances between each two coils where

Rs Source internal resistance.
RL Load resistance.
R1 SC internal resistance.

Vs

C1 R1 R2 C2 R3 C3 R4 C4

RLL1 L2
L4

RECEIVING COIL LOAD COILTRANSMITTING 
COIL

SOURCE COIL

Rs

Fig. 1 Schematic diagram of a 4C WPT system

Vs

C1 R1 R2 C2 R3 C3 R4 C4

RLL1 L2 L3 L4

RECEIVING COIL LOAD COILTRANSMITTING 
COIL

SOURCE COIL

Rs

K12

K23

K34

K13

K24

K14

I1 I2 I3 I4

Fig. 2 Circuit model of 4C WPT
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R2 TC internal resistance.
R3 RC internal resistance.
R4 LC internal resistance.
L1 SC self-inductance.
L2 TC self-inductance.
L3 RC self-inductance.
L4 LC self-inductance.
Vs Voltage of high-frequency voltage source.

K12, K23, K34, K13, K24, and K14 are the coupling coefficient between SC and TC,
TC and RC, RC and LC, SC and RC, TC and LC, and SC and LC, respectively. The
corresponding mutual inductances between each pair of coils are

M12 = K12
√
L1L2

M23 = K23
√
L2L3

M34 = K34
√
L3L4

M24 = K24
√
L2L4

M14 = K14
√
L1L4

I1, I2, I3, and IL are the current through SC, TC, RC, and LC, respectively.
Applying KVL on the circuit in Fig. 2, the following equations can be obtained

(Rs + R1 + jωL1 − j/ωC1)I1 − jωM12 I2 + jωM13 I3 − jωM14 IL = Vs (1)

(R2 + jωL2 − j/ωC2)I2 − jωM12 I1 − jωM23 I3 + jωM24 IL = 0 (2)

(R3 + jωL3 − j/ωC3)I3 + jωM13 I1 − jωM23 I2 − jωM34 IL = 0 (3)

(R4 + RL + jωL4 − j/ωC4)IL − jωM14 I1 + jωM24 I2 − jωM34 I3 = 0 (4)

Upon simplifying further, Eqs. (1)–(4) give expressions for I1, I2, I3, and IL, which
can be further rearranged to evaluate the system efficiency.

As the flux linkages between non-adjacent coils are small enough to be negli-
gible, for simplicity, only the mutual inductances between the adjacent coils can be
considered, i.e., M12, M23, and M34. The load is assumed to be pure resistive, that
is, RL is purely resistive. Further, the reflected impedances are calculated between
adjacent coils [2, 7, 10].

Reflected impedance from LC toward RC is

Zref34 = (ωM34)
2

Z4
(5)

The reflected impedance from RC toward TC is
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Zref23 = (ωM23)
2

Z3 + Zref34
(6)

The reflected impedance from TC toward SC is

Zref12 = (ωM12)
2

Z2 + Zref23
(7)

Now, the system overall impedance as seen from input side can be expressed as

Zn = Z1 + Zre f 12 − Rs (8)

From the Eqs. (5), (6), (7), and (8), system input impedance (Zin) can be written
as

Z in = Z1 + ω2M2
12

(
Z3Z4 + ω2M2

34

)

Z2Z3Z4 + ω2M2
34Z2 + ω2M2

23Z4
− RS (9)

where

Z1 = Rs + R1 + jωL1 − j/ωC1

Z2 = R2 + jωL2 − j/ωC2

Z3 = R3 + jωL3 − j/ωC3

Z4 = R4 + RL + jωL4 − j/ωC4

(10)

At resonant frequency ωr , the input impedance of the system is transferred into

Z inresonance = Re(Z in) (11)

A schematic circuit diagram of 4C WPT is depicted in Fig. 3, and components
with values considered for analyzing its input characteristics are listed in Table 1.

Vs

C1 R1 R2 C2 R3 C3 R4 C4

RLL1 L2 L3 L4Rs

K12

K23

K34

Zin

Fig. 3 Schematic circuit model for calculation of Zin for 4C system
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Table 1 Components of the
4C system

Components Value Components Value

Rs, RL 50 � C1, C4 253 pF

L1, L4 1 μH k12, k34 0.7

R1, R4 0.1 � k23 0.1

L2, L3 20 μH f 10 MHz

C2, C3 12.67 PF R2, R3 0.5 �

Fig. 4 Variation of real part
of Zin w.r.t. coupling
coefficient for 4C WPT
system

The variation of real part of input impedance Zin of 4C WPT with coupling
coefficient is plotted in Fig. 4.

It is clear from Fig. 4 that real Re (Zin) of 4C WPT decreases with increasing
value of coupling coefficient k and can be calculated by the relation expressed in
Eq. 12.

k = 1
[
1 + 22/3 · D2/r1r2

]3/2 (12)

wherein D is the linear separation from TC to RC. r1 and r2 are the radius of loop
of TC and RC, respectively. Equation no 12 shows that the variation of magnetic
coupling coefficient between a pair of coils is inversely proportional to the physical
distance between them [5]. At the 4C system, real part of Zin rises with decline in
coupling coefficient and rises to its peak value when the distance is too long. This is
why 4C scheme is apt for mid-range application [1].
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3 Equivalent 2C Model for a 4C WPT System

Using the decoupling method, a pair of mutually coupled coils may be replaced by
a T-type combination of three inductors [4, 7, 11]. When the dotted terminals are
at the opposite sides (as shown in Fig. 5), the value of those three inductors can be
calculated as L1 + M, L2 + M, and −M.

At resonance angular frequency ωr

C = − 1

ω2
r L

(13)

L = − 1

ω2
r C

(14)

From (13) and (14), it is found that an inductance (L) with a negative value may
be replaced by a positive value of capacitance (C) and vice versa. The values of C
and L can be determined from the equations listed as in next page [4].

L ′
1 = L1 + M − 1

ω2
r C1

= k12
√
L1L2 = M (15)

CM = 1

ω2
r M

(16)

C ′
2 = 1

1
C2

− ω2
r M

= CMC2

CM − C2
(17)

Using the equations, the equivalent 2C LCC circuit can be calculated from both
transmitting and receiving side (Fig. 6). The same can be calculated for the pair of
SC and LC.

C ′
1 = C ′

4 = CM (18)

C′
2 = C′

3 (19)

Fig. 5 Equivalent T circuit
for a pair of mutually
coupled coils
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Vs

C1 R1 R2 C2

L1 L2Rs

Vs

Rs

R1 L1'

CM

C2' R2

L2

M12

Fig. 6 Equivalence of SC and TC to LCC circuit

L ′
1 = L ′

4 (20)

Components of complete equivalent 2C circuit calculated from Eqs. (15)–(20) are
given in Table 2. The corresponding equivalent circuit is shown in Fig. 7.

From the 2C structure displayed in Fig. 8, the Zin
′ (input impedance) can be also

calculated using the equations below

Z ′
4 = (

R4 + RL + jωL ′
4

)|| 1

jωC ′
4

(21)

Table 2 Components of the
2C System

Components value Components value

RS, RL 50 � C2
′, C3

′ 15.02 pF

L1
′, L4

′ 4.13 μH R2, R3 0.5 �

C1
′, C4

′ 81.01 pF k12, k34 0.7

R1, R4 0.1 � f 10 MHz

L2, L3 20 μH k23 0.1

Vs

Rs R1 L1'

C1'

C2' R2 R3 C3' L4'

C4'

R4

RLL2 L3

M23

Fig. 7 Complete LCC 2C equivalent circuit for 4C WPT system
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Vs

Rs

R1 L1'

C1'

C2' R2 R3 C3' L4'

C4'

R4

RLL2 L3

M23

Z3/Zref23/Zin/ Z2/

Fig. 8 Schematic circuit model for calculation of Zin for 2C system

Z ′
3 = Z ′

4 + R3 + 1

jωC ′
3

(22)

Considering the reflected impedance from receiving side as seen from transmitting
side [2]

Z ′
ref23 = (ωr M23)

2

Z ′
3

(23)

Z ′
2 =

(
Z ′
re f 23 + R2 + 1

jωrC ′
2

)
|| 1

jωrC ′
1

(24)

Z ′
in = R1 + jωr L

′
1 + Z ′

2 (25)

Variation in Re (Zin
′ ) (as discussed in Eq. 11) in 2CWPTwith coupling coefficient

is depicted in Fig. 9. Clearly, real part of the Zin
′
of 2Cmodel increases with increase

in the coefficient of coupling (k) which means that lesser the distance between coils,
larger the transmission efficiency [1]. This validates the concept that 2C model is
more apt for near-range transmission.

4 Simulation and Result Analysis

A 4CWPT scheme simulated in MATLAB/SIMULINK is based on circuit shown
in Fig. 2 with components listed in Table 1. The input voltage applied is 200 V
sinusoidal waveform with a frequency of 10 MHz. With input supply and value of
k23 unaltered, a simulatedmodel of its corresponding 2CLCCmodel (based on Fig. 7
and components with values listed in Table 2) is also simulated and both are analyzed
thereafter.
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Fig. 9 Variation of real part
of Zin

′ w.r.t. coupling
coefficient for 2C model

Fig. 10 Instantaneous
output voltage profile of 4C
resonant WPT scheme

From Figs. 10, 11, 12, and 13, it is noticed that the instantaneous output profile of
voltage and current for both the 4C configuration and its redesigned 2C counterpart
are nearly similar. A comparison between RMS values of Output voltage (Vor),
Current (Ior), Input power (Pin), Output power (Pout), and power transfer efficiency
(η) of both the schemes are shown in Table 3.
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Fig. 11 Instantaneous
output current profile of 4C
resonant WPT scheme

Fig. 12 Instantaneous
output voltage profile of 2C
LCC model of resonant WPT
scheme

5 Conclusion

In this article, resonant wireless power transfer (WPT) system for a 4C model and
its corresponding 2C LCC has been designed and simulated in MATLAB Simulink
with same value of AC input voltage 200 V with 10 MHz frequency and coefficient
of coupling between TC and RC taking as k23 = 0.1. Also, the variation in real part
of Zin w.r.t. coupling coefficient for both 2C and 4C systems is investigated. Here, it
is found that efficiency of 4C scheme is 94.78% with input power of 10.54 W and
output power of 9.994 W. And in its corresponding 2C LCC model an efficiency
of 93.22% is recorded with input power of 11.72 W and output power of 10.92 W.
Hence, the LCCmodel of 2C proves to be closely equivalent to its corresponding 4C
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Fig. 13 Instantaneous
output current profile of 2C
LCC model of resonant WPT
scheme

Table 3 Comparison between outputs of 4C and 2C models

WPT model Vor (V) Ior (A) Pin (W) Pout (W) η (%)

4C model 22.35 0.4471 10.54 9.994 94.78

Equivalent 2C LCC model 23.37 0.4674 11.72 10.92 93.22

model in view of output and power transfer efficiency retaining its input impedance
profile.
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Model Predictive Control Based Inverter
to Enhance the Performance Under Grid
Frequency Variations

T. Ratna Rahul

1 Introduction

Distributed Generator (DG) is the heart of any microgrid application. Overall,
the distributed generators gained their prominence owing to eco-friendly, socio-
economic benefits, and technical advancements. Photovoltaic (PV)-based DGs have
been drawing significant attention both from the industrial and academic perspec-
tives. Despite high capital cost and low efficiency, the PVs are considered as one of
the alternate sources of energy generation owing to their developments and potential
benefits awarded during long run and increase in the durability of solar panels. The
control strategies must be effective for the DG to enhance their performance. So, for
this effect, the control of inverter plays a vital role and the transient performance as
well as dynamic performance should be given good importance.

The control of inverterwhen it is synchronizedwith the grid in terms of controlling
the active and reactive powers poses a challenging task [1, 2]. Controlling methods
are developed for the DGs in injecting the powers of both active as well as/reactive
demanded by the grid thereby stabilizing the system with the maintenance of voltage
and frequency. Different control methodologies are proposed in literature for the
real as well as reactive powers. The control method [2, 3] employed decouples the
current in three phases to a synchronous reference frame (d-q). In general, mostly
the current strategies employed use the conventional synchronous frame of reference
where the low pass filters are essential and the tuning of those filters are also essential
in improving the transient as well as steady-state responses of the system. The tuning
of this filters also adds up in addition with the controllers developed for control of
real as well as reactive powers.
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Mostly the controllers employ two control loops, one for the generation of refer-
ence currents based on the real as well as reactive powers as required by the grid
and second being the switching pulse generation for the control of inverter. The
controllers generally utilizing the two loops are conventional PI controllers, PR
controllers, sliding mode control, fractional-order controllers, and predictive based
current control. Further the controllers need the generation of reference currents
as demanded by the grid. Theoretical-based results are presented related to model
predictive control [4, 5]. Therefore, the control strategy needs the generation of refer-
ence current which further depends on the synchronization of the grid frequency
which further uses the phase-locked loops (PLL) [3]. Hence the control of active and
reactive powers is becoming further a complex in the tuning of PLL for the control.
Hence, the control of power with frequency is quite essential and a challenging task.

In this context, the paper proposes a single-stagemodel predictive controllerwhich
is free of cumbersome tuning procedures, purely mathematically developed and is
adaptable to the changes in the frequency of the grid and very quick in delivering
real as well as reactive powers necessitated to grid.

2 System Modeling

The schematic of the three-phase grid-connected DG is presented in Fig. 1. The
output voltage of DG is VPcc and current Ig are given to the MPC-based space
vector modulation (SVM). The methodology of the process of grid synchronization
is adopted from [6]. The powers transferred from the DG to grid are labeled as Pg,
Qg. The complete schematic diagram starting from the three-phase DG untill the
point of common coupling (PCC) in a single line form can be represented as in (1).

Vi = I f R f + L f
dI f
dt

+ VPcc (1)

I f = Ic + Ig (2)

+
-

Vdc

Ig
LfaRfa

Rfb Lfb

Rfc Lfc

Cfa

Cfb

Cfc

If

S1 S2
S3

S4 S5 S6

Pg, Qg Rla Lla

Rlb
Llb

Rlc
Llc

Grid

MPC based SVM Pulses Pg, Qg

Vpcc

PCCIc

Fig. 1 Schematic of MPC-based SVM applied to three-phase DG
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Differentiating (2) results in

dI f
dt

= dIc
dt

+ dIg
dt

Ic = C f
dVPcc

dt

⎫
⎪⎬

⎪⎭
(3)

The currents and voltages are transformed intoα-β domain and can be represented
as VPα , VPβ,I0α,I0β

VPccα = Vm cosωt; dVPccα

dt
= −ωVPccβ

VPccβ = Vmsinωt; dVPccβ

dt
= ωVPccα

⎫
⎪⎬

⎪⎭
(4)

Icα = −C f ωVPccβ;dIcα
dt

= −ω2C f VPccα

Icβ = C f ωVPccα; dIcβ
dt

= −ω2C f VPccβ

⎫
⎪⎬

⎪⎭
(5)

Generally, the apparent power is represented as

S = V I ∗
0

P + j Q = (VPccα + jVPccβ)(Igα − j Igβ)

p = VPccα Igα + VPccβ Igβ
Q = VPccβ Igα − VPccα Igβ

⎫
⎪⎪⎬

⎪⎪⎭

(6)

Differentiating P and Q of (6) results in

dP

dt
=

(
dVPccα

dt
Igα + dIgα

dt
VPα + dVPccβ

dt
Igβ + dIgβ

dt
VPccβ

)

dQ

dt
=

(
dVPccβ

dt
Igα + dIgα

dt
VPccβ − dVPccα

dt
Igβ − dIgβ

dt
VPccα

)

⎫
⎪⎪⎬

⎪⎪⎭

(7)

Evaluation of (7) requires I ·
gα and I ·

gβ , differentiating Igα and Igβ results in (8)

·
I
gα

= ·
I
f α

− ·
I
cα

·
I
gβ

= ·
I
fβ

− ·
I
cβ

⎫
⎪⎪⎬

⎪⎪⎭

(8)

Substituting (1), (3), (4), (5), in (8) and on simplification results in (9).
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.

I
gα

= Viα+VPccα(ω2L f C f −1)−ωR f C f VPccβ−IgαR f

L f

.

I
gα

= Viα+VPccβ (ω2L f C f −1)−ωR f C f VPccα−Igβ R f

L f

⎫
⎪⎬

⎪⎭
(9)

Substituting (9) in (7) and writing the powers in state-space representation as

⎡

⎣

·
P
·
Q

⎤

⎦ = 1

L f

(
−R f −ωL f

ωL f −R f

)[
P

Q

]

+ 1

L f

(
VPccα VPccβ

VPccβ −VPccα

)[
Viα

Viβ

]

+ 1

L f
∗

[ (
ω2L f C f − 1

)
VPccα − ωR f C f VPccβ

(
ω2L f C f − 1

)
VPccβ − ωR f C f VPccα

−(
ω2L f C f − 1

)
VPccβ + ωR f C f VPccα −(

ω2L f C f − 1
)
VPccα − ωR f C f VPccβ

]

∗
[
VPccα

VPccβ

]

where
·
P = dP

dt
,

·
Q = dQ

dt

(10)

Considering powers as state variables, Vi as input, (10) can be written as

·
Xl = Al Xl + BlVw + ClVPccl (11)

where Vw =
[
Viα

Viβ

]

; VPccl =
[
VPccα

VPccβ

]

Cl = 1

L f

[ (
ω2L f C f − 1

)
VPccα − ωR f C f VPccβ

(
ω2L f C f − 1

)
VPccβ − ωR f C f VPccα

−(
ω2L f C f − 1

)
VPccβ + ωR f C f VPccα −(

ω2L f C f − 1
)
VPα − ωR f C f VPccβ

]

Al = 1

L f

(
−R f −ωL f

ωL f −R f

)

;Bl = 1

L f

(
VPccα VPccβ

VPccβ −VPccα

)

Discretizing (11) and simplifying results as

Xl(k + 1) = Xl(k)Ald + BdVw + CdVPccl (12)

where Ald=eAl Ts ; Bd = BlTs ; Cd = ClTs;
The objective function for the grid-connected DG is the active and reactive power

control and is considered as

g =
√((

Pl(k + 1) − Pref
)2 + (

Ql(k + 1) − Qref
)2

)
(13)

The objective function is evaluated based on the switching states of three-phase
grid-connected DG using space vector modulation and the minimum value of the
evaluated g at different switching states is selected and given to the DG (Fig. 2).
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Predictive Model
Minimization of the 

cost functionPl(k)
Ql(k)

Vi(k)

VPcc(k)

Pl(k+1)

Ql(k+1)

Pref(k)

Qref(k)
Sa

Sb

Sc

Fig. 2 Model predictive control implemented to grid-connected DG

gsl = min(gl), f or l = 1, 2...8 (14)

3 Results and Discussion

In order to validate the performance of the developed control mechanism for three-
phase grid-connected DG, the simulation results are performed in Matlab/Simulink.
The parameters considered for simulation are presented in Table 1.

For the validation of the performance of the developed controller, the controller
is tested with different cases. Initially, the DG is supplying 10 kW of power to the
grid. At 1 s, an additional amount of 5 kW is demanded by the grid. It can be seen
from Fig. 3, with the capacity of the DG possessing, the controller is able to supply
the additional 5 kW with almost 1 cycle (20 ms) without any error or fluctuations in
powers. Further, it is also tested whether the controller is able to track the powers
when theDG is checked for the decrease in the active and reactive powers at a different
power factor. At 1 s, the active and reactive powers are changed from 15 kW and
7.5 kVAr (0.9 pf) to 8 kW and 5 kVAr (0.85 pf) which can be seen in Figs. 3 and 4,
respectively. It can be observed that there are no fluctuations or oscillations in both
active and reactive powers and the controller is very quick to track the changes.

Table 1 Parameters for
simulation

Parameters Values

Vdc 750 V

VPcc (415)V (RMS)

Vref 415 V

f p (49.5–50) Hzz

Rf , Lf 0.15 �, 15 mH z

Cf 50 µF

Pg (8–15) kW

Qg (5–7.5) kVAr
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Fig. 3 Change of reference powers at 0.9 pf demanded by grid

Fig. 4 Change of reference powers at 0.85 pf demanded by grid

The controller is checked with the variation of grid frequency whether during
the transition in the frequency any power oscillations of high magnitude are present
or not by using a programmable voltage source at 1 s. The variation of active and
reactive powerswith the change of grid frequency (50–49.5Hz) is presented in Fig. 5.
The variation is very low in terms of 10 W and 5 VAr, respectively. The magnitudes
of the power ripples present are very low (0.1%). The current THD is presented in
Fig. 6, which is 0.98%, well below the current THD as per IEEE 1547 standards. It
can be clearly observed with the results that the developed control methodology is
excellent in tracing powers demanded by the grid with low THDs and the controller
is free of tuning procedures employed in both the controller as well as the tuning
of low pass filters. Finally, the controller is very quick and good in adapting to the
variations in the grid frequency (50–49.5 Hz).
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Fig. 5 Variation of active and reactive powers with change in frequency at 49.5 Hz

Fig. 6 THD of current waveform

4 Conclusion

The paper presented a single-stage model predictive control for three-phase grid-
connected DG. Results indicate that the developed control methodology is quick in
tracing the required real as well as reactive powers necessitated by the grid and the
control method is quick in adapting to the subtle variations in frequency.
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Stabilization of Boost Converter
Connected to Photovoltaic Source Using
PID Controller

Divesh Kumar

1 Introduction

To increase the proficiency of PV systems, fuel cell and other DC power systems,
the conversion losses can be minimized by using the DC voltage directly in place of
converting it into AC and again back into DC for many applications [1]. To deal with
the different voltage requirements, efficient multilevel DC–DC boost converter are
widely used for the industrial as well as domestic applications [2, 3].

Many researchers proposed various control techniques to compensate the non-
minimum phase behavior [4, 5]. An open loop multi-source input topology is
proposed and this converter can be used to integrate the solar panels. This topology
has advantages of low stress across switches. The size of the converter is small due to
high-frequency operation. Themain problemwith this topology is that as the number
of stage increases, the size of the capacitor increases and it will make it bulky [6–8].
Boost converters are widely used in HVDC transmission, non-conventional energy
system like solar or wind turbine, fuel cell, dc grid, electric vehicle and space automa-
tion, etc. [9–11]. To obtain high gain in converters, the use of transformers is not
practicable as it produces non-linearites [12, 13].

If load is changed the output parameters also changes. To regulate output voltage
constant, the duty cycle should be controlled. Efficient DC–DC converters are
required for PV system. Shadow effect reduces the generated output voltage and
affects the solar system. It can be eliminated by using a suitable controller [14, 15].
The components used in DC–DC converter do not operate ideally so produce some
power loss and affect the efficiency and accuracy of the boost converter. Power loss
due to internal components of boost converter should be compensated. Conventional
converter usually operates at high duty cycle to get higher gain from the converter.
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At high rate, inductor may get saturates. A low duty cycle is used to operate boost
converter. Dependency of the conventional energy resources is decreasing day by
day. Electric vehicle needs various supplies for charging purpose so multilevel boost
converters are widely used [16, 17].

1.1 Boost Converter

Figure 1 shows a circuit diagram of conventional boost converter. The increase in
output voltage gives its name as boost or step-up. The function of the capacitor at
the resultant side is to make the resultant voltage ripple free and an inductor is added
to the input side to make the current corresponding to the voltage set ripple free [1].

Switch-on State. When switch is closed, it will connect the anode of the diode to
the –ive terminal and diode will be in reverse bias. Output stage will be isolated from
the input side and inductor current will continue to flow and energy will be supplied
from the source. Figure 2 shows the equivalent circuit for the state when switch is
closed.

when switch is closed for period (d Ts),

Vs − dIL
dt

= 0 (1)

Fig. 1 Boost converter

Fig. 2 Switch-on state
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Fig. 3 Switch-off state of
boost converter

Vc

R
+ CdVc

dt
= 0 (2)

Equations (1) and (2) can be represented in state-space model as

[ dIL
dt
dVc
dt

]
=

[
0 0
0 − 1

RC

][
IL
VC

]
+

[ 1
L
0

]
VS (3)

Vo =
[
0 1

][ IL
VC

]
(4)

Switch-off State. If the switch is off, energy is delivered from the inductor as
well as the input source. The output capacitance maintains the voltage across the
load constant. The equivalent circuit for switch-off state is shown in Fig. 3.

For switch-off period ((1 − d) Ts),

VS − VC − L
dIL
dt

= 0 (5)

IL − Vc

R
− CdVc

dt
= 0 (6)

From Eqs. (5) and (6)

[ dIL
dt
dVc
dt

]
=

[
0 − 1

L
1
C − 1

RC

][
IL
VC

]
+

[ 1
L
0

]
VS (7)

Vo =
[
0 1

][ IL
VC

]
(8)
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1.2 Control Strategy of DC–DC Power Converter

Output of boost converters is to be regulated within a specified tolerance limit. The
converter resultant V o is compared with V oref and the error goes to the controller. As
the control action, duty cycle is varied by the controller so that output voltage will
remain constant.

State-Space Averaging Technique. State equation and output equation are given
by Eqs. (9) and (10), respectively.

ẋ = [A1d + A2(1− d)]x + [B1d + B2(1− d)]VS (9)

Vo = [C1d + C2(1− d)]x (10)

where A1 =
[
0 0
0 − 1

RC

]
, B1 =

[ 1
L
0

]
, C1 = [0 1], D1 = [0] is obtained from the

switch-on state Eqs. (3) and (4) and A2 =
[
0 − 1

L
1
C − 1

RC

]
, B2 =

[ 1
L
0

]
, C2 = [0 1], D2 =

[0] is obtained from switch-off state Eqs. (7) and (8).
Here current through the inductor and output voltage are considered to be two

states of the system. The state-space averaging model is designed by averaging the
on-state and off-state equations and is expressed as

A = A1d + A2(1− d) (11)

B = B1d + B2(1− d) (12)

C = C1d + C2(1− d) (13)

Table 1 shows the converter data for analysis. High value of source voltage or
output voltage results in rise of the ripple current. A low value of inductor improves
the load transient while large value reduces the ripple current. The value of the
capacitor is decided based on ripple voltage. Transfer function with respect to input

Table 1 Design parameters Design parameter Values

Source voltage (VS) 12 V

Desired output voltage (Voref) 24 V

Inductance (L) 150 µH

Capacitance (C) 470 µF

Load resistance (RO) 50 �

Switching frequency (f S) 20 kHz



Stabilization of Boost Converter Connected to Photovoltaic … 135

and duty cycle are given by as follows.

Vo(s)

Vin(s)
= C(SI − A)−1B + D (14)

Vo(s)

d(s)
= C(SI − A)−1[(A1 − A2)x + (B1 − B2)Vin]+ (C1 − C2)x (15)

By using the Eqs. (9)–(13) and the design parameter from Table 1, the transfer
function are obtained as in Eqs. (16) and (17).

Vo(s)

Vin(s)
= 7.092× 106

s2 + 44.33s + 3.546× 106
(16)

Vo(s)

d(s)
= −2128s3 + 1.701× 108s2 − 0.0006695s + 6.036× 1014

s4 + 88.65s3 + 7.094× 106s2 + 3.144× 108s + 1.257× 1013
(17)

Design of PID Controller
The PID controller is to be tuned for the compensation of input voltage fluctuation

and load variation. For tuning of PID controller, the values of ultimate gain (KC) and
ultimate time period (TU ) are obtained from the Root Locus plot and then gain
parameters are calculated by using Zeigler–Nichols method. The block diagram of
the Boost Converter connected to photovoltaic source using PID controller and the
corresponding Simulink model are shown in Fig. 4 and Fig. 5, respectively.

The Root Locus plot is shown in Fig. 6. From this plot, the values of critical gain
(KC) and critical time period (TU ) is found to be KC = 0.0209 and TU = 0.0024 s,
respectively. By Zeigler–Nichols table, the controller parameters are obtained as

Kp = 0.01045
Ki = 8.7
Kd = 0.000003135

Fig. 4 Block diagram of the boost converter connected to photovoltaic source and PID controller
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Fig. 5 Simulink model of boost converter connected to photovoltaic source and PID controller

Fig. 6 Root locus plot

2 Results

2.1 Step Response

Open loop step response of the converter is shown in Fig. 7 and closed loop step
response of the boost converter is shown in Fig. 8. Open loop system response is
sluggish and closed loop response with PID controller is smooth, and settling time
is also reduced to a very significant value.
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Fig. 7 Step response of the open loop system

Fig. 8 Step response of the closed loop system

2.2 Performance Comparison of Time-Domain Specifications

Table 2 shows the comparison between the performance specification of boost
converter without controller and with controller.

From the above observation, it is observed that by proper tuning of PID controller,
the peak overshoot in output voltage and output voltage settling time reduces
significantly.
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Table 2 Performance
specification

Time-domain
specification

Boost converter
without controller

Boost converter
with controller

Rise time (s) 0.0056 0.0034

Settling time (s) 0.175 0.012

Peak overshoot
(%)

96 5

Table 3 Output voltage with
varying insolation

Solar irradiance (W (peak)/m2) Output voltage

1200 24.08

1000 24.12

800 24.05

600 24.09

400 24.14

2.3 Output Voltage

The Solar PV module voltage depends upon the solar irradiance. This voltage is fed
to the boost converter as the input voltage. As irradiance varies the input voltage of
the boost converter varies and it results in the variation in the output voltage of boost
converter. By using a proper controller, the output voltage of the converter remains
constant as solar irradiance varies. Table 3 shows the output voltage for different
insolation levels.

Figure 9 shows the controlled output voltage. From Table 3 and Fig. 9, it is
analyzed that the output voltage remains almost same with varying insolation levels
from 1200 to 400 W (peak)/m2.

Fig. 9 Output voltage response
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3 Conclusion

The efficiency of PVmodule is very poor and the output voltage depends on insolation
and temperature. So there is a need to increase the DC output voltage level as well as
to regulate the output voltage of the boost converter. The effect of PID controller on
output voltage of boost converter connected to solar photovoltaic source is studied.
It is found that the use of PID controller improves the performance of integrated
system significantly. The problem of insolation variation is also compensated by the
controller. Root locus plot is used to calculate the controller constants for tuning by
Ziegler–Nichols method. Output voltage of the proposed converter remains almost
constant (24 V) with changing insolation levels. Therefore, this high degree of regu-
lation can be achieved by using PID controller for voltage regulation of solar PV
based boost converter system.
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A New Model of Zero Energy Air Cooler:
An Cost and Energy Efficient Device
in Exploit

K. Akash and A. Sheik Abdullah

1 Introduction

This mechanism of proposed structure has been provided with a cylindrical opening
over the neck and the specified cork region. It has been proposed that when the area
size decreases then the pressure inside it increases and then it cools the air to the
specified funnel area.

• The bottles are said to be in a state of hydrated with the help of Metal Oxide
Framework, which is capable of holding water at a microscopic level [1] (pore
diameter being 6 Å).

• It has been provides with an state to reduce the interior temperature to a level of
10 °C, which then assigned with the air conditioning model.

The principle behind the working of the cooler are simple physics and engineering
concepts it’s easy to set up and self-sustaining model and hence needs not much of
human interference. It is eco-friendly and cost effective. The measurement of the
cost effectiveness is depicted in Fig. 1.
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Fig. 1 Cost effectiveness of
proposed cooler

2 Objectives of the Proposed Work

The proposed work mainly focuses on the cost effective model to be provided to the
common people with more efficient and adorable platform. The following are the
key objectives of the model:

• Zero energy
• More convenient mode of installation
• Cost effectiveness
• Environment friendly
• Reusability
• Self-sustaining (zero carbon effect)
• Subsequent paragraphs, however, are indented.

The product completely focuses on the zero level of carbon effect in which the
amount of the level of carbon dioxide to the atmosphere and the model is completely
framed with a self-sustaining level of design.

Among the overall 2.8 billion populations in the more specific regions of the
world there are about 8% who owns air conditioners when compared to that of the
80% of the people living in US and in Japan. The contact to the cooling in most of
the regions of the world can be no longer considered a luxury and is becoming a
necessarily important thing [2]. The workflow of the process is depicted in Fig. 2.

3 Experimental Setup

The following things are required to implement this project:

• Used 1–2 L PET Bottles (Say X*X ft. Then you require Xˆ2 bottles)
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Fig. 2 Process workflow

Fig. 3 Experimental design

• Sheet Made of Metal or Wood or Any preferred material (Based on the size of
your window).

• Metal Oxide Framework for improved cooling purposes rendered CAD model of
zero energy air cooler. The experimental design is mentioned in Fig. 3.

4 Solution Testing and Implementation

The idea of our project is to make the proper use of engineering principles in
helping the society and integrate it with technology. So basically, there are three
main engineering concepts applied in the prototype and as they follow:

• MOF (metal organic framework) and its psychometric analysis
• Evaporative Cooling
• Joule’s law.

Only two levels of headings should be numbered. Lower level headings remain
unnumbered; they are formatted as run-in headings.

AboutMOF, or generally known as metal organic framework which has been here
since 2000s but due to cost factors haven’t been used, Now with development and
synthesis of various structures have enabled us to improve their application various
fields like Adsorption, Gas storage, Conductivity etc. [3].We felt that utilization of
MOF would be the game changer in the game. By further investigating researchers
found a new compound MOF also known metal organic framework which could
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Fig. 4 CAD rendering of the product

hold water molecules (Wonderful scientific inventions are arrived at by mimicking
the nature) [4]. The product rendering is given in Fig. 4.

Now the all new aluminum based Metal Oxide Framework has opened up the
scope for new areas of application. The idea we intend to propose is based on the
application of its ability to hold water molecules as a cluster of 8 molecules in one
frame (i.e. used already for CO2 and Methane absorption processes with help of
zirconium based MOF-801 framework which can hold upto 20% of its own weight
and the thus absorbed gases can be transported easily in large quantities as in case
of methane) [5].

The MOF-303 based aluminum metal oxide composed framework. Then by
adapting aluminum instead of using zirconium as a metal and thereby using water
instead of the composed organic solvents. Hence the newly adhered structure is based
on the XHH topology which is then built by AI (OH) (–COO) 2 which is formed as
the secondary building unit. The implementation levels is depicted in Fig. 5.

The entire structure of MOF-303 is modeled into one-dimensional pores with a
facilitation of 6A diameter [1]. The model is provided with a large water capacity
framework of about: 0.48 gg-1. The isotherm is specifically suited for water absorp-
tion with a high performance material. The inflection of the isotherm has been made

Fig. 5 Implementation
levels
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at a point of about 0.15, with a plateau of about 0.3, thereby providing a good level
of temperature as observed [6].

Solid waste management has become one of major crisis. So in our product we
tend to reduce and reuse solid waste. Reusable water (PET) and other plastic bottles
of same or different sizes are used here. So used bottles instead of destroying the soil,
it can be used in this prototype which will reduce the soil contamination effectively
and better usage of the used bottles. Also recycled plastic may be used [7].

Integrating science and society is what engineering is about. Here we use joule’s
second lawwhere a compressed gas regardless its volume is released into a free space,
thus it cools down. So when we use this, we get that hot air coming from outside is
made to pass through the larger end of the bottle and compress it towards the end
of the nozzle and when the slightly compressed air is let out it cools down rapidly
as we get cool air. This product is could be an effective alternative to traditional air
conditioner. No eco-friendly air cooler (air conditioner) is available at this rate and
totally different from any other in the market [8].

5 Experimental Results

For every HVAC system psychometric analysis will provide an accurately designed
system requirements.

It proceeds as follows:

– Determination of the Outlet conditions
– Rate of air flow over for a unit area
– Determine return air condition entering the air-handling unit.
– Helps us predict the time consumption and other parameters such as humidity and

temperature [9].

Based on a simulated environment with optimal inlet conditions the following
calculations were made. The cross section view is depicted in Fig. 6.

Rate of loss of water from evap. system: ωwater = To be Determined.
The cycle is continuous and rapid also from X-ray diffraction test it is confirmed

that there is no loss in property even aftermultiple cycles as given inFig. 7.Theparam-
eter setting for rate of loss of water and determination of replacement is depicted in
Tables 1 and 2.

Fundamentally, the “TG” of TG/DTA is very similar to standard thermo gravi-
metric analysis (TGA). A TG/DTAmeasures the change in sample weight as a func-
tion of temperature (and/or time) under controlled gas atmosphere and temperature.
Graphing the percent weight change over a programmed temperature range enables
the study of physical or chemical processes that have caused the sample to lose or
gain weight [10].
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Fig. 6 Cross-sectional view of the model

Fig. 7 One hundred fifty
cycles of RH swing cycling
of scaled-up activated
MOF303 at 25 °C in a TGA

Table 1 Determination of rate of loss of water

Temperature at inlet T1 41 °C

Temperature at outlet (Expected) T2 25 °C

Specific humidity of dry air at 40 °C
(ω1)

0.009 kg/kg

Final specific humidity at 25 °C (ω2) 0.017 kg/kg

Sub wet bulb temperature 18.3 °C

Specific volume (MOF) 0.3670 cm3/g

d(mair)/dt = ρ d(V)/dt

d(mwater)/dt = d(mair)/dt (ω2 − ω1) 3.699 m3/min = 0.0698 kg/s

Rate of loss of water from system in
a single cycle

0.0698 × (0.017 − 0.009) = 5.512 × 10–4 kg/s

Rate of loss of water from evap. system: ωwater 5.512 × 10–4 kg/s
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Table 2 Determination of
replacement of water per
cycle

ρMOF 1.1277

Specific volume (MOF) 367 m3/kg

Volume of water lost 0.00552 m3/s

Sorption rate up to saturation 2.112 × 10–4 kg/s

Therefore time taken for re-absorption of
lost water

2 s

6 Conclusion

We obtained about 55% of correlation of results on comparison of the actual perfor-
mance of themodel with the theoretical values.Which is indeed common cause of the
ideal considerations of the outlet in theoretical sections such as a relative humidity
of 100% is never attainable. It was also observed that with optimal input condition at
laboratory condition (a very low humidity at inlet.) shows that the proposedmodel has
a higher value of effectiveness at arid regions as in Fig. 8. From Thermo-gravimetric
analysis it was clear that theMOF-303 retention property isn’t lost even aftermultiple
cycles suggesting that it can be economical compared to other cooling systems.

Fig. 8 Psychrometric plot of working conditions
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7 Significant Measures and Expectations

7.1 Electricity Insufficiency

Electrical energy consideration is one of the most significant crises for providing
it to the economy. A balance between electricity production and consumption is a
major threat in this world which is to be focused with care. In this animated world
that sometimes animates us, (i.e.) we could live without food and water but we will
never be able to live without the electricity since it rules the world. It became a
great stress factor now-a-days. Relieving ourselves from the stress is possible when
we are shifting towards an eco-friendly Zero Energy Air cooler. Its impact will be
tremendous in such away that wewill also be able to comfort us with a cooler without
electricity.

7.2 Solid Waste Supervision

Waste management is considered to be one of the most important features with
the increasing economical changes. Every year the production of waste has been
increasing rapidly by many of the organizations which are about 11.2 billion tones
among the worldwide. The process of reusability of waste materials and its compo-
sitions has to be studied and they have to be reused to any of the extent into usable
proportion. Among the collected wastes worldwide it has been composed of about
5% of greenhouse gas emission every year. The waste collected may be composed of
about some of the hazardous materials which are considered to be one of the major
challenges to the faster growing economy. The waste pollutes and contaminates the
water level and also the fertility of the soil. This has also to be considered for the
reversal ofwaste into actionablematerials. The statistical report is given in Fig. 9. The
pollutants dissolved in the water and the soil may create various infectious diseases
to the common community and cause severe damage to the ecosystem.

Fig. 9 Statistical report for
waste management
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The best gatherable solution is the minimization of waste and its reusability. The
reuse of the plastic bottles can be done while deploying the zero energy air cooler.
We could do solid management far better since there is a lion’s share for the plastic
bottles in the solid waste management. At certain circumstances where the waste
materials if can’t be avoided then the process of recycling and reusing it should be
considered as the third option in the waste management system.

8 Future Scope

Using zero percentage of any sources of electricity makes us pure and free from
global warming that includes the green house effects which finally contributes a
solution to the climate action. As the society is concerned with the environmental
impacts and its considerations the generation of eco-friendly environment is most
needed. Therefore, this prototype is expected to have massive impact on all regions
especially those people in rural areas. Earlier our ancestors used clever ways to beat
the heat like cavemen used caves to protect from heat; Chinese used hand held fans
in second centuries like Middle East used underground tunnels to draw heat out and
people who used to live under the mud built houses.

The Major Problem with Mud Buildings is that the construction requires the
removal of top level of the soil which is important for Agriculture. The alternative
solution out there would be zero energy air cooler.

One main disadvantage is that nowadays, the rural areas don’t have these mud
houses everywhere since it is not that much strong and safe to live in and heat is
uncontrollable in summer. This problem can be overcome by using this product as it
is cost wise beneficiary as well as eco-friendly.

Another main problem is that for people working in small scale factories. The
places where they work are hotter. They all cannot afford to buy an average air
conditioner. TheZero energyAirCooler can reduce this heat emission inside factories
to considerable levels [8]. A personwho do horticulture often need temperature lower
than they actually have. A prototype like this could come in handy to those people.
A various number of real time applications are present here.

Utilizing the environment friendly air conditioning model will definitely reduce
the electricity in different ways of action when mounting this particular model into
action. Also, in turn it provides enough cooling mechanism for the environment with
cost effective benefits. When we reduce the amount of energy, we reduce the risk of
harmful emissions of gases that affect the ozone. This way more and more we will
get to know the eco-friendly ways to save our environment [11].

CFC’s (Chloro Fluro Carbon) has a more life time when they land up in the
atmosphere (Stratosphere) where they are in a stage to destroy the ozone layer,
thereby the protection of the environment is destroyed with effect from harmful UV
rays. The CFCs consequences showing the harmfulness of those chemical compound
present in it were doing much to the ozone layer.
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Sliding Mode Controller Design for Wind
Energy System to Enhance Power Profile
and Stability

Abhishek Saraswat, Mohsin Kamal Siddiqui, and Sheetla Prasad

1 Introduction

Wind energy is a source that is pollution-free and inexhaustible towards the environ-
ment. Thus, the wind energy conversion system is one of the inherent sources for
the future. In the near future, many countries have decided their goals for additional
depletion of CO2 emission and phase-out of fossil fuels, incremented consumption of
renewable energy. At present, the most significant and effective source of renewable
energy is wind energy. In the past decade, the first vertical and horizontal axis-based
windmills were developed and used to convert wind energy into electricity. Several
developments are adapted by researchers to enhance overall stability of wind system
components [1]. Due to dependency on the geographical areas, a control scheme is
designed to fulfil two main tasks; first one is to maximizing the power output from
the wind against atmosphere and other one is to minimizing the fatigue of the turbine
[2]. In [3], authors focused on the stability of the system, its reliability and how the
system could be safe against the unpredictive nature of wind. Thus, wind energy
system became a vast research on overall system stability, linearization and wind
power fluctuations due to unknown nature of wind speed, etc., interest among the
researchers.

Due to unknown nature of wind speed, a variable speed wind turbine is designed
and played a key role to reduce the effect of wind speed uncertainties. The wind
turbine is controlled and operated in the specific range of the wind speeds. Beyond
specific limits, the turbine will stop to protect the generator and turbine. However,
the operational zones of wind energy system are classified into three regions. The
first zone is a low wind speed section where the turbine stops and their connections
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break from the grid in case of preventing any damages. The second zone is moderate
wind speed section that only committed/restricted to the cut-in wind speed at the
point where the turbine starts to produce power and achieved rated power as higher
as possible at the rated speed. In the high wind speed zone, there is a finite amount
of turbine power and due to this, turbine and generators are lightly loaded. It must
be noticed that, for defending the turbine from mechanical high loading, it is to be
shut down as soon as it reaches the cut out wind speed. Even though it is possible
that the wind turbine speed is fixed or variable, it is certainly possible to achieve the
extracted speed to be maximized only with variable speed wind turbines as discussed
in [4]. As unknown uncertainty in wind speed, there may be so many variations in
the wind power output. Thus, it is necessary to design a controller so that the wind
system operates from fixed speed to variable speed [5]. In addition to battery storage
system, a coordinated controller is designed to reduce wind power fluctuations due
to wind speed variation as given in [6]. To minimize wind power fluctuations, a
model predictive controller (MPC) is developed for wind energy system in [2, 6–9].
The sliding mode controller (SMC) is invariant against fluctuations in the system
[10, 11]. A second-order SMC is implemented to control the torque and illustrated
high maximum power point tracking (MPPT) against fluctuations in the torque [12].
Wind energy system power output is used to regulate frequency with a coordinated
controller as discussed in [10, 13]. To reduce complexity in control scheme design
process, a state space representation is demonstrated to evaluate the synchronous and
induction generator-basedwind turbines stability through its improved controllability
and observability [3, 5, 14].

On other hand, the modern wind power plants are interfaced with the power
electronics convertor and required to operate according to grid codes. The wind
power plant acts closely as much as possible to the conventional power plants, which
allows us the wide range of power output control [8]. As the infiltration of wind
turbine is continuously increasing in the grid, there is a reduction in the power grid
inertia that is extracted from the traditional power plant generators. The converter of
rotor side controls the output power and voltage of generator that is measured at the
grid terminals while the grid side converter helps in keeping the DC link voltage at
constant level by generating and absorbing active power from the grid [15]. It noticed
that the existence of high infiltration of wind power might result in the depletion of
grid virtual inertia of the power systems [10, 16, 17]. While designing the structure
of wind turbine, the most difficult issue is to construct the control system which is
capable of tolerating the fluctuating of the structural load. Hence, researcher faced
multiple challenges in control aspect due to fluctuating nature of wind energy that
continuously makes changes within very less period of time.

However, the SMC technique is a more efficient to control various industrial
applications against disturbances. In this study, the wind power fluctuations are mini-
mized using first-order slidingmode control strategy in coordination with pitch angle
mechanism even in the presence of wind speed variation. The optimal wind power
and corresponding generator speed are obtained using “fminsearch” function in the
MATLAB. The power error and generator speed error are calculated and applied
to sliding mode controller and pitch angle control mechanism, respectively. The
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controller changes system damping ratio by use of non-linear function through LMIs
“mincx” optimization tools, and pitch angle control mechanism varies pitch angle to
maintain constant tip speed ratio. Thus, a variable system damping characteristics
are obtained using nonlinear function and switching plane against wind uncertainty.
Hence, wind power remains invariance against wind turbulence thrust change and
ensures asymptotic convergence.

Remaining segments of the present study is arranged as wind energy system is
represented in state space dynamics in Sect. 2, trailed by the proposed SMC structure
for mentioned wind energy system under Sect. 3 followed by detailed closed-loop
stability that is analyzed in Sect. 3. The simulated result analysis of the proposed
controller is done in Sect. 4. Conclusion lastly drained from the illustrated work done
is given in Sect. 5.

2 Wind Energy Description

As there are many uncertainties regarding the speed of wind, it may be in high speed
and as well as in very low within a very short time interval. To control blade angle
with minimization of wind power fluctuation simultaneously, the whole wind system
is linearized for small perturbation in wind system. The turbine consists of three
blades with variable speed and variable pitch angle control facilities. The generated
turbine torque drives induction generator rotor and converts into electricity. Hence,
the generated turbine torque is considered as equivalent wind output power in this
study. The basic equations of wind energy system are described as follows:

λs = ωt r

ν
(1)

where the terms λs , ωt , ν and r are tip speed ratio, turbine angular speed (rad\s),
wind speed (m/s) and turbine radius (m), respectively.

The estimated power curve of 3.6 MW [10] is considered here and described as
follows:

cp(λs, θ) =
4∑

i=0

4∑

k=0

σikθ
iλk

s (2)

where term θ is pitch angle (degree) and power coefficients σik is given in [10].
The approximated turbine mechanical torque can be represented using power

curve and given as follows:

Γm = 0.5πρr3ct (λs, θ)v2 (3)
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where variable term cp(λs, θ) = ct (λs ,θ)

λs
and wind power is calculated as

Pg = ωtΓm (4)

Themechanical toque is obtained in shaft from turbine blades at angular speedωt .
The turbine shaft and generator shaft is mechanically coupled and balanced using
gearbox teeth ratio. The gearbox teeth ratio is considered as unity and balanced
shaft torque can be represented as Γtg [10]. The generator angular speed ωg varies
according to generator breaking electromotive torque Γ br

g . The turbine and generator
shaft dynamics are indicated as two-mass equations and written as

2Ht ω̇t = Γm − Btωt − Btg(ωt − ωg) − Γtg (5)

Γ̇tg = Ktg(ωt − ωg) (6)

2Hgω̇g = Γtg − Bgωg + Btg(ωt − ωg) − Γ br
tg (7)

where terms Ht , Hg , Bt , Bg are inertia and damping coefficients of turbine and
generator, respectively. The term Btg is coupled damping coefficient. The pitch angle
servo control dynamic with its time constant Tθ and estimated optimal generator
angular speed ω

op
g is written as

θ̇ = − 1

Tθ

θ + 1

Tθ

(ωop
g − ωg) (8)

The completewind energy systemdynamic is represented in state space equivalent
equations as

ẋ = Ax + BΓ br
g + FΓm

y = C x (9)

The matrices order is given appropriate system dimensions and Eq. (9) is
transferred into regular form [8] and given as

[
ż1
ż2

]
=

[
A11

A21

A12

A22

][
z1
z2

]
+

[
0

B2

]
Γ br
g +

[
Dw1

0

]
Γm

y = [C1C2]z (10)
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Table 1 System variable
nomenclature

Variable descriptions Variable descriptions

ν, r : Wind speed in m/s and
turbine radius in m

ωt , ωg : Wind turbine and
generator angular speed (rad/s)

λs , θ : Tip speed ratio and
pitch angle in degree

ct (λs , θ), cp(λs , θ): Estimated
power curve

Γm : Wind turbine mechanical
torque in N m and power

Pg : Wind power in watt

Ht , Hg : Inertia of turbine and
generator

Bt , Bg : Damping coefficient of
turbine and generator

Btg, Ktg : Coupling damping
coefficients


tg, 

br
g : Shaft and generator

EM breaking torque (N m)

Tθ : Pitch angle servo system
time constant (s)

ω
op
g , Pop

g : Wind optimal
generator speed and power

s, ϕ(τ ): Switching plane and
nonlinear function

K , P: Feedback gain and
positive definite matrix

Allmatrices value and systemvariables are given inAppendix andTable 1, respec-
tively. The proposed control strategy is discussed in the next section for wind energy
system Eq. (10).

3 Proposed Control Strategy and Its Convergence

The effect of fluctuations/disturbances in system on SMC scheme is negligible. The
selection of switching plane is highly desirable and it is represented as

s = [
K − ϕ(τ)AT

12P 1
]
[
z1
z2

]
(11)

where constant term K is state feedback gain and designed at low system damping
value. The term ϕ(τ) = −γ e−kτ 2

is used here to change system damping value and as
a result, it damped out wind system power fluctuation according to τ = Pop

g −Pg . As
per maximum power point, the pitch servo control changes blade orientation angle
according to error signal ω

op
g − ωg and detailed schematic representation is shown

in Fig. 1.
The SMC design process, i.e. reaching and sliding mode is applied on Eq. (11)

and after simplification by using Eq. (10), it gives

ż1 = (A11 − A12s1)z1 + F1Γm1 (12)
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Fig. 1 The proposed control strategy schematic representation

where term s1 = K − ϕ(τ)AT
12P and vary according to variation in ϕ(τ). Thus,

dynamics of Eq. (13) depends on ϕ(τ) value in terms of τ = Pop
g − Pg . Whenever

term τ is zero, i.e. nonlinear function ϕ(τ) is zero and it represents maximum point
on power curve. Then, Eq. (12) is written as

ż1 = (A11 − A12K )z1 + F1Γm1 (13)

Otherwise, term τ is non-zero, i.e. nonlinear functionϕ(τ)may reach itsmaximum
value γ . Then, Eq. (12) is written as

ż1 = (A11 − A12γ )z1 + F1Γm1 (14)

Let Eq. (13) variable final state feed gain may be represented as

K f = K + γ AT
12P (15)

The Eq. (15) is represented as

AT
12P − K f − K

γ
= N , ‖N‖ ≤ μ (16)
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Thus, dynamic of wind energy system is described by Eqs. (13) and (16) with
proper selection of K and converted into linear matrix inequalities (LMIs) optimiza-
tion framework using Schur complements [11]. Select P in such way that following
LMIs hold simultaneously.

P > 0
[
(A11 − A12K )T P + P(A11 − A12K )

]
< 0

[
μI N
NT μI

]
> 0 (17)

Theorem 1 Due to simple design process of SMC and its fast convergence, the
control law is developed with suitable selection of switching plane and nonlinear
function [10, 11] as given below

Γ br
g = −B−1

2

(
sT Az − dϕ(τ)

dt
AT
12Ps1 + κs + ρsign(s)

)
(18)

where variable terms s, κ , ρ, ϕ(τ), P are switching plane, positive constant (0 <

κ < 1), boundary limit constant ρ ≥ ‖ν‖, nonlinear function and positive definite
matrix, respectively.

Proof To obtain convergence condition, consider Lyapunov’s function for the
Eq. (10) as

V = 0.5sT s (19)

Differentiate the above equation and after substitution from Eq. (12), it gives

V̇ = sT
[
sT Az − dϕ(τ)

dt
AT
12Ps1 + (s1F1 + F2)τ + B2Γ

br
g

]

From Eq. (18), it is written as

V̇ ≤ −sTρ sign (s) − ςmin(ε)‖s‖2 + ‖s‖(‖s1‖‖F1‖ + ‖F2‖)ρ

Then, V̇ < −χ |s| for some χ > 0 and ‖s‖ > 1
ςmin (ε)

[(‖s1‖‖F1‖ + ‖F2‖)ρ]. The
control strategy converges asymptotically. This completes the proof.
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4 Results and Discussions

The SMC strategy is applied on wind energy system and demonstrated its perfor-
mance through MATLAB© simulation. The proposed control strategy aims to mini-
mize fluctuations in wind power output against unpredictable nature of speed of wind
and applied on three blades 3.6 MW energy systems [10]. The wind energy system
matrices and its parameters are given in appendix. Three simulation scenarios are
considered to show effectiveness of the proposed control scheme and described as

1. Constant wind speed profile throughout time.
2. Step increasing change variation in wind speed.
3. Step decreasing change variation in wind speed.
4. Comparative analysis of the proposed method with integral SMC and traditional

PI controller.

The wind speed patterns are generated for 40 s time frame window with full
turbulent using the “Class-A Kaimal” turbulence spectra. The average wind speed is
10 m/s [18, 19] with tip speed ratio limit 2 < λs < 13 and maximum power curve
cmax
p = 0.4288pu. Thus, detailed discussion with justification is illustrated in the

following sections.

4.1 Constant Wind Speed Profile Throughout Time

The wind speed pattern with constant average wind speed 10 m/s is considered as
given in Fig. 2a and simulated wind system dynamics with the proposed strategy are
shown in Fig. 2 and Fig. 3, respectively. From said Fig. 2, it is seen that the power
curve is obtained at constant tip speed ratio through controlled generator torque
against variation in wind speed. The corresponding turbine and generator speeds,
pitch angle effort and effective wind power output are given in Fig. 3. It is evident
that the proposed control strategy performed well in presence of wind speed. The
obtained wind power fluctuation has minimum oscillations and enhances power grid
reserve capacity. Thus, SMC strategy requires less virtual inertia in the traditional
power network and as a result power systemhas less frequency oscillations. However,
the proposed method is enhanced its application.

4.2 Step Increasing Change Variation in Wind Speed

The wind speed pattern with step change in wind speed average value is used as
given in Fig. 4a in this subsection and its dynamic responses are shown in Figs. 4 and
5. The wind speed average is increased in steps from 8 to 14 m/s as given in Fig. 6a.
The tip speed ratio response, estimated power curve and controlled generator torque
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Fig. 2 Wind speed patterns; and tip speed ratio, power curve energy and controlled torque responses

responses are represented in Fig. 4, respectively. Similarly, turbine and generator
speeds, pitch angle and wind output power responses are also shown in Fig. 5. It
is evident that SMC strategy is protected wind energy system even in presence of
high wind turbulence force. The proposed controller and pitch angle control scheme
both are operated smoothly and reduce oscillation in wind power with reduction in
estimated power curve. Thus, the proposed control scheme increased wind system
stability and its application in variable speed geographical area.

4.3 Step Decreasing Change Variation in Wind Speed

Thewind speed patternwith step change inwind speed average value is considered as
given in Fig. 6a in this subsection and its dynamic responses are shown in Figs. 6 and
7. The wind speed average is decreased in steps from 14 to 8 m/s as given in Fig. 6a.
The tip speed ratio response, estimated power curve and controlled generator torque
responses are represented in Fig. 6, respectively. Similarly, turbine and generator
speeds, pitch angle and wind output power responses are also shown in Fig. 7. It
is seen that initially a high wind turbulence thrust is given on wind blades and
the proposed control strategy is capable to protect as well as reduce wind power
fluctuations with reduced estimated power curve. The pitch angle servo mechanism
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Fig. 3 Turbine and generator angular speed, pitch angle and wind output power responses

control approach issues command to change orientation of blade face smoothly. Thus,
the proposed controller is capable to protect and minimize wind power oscillation
and enhanced overall system stability even in presence of wind uncertainties.

However, SMC is able to control wind energy system against wind speed unpre-
dictable nature uncertainty through variable closed-loop damping ratio phenomenon.
This is achieved through nonlinear function and switching surface with proper use of
LMIs optimization “mincx” MATLAB tools. The control generator torque signal
gives marginal chattering effect in presence of wind speed uncertainties. Thus,
SMC-based control structure enhances its application.

4.4 Comparative Analysis of the Proposed Method
with Integral SMC and Traditional PI Controller

The proposed controller, integral SMC [20] and traditional proportional-integral
(PI) controller (kp = 1.34, ki = 1.564)-based wind energy system responses are
compared in presence of wind speed pattern as shown in Fig. 2a. The turbine speed,
control signal, power curve and wind output power are shown in Fig. 8. The integral
SMC responses have oscillations due to lack of coordination between pitch angle
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Fig. 4 Wind speed patterns; and tip speed ratio, power curve energy and controlled torque responses

Fig. 5 Turbine and generator angular speed, pitch angle and wind output power responses
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Fig. 6 Wind speed patterns; and tip speed ratio, power curve energy and controlled torque responses

Fig. 7 Turbine and generator angular speed, pitch angle and wind output power responses
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Fig. 8 A comparative analysis of the proposed controller responses with integral SMC [20] and PI
controller

control mechanism and integral SMC while the proposed controller has compar-
atively less oscillations in the system responses. Thus, the proposed controller is
robust and effectiveness compared to integral SMC [20] and traditional PI controller.

5 Conclusion

To reduce power oscillation, a SMC-based control schemewas proposed in this study
for variable wind speed energy system. The control scheme asymptotic convergence
strategy was proved using the Lyapunov theorem. A variable system damping prop-
erty was achieved through nonlinear function and switching plane. The variable
matrix P was obtained using LMIs optimization function “mincx” and finally, state
feedback gain was calculated. The optimal power and corresponding generator speed
are obtained using “fminsearch” function inMATLAB and applied to SMC and pitch
angle control scheme, respectively. The nonlinear function and pitch angle are varied
according tominimize power oscillations at constant tip speed ratio. In addition, SMC
and pitch angle control schemeswere able tominimize power oscillations and protect
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wind energy system against wind speed uncertainty. From simulation response anal-
ysis, the proposed control strategy is capable to reduce power oscillations as well
as enhanced closed-loop stability against wind unknown nature uncertainty and also
comparedwith existing techniques. In future, SMC-based controller will be analyzed
considering double-fed induction generator wind energy system.

Appendix: Wind Energy System Matrices and Its
Parameters

A =
⎡

⎢⎣
− (Bt+BtR)

2HR
− 1

2Ht

Bt R
2Ht

−Ktg 0 −Ktg
BtR
2HR

1
2HR

(Bt+BtR)

2HR

⎤

⎥⎦, B =
⎡

⎢⎣
0
0

− 1
2HR

⎤

⎥⎦, F =
⎡

⎢⎣
0
0
1

2Ht

⎤

⎥⎦,

C =
[
1 0 0
0 1 0

]
, x = [

ωt ωr 
tg

]T

Rated capacity: 3.6 MW; number of blades: 3; blade diameter: 104 m; wind speed
(variable): 8–13 m/s; cut-in wind speed: 5 m/s; cut-out wind speed: 27 m/s; mechan-
ical shaft system (on 3.6 MW base): Ht = 2.49 s; Hg = 0.9 s; Dt = Dg = 0; Dtg =
1.5; Ktg = 296.7 pu. λopt = 6.212 pu;ωbase = 1.335 pu; Cp

out = 0.4288 pu; ωr
max =

1.33 pu; ωr
min = 0.7 pu; Cp_max = 0.4288; Cp_min = 0.288 αi,j coefficients of Cp are

given in Table 4-7 in [10].
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Planning of Multi-renewable DG
with Distribution Network
Reconfiguration Based on MOFF
Approach Using PSO Technique

Balmukund Kumar, Bikash Kumar Saw, and Aashish Kumar Bohre

1 Introduction

Distribution system is an important portion of the power system, which undergoes
an enormous quantity of power losses, voltage deviation with reliability (RL) issue,
and it needs to be reduced by means of different heuristic optimization techniques.
Dispersed generation and reconfiguration is a kind of solution, efficient assignment
of DGs, and appropriate reconfigurationwith tie switches can enhance voltage profile
along with system reliability, which offers adequate loss mitigation. In recent ages,
deep studies have been carried out to discover numerous added impacts of distribu-
tion system such as reliability, protection, and stability. Dispersed generation is the
production of electricity near to the consumption place, i.e., load end in the range of 1–
50MW [1, 2]. DG placement in distribution system network can diminish numerous
difficulties to a great degree, for example, reduction in power losses, improvement in
voltage profiles, drop in load demand, power supply to the consumer with improved
quality, cost minimization at peak operation, enhanced safety, strength and relia-
bility of grid, reduced pollutant emission, and so on. In [1], by using mixed-integer
nonlinear programming optimization (MINLPO) method, the optimal planning of
DGs are found and sited in distribution systems/networks to decrease loss and to
improve profile of system voltage. Teng et al. [3] and Díaz et al. [4] presented
load flow analysis which is used in the present work. Many researchers have stated
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that different optimizing techniques [5–11] are available for the determination of
optimal planning of renewable DGs which can maintain the performance, opera-
tional, economical, and reliability issues. The Genetic Algorithm optimization tech-
nique is given in [5–7], while the particle swarm optimization technique is given
in [8–10] are used for distribution system planning. In [11], it is discussed that
what kind of commonly used technologies are available to harvest the energy by
using DGs near to the consumption place and their different types of module sizes.
Prakash et al. [12] presented a comparable study for optimal placement of DGs in
the 69-bus IEEE Radial Distribution Network (IEEE RDS) between PSO and bat
algorithm (BA). Sedighizadeh et al. [13] presented a work based on reconfiguration
using minimization of objectives with loss and reliability indices. In [14], depending
on the injected power DGs are characterized as four types. Reddy et al. [17] proposed
a work, namely, reconfiguration of IEEE 69-bus RDS using PSO. The DG planning
with reconfiguration is a complex target to achieve with a fitness function which
is having multi-objective function which constitutes nonlinear constraints. In the
presented work, the PSO technique is used with the aim to evaluate the optimum
planning of multi-renewable DGs with reconfiguration. For this work, type-1 DG
has been considered [10, 14]. In the used methodology, the radial property of the
distribution system network is always maintained for load flow study (LFS). BIBC
and BCBV based backward–forward sweepmethod [3, 4] is used for load flow study,
which is more superior to the basic load flowmethod for radial systems. This method
has been further employed to form a multiple objectives based fitness function that is
coded inMATLAB/MatPower tool [15]. The proposed work is organized in different
sections as follows: Section-I contains introduction,methodology is given in Section-
II, In Section-III optimization technique is explained, Section-IV is about result and
discussion, and Section-V is about conclusion. The different cases of the proposed
work are as follows:

• Cases-1: Base Case system
• Cases-2: The System including reconfiguration
• Cases-3: The System including only single DG
• Cases-4: The System including only multi-DG
• Cases-5: System with reconfiguration and single DG
• Cases-6: System with reconfiguration and multi-DG.

2 The MOFF-Based Methodology

The Multiple Objective Based Fitness Function Formulation.
In this section, advanced multi-objective fitness function (MOFF) is introduced,

which consists of distinct system performance and reliability assessment parameter.
This novel fitness function-based problem is utilized for the optimum allocation of
multiple renewable DGs with reconfiguration via PSO technique for different cases.
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MOFF = c1 × APLI + c2 × VolDI + c3 × RPLI + c4 × RLI (1)

where c1, c2, c3, and c4, having the values 0.40, 0.20, 0.25, and 0.15, respectively,
are weight factors which define how much weight has been given to each variable
system indices based on priority basis [10]. APLI, VolDI, RPLI, and RLI are active
power losses indices, voltage deviation indices, reactive power losses indices, and
reliability indices, respectively. Within the fitness function priorities have been given
to all the important factors that will make the distribution system more efficient and
reliable. In the said work with the proposedmethodology, active power losses (APL),
reactive power losses (RPL) of system are reduced as shown in Table 1, although
voltage profile and the system reliability has improved as presented in Table 2. For
load flow study, BIBC and BCBV based backward–forward sweep method [3, 4] is
considered which is more superior to basic load flow method.

• The BIBC and BCBV based backward–forward sweep method to update the
voltage and current of each buses and branches which are calculated as follows: -

• Load current at each bus is given by

LC(i)k =
(
PL(i) + QL(i)

V (i)k

)
(2)

Table 1 Losses of the 69 bus RDS for all cases

Cases Losses

P Loss Q Loss S Loss

Case-1 0.225 0.10216 0.247107

Case-2 0.067788 0.082142 0.106501

Case-3 0.083483 0.040513 0.092794

Case-4 0.070233 0.03234 0.077321

Case-5 0.039669 0.03568 0.053354

Case-6 0.028828 0.030911 0.042268

Table 2 Reliability indices of the IEEE 69 bus RDS for all cases

Cases Reliability Indices RL in %

SAIFI SAIDI CAIDI AENS

Case-1 0.89024 0.53414 0.6 0.71671 85.29

Case-2 0.74094 0.44456 0.6 0.63513 87.01

Case-3 0.42983 0.2579 0.6 0.52597 90.27

Case-4 0.38794 0.23276 0.6 0.41892 91.2

Case-5 0.32359 0.19415 0.6 0.37731 91.97

Case-6 0.27864 0.16719 0.6 0.33704 92.58
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• Branch current is given as

BC = [BIBC][LC] (3)

• Updated voltage at each bus is calculated by,

Vm = Vn − BC(n − 1) × Znm (4)

• Voltage deviation at each bus is given by

[�V ] = [BCBV ][BC] (5)

• Apparent power loss is calculated as

S =
∑NB

j=1
[�V ][BC]∗ (6)

• Pl and Ql are given as

Pl = Real(S) (7)

Ql = Imag(S) (8)

• Fitness function indices calculation by using the below formulae: -
• Active power losses index is given by

APLI(α) = Pl(case − α)

Pl(case − 1)
(9)

• Reactive power losses indices are obtained as

RPLI(α) = Ql(case − α)

Ql(case − 1)
(10)

• Voltage deviation index is calculated by

VolDI = max

(
�V (n)

vref

)
(11)

• Calculation of reliability index is considered based on the other system reliability
parameters SAIFI, SAIDI, CAIDI, etc. which are given as

SAIFI =
∑N

z=1 γz ∗ MVAz∑N
z=1 MVAz

(12)
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SAIDI =
∑N

z=1 UNz ∗ MVAz∑N
z=1 MVAz

(13)

CAIDI = SAIDI

SAIFI
(14)

Reliability = 1 − AENS

PD
(15)

where i= 2 to N, N denote total number of bus, k= Iteration, j= 1 to NB, NB denote
total number of Branches, LC = Load Current at each bus, BC = Branch Current
of each branch, Pl and Ql Active and Reactive Load on each bus, V = Bus voltage,
m and n denotes ‘To Bus’ and ‘From Bus’, α = case number (2–6), n = 2 to N,
γz = failurerate, UNz = unavailability, MVAZ isApparentpowerdemandoneachbus,
MWZ = Activepowerload/demandoneachbus, S-Load = Total connected apparent
power load, AENS = Average-energy-not-supplied, PD = Total active power
load/demand.

3 Optimization Technique

The first-ever PSO technique was stated in 1995 by Eberhart and Kennedy [9].
It is a population-based optimization technique [8, 9]. In PSO, in its search area
every swarm follows a stated inertia and velocity by associated iterations. Based
on the swarm last local best understanding and the past best understanding in its
neighborhood the speed and way of the velocity are in tune. The characteristics of the
swarm are to fly in the direction of an auspicious zone in a specified search area. PSO
counts each individual’s movement in complete exploration area through a specific
stated velocity which updates based on the swarm’s local-movement understanding
and by the colleagues movement understanding [8–10]. In Fig. 1, the PSO technique
algorithm flowchart has shown. In PSO the population of particles are initialized
randomly and the corresponding updates in the particles’ position are totally based
upon the local best and neighbor best experience [10]. At every iteration updated
new values of the velocity are the deciding factor for updated new value of the
population. Swarm updated population is the sum of population of previous iteration
and the velocity of current iteration in the next iteration. Suppose total population
is P and respective velocity is v. The velocity and population for ith iteration is v
(i + 1) and X (i + 1), respectively, similarly v and X are the velocity and position
of previous iterative process. These two equations are given in order to update the
velocity and position for i + 1th iterative process as [6–8].

v(i + 1) =w(i) × v(i) + c1 × rand × (Xlocbest − X )

+ c2 × rand × ((
Xgbest

) − X
)

(16)
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Fig. 1 Flowchart to find optimum DG allocation with Reconfiguration by PSO

X (i + 1) = X (i) + v(i + 1) (17)

where P (i = 1, 2, 3….P) is number of population, Xlocalbest and Xgbest are the local
and global best populations, respectively.

v = Velocity, X = Swarm population for PSO.
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i= ith iteration, w= inertia, rand= random number between 0 and 1, respectively,
and c1, c2 are the constriction factors and these are positive constant numbers [6–8].

The flowchart to determine optimal planning with reconfiguration in IEEE 69-
bus RDS is presented in Fig. 1. Five switches (TS1, TS2, TS3, TS4, TS5,) three DG
locations (Loc1, Loc2, Loc3) and sizing of DGs are considered in the flowchart; these
are converted and represented as swarm or (particle).

4 Results and Discussion

The presented work is implemented with MATLAB/MatPower tool and for the anal-
ysis of the obtained result, standard 69 bus IEEE-RDS [16] is considered as shown in
Fig. 2 to verify the proposed methodology. In case-1, base case is considered without
reconfiguration and DG, and obtained results are active power loss (APL) as 0.225
p.u., reactive power loss (RPL) as 0.10216 p.u. and maximum voltage deviation
(VolD) of the system as 0.19081 p.u. with respect to the reference voltage. While in
case-2, the standard IEEE 69 bus RDS with only reconfiguration is considered by
maintaining the radiality of the system, the observed results are APL as 0.067788
p.u., RPL as 0.082142 p.u. and maximum VolD of system as 0.13423 p.u., respec-
tively, with respect to base case as shown in Tables 1, 2, and 3. In the same fashion,
single DG has been implemented by using PSO technique in Case-3, where APL,
RPL, and VolD is reduced by 68%, 68.34% and 37.59%, respectively, as shown in
below three tables with respect to Case-1. In Case-4, multi-DG has been consid-
ered by using PSO technique where got the APL reduction 69.87%, RPL reduction
19.59%, VolD decrease by 29.65%, and hence the reliability is increased to 91.20%
as shown in Table 2 and Fig. 12 in comparison with the base case.

Thereafter, after reconfigurationwithDGs placement has implemented then better
reduction in all indices has noticed, and therefore two more cases, namely, Case-
5 and 6 are considered. In Case-5, reconfiguration with single DG by using PSO

Fig. 2 Enhanced voltage profile of the 69 bus RDS for Case-1, 2, 3, 5
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Table 3 Fitness function of the IEEE 69 bus RDS for all cases

Cases Fitness function indices Fitness function

APLI VolDI RPLI RLI

Case-1 1 0.173463 1 1 0.83469

Case-2 0.30128 0.12202 0.80401 0.88309 0.47838

Case-3 0.37103 0.11926 0.39655 0.66167 0.37065

Case-4 0.31215 0.10919 0.31655 0.59816 0.31556

Case-5 0.17631 0.11183 0.34924 0.54542 0.26201

Case-6 0.12812 0.10576 0.30256 0.5045 0.22371

technique is implemented, then the APL is reduced by 82.36%, RPL is reduced by
65.07%, and VolD is also decreased by 35.53% as compared to Case-1. Multi-DG
with reconfiguration by using PSO technique has been implemented in case-6 and
considerable reduction is observed in the multi-objective function where APL is
reduced by 87.18%, RPL is reduced by 69.74%, and VolD is decreased by 39.02%,
hence the reliability is increased up to 92.58% as given in Table 2 and presented in
Fig. 12 as bar chart compared with the basic case.

After analyzing the obtained result, it can be concluded that the optimum
allocation of multi-renewable DGs including reconfiguration using PSO Technique
is an effective approach to minimize MOFF and its minimized data is presented
in Table 3. Through this proposed work we achieved our target with 87.18% APL
reduction and improved reliability of 92.58% along with better quality voltage
profile as shown in Tables 1, 2 and Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12.

In the comparison table, literature [1, 14] presented optimal DG placement using
MINLP Technique and PSO Technique of the IEEE 69-bus RDS, respectively,
whereas in [17] reconfiguration using PSO for the same has been carried. For the

Fig. 3 Enhanced voltage profile of the 69 bus RDS for Case-1, 2, 4, 6
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Fig. 4 IEEE 69 bus RDS improved voltage profile of the for all cases

Fig. 5 EEE 69 bus RDS active power loss for Case-1, 2, 3, 5

said cases in Table 4 the reduced active power losses are 69.53, 69.89, and 99.82 kW
but in the proposed work of this paper the active power loss is reduced to 28.82 kW
and also voltage profile is upgraded with reference to base case as given in Table 1.

5 Conclusion

The optimum allocation or planning (siting and sizing) of DGs including reconfig-
uration based on a multiple objective-function (MOFF), which consist of numerous
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Fig. 6 IEEE 69 bus RDS active power loss for Case-1, 2, 4, 6

Fig. 7 Active Power Loss of the 69 bus of RDS for all cases

network parameters using PSO is evaluated on IEEE 69-bus RDS. Finally, network
reconfiguration with multi-DG is implemented using PSO technique with MOFF. In
the observed outcomes, APL, RPL, and VolD are decreased by 87.18, 69.74, and
39.02% as shown in Table 1. Correspondingly the overall reliability is enhanced
up to 92.58% along with improved voltage profile as illustrated in result analysis
with respect to the first case, i.e., with the base case. The outcomes are analyzed
for different cases and also compared with the results of finally implemented case,
i.e., reconfiguration with multi-DG (Case-6) with the existing work as illustrated in
Table 4. It is concluded that the presented approach is effective for the decrease in
apparent power. Therefore, the power losses (active and reactive) and the voltage
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Fig. 8 System reactive power loss for Case-1, 2, 3, 5

Fig. 9 system reactive power loss for Case-1, 2, 4, 6

Fig. 10 Reactive power loss of the IEES 69 bus RDS for all cases
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Fig. 11 Losses of the IEES 69 bus RDS for all cases

Fig. 12 Reliability of the 69 bus RDS for all Cases

Table 4 Comparative analysis of 69 bus RDS existing work with the proposed work

Existing/Proposed work optimization technique power loss (kW) Voltage deviation

Alam et al. [1] MINLP 69.53 –

Prakash et al. [14] PSO 69.89 –

Reddy et al. [17] PSO 99.62 0.1572

Proposed work PSO 28.82 0.1163



Planning of Multi-renewable DG with Distribution Network … 179

deviation reduce significantly. Moreover, the system voltage profile and reliability
are enhanced.
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Application of SVC and STATCOM
for Wind Integrated Power System

Vikas Kumar Tiwari and Atma Ram Gupta

1 Introduction

Renewable energy resources (RES) are the most valuable asset to the power sector.
Therefore, their integration to the main grid is also a topic of research and develop-
ment. But integration of these resources have several drawbacks, hence wind farms
are no exception.Wind integrated system faces various shortcomings related to power
quality and dynamic performance of the wind turbine. Power quality characteristics
like flicker, fault ride through, low voltage ride through (LVRT), voltage dips/swells,
and high voltage ride through (HVRT), phase imbalance or low power factor are
dominant influence of power utilities and distribution systems [1]. Power quality
issues are increasing day by day as RES are coming in picture, which impact power
grid stability and also lead to compromise the reliability of power supply [2, 3].

Various researches have been done to solve wind farm power quality issues
and grid-connection challenges which ensure grid stability, and trust in employing
non-conventional sources [4]. Increasing demand for power and shortcomings of
conventional resources have impact in proportional increase in renewable energy
demand. Now, there are various FACTS configurations available which can solve
these problems, but researches have shown that SVC and STATCOM are one of
the best available options [5]. STATCOM has its own advantage which makes it a
most suitable FACTS device on application point of view. It reduces size and has a
quick response which is a basic and necessary requirement for on-field installation
[6]. It can separate out the undesirable harmonic component present in the system,
and therefore source current and voltage has zero phase difference between them.
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Utilization factor also increases by overcoming different power quality problems.
Fast Fourier Transform (FFT) analysis with and without controller is done, and it
is seen that Total Harmonic Distortion (THD) can be almost eliminated from the
voltage and current waveform [7].

In the beginning of this paper, a brief introduction of the dominant power quality
issues is given. In the next section, FACTS devices implementation is presented as
a solution of the problem with the main focus of the SVC and STATCOM. Basics
of SVC and STACOM design and layout have been explained for brief information.
Further, V-I characteristics as well as applicability of these device in context of wind
farmhavebeen explained.Adetailed comparison is also doneon applicability of these
devices in wind integrated system. Because of the several advantages, STATCOM
gets an edge over SVC which is also reflected by the researchers’ interest in it. In
the next section different areas of research in SVC and STATCOM related to the
problems in wind farms have been explained which covers the major areas where
these devices have found best suitability. In the further section, some additional
benefits of these devices in the field of large wind integration as well as offshore
wind has been discussed. In the last section, precise conclusion has been given on
suitability of these devices in wind farms.

2 Power Quality Issues in Wind Integrated System

Wind being non-uniform over geographical locations and time period brings fluctu-
ation in the system. Due to variation in the speed, mechanical power varies which
results in the non-uniform torque and subsequently variable electrical power. It causes
not only power quality problems but also transient problems occur in the system. That
is why they are equally important for the research. Power quality parameters which
are affected most are voltage dips, sag and swell and harmonic contents.

The type of wind generator is important in evaluating their power quality charac-
teristics.Wind generators which utilize power converters are more sensitive to power
quality issues and hence proper monitoring is required. The uplift in load demand
tries to reduce the speed of the turbines at the generation plant. It causes sag in voltage
along with frequency variation which is affected more severely [8].

Technological advancement in the power electronic switches being used causes
significant reduction in the size of the power system. Use of electronic converter is
most common in almost all control schemes of FACTS devices. As a result, current
distortion limit is always under the radar. Reactive power imbalance is also a frequent
phenomenon in these cases.
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3 Implementation of FACTS Device

FACTS devices are used to enhance the quality of power with adequate reactive
power support along with a controller. A basic layout of the connection topology
of these devices is explained in Fig. 1 which explains the position of all compo-
nents in the system for proper operation. The FACTS devices used mostly in the
wind generation system are SVC, STATCOM, and Unified Power Quality Controller
(UPQC). Different FACTS devices have different priority for use. For example, to
reduce THD and to improve voltage profile during the fault, STATCOM is preferred.
Voltage ride through capability of the system can be improved by this device after
voltage collapse below the critical level [9].

Drastic improvement can be seen in the transient characteristics of the system
along with grid stability is also improved using FACTS devices. Sudden voltage
collapse occurring in the system can also be avoided with the help of these devices.

3.1 Compensation Through SVC and STATCOM

The basic design of the SVC is based on the variable equivalent shunt admittance
as explained in Fig. 2. Variation of the firing angle of the thyristor results variable

Fig. 1 FACTS device basic
connection to grid integrated
wind farm

Fig. 2 Basic layout of SVC
and STATCOM
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reactance [10]. Line compensation done by the SVC controller modulates the net
susceptance offered to the system [6].

Placement of SVC at optimal location increases the voltage stability of the system
[11]. STATCOM works on the basic principle of voltage conversion from fixed DC
to variable AC with the help of voltage source converter as explained in Fig. 2 [12].
Voltage level at STATCOM terminal and grid decides direction and nature of reactive
power [3].

3.2 Control Schemes for SVC and STATCOM

There are various control schemes which are used in these devices like Clarke and
Park transformation, Hysteresis controller, Space Vector Pulse Width Modulation
(SPWM), etc. These techniques are used to produce control signals for controllers.
Based on the reference voltage and actual voltage of the system switching signal is
given to power electronics switch used in the VSC of the STATCOM. Thus reactive
power compensation is carried out to maintain the voltage level above the threshold
limit to avoid tripping [3].

Effect of Control Schemes: SPWM control techniques are mostly used for voltage
sags and swell and reactive power control, whereas Clarke and Park transforma-
tion is used for instantaneous reactive power control which helps to minimize Total
Harmonic Distortion (THD) and improve power factor. Hysteresis current controller
is used in case of sudden decrease in the voltage of the system, like the case of sudden
fault at the terminals of wind farm.

4 Comparative Analysis of SVC and STATCOM

4.1 In Terms of Characteristics

The area of application and compensation provided by FACTS device can be
explained with the help of V-I characteristics. In Fig. 3, it is clear that maximum
current injection of STATCOM for compensation can be made at a low voltage
of around 20% of maximum voltage. Therefore, maximum reactive power can be
transferred even at a lower magnitude of voltage [5]. Nature of graph is also linear
which indicates that compensation provided by the STATCOM varies in proportion
to voltage change. The maximum current compensated by the SVC varies in linear
relation with voltage. But if we talk about maximum VAR compensation then it has
a square relation with it.
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Fig. 3 Voltage-current
characteristics of SVC and
STATCOM

4.2 Application Point of View

After application of FACTS devices in the wind farm the voltage, reactive power,
and rotor speed are constantly monitored. Thereafter, a comparison is made between
before and after application of FACTS devices which shows considerable improve-
ment. When all parameters are taken into account as described in Table 1 then it is
clear that although few drawbacks are present in both the FACTS devices but if we
take speed of operation and occupied area in list then the most practical comparison
can be made. Because slow operation may cause tripping of the system which may
incur more cost than designing cost of the devices.

Hence although STATCOM is somehow costlier than SVC, it is preferred in
most of the cases due to its fast and superior operation [13]. Additionally hybrid
combination of battery, Super Conducting Magnetic Energy Storage (SMES) etc.,
are possible in case of STATCOM. It can be seen from the researches also as most
of the researches are done for the STATCOM. By controlling the d- and q-axis
parameters of the VSC voltage of STATCOM required operation that can be carried
out for compensation.

Table 1 Comparison of SVC and STATCOM in application point of view

Parameters STATCOM SVC

Speed of operation Quicker operation Slow

Cost-benefit analysis Higher cost Less costly

Losses More Less

Area occupied Smaller in size Occupies more area

Applicability Wide area of applicability
(Battery, SMES integration
possible)

Lesser range of applicability

Compensation characteristics Constant compensation Reduction with drop in voltage
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5 Effectiveness of SVC and STATCOM in Wind Integrated
System

Unlike conventional power plant, wind power system has a different set of charac-
teristics and grid code requirement; new standards are set and required for viable
operation [14]. Study of FACTS devices has become a burning topic of research for
the stability and voltage balance of the system [15]. Application of the wind power
plant is not straight forward; technocrats have to keep in the mind about different
adversities that have to be faced in case of worst-case scenarios like faults and voltage
imbalance. Hence, FACTS devices come as a rescue for providing essential aid like
reactive power support. In Table 2 suitability of FACTS device for different issues in
wind integrated system has been explained. It is evident from it that in application
point of view SVC and STATCOM have proved to be best among all devices.

5.1 Stability Point of View

For flexible and reliable power control SVC and STATCOM are used [16] to ensure
proper loading and they also sustain power oscillation damping present in the system.
In [17], stability for turbines with lower speed is discussed, but the level of converter
used is two which is only not applicable in the case of higher voltage of operation.
Hence, later studies [18] shows that with increasing level of the converter we can
stabilize the system even for higher voltages. In [19], stability is improved with the
help of STATCOM and dynamic breaking resistor. Ability of STATCOM to supply
power control even in dynamic condition makes it one of the important FACTS
devices [20]. Variation in the speed of the wind has an impact on the transient
behavior of the fault, which is shown in [21].

5.2 Voltage Recovery and LVRT

The ability of the different types of wind turbine to recover from the low voltage
occurring in the system due to unwanted sudden fault in the system defines the

Table 2 SVC and
STATCOM effectiveness in
different cases

List of problems in wind farms Suitable FACTS device

Voltage stability STATCOM, SVC

Power oscillation damping STATCOM

Fault ride through capability STATCOM, SVC

Harmonics STATCOM

Flicker mitigation SVC
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effectiveness of the FACTS device. In [22], it is shown that after the fault has been
cleared, application of STATCOM in induction generator type wind turbine main-
tains the voltage above the threshold limit. If voltage falls below certain level then
protection unit of the wind farm trips the generator.

In [23], STATCOM application for the case of rapid voltage change has been
illustrated. Some better control schemes can increase the recovery rate of the system.
Hence in [23], linear optimal control scheme has been replaced with the Proportional
Integral (PI), Proportional Integral Derivative (PID) control schemes and a compar-
ison has been done. Low voltage ride through capability has been accessed with the
help of SVC and STATCOM. Conventional method of using rotor resistance control
has some serious disadvantages in terms of power loss in the form of rotor copper
loss. Hence use of SVC and STATCOM has been analyzed in the wind integrated
system which does not have these drawbacks [14].

5.3 Applicability

A number of studies have been done in application point of view of SVC and
STATCOM[17, 18, 22]. Integration of thewind farm in the grid comes upwith several
negative consequences which can be eliminated with the help of STATCOM [24].

In conventional system, switched capacitor was used for reactive power support
of the system but it results in overvoltage in the system. This can be stopped with
the help of STATCOM which is shown in [25]. In [26], it is shown that STATCOM
is one of the fastest devices for reactive power support and stability which aid value
to its applicability in the system.

5.4 Sub Synchronous Resonance (SSR) and Oscillations

In power system, network generators suffer electromechanical oscillation whichmay
cause instability on the network. In most cases, these oscillations are local in nature
which means they are subjected to generator. But in case of weak transmission
network, they may get transferred to neighborhood generators. Most basic solution
to them is Power System Stabilizer (PSS), but in case of inter-network oscillations
FACTS devices are preferred. In [15], use of SVC and STATCOM to damp out
oscillation present in the system is discussed and benefits of use of shunt controllers
have been emphasized compared to traditional PSS.

For bulk transfer of power over a power system network series reactance of
transmission line should be least. That is why series compensation is done but
because of compensation subsynchronous resonance occurs in the system. In [27],
remedy for this problem is given with the help of SVC and STATCOM through
MATLAB/Simulink.
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5.5 Flicker Mitigation

Voltage fluctuation observed at the load side by the consumer is normally referred
as flicker. The variation in the load voltage is somehow related to wind turbine
power fluctuation. Hence it becomes mandatory to rectify this problem near wind
farms. Several researches have been done to relate this problem rectification with
STATCOM and SVC [28–30].

5.6 Dynamic Performance

Transient behavior analysis of the wind integrated system is also equally important
because any disturbance in form of fault or power oscillation has direct impact on
the slip characteristics and rotor movement of generator. Real-time analysis using
power system computer-aided design (PSCAD) has been done in [31]. In another
paper [32], the dynamic performance of wind turbine has been tested for power
oscillation and damping. Several cases of simulation have been done to explain the
importance of voltage and power stability. Ability of shunt controller to restore the
system for stable condition has been tested. It is found that STATCOM is the most
suitable device for dynamic control of the wind farm. There are some limitations
in STATCOM and Static Synchronous Series Compensator (SSSC) which tends to
destabilize the system. Automatic gain controller has been modeled in [33] with the
help of gate turn off (GTO) AC–DC converter. It takes care of inherent delay caused
by the Phase-Locked Loop (PLL) in the typical controller and improves the dynamic
performance of the system.

5.7 Active and Reactive Power Control

Reactive power transfer is possible in the basic STATCOM controller but for active
power support of Energy Storage System (ESS) is necessary. Large penetration of
wind energy in the grid causes poor power quality and instability. ESS combination
results in smoother operation than conventional approach [34]. There are various
control schemes related to the ESS. In conventional feedback control system, a few
more addition has been done in [35]. In this method, state charge limits as well as
charging anddischarging rates havebeen considered.Dependingonwind forecasting,
power levels are chosen at which power is transferred.

In reactive power control, approach toward power management has been diverse
and that is why newmethods have started coming inmarket. Use of heuristic dynamic
programming is introduced in [36] which uses neural network function to develop
the neurocontroller. In case of any fault occurring in the system, STATCOM helps to
control the voltage and current parameter in doubly fed induction generator circuit.
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6 SVC and STATCOM in Large Wind Power Integration
and Offshore Wind Farm

6.1 Integration in Weak Transmission Network

Normally wind farms are installed near the sub-transmission or distribution level
where the grid is assumed to be weak and fragile. Therefore, instability in terms of
voltage can be seen if we are planning large-scale integration. When plenty of wind
power is transferred over a transmission network then it may congest the network. In
weak transmission network, this problem becomes more severe. Hence, there should
be some limit decided for a particular network. For the study of all the relevant power
quality issues in the system, first of all a weak transmission network is proposed with
a set of wind turbine. Thereafter, supervisory control and data acquisition (SCADA)
analysis is done for pointing out major issues and a STATCOM controller connected
to check the voltage fluctuations present for a shorter duration of time [37].

Two states of arts have been chosen for the study; one is SVC and other is
STATCOM with energy storage system. Depending upon the X/R ratio, active and
reactive power has been discussed. For larger X/R ratio, reactive power compensa-
tion is recommended while in case of low X/R ratio active power insertion seems
beneficial for voltage support to the system. Different case studies have been chosen
to showcase the effectiveness of SVC in application point of view in the practical
field. Design of energy storage system along with SVC by ABB Company has been
discussed for compensation of 600 kVar and 600 kW [38].

6.2 Application in Offshore Wind Farms

For offshore wind farm study combination of an offshore wind farm and Marine
current farm is taken in [39] which uses modal control theory for frequency domain
analysis. STATCOM along with PID damping controller is used to make the system
stable in the adverse situation like faults and oscillation present in the system.
Offshore wind turbines are located far away from the terrestrial place; hence a lot
of cabling is required in the system which somehow increases the net capacitance
of the system. Reactive power has been a problem for wind farms; this additional
burden causes different set of norms for these types of wind generation systems.

There are two types in which compensation can be done in these systems named
as substation compensation and wind turbine compensation schemes. In future, dedi-
cated offshore turbines have to be developed so that the main emphasis can be on
power transfer to the main grid [40].
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7 Conclusions

If we look up at all FACTSdevices having shunt control then SVCandSTATCOMare
most obvious choice to rectify the problems of wind farm. In wind integrated system
where reactive power is one of the main concerns for voltage support, these device
acts as the most appropriate solution. STATCOM is proved to be more beneficial
compared to SVC in terms of speed of operation and occupied area, hence they are
used in most of the cases. But it does not reduce the importance of SVC because if
we look up for solution for flicker as well as frequency control then they are most
economic for use. If we focus on the problems faced due to integration of the wind
energy in the grid then we can really analyze the usefulness of these devices. After
study of all the researches done in the field, like stability, low voltage ride through
capability, flickers, dynamic performance, Sub Synchronous Resonance (SSR) and
oscillation present in the system, it can be concluded that SVC and STATCOM are
most genuine devices for mitigating these problems. They are able to solve almost all
the problems present in the wind integrated system. Variation in the control scheme
used in these devices has also led to smoother operation. By considering the factors
destabilizing the system, elements can be added in the conventional control schemes
for improvement in compensation schemes.

In the last case, integration of large wind system in the weak network system
has been analyzed. Even with addition of wind energy into grid, some limitations
are there in term of the congestion caused in the network. Hence, a threshold is set
in case of the weaker transmission network to avoid any tripping of the network.
Offshore wind farms have been discussed in addition to observing the wide area of
application of SVC and STATCOM in the wind integrated system.
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Optimization of Charge Transport Layer
Thickness for Efficient Perovskite Solar
Cell

Anjan Kumar, Roushan Kumar, and Sangeeta Singh

1 Introduction

Solar energy is one of the best renewable type of energy resource to fulfill the world-
wide energy demands in the present situation. Sun-based energy together with wind,
biomass, tidal, and geothermal energy are developing as substitute sources of energy
for the energy crisis in our planet. Among all energy sources, Sun-based energy is the
inexhaustible and clean kind of energy that provides us energy that is free from dan-
gerous atmospheric gases and ozone-depleting substances caused by non-renewable
energy sources [1]. Solar energy being one of the renewable, green, and unpolluted
energy draws attention to the researchers worldwide due to its economical and vast
accessibility.
Sun-based light is one of the sustainable power resource assets that can be the solu-
tion for continuous energy supply in the twenty-first century. To use Sun-based light
more productively, low price, stable and well-organized Sunlight-based cells have
been used for practical cases. So, photovoltaic technology is the optimum decision
to come across the worldwide energy crisis because of its endless characteristics
[14]. Sun-based cells are the optoelectronic gadgets that specifically transform day-
light into electrical energy utilizing the best emerging material. Since many years,
silicon-based solar cells are dominatingly utilized for changing Sunlight to energy
[14]. On the other hand, single/multi-crystalline silicon and other thin film-based
Sun-powered cells have constrained use in vast scale due to the production price and
nature issues [14]. As a sustainable power source, Sun-based energy is one of the
fastest approaches to illuminate the current energy crisis and environmental pollution
[2]. In view of that, the analysis and development of high effectiveness and ease of
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Sun-powered cells is the innovative establishment, in which, conventional crystalline
silicon-based sunlight-based cells have been effectively commercialized irrespective
of some restrictions. Thus, dye-based solar cells, quantum spot sunlight based cells
(QDSCs) and perovskite Sun based cells (PSCs) have been exploited [10]. Till now,
the most productive and reasonable way is the change of sunlight into power with
the assistance of photovoltaic (PV) cells [12]. It has pulled in the consideration of
world energyfield because of the developing requests of sustainable power source and
exhaustion of petroleum products. As far as minimal effort, light-absorbing capacity,
outstanding carrier transport, great thermal stability, and also generally high photon
to electric transformation effectiveness, the perovskite Sun-powered cells (PSCs)
give economically and actually an elective course for photovoltaic devices which
will satisfy the future energy crises [12]. As we are probably aware that Silicon
(Si) Sun powered cells which produce Sun-based energy is as of now being used;
however, these cells cannot produce so much amount of Sun-based energy because
of its failure to consume energy not as much as its band gap, and thermalization of
photons having energy more than the band gap which constrains the productivity up
to 33%. If we talk about periodic table then we are mostly aware of Si but rather
than Si, Ga, as also an element, which combines and forms 28% efficiency in single
junction and more in multi-junction dope. Cd-Te is also a best compound for solar
cell but not efficient. Tin and lead compound are very much useful for constructing
light-harvesting devices, but we are not getting best efficiency as well as cheap solar
cell. It is a best choice for a single junction solar cell having highest PCE up to 33.7%
but single junction solar cells are not perfectly able to convert sunlight to electricity,
so amulti-junction or tandem-based cell using organic–inorganic halide perovskite is
used to overcome the efficiency problem. Perovskite was chosen because it is capable
of being an efficient solar cell material despite being deposited at low temperature
and requires low cost. Depending on the perovskite chosen, the efficiency limit can
be increased from 23% which is currently present.

1.1 Perovskite Solar Cell

Perovskite-based Sun cells are cells that include a perovskite organized material as
the active layer. This Sun-based cell was first revealed by Miyaska et al. in 2009,
and now it has become so popular for practical use. The perovskite compound struc-
ture is mainly in the form of ABX3 which is generally carbon–non-carbon-based
compound with a lead or tin halide-based materials. So these material acts as a light-
collecting active layer for perovskite Sun based cell. The most generally utilized
perovskite material is methyl-ammonium lead tri-halide (CH3NH3PbI3) where X is
a halogen particle, and the band gap of methyl ammonium lead tri-halide is between
1.5 and 2.3eV. According to halide structure present in perovskite solar cell, the
Sun-powered cell proficiencies of a device utilizing these materials have increments
from 3.8% in 2009 to 24.2 in 2019% [9]. Perovskite-based Sun cells have become the
quickest developing sunlight-based innovation to date. Perovskite containing metal
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halides provides the best features that are valuable for Sun-powered cell applications.
The materials required and the procedure of fabrication both takes place at a very
low cost. Its high absorption coefficient and thickness around 500nm makes it more
effective to absorb the wide-ranging visible solar intensity spectrum. The above two
features combined and provided a probability to make ease, high productivity, thin
light weight, and adaptable Sun-oriented modules. Mixing of natural/inorganic per-
ovskite materials (e.g., CH3NH3PbI3) are the best safeguard materials for thin-film
photovoltaic applications. The main reason for drastically incrementing power trans-
formation efficiency of such devices is that perovskitematerials have the vastmajority
of the properties required to be fulfilled, suitable direct band gap, great absorption
factor, incredible carrier transport, and markable strength of defects [6]. Apart from
ease and simplicity of formation, perovskite materials proposed a wide tune ability
on synthesis and arrangement by genuinely changing the metal halide structure and
also determined characteristic types [6]. Organic–inorganic perovskite are the best
emerging photovoltaic materials [9]. The four-terminal tandem perovskite solar cell
could lead to single or two layer cell in PCE. Lead halide perovskite, specifically
methyl ammonium lead iodide (CH3NH3PbI3), is presently the demandable andmore
usable material, shown with a crystal structure ABX3, in which the A and B cations
are coordinated with the X anions, and this class of perovskite provides noticeable
photovoltaic performance records and started significant research prominence. This
is mostly due to its ease of process ability and small price of materials. This paper
mainly focuses on (a) different arrangement and possibility of perovskite material
which can give better efficiency and low cost (b) all possibility of hole transport
layer material (HTL) which affects the execution of perovskite material (c) similar
different electron transport layer materials (ETL) (d) choosing of proper electrode
(anode, cathode).

1.2 Perovskite Solar Cell Working Principle

When light enters from the glass which works as a substrate for the solar cell it
allows passing it to the second layer of solar cell. The second layer of solar cell
works as a transparent electrode which is nothing but different element doped oxides
or generally we take fluorine doped metal oxide, which allows most of the sunlight
to the perovskite material without proper loss of light intensity. The light intensity
after passing from transparent electrode strikes on n-type material which is electron
transport layer which works as a carrier for electron transport from perovskite layer
where the light finally reaches the perovskite layer material which acts as absorber
material; the function of this material is to absorb most of the light and generate most
of the electron and hole. The electron is captured by the electron transport material
layer and gap is captured by the positively charged transport layer material. So the
flow of electron-hole pair generation takes place in proper way. On the top of hole
transport layer material we evaporated the contact of gold or silver. So all the layer
below perovskite material layer except glass works as an anode and the layer above
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the perovskite material layer works as a cathode for hole conduction. So electricity
is generated with the help of these electrodes. With the proper doping of electron
and hole material, increasing the conductivity of negatively charged and positively
charged transport material and by adjusting the proper thickness and band gap of
perovskite semiconductor material, the efficiency can be upgraded. Therefore, the
role of negatively charged carrying material, hole transport material, and different
possibility of perovskite material is very necessary to increase the sustainability and
productivity of perovskite Sun-oriented cell.

2 Previously Published Perovskite Based Solar Cell

Despite the fact that the expense of silicon modules has reduced considerably, the
expense of power created by photovoltaic cell is not going to decrease and it is
higher than that of electricity produced by non-renewable energy sources. There-
fore, the expansion handled by Photovoltaic Cell Company and their market is totally
depending on government support, as it were, previously. To make the PV market
more advance and effective, there is a direct need to build up a financially strong
PV industry that can run their business without management support [5]. The push
to bring down expenses has brought about the improvement of numerous new PV
innovations dependent on different materials and minimal effort forms, for exam-
ple, thin-film silicon Sun-powered cells [13] and color improved Sun-oriented cells
(DSCs) [3]. By the way, the power conversion efficiencies of these Sun-based cells
have not been sufficiently high for larger application use. As of late, perovskite Sun-
based cells (PSCs) have pulled in wide attention in light of their high efficiencies
directly accomplished in the research capability >20% [15], and there might be a
solid possibility that a conversion efficiency of more than or close to 35% will be
accomplished in the close future [4].

Today, perovskite Sun-oriented cells accomplished the efficiency of 24.2% with
organic material as HTM [9]. The price of natural HTMs is a significant challeng-
ing issue and hence elective materials are necessary [14]. The fluorine doped hole
transporting material with an adjusted energy level and a great crystal advancement
temperature guarantees very effective and temperature-wise stable PSCs. The utiliza-
tion of this material is to manufacture photovoltaic devices with 23.2% conversion
proficiency with stable proficiency of 22.85% for little area (0.094cm2) cells and
21.7% effectiveness for huge zone (1cm2) cells. We likewise accomplish qualified
proficiencies of 22.6% (little area cells, 0.094cm2) and 20.9% (larger area, 1 cm2)
The subsequent scheme demonstrates preferable thermal stability over the devices
with spiro-OMeTAD, keeping up relatively 95% of its underlying implementation
above 500h after warm tempering at 60 ◦C [8].
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3 Proposed Layered Structure of Perovskite-Based PV

In this perovskite structured Sun cell there are six layers and out of these three layers
are main layers. These three layers mainly influences the performance of solar cell
named as (1). Electron Transport Layer (2). Perovskite Layer (3). Hole Transport
Layer. Apart from these layers, glass as a substrate layer followed by fluorine doped
tin oxide act as an electrode. Silver or gold as a back contact layer.

As in Fig. 1, the sunlight falls on the glass which acts as a substrate. On top of glass
layer, fluorine doped tin oxide is formed,which commonly acts as an electrode for this
solar cell. The perovskite layer is packed in the middle of two essential layers which
are generally the backbone of this solar cell structure. Below the perovskite layer
electron transport layer exists which is important for the transportation of electron
and also most of the electrons are collected here only. On the top of perovskite a hole
transport material is present which is responsible for the carrying of hole generated
from perovskite layer. The efficiency can be improved with the help of the following:
(a) increasing the current flow capability of hole transport material by proper doping.
(b) By taking suitable thickness of absorber as well as the band gap. With the proper
thickness of positively charged carrying layer, negatively charged carrying layer,
and perovskite layer, the productivity of the proposed perovskite Sun-based solar
cell increases up to the markable value. Here titanium oxide based material is chosen
as a negatively charged carrying layer because it has some special property like it
is more electron enriched and avoid direct connection between the perovskite layer
and FTO electrode. Positively charged layer also performs similar operation and it
avoids the perovskite layer from the back contact such that maximum number of
hole generated from the perovskite layer is collected on the only hole transport layer.

Fig. 1 Proposed perovskite
structured solar cell
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The perovskite layer thickness and their band gap affect mostly on the performance
of cell because it acts as a light harvesting layer and it absorbs most of the light
spectrum and produces maximum of negatively-positively charged pair.

4 Simulation Results of Proposed Solar Cell

Simulation is carried out in general purpose photovoltaic device model (gpvdm)
software [11]. Electrical parameter of the main absorber layer is shown in Fig. 2.

4.1 Optimization of Charge Transport Layer Thickness

In order to optimize the charge transport layer thickness, HTL and ETL thickness is
varied keeping perovskite layer thickness constant.

From Table1, it is observed that at the constant thickness of perovskite layer
(3e−07m), if the thickness of negatively charged carrying layer and positively charged
carrying layer changes then the efficiency, fill factor, short-circuit current, and open-
circuit voltages also changes. From the table, it is found out that up to the thickness
of 3 e−07m of negatively charged carrying layer and the thickness of 7e−07m of

Fig. 2 Electrical parameter of various layers
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Table 1 Thickness of different layers

Thickness of ETL (m) Thickness of HTL (m) Efficiency of perovskite cell
(%)

6e−08 2e−07 17.79

5e−08 2e−07 18.62

2e−08 5e−07 18.81

1.5e−08 5e−07 19.30

3e−08 2e−07 19.89

2.5e−07 4.5e−07 20.85

4e−07 6e−07 20.94

3e−07 7e−07 21.38

4e−07 7e−07 20.51

5e−07 7e−07 17.16

5e−07 2e−07 16.85

6e−07 2e−07 16.58

1e−07 7e−07 19.34

2e−07 8e−07 18.52

Table 2 Optimized thickness of different layers

Layer name Thickness (m) Layer type

Glass 2.5e−08 Other

FTO 1.2e−07 Contact

TiOx 3e−07 ETL

Peroyskite 3e−07 Active-layer

Spiro 7e−07 HTL

Ag 2e−07 contact

hole transport layer the efficiency of solar cell is remarkable. But as soon as we
increase the thickness of ETL and keeping HTL layer same then efficiency of solar
cell reduces drastically, but whenwe decrease the thickness of ETL as thin as possible
and increasing the thickness of HTL up to the certain thickness here mentioned as
7e−07m, then the efficiency of perovskite cell increases. But after the threshold of
7e−07m of the thickness of hole transport layer keeping the perovskite layer constant
like 3e−07m, the efficiency starts to decrease. So the role of thickness of perovskite
layer plays a very important role to decide the thickness of ETL and HTL such that
the efficiency of perovskite-based Sun cell increases and maintains its performance.
The optimized thickness of different layers is shown in Table2.
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4.2 Value of Different Performance Parameters of Proposed
Solar Cell at Optimized Charge Transport Layer
Thickness

To get the desired result in terms of efficiency, fill factor, open-circuit voltage, and
short-circuit current themaximumnumber of photons absorption show a vital charac-
ter. Themaximumnumber of photons absorption produces amaximumof negatively-
positively charged pair which is very necessary for the best performance of the solar
cell. Graph in Fig. 3a–d is generated when light is incident on proposed solar cell
(Table 3).

To get optimized solar parameters, the absorber layer should set for optimum
thickness. The thickness of the absorber layer varies from 0.15 to 0.56µm. As the
absorber layer thickness increases, the longer wavelength of sunlight will produce
a large amount of negatively-positively charged pair generation. By reducing the
thickness of the absorber layer, the depletion layer becomes very near or close to
the back contact and more electrons will be accumulated on the back contact, so the
chances of recombination can happen. So due to the less electron-hole pair generation
the fill factor and efficiency reduces.

Fig. 3 Variation of different parameters when light is incident on proposed solar cell
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Table 3 Performance parameter of proposed PSCs

Parameter Value

Fill factor 83%

Power conversion efficiency 21.38%

Maximum power 213.84W

Voc 0.8455V

Recombination time constant at Voc 4.94e−007S

Recombination rate at Voc 9.02e+027 m−3 s−1

Average carrier density at Pmax 2.21e+021 m−3

Recombination time constant 7.89e−006 m−1

Trapped electron at Voc 2.85e+020 m−3

Trapped hole at Voc 1.34e+0.00 m−3

Free electron at Voc 4.83e+031 m−3

Free hole at Voc 4.961e+0.21 m−3

Jsc −3.04e+002 A/m2

Total carrier ((n + p)/2) at Voc 9.72e+0.11 m−3

5 Conclusion

we conclude that the effect of thickness of both electron transport layer and hole
transport layer shows a vital role to enhance the efficiency and performance of per-
ovskite solar cell. The thickness between (200 and 350nm) of ETL and the thickness
between (300 and 700nm) of HTL give an optimum result. As we increase the thick-
ness of ETL by keeping the HTL and perovskite layer constant, the efficiency and the
performance start to reduce, same for HTL up to the certain thickness of HTL and we
get a desired result in terms of efficiency and performance. Apart from that threshold
value of HTL, if we try to increasemore the thickness of HTL and keeping perovskite
layer as a constant then efficiency decreases. So a particular range of thickness of
ETL and HTL is very important to maintain the performance and reproducibility of
perovskite solar cell. The thickness of perovskite layer is much essential among all
the consideration we choose, because the total amount of photons generated depends
on the absorption of photons in the perovskite layer. More the thickness of perovskite
layer, more will be the photons efficiency and so more number of electron-hole pair
generation takes place. Therefore, the thickness of perovskite layer should be more
as compared to the thickness of ETL and HTL to get the desired result. The bad
gap of perovskite layer also should be in a desired range because it affects more on
the performance of solar cell. As we increase the band gap of perovskite layer, the
proficiency of solar cell increases. But up to the particular band gap (i.e., 3.1 eV) it
increases and again when we increase the band gap then efficiency starts to decrease.
So the best band gap of perovskite layer where the result is more valuable is 1.5 or
1.55eV. At this bad gap, the proficiency of solar cell is recorded as the best efficiency.
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A Comparative Study of Renewable
Energy Resources in Distribution
Network

P. V. N. R. Varun Teja, Vinay Kumar Jadoun, and Anshul Agarwal

1 Introduction

Now-a-days usage of renewable energy is increased, and many countries are estab-
lishing renewable energy targets for their electricity offer, as solar and wind tend to
be a lot varying and unsure than typical sources, meeting these targets can involve
changes to installation designing and operations. Grid integration is one that follows
developing economical ways in which to deliver variable renewable energy (RE) to
the grid is faced by many difficulties while integrating to grid [1].

Grid integration is generally divided into three general categories: capacity expan-
sion, production cost, and power flow studies. As the above mentioned categories, in
this paper, power flow studies are chosen because it is used to analyze the network
of distributed network while integrating the renewable energy and emerging RE in
the distribution network that makes network more complex which changes from
radial to mesh network. Investigation of distribution power flow has turned into a
difficult undertaking because of its unpredictability. Due to fluctuation in the power
output of renewable energy voltage, system stability and reliability are concentrated
areas. Energy storage system (ESS) is used to minimize the fluctuations of renewable
energy. The main cause of reliability in the distribution network is power interrup-
tion between customers and Distribution Company. In demand side management,
the production of renewable generation of energy is also increasing. In recent years,
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consumers are interested in the production of solar energy. It can be seen that most of
the commercial buildings and educational institution are installing the photovoltaic
(PV) system, and also they supply power to grid. Here, the main point is the initial-
ization cost of PV system. It can be identified that the three challenges to understand
the cost of PV system at high penetration [2].

To increase the renewable energy especially for PVsystem, government has imple-
mented certain policies [3]. For example, in Germany, PV generation is one of the
pillars of energy transition and there are reginal impacts and effects of distribution [4].
In olden days, there is no distribution generation (DG). After introducing renewable
energy in distribution network DGs started existing. In recent years, there is devel-
opment in active distribution system, and these must see its technical and economic
aspects also [5]. Expansion of renewable energy in distribution network made way
for smart grid and microgrid. Reduction of the energy losses and voltage deviation
in smart grid are explained in [6]. Energy storage system is used for backup, i.e.,
while integrating renewable energy to the grid and maintaining the same power. At
the present situation, in power distribution network what is the problem facing by
ESS explained in [7]. For reduction in system power losses and voltage profile, an
antlion optimization algorithm is used [8].

A microgrid is a compressed power grid that can work uninhibitedly or operate
along with other grids. A microgrid can work on islanded or non-islanded mode.
There aremore advantages using renewable energy as it can reduce the CO2 emission
and also it reduces the usage of fossil fuels. Research work on electrical vehicles is
also advanced and Tesla is the first company to manufacture the electrical cars in
2008 and similarly electrical trains, electric buses, etc.; by using these products you
can reduce air pollution and sustain a green environment.

This paper discusses about the various load flowsmethods, energy storage system,
distributed generation, introduction to microgrid and demand side management.

2 Distribution Power Flow Analysis

Generation of power is distributed through transmission lines to demand side
(consumer) in such a way that the network is stable and reliable. By the develop-
ment of technologies, power generation is also started in demand side and is rapidly
increasing in the past few years. Renewable energy came into existence as there is
increasing power in demand side and the government is also giving subsidy for those
who are installing the PV panels on rooftop of houses, commercial buildings, etc.
Renewable energy is being integrated to the main grid. After integrating the renew-
able energy (RE) to the distribution network, complexity comes to picture when we
understand the power flow. There are different load flow methods such as Newton
Raphson method (NR), Forward/Backward analysis, Sequential Numbering, Fuzzy
Arithmetic, Fast Decoupled Power flow, and Linear Data structure. In this section,
various load flow methods are discussed in detail. Network theory was used to solve
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the distribution network (DN), and to solve the load flow methods simple mathemat-
ical expressions have been used. Active and reactive power variables are used to solve
the meshed transmission to reduce the computation burden. The decoupled method
was introduced to fast convergence. It is better to avoid theNRmethod inmodernDN.
To illuminate the power flow legitimately, another calculation was suggested using
only the bus branch details for estimation, repetitive decomposition (Lower–Upper)
of the LU; it does not required for the Jacobin matrix substitution. In power flow, if
you are considering the transformers, peculiarity issue emerges to defeats, and new
Forward/Backward sweep technique was presented. This technique was improved
usingKirchhoff Voltage law (KVL) for forward andKirchhoff Current law (KCL) for
backward method. New software was introduced for power flow analysis during both
distribution and transmission. To avoid the sequential numbering, a new method was
proposed, and it required initial node feeder of lateral. Mat power was proposed for
steady-state operation. With the creation of an informative controller sector, another
power flow calculation often uses fuzzy arithmetic and it was acquainted with unrav-
eling the load flow issue. It neglects the sequential numbering and flat voltage at
node. Space difficulty and time was further reduced by introducing new load flow
based on linear data structure (LDS). Complex normalization was used to propose a
new technique for better performance of the fast-decoupled method [9]. This tech-
nique cannot use when Forward/Backward sweep (FBS) method was used. A new
technique was introduced by the combination of NR and FBS method. To avoid
the voltage variation and power loss in distributed network a decision method was
introduced where less losses and stable voltage are gained. Among all the load flow
methods, FBS approach is ideally suited for analyzing load flow.

3 Distributed Generation

Generally, generation of electricity is produced by longer distances and it reaches
to consumers via transmission and distribution. The conventional energy sources
are centralized power like coal-based thermal power plant, hydro power plant, etc.
By using the centralized method, huge investment cost, transmission losses, envi-
ronmental impacts, etc., are involved. So, to avoid this problem, distributed gener-
ations are adopted. DGs can be described as a source of electricity directly linked
to the distribution network or on the customer side. Figure 1 shows the centralized
and decentralized (DG) system. Distributed generation is classified into three types:
1. Non-renewable energy DG source, 2. Renewable energy DG source, 3. Energy
storage DG source [10]. In Distributed generation, difficulties are faced in technical
and cost analysis. Optimum integration and preparation of DG into the DN can
be accomplished. Improper planning of the distribution network affects the power
quality and reliability of the network. Conventional technique and metaheuristic
algorithms have been applied for Optimum DG preparation.
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Fig. 1 Centralized and decentralized distribution network [12]

3.1 Conventional Technique

Conventional methods are given below:

Analytical technique

Analytical method conducts a computational energy DN study, and this results in
a series of mathematical equations which can be used to formulate an objective
function. In this method, it is easy to implement and guarantee DG planning solu-
tion convergence. These methods are adopted to improve the voltage profile and
decrease the power loss. The author [11] suggested the analytical technique for
optimal planning of distributed generation (OPDG), and he derived at some mathe-
matical equations to determine the power loss minimization. Objectives for power
loss minimization are power factor, optimal size, and location.

Exhaustive analysis

In this method, it has a single objective, i.e., to reduce the loss in the DG capability
and placement in the network for the complete solution relative to space. A compre-
hensive assessment is computationally effective if the location of a single DG unit
for a particular load generation situation is considered. It is a comprehensive assess-
ment that was carried out using a multi-objective index. Multi-objective index is
used to reduce the active and reactive power loss and voltage variation. The authors
[12] used the multi-objective index to perform the exhaustive analysis to assess the
minimization of power losses, active and reactive losses.
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3.2 Metaheuristic Algorithms

These methods are mainly based on iteration, which analyzes applicant solutions by
combining different ideas to regulate a subordinate heuristic approach. Some of the
different algorithms are

Genetic Algorithm (GA)

This algorithm is a search algorithm based on the natural and genetic ideas. To
improve the voltage stability, reduce the line losses and voltage variations, a new
genetic algorithm is introduced in [12, 13] for the optimal DG. But here GA has the
inconveniences of potential convergence of premature solutions and the numerical
inefficiency associated with the repeated objective calculation.

Particle swarm optimization (PSO)

Particle swarm optimization [11] is driven primarily by bird flocks’ social behavior.
To minimize the power loss and to increase the voltages in distributed network
are the objectives of the OPDG using the particle swarm method. Compared to
genetic algorithm, it reduces the iterations. But the particle swarmmethod can rapidly
merge and be trapped in local optima. Similarly, remaining methods [12] also have
drawbacks and gets trapped by the local optima. Among all these methods, analytical
method is suitable for the optimal planning for the distributed generation and it can
achieve a better performance of power quality, security, improve voltage stability and
reliability of the system. By adopting this method, it can achieve the objectives such
as reduce the power losses, increase the voltage profile, and increase the cost savings
of OPDG. To improve the power quality, multi-function distributed generation plays
an important role in distributed network [13].

4 Energy Storage System

In the recent years, CO2 emission has increased, so in order to reduce the CO2

consumption, the world is looking at renewable energy and electrical vehicles.While
integrating the renewable energy to distributed network, power fluctuations occur. So
to avoid these fluctuations in distribution network, energy storage system introduces
different technologies. These are battery energy storage system, pumped hydraulic
storage, ultra-capacity energy storage system, flywheel energy storage system, super
conducting magnetic energy storage, and compressed energy storage [6]. Storage
system is classified into two types: 1. Storage medium and 2. Storage duration.
Storage medium means which type of energy is stored like chemical, mechanical,
and electric storage system [14]. Storage duration means discharge duration and it
is also divided into two types: long-term and short-term technologies. Long term
technologies mean huge storage system, its stores more amount of electricity. Short
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term means duration and capacity is less compared to long term and is suitable
for improvement in power quality, frequency regulation. It has low energy density.
Flywheel, super-conducting magnetic energy storage, and ultracapacitor come under
short-term technologies [15]. For optimal size and placement (OSP) of the ESS we
have different methods as shown below:

4.1 Analytical Method

In Analytical method, OSP of ESS is derived through the mathematical equations,
algorithms, derivations, etc. Objective functions and predefined system constraints
are repeatedly evaluated during the optimization processwith a different set of param-
eters and the set of parameters including the position and efficiency of the ESS with
sufficient output is selected as the optimal solution. The key goal of optimization after
deployment of the Energy Storage Network was to optimize benefit. Determining
the optimum capacity of ESS is by decreasing the investment and operating costs
of BESS as well as the operating costs of microgrid. Microgrid are of two types,
first is islanded mode and second is grid connected mode among them islanded has
more flexibility in microgrid with increase in the large battery energy storage system
capacity [15].

4.2 Mathematical Optimization

This method is based on the numerical methods to find the optimal solutions. The
advantage of mathematical optimization is that an optimal solution is achieved. The
allocation issue is modeled and solved for implementation in the form of numerical
expression in ESS allocation. When linear functions are used by the mathematical
representation, it is known as a LP model (linear programming) [15]. ESS sizing
was developed using Mixed Integer Linear Programming, while in the optimization
process a Monte Carlo simulation was used to compensate for random uncertainties
and to assess the reliability of Microgrid.

4.3 Artificial Intelligence

Artificial intelligence (AI) does not require mathematical equations, numerical
methods like analytical method, and mathematical model for OSP of ESS. The Arti-
ficial intelligence approach is to find a solution space. It replicates the behavior
and process that are naturally present. AI does not have the optimal solution, but
it satisfies the AI algorithm-based solution. The AI process is fast and less time
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consumption compared to the remaining methods. Finally, analytical and mathe-
matical optimization requires more time to get an optimal solution, and in case of
artificial intelligence it will give optimal solutionwith less complexity level. So, Arti-
ficial intelligence method is best compared to remaining method for optimization of
placement and sizing of ESS. In ESS, hybrid meta-heuristic optimization approaches
have been explained in [14].

5 Microgrid

Microgrid control innovations empower dynamic power of the board inside little
frameworks with a different generation, and also load the executive’s capacities.
Microgrids are normally structured as frameworks with static limits and well-
characterized grid connection point. System topology is frequently overlooked in
microgrids since its electrical hugeness is constrained because of the closeness of
resources and static nature.Microgrid can operate on islandedmode and it reduces the
burden onmain grid to protect themicrogrid.Overcurrent relays are used,where over-
current relays are unable to work, a new relay are used, i.e., signal processing tech-
nique. Contrary to this, renewable-based DG’s elevated penetration into the present
power systems can create fresh problems. The power flow from the substation to
the customer is one-way. The major difficulties are growing Intolerance in the daily
net load profiles (called the duck curve), extreme excess supply from DGs, and
two-way energy flows. Overvoltage, line-overload problem is faced in the DN due
to bidirectional flow of power; also system losses will increase. It may affect the
adjacent buses [16]. Managing distribution and energy management systems are key
enablers of microgrids that can play a significant role in reducing the adverse effects
of DG penetration. High-resolution solar irradiance information was simulated using
a virtual test bed and anLVnetworkmodel taking into account the cloudiness and resi-
dential consumption profiles reflecting a day of each season. The severity of critical
working circumstances was explored for daily operation in terms of voltage varia-
tion and line losses. Daily assessment is contrasted with the extreme case analysis.
Similarly, in daily assessment, active power losses are much lower than in extreme
cases. Voltage rises were found to be lower than extreme case assessments, but with
longer periods of time. Likewise, power losses were smaller than the assessment of
the worst scenario. The data observed in this article will contribute to device sizing
research which is used in actual systems by showing the important instances which
are more likely to occur during daily operation [16]. In latest years, huge develop-
ment has done, and advance technology has been used. Researches are mademore on
interesting area like renewable energy which are integrated with microgrid. By this
development, there is a chance that a greater number ofmicrogrids are integratedwith
renewable energy and it rises a new problem, that is, fluctuations and uncertainty in
the system. There are different methods to solve this problem, they are active distri-
bution and virtual power plant methods. This method is able to manage and operate
the multiple microgrids. Drawbacks of these methods are that they cannot fully
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Fig. 2 Multiple microgrids are interconnected to the flexible power electronic device [17]

operate for different types of microgrid which is linked to the distribution network.
So, another method can better operate the multiple grids with the help of power elec-
tronic device. Flexible interconnection device [17] helps to interconnect between
the two different microgrid transformers. By using multiple microgrids, it reduces
the installation capacity of energy storage system, power losses, and improves the
efficiency of the system. It can improve the reliability of the system if multiple
microgrids are planned. Figure 2 shows the interconnection of multiple microgrids
with flexible interconnection device. Figure 2, shows three different transformers,
stations, and 5 microgrids. It can be seen that different microgrids are connected to
three flexible interconnection devices (FIDs), as shown in Fig. 2. MG1 is connected
to MG4 through an FID and because of these they can easily support by each other.
There are many advantages using this method [17].

5.1 Reliability

In distributed network, reliability also plays a major role for stability of the system.
To improve the reliability in distributed network integrated with renewable energy,
a distributed generation capacity is used to supply the power. Where the power is
interrupted, energy storage system is also used for backup while fluctuations occur
in the operation. The reliability of a consumer’s power supply can be assessed by the
effective interruptions on consumers and distributors under network failure circum-
stances. Alternate feeders for restoring supply, mesh grid, maintenance, etc., are the
old ways of enhancing network reliability. ESS helps to minimize the fluctuation
in distribution network while integrating with renewable energy and expanding the
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Fig. 3 I/O in traditional techniques of reliability [18]

generation. There are various techniques available for determining the reliability of
the different network technologies.

In conventional distribution network, there are two types of reliability techniques,
i.e., Analytical method and Monte Carlo simulation. Monte Carlo simulates the
network component samples that fail to calculate the probability distribution of reli-
ability. To calculate the average value of reliability, mathematical expression is used
in Analytical method. These methods are used based on requirement analysis. In
modern distribution, Markov model is used for distributed generation for reliability.
Figure 3 shows a summary of the required I/O (input/output) data measured using
conventional distribution network reliability assessment techniques.

5.2 Islanded Operation

Without the presence of electrical grid but the continuous supply of power to a
location with the help of renewable energy is known as islanded mode. In recent
years, renewable energyusage increased.These can improve the reliability in islanded
mode with perfect planning. Generally, Monte Carlo simulation is used to assess the
reliability of dispatchable and non-dispatchable distributed generation. Simulation
takes more time to assess the fault and reliability of the system, so an alternative
method can be chosen, i.e., analytical method because it does not consider the fault
occurrence. For the wind DG, three states of Markov model is used for the average
load of islanded location during fault condition. The three states are (a) Up Markov
model (b) DownMarkovmodel and (c) DeratedMarkovmodel. To avoid fluctuations
in renewable energy, Markov models are also an alternative solution.
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5.3 Grid Connected

DG enhances the efficiency of distribution systems in grid-connected working mode
by decreasing the loading ofmachinery and allowing load transfers from neighboring
feeders experiencing failures. In the presence of DG, the transfer capacity between
feeders must be quantified in order to estimate the reliability impact. Analytical
method is used to calculate the transfer capacity by a set of load concentrations in
the network (low, medium, and high), and the analytical method is then incorporated
into theMonteCarlo simulation to decrease computational time. The joint probability
technique does not include time-dependent load and generation fluctuations during
the outage. A case study was also present in [19], among all the methods Analytical
method is suitable to improve the reliability of the system.

6 Demand Side Management

Generally, demand side means the consumer side. In previous years, the demand
side management (DSM) helps to achieve the reduction in load and to reduce the
usage of electricity; the government has also introduced many policies, schemes,
awareness programs, etc. Mostly, the electricity is generated from coal or fossil
fuels. As we know that fossil fuels are available to some extent only, the usage of the
energy production is increased day by day. So, for alternatives, scientists look over to
renewable energyies like solar, wind, biomass, hydro, etc., which are available free
of cost and these will not be runout in future too. The government also encourages
the people by providing policies, subsidies, etc., for conservation of energy. In recent
years, usage of renewable energy is also increasing by the usage of solarwater heaters,
installation of PV, solar streetlight, solar cookers, etc.

DSM affords the energy system with improved reliability by decreasing general
demand through energy efficiency and lowering peak demand through dispatchable
programs. It also decreases the price of transmission and distribution from a supply-
side resource. Energy Efficiency–the focus is on decreasing general power usage
and high demand over several years as well. Peak Load Management–the focus is on
continuously decreasing peak demand over a season. Demand Response–the focus
is on reducing peak demand for a few days during the year for short periods of time.
As Demand Side Management measures have not only helped utilities to decrease
peak requirements for electricity, but also to reduce the huge investment in networks
of generation, transmission, and distribution. Active distribution management is
also known as the DSM with adequate coordination of DGs, voltage regulators,
shunt capacitors, and other devices in the network enhance high safety and improve
efficiency. In active distribution, there are different uncertainty techniques that are
classified as probabilistic technique, Stochastic optimization, robust, possibilistic
technique, hybrid probabilistic-possibilistic technique. Among these methods, one
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Fig. 4 Cycle of DSM—[21]

method is adopted after detailed analysis of each method [20]. For recent develop-
ment in active distribution, we have to look into its economic and technical operation
[4]. To reduce the investment and reliability cost, maximize the electrical vehicles
charging service capability in joint planning with active distribution network. There
are two models to solve the abovementioned problems; hence, a detailed analysis of
each method is given in [21]. Figure 4 shows the cycle of demand side management
(DSM), when peak demand increases energy price increases then consumers shift
their consumption period to off peak time and this introduces the new time of use
tariff (TOU). This method improves the efficiency of the system and reduction in
peak demand.

7 Conclusion

An extensive literature survey has been conducted on grid integration problems and
the techniques used to mitigate them currently. The increase in the complexity of the
main flow network after grid integration is themajor problem.A feasible technique to
mitigate this problem is forward/backward sweep analysis. Proper placement of the
distributed generation, energy storage system, fluctuations and system uncertainties
are induced due to the addition of more Microgrids. These are the several factors to
be noted while solving the grid integration problems. The methods existing in the
literature to solve such problems can be classified as Conventional andMetaheuristic
techniques. However, the trapping of local by the global optima while using the
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Metaheuristic problems make them inferior to the Conventional techniques. These
Metaheuristic methods for load flow can be further investigated for obtaining more
optimized solutions.
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Modelling and Control of Power Flow
from Auxiliary Source in Hybrid Electric
Vehicle

Kanchan Yadav and Sanjay Kumar Maurya

1 Introduction

HEV consist mainly of the electric motor, the energy storage and the controller to
control the power flow. The power which is supplied to the motor is controlled by the
controller, and thus indirectly it controls the forward and reverse power flow in the
vehicle. The demand for these bidirectional controllers is raised as using alternative
or auxiliary source for supply in HEV is gaining popularity [1]. For HEV an auxiliary
source along with the main source is used for the energy storage and provides proper
power management in the vehicle and thus indirectly improves the efficiency.

The schematic diagram shows the flow of energy in the system in Fig. 1. The
power is distributed between the engine and the battery. To improve the energy
efficiency of the vehicle, the energy recovery system plays an important role. When
the regenerative braking takes place the mechanical energy which is recovered is
stored in the auxiliary source [2]. When the acceleration/deceleration or the braking
conditions exist, the electric motor will draw high current [3]. During acceleration
the sensor voltage refers to the accelerate pedal and power is supplied with both the
main, as well as auxiliary source. During breaking the sensor voltage refers to the
brake pedal and with the help of converter the energy flows into the auxiliary source
and thus restored.
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Fig. 1 Schematic diagram of energy recovery system

1.1 Power Flow in HEV

The power flow process is generally different for different configurations. Here the
parallel configuration is taken and the schematic diagram in Fig. 2, will show the
power flow path for the vehicle. For this parallel HEV the propulsion power will
be supplied by the controller which converter the electrical energy to the required
mechanical energy. For this configuration the power is supplied whether by the ICE
or the electric motor or both can be used to supply the propulsion power [1]. When
braking occurs, the energy gained is converted into electrical energy with the help
of electric motor working as a generator and then this energy is stored in the energy
storage system (ESS).

ESS is the very vital part as it directly has the effect on the efficiency of the vehicle.
The batteries used as ESSmust have high energy density, long cycle life; low internal
resistance, etc. For the charging purpose battery must have high energy density. The
hybrid containing battery and ultra-capacitor is going to be the attractive option for
the vehicles due to efficient accumulation of charge carrying capacity. Other than
hybrid storage, the batteries of Li-ion chemistries are widely coming as the good
option to use in the HEV, as well as for pure EV [4]. Li-ion batteries come as a
prompting solution as they have high energy, as well as power density. Thus, their
modelling also becomes very important in order to predict the batteries SOC (state
of charge) and SOH (state of health).
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Fig. 2 The schematic diagram of power flow in HEV
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For the actual driving condition that is start-stop, regenerative braking and the
shifting of power flow, i.e. operating range of main and auxiliary source, the
transmission system of HEV should be able to perform these functions [5].

The traction motors have to perform two different functions that are

• Providing constant torque for the normal mode having rated speed, and decreased
torque in the extended mode for the above rated speed range.

• To capture the energy that is generated during regenerative braking, i.e. they can
operate as a generator to convert this mechanical energy into electrical energy.

The driving in the urban condition encounters frequent stop and start of the vehicle.
So to improve the fuel economy, control strategies used, and the regenerative braking
system both play a very crucial role. During cruising, the electric drive used as a
generator and charges the battery, while on climbing the grade, both the ICE and the
motor will supply the energy [6]. Whenever brake pedal executes the control, signal
will switch off the ICE power and the negative torque generated by the motor, thus
making it operate as a generator thus utilizing the braking energy to recharge the
battery.

1.2 Bidirectional Converter

In an electric vehicle, the power electronic circuits play an important role which
includesDC-AC inverters andDC-DC converters. For supplying high- power electric
motor DC-AC inverter is used and for supplying low power, low voltage loads DC-
DC converters are used [7]. The advanced topologies of bidirectional high-power
DC-DC converters have been developed for being applied in hybrid vehicles. The
paper considers a model consisting of a non-isolated bidirectional dc-dc converter of
half-bridge topology. The bidirectional dc-dc converter is used for battery charging,
regenerative braking, and backup power requirements [3] (Fig. 3).

In buck mode, as it is the step down condition, the low voltage side will get the
energy, thus power supplied to battery. For this case, the motor acts as generator and
supply the energy generated during regenerative braking to the battery. During boost

motor Inverter
Bidirectional

Dc-dc
converter

C

   HV side

       LV side

Fig. 3 Block diagram of HEV with bidirectional converter
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mode, as the demand will be stepped up so, the power will be supplied from the
battery. Thus in this mode, the power is supplied by both the main source and the
auxiliary source [3].

The power flow from low voltage end that is from battery to high voltage end
and thus it is referred as boost operation. When regenerative braking occurs the
power flows in reverse direction that is to the low voltage side and thus used to
recharge the battery and this mode referred as buck mode [8]. The bidirectional dc-
dc converters constituting energy storage systems becomes very prompting for power
related systems, thus it improves efficiency, as well as performance of the system.
A drive cycle constitutes of acceleration, braking, and constant speed operation of a
vehicle. In the acceleration, power demand increase while in braking power demands
goes to zero, and the kinetic energy of vehicle can be stored in the battery. The
bidirectional converter allows the power flow in both directions, and hence it is used
to manage the power flow from a battery in the charging and discharging process.
Here the converter will manage theDC constant voltage and the charging/discharging
process will change the constant voltage of battery.

The power supplied during various operations are

(a) Only ICE—the power supplied by the main source, i.e. ICE only.
(b) ICE + EM—When energy requirement is more (during acceleration or at high

speed) the motor starts supplying power parallelly with the ICE.
(c) ICE + Battery charging—when power requirement is less; the excess energy

available is used to charge the batteries. It occurs during regenerative braking
or cruising (when the propulsion power of ICE is higher than required).

The non-isolated bidirectional dc-dc converters used for charging/discharging the
batteries are simple in structure, highly efficient, cost-effective and highly reliable.
To maximize the efficiency of charging and discharging of the battery, voltage is
varied by controlling the converter output which works in buck and boost mode [9].

The bidirectional converter used will transfer the energy to the battery when
required and also recovers the energy during regenerative braking and makes the
battery to charge. A bidirectional power converter is needed to regulate the charging
and discharging, as well as power flow in the battery.

Here in this paper, a battery is used as energy storage with bidirectional dc-
dc converter so that it can regulate charging and discharging mode. The converter
control is done with the use of PID controller. When additional power is required, the
energy storage will supply the load and during the regenerative braking the energy
produced is stored back to the battery. The converter has two modes that include
buck and boost.

2 Battery Characterization and Modelling

The Li-ion battery is used for the simulation. For the safe charging/discharging
process the accurate SOC (state of charge) estimation is necessary. The correct SOC
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estimation shows the remaining driving range and the power requirement. Important
parameters discussed for the ESS [4] are

• Battery Pack Capacity (Amp-hr)
• Peak Charge/Discharge Power (KW)
• Continuous Charge/Discharge Power (KW)
• Max. Operating Voltage (V)
• Min. Operating Voltage (V)
• Max. Self-Discharge Rate (Whr/day)
• Allowable Operating Range of SOC (%)
• Battery Cycle Life
• Estimation Accuracy of SOC.

2.1 Battery Modelling

Here a battery model is presented to meet all requirements having non-linear charac-
teristics during charging/discharging, aswell as their dependence on state of charge of
battery. The elements for characterization are self-discharge resistance (Rs) which is
function of open circuit voltage, charge resistance (Rc) and discharge resistance (Rd)
which are different for charging/discharging. Due to battery internal chemistry, over-
charge resistance (Rco) and over discharge resistance (Rdo) increases significantly.
Battery capacity (Ah) is modelled varying with SOC [10] (Fig. 4).

From the given expressions the charging/discharging characteristics of LI-ion
battery can be deduced [11].
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Fig. 4 Battery model with charging/discharging resistance
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Vdisch = E0 − K
Q

Q − Q1
i∗ − K

Q

Q − Q1
Q1 + A.e−BQ1 − Ri (1)

where, Vch = charging battery voltage (V); Vdisch = discharging battery voltage
(V); E0 = constant voltage (V); i = current (A); K = polarization constant (Ah− 1),
R = Internal resistance (�); Q1 = extracted capacity (Ah); Q = maximum capacity
(Ah); A = exponential zone voltage (V); B = exponential zone time constant (Ah)
− 1, i* = low frequency current dynamics (A).

Battery SOC is the capacity of charge that battery is able to supply. When battery
is fully charged the battery SOC is 1 and when completely empty SOC is 0. For
optimum operation the battery SOC will have to lie between 20 and 80% [12].

SOC of the battery is given by the equation-

SOC = 100{1 − 1

Q

t∫

0

i(t)dt} (2)

where,
i(t) is the current flowing through the battery.
Efficiency of Battery System- For a complete round trip of charging/discharging

cycle, the efficiency is defined as the ratio defined as energy available to the energy
supplied and during the cycle it is subjected to the charge balance, i.e. capacity in
Amp-Hr [13]. In other words, we can say that the state of charge in the battery should
be the same during the start and at the end of the cycle. Thus, the battery system
efficiency can be calculated as

ηbat .(T , SOC) =

tf∫
ti
Vt(t)Idisch(t)dt

tf∫
ti
Vt(t)Ich(t)dt

× 100% (3)

where ηbat is the battery system efficiency at the given temperature and SOC, ti is
the start time, tf is the end time, Vt(t) is cell terminal voltage, Ich(t) is the charging
current, and Idisch(t) is the discharging current.

Assumptions

• The battery SOC cannot go below 20% for the safety factor.
• For the charging and discharging some specific period of time is taken
• The daily mileage of vehicle would be logarithmic normal distribution
• The battery charging process must be continued up to the level when SOC reached

to 90%
• Uniform distribution is taken for the staring activity of charging and discharging.
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2.2 Li-Ion Battery Parameters and Characteristics

For any mid-size vehicle, taking a drive cycle of few miles, the battery capacity in
KWh must be decided. As the battery charging is done in two modes namely charge
depleting and charge sustaining. During CD mode the power is given by the battery,
and once the battery level is below specified, it comes to the charge sustaining mode.
In CS mode the vehicle will get power from both the ICE and the battery and the
power distribution depends on the energy management system. During CSmode, the
battery supplies power for short durations like climbing the grade, etc. and during
braking it captures the braking energy. The CS mode occurs in a Li-ion battery when
its SOC level reaches in range of 20–30%. The major limitation in Li-ion battery
is the safety concern during overcharging of the battery. If a cell gets charged more
than specified, the active material reduces and comes to the unstable point. Thus, a
special electric circuit is very necessary to provide the protection of the battery from
getting overcharged or over discharged.

The equations used for battery charging/discharging power will be the function
of SOC and is given as [14]

Pcb(k) = −ηbatsμ
2
cmax − μoc(k)μcmax

ri
ηbatp

Pdb(k) = −ηbatsμb(k)2 + μoc(k)μcmin
ri

ηbatp (4)

where,
μb is the battery voltage,μoc is the battery’s’ open circuit voltage, ri is the batteries

internal resistance, ηbatp is the number of parallel cells, ηbats is the number of series
cells, k is the time constant. The total power of the battery will be the sum of Pcb
and Pdb and is given as P∗bat . The converter efficiency is also linked with the battery
power and the losses given as δbat , thus total battery power is given as-

Pbat(k) = δbat .P ×bat (k) (5)

3 Simulation Result and Discussion

The vehicle is powered with two sources ICE and battery. Battery power is treated
as auxiliary source. So, whenever the vehicle requires additional power at the time
of acceleration, the auxiliary source feeds that additional power. The model of HEV
is simulated for the Li-ion battery, which is used as auxiliary energy storage. The
battery model used is rin (internal resistance), this Simulink model consists voltage
source and internal resistance to model the battery. For wheel power, constant rolling
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Fig. 5 Battery resistance:
6 Ah saft lithium ion battery
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Table 1 Vehicle data for
simulation

Vehicle mass 1350 kg

Max power of ICE 40 KW

Max. battery operating voltage (during charging) 6 V

Min. battery operating voltage (during discharge) 9 V

Modular mass of one ESS 11 kg

Number of modules (strings in series) 5

resistance coefficient is taken and the constant power load accessory model is taken
(Fig. 5).

The simulation is performed onADVISORwith the vehicle data shown in Table 1:
Internal resistance as a function of state of charge-Here the internal resistance of

battery varies with the state of charge of battery. It shows the internal resistance of
the battery when empty, i.e. at 0 °C, during charging at 25 °C and during maximized
charging at 41 °C. The figure shows that the resistance value is higher when SOC
value is low.

During discharge the value of internal resistance is decreased and reached the
lowest point at half charge. There is higher reading of resistance immediately after
full charge and discharge. The value of internal resistance of Li-ion battery is mostly
flat during empty to full charge value. The battery power decreases when SOC is
form 0 to 70% and the largest change occur between 0 and 30% of SOC (Fig. 6).
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Fig. 6 Battery open circuit
voltage: 6 Ah saft lithium ion
battery
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For estimating battery state, the SOC and OCV relationship determination is
necessary. The figure shows the relationship that the OCV of the battery is propor-
tional to the SOC of the battery for different charging states. Li-ion battery does not
have a linear relationship between OCV and SOC (Fig. 7).

The figure showing instantaneous power and SOC curve. SOF denotes state
of function which gives the relation between state of charge and state of health
parameters of the battery, and the output power degradation is expressed as

SOF(t) = P(t) − Pd

Pmax − Pd
(6)

P(t) = Pmax.SOC(t).SOH (t) (7)

where
P(t)—Instantaneous power supplied by battery Pd -Demanded power Pmax-The

maximum power supplied by the fully charged battery at its maximum capacity.

4 Conclusion

The half-bridge bidirectional dc-dc converter used for controlling power flow in the
HEV is simulated and the battery model for the charging/discharging resistance is
analyzed. During regenerative braking, the energy is stored and the reverse power
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Fig. 7 Instantaneous power 6 Ah saft lithium ion battery

flow is allowed by the converter, thus the motor works as generator and supply the
generated power to the battery. This mode of energy transfer needs the converter to
operate in buck mode. During the sudden power demand, the propulsion power is
supplied by main source and assisted by auxiliary source, thus in this case battery
is used to supply the demanded extra power. This mode of transfer is possible when
converter operates in boost mode. Further the charging/discharging model for Li-ion
battery is simulated and different characteristics are analyzed through the waveforms
occurred. The two modes of operation are motoring and generating. When battery
is providing power, motoring mode is needed and thus the state of charge decreases.
When the energy is supplied to the battery, generating mode is needed and the state
of charge increases.
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Impact of Inverter Interfaced DG
Control Schemes on Distributed Network
Protection

Sudhir Kumar Singh, Rajveer Singh, Sourav Diwania, Ankit Singhal,
and Shivam Saway

1 Introduction

Distributed generation (DG), especially inverter interfaced distributed generation
are being increasingly installed on roof-top [1, 2], and popularly used by various
industries to meet local distribution demand. IIDG can cause various protection
issues in case of either series or shunt fault in the network. This is because IIDG do
not supply high fault current in the network due to lower rated capacity of semicon-
ductor switches utilized in inverter [3, 4]. Therefore, re-evaluation of conventional
protection design parameters is required owing to different fault characteristics
of IIDG. Inverter Interfaced DGs has its own protection which is embedded with
inverter control to assure the safety concerns of semiconductor switches against
overcurrent [5]. Usually, due to internal protection, this current is twice of rated
load current [6, 7]. Thus, overall network protection needs to include the effect of
internal protection since internal protection allows to feed the fault lower than its
rated capacity. There are mainly two types of control schemes that are utilized in
IIDG, viz. Voltage control scheme and current control scheme [8]. Accordingly, dual
mode inverter is required in IIDG with reliable operation in both islanded and grid
connected conditions. Islanded mode enables to work in voltage control mode and
when grid supply restores, it switches back to current control mode. In the current
control mode, local load voltage is maintained by the grid itself and in voltage
control mode, it would be maintained by inverter itself. Islanded condition is more
crucial as it is required to maintain a constant voltage across the load by inverter
itself. The transition between the above two modes may result in voltage overshoot
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across load connected, accompanied by supply inrush current into the grid due to
voltage frequency mismatch [9]. Accordingly, IIDG should have efficient facility to
smooth transition between two modes to avoid voltage overshoot, voltage frequency
mismatch. Several design and control topologies have been discussed in the literature
for dual mode inverters [10–14]. The control schemes in [15, 16], have separate
control loops for both the modes which increase the complexity of the system.
Furthermore, most of the control schemes neglect the grid uncertainties [17, 18],
and cause voltage overshoot and inrush current into the grid. This paper investigates
distribution network protection considering all grid uncertainties. In addition, it also
examines the detailed analysis of fault current characteristics of IIDG along with the
impact of IIDG on associated feeder protection considering both voltage and current
control modes. The effect of IIDG controller on distribution network protection has
been already studied in [19–21], in which the authors proposed FCL inclusion on
the feeder to limit current feed by IIDG to solve the detection problem in IIDG.
Furthermore, several discussed papers did not include the effect of the controller on
protection scheme, especially in IIDG, whereas few papers [23, 24], considers the
effect of the controller but did not provide an adequate solution.

In this paper, a detailed analysis of both the control schemes has been discussed.
This helps to investigate IIDG fault characteristics which are supportive to under-
stand network protection analysis. The result illustrates that limiting fault feeding
characteristics of inverters marginally impact primary and back up protection but in
case of increased penetration level, IIDG may disturb protection coordination, cause
protection issues and also cause fuse recloser coordination issues.

2 Current and Voltage Controlled Mode in IIDG

Many IIDG based commercial units utilize three phase VSI with PWM or SVM
to control its switches. The effective controls of IIDG enable them to cope up with
wide demand variation of distribution network. There are briefly two types of control
schemes/modes (current control and voltage control) to efficient regulation of inverter
output. Current control mode, enable the inverter to feed current to grid following
a set reference that is locked by PLL. Current control mode in VSI has become
an attractive feature to utilize in many applications viz. ac/dc converters, power
electronics applications and mainly grid connected inverters [25]. Current control
mode also plays a significant role in power quality enhancement. Several current
control topologies discussed in various literature [25, 26]. However, thismode suffers
from the major drawback of inefficiency to maintain their terminal voltage to the
distribution network levels. Theymainly depend upon utility grid or any other voltage
controlled DGs for maintaining the required voltage, and in the absence of such
voltage support, its terminal voltage becomes susceptible, especially in case of shunt
fault conditions.

3-F VSI has been most popularly utilized with IIDG with PWM/SVM switching
topology to interconnect with utility grid as shown in Fig. 1. 3-F VSI connected to
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Fig. 1 IIDG connected to grid

the grid with LCL filter. LCL filter before PCC is inserted to compensate the inverter
output harmonics. LCL filter, unfortunately, introduces undesirable resonance but
proven superior filter as compare to simple L filter. In this mode, the current supplied
to the grid varies according to set reference power. MPPT algorithm produces dc
current which is utilized to estimate set reference power. Inverter filtered current and
3-F voltages are converter into d-q coordinates (Vd, Vq, Id, Iq)

Power formula in d-q coordinates are given below

P = (
VdId + VqIq

)
(1)

Q = (
VdIq + VqId

)
(2)

On the basis of the above formulas, Idref and Iqref are calculated which is compared
with measured Id and Iq and error is passed to PR controller for regulating the error to
zero steady state. Conventional PI controller cannot minimize the resonance problem
arise by LCL filter so popular the proportional + resonant (PR) controller has been
used for error reduction. The output of this PR controller is converted back to a natural
frameof reference and it has been comparedwith triangular pulses calledPWMwhich
would further control six switches of VSI. For grid synchronization, the synchronous
reference frame phase locked loop (SRF-PLL) has been used. Active power is set to
be 10 KW and Reactive power set to be zero to obtain unity power factor at the grid
side. Various system parameters arementioned in Table 1. Standalone Solar switched
to voltage controlled mode due to constant voltage requirement of load in absence
of grid as shown in Fig. 2. For any input DC voltage variation, load voltage will
remain constant provided the dc bus voltage is much higher than the peak of the ac
line to line voltage. The main technical constraint in this mode is to effective control
of voltage and frequency due to fluctuating generation or load. In this mode, inverter
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Table 1 System parameters System parameters Values

Inverter output voltage (Line to line) 500 V

Nominal DC link voltage 700 V

Grid frequency 50 Hz

DC link capacitor 900

Switching frequency 4 kHz

Inverter side inductor 3 mH

Grid side inverter 1.5 mH

Shunt capacitor 30

Fig. 2 standalone IIDG

regulates effectively the voltage across the load. The synchronization in this mode
during the transition from current control to voltage control is required to generate
load voltage reference.

3 Investigation of Voltage and Current Controlled IIDG
On Distribution Network Protection

3.1 Current Control Mode

In order to examine the effects of current control scheme in IIDG on the distribution
network, a simple model has been constructed in MATLAB whose typical values
are given in Table 1. On this model 3-F, a short circuit has been created at PCC.
The contribution of the inverter to the fault has been examined. The inverter output
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current, in case of the current control scheme, is tried to maintain constant. However,
the current response solely depends upon fault impedance. In Fig. 3, with a high
impedance of 5�, the current was maintained constant even after fault occurs at
100 m-s. Figures 4 and 5 illustrate current response for low fault impedance which
is assumed to be 1 m � and zero fault impedance.

In both the conditions, controller efficiently tries to maintain inverter output
current with slight overshoot. Figure 6 illustrates reactive power compensation at
PCC due to efficient controller action. Reactive compensation has been utilized by
pre-specifying zero reactive power in reference generation.

Fig. 3 High impedance fault

Fig. 4 Low impedance fault
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Fig. 5 Zero impedance fault

Fig. 6 Reactive power fully compensated at PCC

3.2 Voltage Controlled Mode

To examine the effect of voltage controlled IIDG on distribution system network, it
was modeled in MATLAB and three phase fault with 5� fault impedance occurred
at 100 m-s after LC filter, nearby the three phase load. Figure 7 illustrates the output
current ofDG increases at fault instant provided the voltage remains constant.Voltage
control mode regulates the voltage within the specified range. The voltage controller
regulates output voltagewithin the specified limit only above 5� that is assumed here
high impedance fault as shown in Fig. 3. Furthermore, below that value, DG output
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Fig. 7 IIDG output voltage and current at high fault impedance

voltage will no longer be constant and will fall down at fault occurrence as seen in
Fig. 8. Hence, voltage control is possible only for high impedance fault and for low
impedance and zero impedance fault, and it is not feasible to regulate the output
voltage. In order to examine fault characteristics between both modes/schemes,
different impedance faults, change of locations and type of faults has been inves-
tigated. In all the scenarios, voltage controlled IIDG effectively maintains voltage
waveform, however, current would vary depending upon fault location, type and
impedance.On the contrary, anothermode viz. current controlled IIDGcurrentwould

Fig. 8 IIDG output voltage and current at zero fault impedance
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maintain constant but voltage varied according to the fault types and location and
impedance. Figure 9 illustrates inverter filtered output voltage and current when the
fault occurred at two locations 5 and 10 km from inverter terminals. Line impedance
is assumed to be 1.25 �/km.

Previous discussions regarding current control mode were based on the pure resis-
tive load connected to filter end, therefore, transient overshoot at the time of fault
was almost negligible.

Interestingly, the same fault would cause overshoot for the inductive load
connected parallel to a preexisting resistive load. Higher the value of VAR in load,
higher overshoot has been observed as shown in Fig. 10. Such a transient overshoots
have been observed in IIDG during commercial testing [27]. This current overshoot

Fig. 9 Inverter filtered voltage/current on different control schemes and at different locations

Fig. 10 (IIDG output current under current control with varying load VAR, fault at 0.3 s Left (0
kVAR), middle (5 kVAR), right (10 kVAR)
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might trigger inverter internal protection and/or perturb nearby overcurrent relay
setting in the distribution network. Transient overshoot, however, decays very fast in
few milliseconds depending upon the load VAR.

4 Proposed PR Controller in Inverter Current Loop Over
Conventional PI Controller

The current loop of the inverter with PR controller is shown in Fig. 11. PR controller
can be obtained by frame transformation [28]. The conventional PI controller imple-
mented in a synchronous frame is denoted here as GDC(s) and can effectively be
transformed into stationary reference frame through frequency modulation which is
mathematically expressed below

GAC(s) = GDC(s− jω) + GDC(s+ jω) (3)

where GAC(s) illustrates the equivalent stationary frame transfer function.

For ideal PR Controller GAC = Y (s)

E(s)
= 2ks

s2 + ω2
(4)

For non-ideal PR controller G(s) = Y (s)

E(s)
= 2ksω f

s2 + ω2
f + 2ω f s

(5)

where K= controller gain and Y(s) and E(s) represents output and error in s-domain.
ω = angular frequency.

Equation (4) along with Kp (proportional controller) forms ideal PR controller
which is having infinite gain at grid frequency, however, shows zero shift and zero
gain at different frequencies, furthermore, it causes stability problems which will
be compensated with using Eq. (5), which is non-ideal PR controller having finite
(high) gain with very small steady error.

Fig. 11 PR controller embedded in inverter current loop



238 S. K. Singh et al.

Fig. 12 Non-ideal-controller
(Kp = 1, K = 20, =
314 rad/s)

Bode plot for the non-ideal controller is plotted in Fig. 12, with controller gain of
20 and proportional gain of unity. In a comparison of PI, which only deals with either
positive sequence or negative sequence, PR controller having zero cross coupling
results as a superior tool to deal with grid synchronization [28], and steady state
error elimination, so it is embedded in the control mechanism of the converter in
further works. PR controller is used to control the grid current i*. When synchronous
controller based on PI is transformed back into stationary reference frame through
inverse transformation, then PR controller is obtained.

Synchronous controller measurement depends upon the grid phase angle while
the PR controller based on grid frequency. In case of unbalanced/fault conditions
synchronous controller which is conventional PI required to deal with two control
loops viz. positive sequence and negative sequence as there is no correlation among
phase angles of positive and negative sequences. However, grid frequency is the same
for both positive/negative sequences, so only one resonant controller (PR controller)
is required to compensate positive and negative sequence currents simultaneously.

5 Performance Evaluation of Protection Based on Proposed
Controller

The proposed PR controller is embedded into an inverter closed loop and the
comparison is examined from the conventional PI controller for multiple fault
scenarios. Figure 13 illustrates voltage controlled mode and Fig. 14, represents
current controlled mode. Figures 13 and 14 suggests that the PI controller failed
to detect various fault types because it works on conventional protection topology
and do not consider inverter, and thus remained unclear. On contrary, the proposed
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Fig. 13 Impact of voltage controlled mode on different faults (Comparison of the conventional PI
controller and PR controller)
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Fig. 14 Impact of current controlled mode on different faults

controller efficiently detects the fault and clears it effectively. Proposed PR controller
work in an advanced environment, which took consideration of inverter mode, fault
types and more effective damping as compared to PI controller. Figure 14c illustrates
3-F fault under current controlled mode which is detected by under voltage relay,
whereas in Fig. 13, voltage controlledmode, the fault is detected by overcurrent relay.
So, the proposed controller first identifies the type of fault and the inverter mode then
effectively triggers the required relay to clear the fault. All the relay settings were
chosen to be within IEEE 1547.
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6 Conclusion

In this paper, Fault current from IIDG in distribution network has been examined. In
fact, the impact of IIDG control modes voltage controlled/current controlled modes
are thoroughly studied and investigated. In addition, the conventional PI controller
working on conventional overcurrent protection schemes has been compared with
the proposed PR controller. PR controller is a more effective tool to damp out grid
uncertainties. Here the proposed controller is embedded in the inverter closed loop
and inverter different modes are considered to analyze their effects on various types
of fault. This paper deduced the following significant points:

• Proposed controller limits inverter output current effectively on reduced terminal
voltage in the case of both three phase symmetrical and L-G, 2L-G unsymmetrical
faults.

• A comparative study has been conducted between the conventional PI controller
and PR controller and their effects on inverter output current, and the terminal
voltage is examined on various types of faults.

• Conventional PI controller is easy to install but its behavior is sluggish and works
on conventional protection topology viz. overcurrent protection.
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Realization of CMOS 0.18 µm Low Noise
Amplifier for 2–5 GHz Using
Cascode-Cascade Topology

Dheeraj Kalra

1 Introduction

Nowadays there is a demand for highly proficient circuits in the sectors of healthcare,
agriculture, industries, IoT, etc. The receiver circuit has to process the received signal
in such amanner that the signal quality should not be degraded and the original signal
can be recovered from themodulated signal. In the receiver chain, the first block after
the antenna is the low noise amplifier (LNA), whose work is to process the signal in
such a way that its noise contribution is as low as possible so that the signal to noise
ratio can be increased [1]. The next blocks aremixer, filter, etc. and their performance
depends on the performance of the LNA as shown in Fig. 1.

As per today’s requirement, the circuit should consume less power, i.e. power
consumption of the circuit should be as low as possible. Low power is possible due
to shrinking the size of CMOS technology day by day [2]. But the undesirable effect
of shrinking the size is degradation of mobility and velocity saturation. There are
a lot of well known design techniques such as cascode structure which is shown
in Fig. 2a. Cascode technique is grouping of Common Source and Common Gate
configurations [3].

Common gate MOSFET is mounted on the Common source configuration. The
advantage of this topology is to have high bandwidth [4], low noise figure and good
linearity. High gain is achieved due to the cascode connections of two configura-
tions. The gain value is the multiplications of transconductance of two MOSFETs.
The disadvantages of this technique are to have high overdrive voltage [5]. Another
topology is the source degeneration topology which is shown in Fig. 2b. In this
topology, an inductor connected at the source helps in canceling out the effect of
MOS parasitic capacitances, and hence give good impedance matching at the input
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Fig. 1 Receiver architecture

Fig. 2 a Cascode topology b source degeneration c cascade topology

side. Input impedance acts as the resistive component at the resonance frequency
[6–7]. Benefits of this topology are to have flat gain and low power consumption.
The disadvantages include more circuit area due to the inductor’s presence and high
noise figure at high frequencies. The new topology, i.e. cascade technique shown
in Fig. 2c, in which the first stage is the common gate stage and helps in providing
the high gain at a low frequency, while the next stage gives the high gain at a high
frequency, so achieves the high bandwidth [8–9]. But due to the presence of more
number of MOS, the circuit area and its power consumption has been increased [10].
The design of LNA like that noise contribution should be as low as possible [11].

Noise Factor is given by Noise Factor = SNRi/p

SNRo/p
,Noise Factor = 1 +

−
V 2
n

4KT RS
[2].

Where
−
V 2
n = Noise Voltage, K = Boltzmann Constant, T = Temperature in Kelvin,

RS = Source Resistance. For a simple common source amplifier shown in Fig. 2b,
noise factor can be calculated as NF = 1+ γ

(RS ||RP )gm RD
+ 1

(RS ||RP )g2m RD
. Matching at

the input and output port is very important in designing the LNA as the minimum
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amount of power must be reflected at the port, this will help be in maximizing the
power at the input and output load resistance, respectively [12–14].

2 Realized Circuit

The realized circuit is shown in Fig. 3, which is being simulated in the Advanced
Design System (ADS) using 180 nm CMOS technology. At the input side π filter
composed of L1, C1 and L2 are connected for the purpose of band pass filter. L4, C2,
L3 andC3 are used to provide the feedback which will give the stability to the circuit,
as well as provide the impedance matching. It helps in canceling out the parasitic
capacitances of MOS.

Current reuse technology is being used which helps in getting the low power
consumption of the circuit andM1 andM2 MOS are connected in cascode connection
provide the good gain of the circuit. MOSFET M3 connected in cascade topology
using the source degeneration technique which is being used to offer the linearity in
the circuit and reducing the value of noise figure at high frequencies. Inductors L6

and L7 form the mutual coupling and provide the feedback which gives the stability
to the circuit and also grant impedance matching at the input and output port. Proper
bias voltages are applied at the Rb resistances for the accurate functioning of the
circuits. S-parameters are used to measure the gain, impedance matching and the
power reflection at the input and output port. S21, i.e. the ratio of power at the output
port to the power at the input port gives the value of power gain to the circuit. There
is always a tradeoff between the gain, bandwidth, power dissipation, noise figure and
matching for the LNA circuit.

C2
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C3 L3L2

L4

L5

M1

M2

M3
RL
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Rb

Rb

L1
C5
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Fig. 3 Realized LNA circuit
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3 Simulation Results

The realized circuit is realized using 180 nm CMOS for the frequency range of
2–5 GHz. The results for S-parameters are shown in Fig. 4. The value of S21 is
positive for the entire frequency range of 2–5 GHz and the maximum value obtained
is 12.227 dB. The S11 is negative which shows the good impedance matching at the
input port. The minimum value of S11 is 15.789 dB at 2.520 GHz.

The S22, i.e. the reflection at the output port is also negative and its minimum value
is −30.936 dB at 4.1 GHz. S12, i.e. the power reflection from port 2 to port 1, it’s
minimum value is −98.974 dB at 2 GHz. So the S-parameters results satisfying the
requirement of LNA in the receiver circuit. The simulation for Noise Figure versus
RF frequency is as shown in Fig. 5. The results show the noise figure minimum value
of 2.440 dB at 2.863 GHz and the maximum value is 3.470 dB at 5 GHz (Table 1).

Fig. 4 S parameters versus RF frequency
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Fig. 5 Noise Figure versus RF frequency

Table 1 Comparison of results with other references

Parameters [3] [5] [6] This work

Frequency range (GHz) 2–6 0.5–8.2 0.5–7 2–5

S21 (dB) 10 25 22 12.277

S11 (dB) <−9 – −3 to −25 −15.489

NF (dB) 2.3 1.9–2.6 2.3–2.9 2.440

Technology 0.18 μm CMOS 90 nm CMOS 90 nm CMOS 90 nm CMOS

4 Conclusion

The realized circuit is realized in 0.18 μm CMOS technology in ADS software for
the frequency range of 2–5 GHz. Cascode topology is used to increase the gain of
the circuits, as well as current reuse topology helps in reducing the power consump-
tion of the circuit. Feedback topology helps in providing the stability of the circuit
and cascade topology provides the reduction in noise figure at high frequency. The
maximum value of the gain, i.e. S21 is measured to be 12.277 dB. Input reflection
co-efficient, i.e. S11 is −15.789 dB at 2.520 GHz whereas the output reflection co-
efficient, i.e. S22 is −30.936 dB at 4.1 GHz and S12, i.e. the power reflection from
port 2 to port 1, it’s minimum value is−98.974 dB at 2 GHz. Noise figure minimum
value is 2.440 dB at 2.863 GHz and the maximum value is 3.470 dB at 5 GHz.
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New Symmetric 9-Level Inverter
Topology with Reduced Switch Count
and Switching Pulse Generation Using
Digital Logic Circuit

V. Thiyagarajan

1 Introduction

Multilevel inverter is one of the most promising and highly reliable voltage source
power converters which interconnect the dc systemwith ac system [1]. Several power
electronic switches and dc sources are connected together to create multistep output
voltagewaveform [2]. The output waveform looks similar to the sinusoidal waveform
with minimum harmonic content for a higher number of output levels, and thus elim-
inates the filter requirements [3]. Multilevel inverters had gained remarkable attrac-
tiveness in terms of structure and control techniques due to its better electromagnetic
compatibility, less total harmonic distortion, smaller common mode voltage, less
dv/dt stress, reduced switching losses, high efficiency and improved power quality
[4, 5]. In addition, multilevel inverters have a modular structure, capable of trans-
formerless operation and fault tolerant operation by utilizing multiple redundant
switching states with suitable control schemes [5, 6]. Due to these significant capa-
bilities, the multilevel power converters have attracted various industrial applications
such as electric traction, electric aircraft power system, uninterrupted power supply
system, flexible AC transmission system, photovoltaic power system, electric drives,
hybrid electric vehicles and distributed generation [6, 7]. Different classifications
of the multilevel inverters used in commercial applications include flying capac-
itor, neutral point clamped and cascaded H-bridge [6–8]. Among these conventional
inverter topologies, cascadedH-bridge inverters have an exactmodular structure for a
higher number of output levels. There are certain issues in these conventional topolo-
gies such as greater number of switches and its associated gate driver circuits, isolated
dc sources, voltage balancing problem and so on [8]. Practically, flying capacitor and
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neutral point clamped inverters are not suitable for higher output levels, because they
have complex inverter structure and higher ratings for power semiconductor devices
which make tedious to implement these inverter structures.

Different multilevel inverters using a reduced number of switches were presented
in the literature [1–8]. A new symmetric and asymmetric type multilevel inverter
with two dc sources and four switches is proposed in [1]. In this, a separate polarity
changing unit is used to obtain the negative output levels. This inverter requires a
higher number of switches to generate a staircase waveform. Moreover, complex
control is implemented even for low rating power switches with a separate driver
circuit. A reduced switch count based multilevel inverter to generate all possible
combinations of input dc sources is presented in [2]. This inverter has the capability
to operate in both lower and higher switching frequencies. However, high spikes may
occur in the voltage waveform due to the lack of path for reverse current flow. In [3],
a new basic unit with three sources and five unidirectional switches is proposed to
generate only positive levels at the output. To obtain the negative levels, H-bridge is
used as a polarity changing unit. This would results in higher voltage stress across
the switches for higher output results and need higher rate power semiconductor
devices. Another multilevel inverter topology with an array of voltage sources in
additive nature is proposed in [4]. This inverter produces all levels of the output
voltage by switching the appropriate power semiconductor devices. This topology
lacks modularity and restrictions on modulation strategy and control method. The
basic unit of the inverter proposed in [5], consists of four dc sources and ten switches
and create 17-level during asymmetric operation. To create higher output levels,
several basic circuits can be connected in series across the load terminals. The main
drawback of this topology is not suitable for high voltage applications because of high
variety of voltage sources and TSV value. In [6], a new extendable type multilevel
inverter with various ratings of both unidirectional and bidirectional switches is
presented. This topology reduces the number of switches for higher output levels
and extending the use for low voltage and high power application. However, this
topology lacks the attribute of combining two dc sources in parallel and does not
own the equal load sharing capability. Other inverter topologies using an efficient
fundamental switching technique are presented in [7, 8].

This paper aims to developmore reliable 9-level inverter topologywith aminimum
number of circuit components. Section 2 presented the operation of the proposed
symmetrical 9-level inverter topology. A comparison study is done in Sect. 3. The
switching strategy using digital logic circuit based multicarrier pulse width modula-
tion (PWM) technique to obtain the switching signals for the proposed 9-level inverter
is explained in Sect. 4. Section 5 presents the simulation results of the 9-level inverter
and the conclusion is given in Sect. 6.
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Fig. 1 Proposed 9-level
inverter

2 Proposed 9-Level Inverter

The proposed 9-level symmetrical multilevel inverter topology with four dc voltage
sources and eight power electronic switches is shown in Fig. 1. Here, the voltage
sourcesV1, V2, V3 are connected in series and the combination is connected in parallel
with the source V4. In order to avoid short circuit across the dc sources, the pairs of
switches (S1, S6), (S2, S4, S5, S7), (S3, S8) should not be turned ON simultaneously.
To create 9-output levels, the magnitude of all dc sources V 1, V 2 and V 3 should
be equal. The important feature of the proposed symmetric topology is its inherent
ability to create negative levels without additional H-bridge.

Some of the sample output levels obtained at the inverter output terminals are
shown in Fig. 2. The blocking voltage across the switches S3 and S8 is Vdc. For
switches S2 and S7, the blocking voltage is 4Vdc and for the remaining switches,
this value is equal to 3Vdc. Therefore, the total standing voltage (TSV) across the
switches of the proposed 9-level inverter topology is 22Vdc.

3 Comparison Study

Table 1 presents the comparison between the proposed 9-level symmetric inverter
with other symmetrical topologies presented in the literature. This comparison study
is presented based on the total number switches, ON-state switches and value of
TSV. As shown in Table 1, the proposed 9-level inverter topology inherently creates
negative output levels, however, the topologies presented in [4–6], need an additional
H-bridge circuit as a polarity changing unit to produce negative output levels. The
comparative study shows that the proposed inverter topology creates a 9-level output
with aminimum number of switches. The proposed inverter uses only eight switches,
however, the topology presented in [1], needs 12 switches, the inverter presented in
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1(a) V 1 2(b) V  + V 

(c) –V1  – V2 – V3 (d) V1  + V2 + V3 + V4

Fig. 2 Different output voltages

Table 1 Comparison study

Topology No. of switches ON-state switches TSV Negative level

[1] 12 4 28Vdc H-bridge

[2] 16 8 29Vdc H-bridge

[3] 11 4 27Vdc H-bridge

[4] 10 5 28Vdc Inherent

[5, 6] 10 4 25Vdc Inherent

Proposed 8 3 22Vdc Inherent

[2], needs 16 switches and the 11 switches are needed for the topology presented
in [3]. Additionally, the proposed topology need only three ON-state switches to
create 9-output levels. But, the topologies presented in [1, 3, 5, 6], needs four ON-
state switches, the topology presented in [4], needs five ON-state switches and the
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inverter shown in [2], needs eight ON-state switches. The reduction in the number of
conducting switches reduces the inverter losses and increases its efficiency. Also, it
is noted that the TSV value for the proposed inverter is 22Vdc. Therefore, the inverter
size, cost and complexity is significantly reduced.

4 Switching Pulse Generation

Amodified multicarrier based digital logic technique is used to obtain the switching
pulses. In this technique, the stage-1 signals C1,C2,C3,C4 are generated by
comparing the sinusoidal reference signal with four different carrier signals. The
magnitude of the carrier signals are determined by

VCk = 2k − 1

2
where, k = 1, 2, 3, 4

The generation of stage-1 signals during a positive cycle is shown in Fig. 3a.
The following equation helps to obtain the intermediate signals A, B and C from

the stage-1 signals:

(a) Stage -1                            (b) Stage -2 

Fig. 3 Switching pulse generation
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A = C4

B = C2

C = C1 − C3

In the next stage, using fundamental digital logic gates such asAND,OR andNOT
gates, different stage-2 signals P1 − P6 are generated as shown in Fig. 3b. Finally,
the required switching pulses for the proposed symmetric inverter is obtained by

S1 = T1
S2 = P1T1 + P5T2
S3 = P2T1 + P6T2
S4 = P3T1 + P4T

S5 = P4T1 + P3T2
S6 = T2
S7 = P5T1 + P1T2
S8 = P6T1 + P2T2

where, T 1 is the signal which is logic-1 during the positive cycle and logic-0 during
the negative cycle and T 2 is the signal which is logic-0 during the positive cycle and
logic-1 during the negative cycle.

5 Simulation Results

The magnitude of the voltage sources are V1 = V2 = V3 = V4 = Vdc = 50V. The
9-level inverter output voltage waveform and its THD are shown in Fig. 4a and b,
respectively.

As expected, the output voltage is of staircase waveformwith THD as 9.36%. The
output voltage and current waveforms for the proposed 9-level inverter for different
series RL load parameters are shown in Fig. 5. For pure resistive load, R = 35 �,
the load voltage THD and load current THD are equal to 9.36%. Also, it is observed
that the load current THD is varying between 2.35 and 9.36% as the power factor of
the load varies from 0.5 to 1.

6 Conclusion

In this paper, a new symmetrical 9-level inverter topology with reduced number of
switches is recommended. The proposed inverter uses four dc voltage sources and
eight power switches to generate a 9-level voltage across the series RL load. The
proposed inverter structure is compared with several other symmetrical topologies
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(a) Output voltage 

(b) THD 

Fig. 4 Simulation results

which indicate the reduction in the number of switches, total number of conducting
switches and TSV value, which in turn, achieves higher inverter efficiency and lower
switching losses. Finally, the inverter performance is analyzed by generating a 9-level
output voltage using Matlab/Simulink.
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(a) pf=0.5

(b) pf=0.8

(c) pf=1

Fig. 5 Output waveforms
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Voltage Sag Mitigation Using
Distribution Static Compensator

Megha Vyas, Vinod Kumar Yadav, Shripati Vyas, and R. R. Joshi

1 Introduction

Both, commercial and industrial users of electrical power are suffering from regularly
or periodically outages due to problem of low quality of power [1]. Two main things
in power are quality and reliability and these should be proper. Most severe issues in
power system regarding power quality nowdays are voltage sags, harmonics distor-
tion and a less power factor. Amongst various disturbances of power system sags,
swells in voltage and harmonics are approximately simple problems for impression-
able loads [2]. The compensator stated is also used for reducing harmonic distor-
tion because of the presence of non-linear loads in power system and to reduce
the properties of sag and swell in voltage [3]. The author considered DSTATCOM
for reducing the voltage sag. This research deals with the combined process of the
simulation and modelling to solve power quality issue and also for voltage sag and
swell which depends on SPWM with help of DSTATCOM [4]. The main issues a
distributed system having the voltage sag & swell and to resolve these problems,
many power electronic devices are employed. Distribution STATCOM, that is, the
most well-organized and real current conventional power device is employed in the
power system and Voltage Source Converter (VSC) switching is done by Sinusoidal
Pulse Width Modulation (SPWM) methodology while modelling and simulation of
the planned system is done MATLAB environment.
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2 Power Quality

2.1 Survey of Issues in the Power Quality

Disturbances in power affect all the electronic devices, even some sensitive & costly
devices, like relays and changeable speed drive contractors further the whole elec-
trical system [4]. Disturbances in power quality results in many types of problems
like sags and swells in system voltage, flickers, distortion in harmonics, impulse tran-
sients, short and long interruptions, spikes in voltage andnoise [5].As per IEEE“elec-
tronic equipment’s powering and grounding should be favourable to the equipment”
[6] (Figs. 1, 2 and 3).

At the present time, issue of power quality is a very burning issue because
most of the devices are semiconductor dependent and controlled by power electronic
devices, further suffering by disturbanceswith poor power quality. In the current time,
industrial and commercial users are using electrical power as important raw material
and disturbances like sags and swells in voltage are never acceptable for proper
functioning of their costly equipment’s [7]. In power system, almost 85% problems
of power quality are because of sag in voltage and the very common problem in
industrial equipment is due to voltage dip. Hence, to recover these power quality
problems we have used FACTS devices. With the use of FACTS controllers’, power
can flow along such line during both the normal and fault condition [8]. Injection
of reactive power to a load point of common coupling can be done to reduce the
sag in voltage. A greater speed and reactive power can be achieved with the help of

Fig. 1 Power quality events
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Fig. 2 Classification of
power quality problems

Fig. 3 Power quality
problem evolution process

DSTATCOM to mitigate the problem of sag and swell in voltage. Reliable power
quality and harmonic reduction can be also achieved with the help of DSTATCOM
[9, 10] (Table 1).
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Table 1 Power quality terms [11–15]

Terms Description

Fluctuation in voltage Variation in voltage in a regular way or frequently changes in series

Harmonic It is a voltage or current which is proportional to system’s
fundamental frequency, induced due to the effect of non-linear loads

Inter harmonic Usually a type of waveform distortion, a forced signal output on
supply voltage by equipments

Electrical noise Normally a high frequency intrusion, induced by a due to some
factors like, by the electrical motor or arc welding which is
exceptionable noise with current waveform or the voltage of system

Transients “Surges” which originate in the re-striking or pre-striking of the
switch during either opening or closing operations

Voltage sag Collapse in AC voltage at a desired frequency from 0.5 cycles to
1 min’s period. These are induced by frequently increment in load
like short circuits or faults, turning on of electric heaters, starting of
motors, or induced by undesired surges in impedance sources

Voltage swell These are induced by a sudden decrease circuit load by a weak
voltage regulator, yet also be induced due to movable spoiled
connection of neutral

Noise—random transients Impulses that are transported along with specified AC current

2.2 Power Quality Issues

At present time, power quality is a very big issue, because a very small disturbance
can make system totally crash, can break communication of system and some other
problems like harmonics, flicker, transients and these things result into more costing
to power operators. The system should maintain sinusoidal waveform of bus voltage
at specified frequency and voltage [16]. These problems of quality of power can be
put into categories like short, long and continuous periods. Following are the issues
in power quality:

1. Flicker
2. Less efficiency
3. Disturbances created inside the system.
4. Grounding and Bonding
5. Lower quality process
6. Interruption
7. Due to overheating of equipment, losses increase and health of equipment

reduces.
8. Process shutdown
9. Equipment loss.

Due to issues in grounding and powering, data and processing difficulties can
occur that can affect manufacturing and service qualities.
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2.3 Approaches to Mitigate Power Quality Issues

1. Grounding & bonding: In grounding, a circuit is connected to ground and in
bonding, interconnections of conductive path ensures basic electrical potential
amongst the bonding parts.

2. Correct wiring: It is used for assuring correct wiring within a limit and should
be inspected for insecure, misplaced or faulty joints at board.

3. Redeveloping the technologies: Basically, for bettering the power quality by
joining electrical loads, like Voltage Sag, Transients, variation in frequency [17].

3 Methodology

DSTATCOM is the greatest significant controller for distributed networks. This is
extensively employed for controlling network voltage, decrease harmonics, lesser
number of surges and fewer requirements for load compensating [15]. It uses PWM
technique, a power electronics converter and contains voltage source converter with
2-step self commutation, a dc storing device, a shunt connected coupling trans-
former equivalent with the distributed network over a coupled transformer [16].
Formation alike agrees the system to engage/produce controlled active and reactive
power. The DSTATCOM has been applied mostly for the directive of voltage, power
factor improvement and removal of harmonics in current [17]. Devices like these are
activated to offer the steady regulated voltage by a collateral controlled converter.
DSTATCOM is employed for limiting the voltage on assembly opinion and control-
ling is done by SPWM technique and needs rms voltage value dimensions at the point
of load. It contains a VSC i.e. a grounded compensator employed for the alteration
sags in bus voltage [18]. The efficiency of DSTATCOM to mitigating the voltage can
be dependent on the following:

• Line impedance value
• The degree of fault at load line.

Various DSTATCOM’s parts are presented in Fig. 4, which has a DC link capac-
itor, a transformer with inverter output feeding to line voltage, some extra inverter
components and an ac filter [18].

3.1 Mathematical Modelling of DSTATCOM

The Ish, injected shunt current adjusts the voltage sag with correcting drop in voltage
around the network impedance and Ish may be maintained by correcting output
converter voltage in the network. The Ish may be presented like

Ish = IL − IS (1)
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Fig. 4 Structure of DSTATCOM

The source current is

Is = Vth − VL

Zth

The shunt current injected is

Ish = IL = Vth − VL

Zth
(2)

Further we can write

Ish < η = IL < (−θ) − Vth

Zth
< (α − β) − VL

Zth
< (−β) (3)

The injecting power to the DSTATCOM may be presented

Ssh = VL I
∗
sh (4)

where, Iout= Output current
IL = Load current
Is= Source current
VL = Load voltage
Vth = Thevenin voltage
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Zth = Impedance (Zth = R + jX).
These expressions present DSTATCOM efficiency with modified voltage sag and

based on Zth or degree of fault of load bus. The current Ish has been reserved in
quadrature along the VL, the desired voltage improvement may be proficient in the
absence of any active power to power system. At another side, if Ish is decreased,
the equal voltage improvement can also be attained to the lesser injection of power
into the power system.

4 DSTATCOM’s Simulink Model

DSTATCOM is linked with distributed system for improving its operation. Distri-
bution system’s working according to power quality difficulties is analyzed with the
help of DSTATCOM and studied with Simulink software in MATLAB environment.

In Fig. 5, Simulation of DSTATCOM is presented for the proposed system
including a transmission system 230 kV, 50 Hz and showed with a Thevenin equiv-
alent, connected to 3-phase X-mer’s primary feeding in star/star/star, 230/11/11 kV.
Secondary side is linked with a fluctuating load at 11 kV. A 2-step DSTATCOM
is connected to tertiary of 11 kV to transfer rapid voltage at the load point in the
system. At dc side a capacitor of 75 µF gives DSTATCOM energy storing abilities.
For controlling the operation interval of DSTATCOM a Circuit Breaker is employed.

Fig. 5 simulation with or without DSTATCOM



266 M. Vyas et al.

4.1 Simulation Result DSTATCOM Performance During 3-ϕ
Faults

In this case 3-� fault is created for voltage sag since the duration of the sag depends
on the fault resistance, therefore, faults of different resistance are created and faults
for different time interval are also created. Under 8 different cases the DSTATCOM
has been analyzed and each case consists of line voltagemagnitude in p.u. line voltage
waveform and reactive current compensation provided to the distribution network.
The load parameters for the system is considered as R = 0.3� and L = 0.48H.
DSTATCOM of 19 kV energy storage device is considered explained as under:

Condition 1. If Rf = 0.70 �, If Tf = 0.55 s − 0.65 s

By applying a resistance of 0.70 �, a 3-� fault is induced for a period of 0.55 s-
0.65 s time and now, the system is operating in absence of DSTATCOM. Because
of this, it results a drop in voltage from 1p.u. to 0.684p.u. in magnitude and 31%
sag in voltage as presented in Fig. 6a. In second condition, when the DSTATCOM
is present, then the voltage increases 0.684p.u. to 0.948 p.u. in magnitude because
of giving a reactive current to the system and also, the voltage sag reduced 31% to
only 6% which is presented in Fig. 6b.

The voltage magnitude in p.u.3-�waveform of the line and reactive current injec-
tion in p.u. without DSTATCOM compensation is shown in Fig. 7a. The voltage
magnitude in p.u.3-�waveform of the line and reactive current injection in p.u. with
DSTATCOM compensation is shown in Fig. 7b).

The Reactive current without DSTATCOM compensation, respectively, is shown
in Fig. 8a. The Reactive current with DSTATCOM compensation, respectively, is
shown in Fig. 8b.

In condition (1), of result shown in the faults are created for the same depth
as the duration for fault (width of faults) is varied. As concluded from the above
conditions that such drastic results can occur during the events like motor starting,
and transformer energizing.

Fig. 6 a Line voltage magnitude without DSTATCOM compensation b Line voltage magnitude
with DSTATCOM compensation
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Fig. 7 a 3-� line voltage without DSTATCOM compensation b 3-� line voltage in presence of
DSTATCOM

Fig. 8 a Reactive current without DSTATCOM compensation b reactive current with DSTATCOM
compensation

5 Conclusion

In this research, the voltage sag issue and its effect on crucial and non-linear loads
is studied. The method for designing of DSTATCOM’s different parts is stated.
By employing the SPWM technique, the controlling of voltage source converter
is done. Modelling of DSTATCOM is implemented using the MATLAB/Simulink
software. The results truly state the role of DSTATCOM for completely reducing the
voltage sags and for a rapid dynamic response. The future work focuses on the use
of multilevel inverter rather than DSTATCOM.
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Design and Practical Implementation
of 750 W Solar Integrated Electric
Vehicle

M. Indeevar Reddy, Meda Sai Rahul, Sai Kumar, M. Tejaswini, T. Dinesh,
and K. S. Pratap

1 Introduction

Nowadays most of the companies are manufacturing Electric Vehicles. As of now,
this number is very little. These electric vehicles are charged from the grid and need
charge stations to travel for longer distances. A model of this type of electric vehicle
is available on the Delhi roads which are popular and cheap. It can carry a load of 6
passengers weight, which is about 600 kilograms along with the body of the vehicle
[1], Passengers feel comfortable traveling in these Electric Vehicles as they don’t
produce noise and smoke which cause pollution. As a result, these are widely used
on the Delhi roads. Almost 4 lakhs of electric vehicles are registered in India. A
recent forecast predicted that EVs will overtake traditional vehicle sales by 2038,
in the world [2]. It also increases share in power demand of 2–3.5% of which at
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least half of that is being supplied by solar. This type of EVs makes use of batteries
that are charged from conventional energy sources. This not only keeps a burden
on the grid but also reduces power quality. Instead, solar power is implemented in
these stations to charge these vehicles. But considering the storage complexity, it is
not economical. Hence, we go for an electric vehicle that is integrated with the PV
panel. It avoids the disadvantage of using grid energy, and to an extent, it reduces
the demand on the grid. The vehicle is designed with a PV panel on its top [3], it is
continuously connected through the MPPT charge controller to the battery bank [4].
It charges the battery as long as the sun is available in the sky. A major portion of
the charging is taken from solar energy. It is also provided with charging ports used
to charge the vehicle from the grid [5]. The design and pratical implementation are
done considering the efficiency, cost of the vehicle, and robustness.

This paper is arranged in five sections commencing with an introduction followed
by Sect. 2, which presents the information about the PV panel. In Sect. 3, the design
of the vehicle, both electrical and mechanical components are discussed. Section 4,
deals with real-time implementation and graphical analysis of vehicle efficiency on
different roads, followed by a conclusion in Sect. 5.

2 Photovoltaic Module

The photovoltaic module acts as an energy source. It absorbs solar radiation and
converts it into electric energy. This energy produced is utilized for charging batteries
or a battery bank. This stored charge is used to drive electric appliances. Each photo-
voltaic module consists of numerous PV cells. Each cells has specific voltage rating
(0.5–0.6 volts) and are connected in parallel and series to produce a PV module
of specific rating. Such modules are again interconnected to produce large voltage
output and forms into a solar array or PV system.

A single monocrystalline PV module of 328.6 Watts power rated is used as an
energy source for the vehicle (Fig. 1 and Table 1).

3 Design Configuration of the Vehicle

Various equipment is used to design the vehicle includes BLDCmotor,MPPT charge
controller, battery bank, and body of the vehicle. The sequence Connection diagram
of solar-powered EV is presented in the Fig. 2.
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Fig. 1 Testing of solar panel

Table 1 Parameters and
values of PV module [6]

Specification Rating

Maximum power (Pmax) in watts 328.6 W

Open circuit voltage (Voc) in volts 45.5 V

Short circuit current (Isc) in Amp 9.39A

Current at maximum power(Imp) in Amp 8.79A

voltage at maximum power (Vmp) in volts 37.4 V

Module efficiency 17.0%

Cell efficiency 18.6%

Shunt resistance (Rsh) in ohms 81.9�

Series resistance (Rs) in ohms 0.052�

Motor 

ControllerSolar Panel
Battery BankMPPT 

Charge 

Controller

BLDC 

motor

Fig. 2 Connection diagram of solar powered EV
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Fig. 3 BLDC motor
coupled with sprocket wheel

3.1 Brush Less DC Motor

A BLDC motor of 48 volts, 19 Amp, 750 watts rated is used as driving force for
the vehicle. This motor is controlled by the motor controller. BLDC motor has wide
range of speed control charcterstics compared to other type of AC motors. It has
a sprocket wheel of 16 teethes attached to its shaft. The motor is coupled with the
long shaft of rear wheel through a gearing wheel arrangement. The motor works
only when it is supplied with the required voltage of 48 Volts connected through the
controller. Motor speed can be varied by rising the throttle. As we rise the throttle, a
signal is sent to the controller by which the speed of the motor is controlled (Fig. 3).

3.2 MPPT Charge Controller

AMaximum Power Point Tracker (MPPT) is designed to track the maximum power
from the solar panel at any instant of time. It is a power electronic device. It works in
constant current, constant voltage, and in constant power modes to charge batteries.
It makes the use of BUCK-BOOST converter and works with the help of an inbuilt
algorithm. It has four terminals. It is fed from the solar panel and connected to the
battery bank [4, 5, 1, 7, 8, 9] (Fig. 4 and Table 2).

This device can be used for the solar panels having voltage rating of 12–60 V and
charges lead acid battery packs. This device is also used for PV power generation
systems, distributed households, turbines, solar street lamps, and solar wind car
[11, 12].
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Fig. 4 MPPT device (model
name: MPT-7210A)

Table 2 Specifications of
MPPT [10]

Parameters Values

Input voltage range 12–60 V

Output voltage key range 24 V/36 V/48 V/72 V

Output current range 0–10Amp

Maximum output power range 0–100Watts

3.3 Battery Bank

Four lead acid batteries, each battery is of 12 Volts and 26 Ah rated are connected
as are connected in series to produce 48 Volts output to run 48 V BLDC motors.
These batteries are charged from both solar panel and the grid. Each battery has to
be charged to 10% of the rated current. An external charger is provided to charge the
vehicle from the grid. MPPT is connected to this battery bank (Table 3).

Table 3 Specifications of
Battery [13]

Parameter Rating

Nominal voltage 12 V

Charging voltage 13.75 V

Rated capacity (20-hour rate) 26 Ah

Charging current 10% of the rated current

Dimensions

Total height 175 mm

(With terminals) Length 167 mm

Width 126 mm

Weight approx 9 kg
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3.4 Body of the Vehicle

An auto chassis (body of the auto without a mechanical engine is chosen) which
weighs about 150 kg with three wheels, one wheel at the front and the other two
are rear wheels. It has an aerodynamic structure that eliminates air friction. It has a
seating capacity of 5 persons. It is provided with a rare drum brake mechanism along
with a front brake near the handle.

Weight to power ratio calculations are carried out to know the power rating of the
motor to carry the required load. These calculations are carried out considering the
rolling resistance force and aerodynamic force (Fig. 5).

4 Weight to Power Ratio Calculations

Consider the mass of the vehicle 375 kg and assumed speed is 8.33 Kmph.
The rolling resistance is defined as the force acting against the rolling motion

whenever rolling objects rolls over the road surface. Equation governing rolling
resistance force is given by the Eq. (1).

Fig. 5 Solar-powered electric vehicle that has been designed and implemented
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Facc = μr ×W (1)

where
W—is vehicle Weight = Mass × Gravity,
μr—rolling resistance coefficient (0.0004–0.003)
Frolling = 375 × 0.01 × 9.81 (for car tires μr = 0.01)
= 36.78 N.
The Aerodynamic or air resistive force is simply a force exerted by the air against

the moving objects, i.e., vehicles on the road. This opposing force is given by the
Eq. (2).

Fdrag = 1× Cd × Across× ρ × (ν)2

2
(2)

Cd—aerodynamic drag coefficient,
Across—the frontal area (sqft),
ρ—Density of Air mass = 1.2 Kgm3 (as per ISA),
ν—speed of the vehicle in kmph.

Fdrag = 1× 0.32× 1× 1.2× (8.33)2

2
= 13.32 N

The drag force is detectable at speed of 40 km/h.
Force due to acceleration (Facc) of the vehicle is calculated from the below

formulae.
According to newton’s second law of motion.

Facc = M × a (3)

= 375× 0.0925 = 34.6 N

The net motive force required by the vehicle to prevail over these conflicting
forces is given by

Ftotal = Frolling + Fdrag + Facc (adding equations: 1 + 2+3)
Ftotal = 34.6 + 13.2 + 36.78
Ftotal = 84.78 N
Total power required is P = 84.78 × 8.33 = 706 Watts.
Since 706 watts is required to carry a load of 375 kg. we choose the next highest

value of the motor available in the market, i.e., 750 Watts.
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4.1 Performance Analysis

To test the performance of each device and the vehicles, the following test and trails
were performed. The values of the PVmodule are taken for every hour in a day along
with the readings of the MPPT shown on the MPPT display. The variations in the
MPPT set values and the output values are also tabulated in Table 4.

The above table shows changes in the output of the PV module according to the
timings in a day. It also shows the MPPT output values which are maintained at a
constant level for the variations in the PV output (Fig. 6).

Table 4 PV output voltage parameters at different temperature and timings along with MPPT
values

S. No Time and
Temp(°C)

PV
output
voltage (V)

MPPT
set value
(V)

MPPT
voltage (V)

Current set
value
(AMP)

Current
(AMP)

Power
(watts)

1 09:45 AM
28 °C

37.77 54 50.39 2.6 2.53 127.4

2 10:58 AM
29 °C

39.80 54 51.8 2.6 2.6 133

3 11:25 AM
30 °C

40.28 54 52.36 2.6 2.52 125.25

4 12.54 PM
32 °C

41.20 54 53.03 2.6 2.6 138

5 02:00 PM
37 °C

41.09 54 54.01 2.6 2.01 113.7
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Fig. 6 Graph showing variations in PV output voltage and time along with MPPT output voltage
and current values
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Table 5 Speed parameters of the vehicle on different road surfaces

Time (Sec) High Medium Low Backward
speed on
plane road

Speed on the
irregular
road surface

Mud rough
surface
road

Plane road
speed
(kmph)

Plane road
speed
(kmph)

Plane road
speed
(kmph)

0 0 0 0 0 0 0

4 12 10 9 9 4 12

6 15.5 15.4 11 7.7 5.5 14.9

8 17 15.4 11 7.4 8.4 16.3

12 19.5 15.6 11.2 7.5 11.5 17.4

14 18.4 _ _ _ _ _
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Fig. 7 Graph showing variations in the speed of the vehicle on the different road surfaces concerning
time (sec)

The vehicle is driven on different roads with different loads in the vehicle. A
test drive is conducted and the vehicle covered a distance of 15 km with a speed of
20 Kmph until the battery indicator is low. The test performed for a week and the
speed readings on different road surfaces are recorded in Table 5 and (Fig. 7).

5 Conclusion and Future Work

Designing solar integrated EVs is still an evolutionary work. The vehicle presented
in this paper is robust in construction and economical. The vehicle performance is
evaluated from both mechanical and electrical aspects and the results indicate that
the vehicle has a better prospect for a short distance in both urban and rural areas than
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traditional grid-powered electric bikes. They can also be used for longer distance by
increasing PV panel efficiency and using large capacity smaller in size batteries.

As solar energy is the main source to charge the battery bank, the vehicle is
completely independent of the traditional grid, this will help in reducing the burden
on the grid and at the same time, this is one of the best solutions for green transporta-
tion for the country like India and Bangladesh. These vehicles eliminate fuel costs
and electricity charges, thus making them economically viable compared to other
solutions. Solar integrated Electric Vehicles are mainly useful to the people who live
in tribal areas where there is no availability of vehicles that run with fuel.

The efficiency of the vehicle can be increased to a great extent by employing solar
panels having good efficiency. With the recent advancement the efficiency of the
solar panel (IBC) has been increased to 22.8% and from the energy storage prospect
graphene batteries are the most suited type, but it is important to keep an eye on the
economical prospects in designing a vehicle.
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Controlling Mode Transition Noise
Occurred at Ground Rail in Data
Preserving MTCMOS Shift Register

Anjan Kumar

1 Introduction

The most commonly used sub-threshold leakage power reduction strategy in cutting
edge integrated circuit is a MTCMOS technique also called as gated power tech-
nique [8]. In this technique, an additional high threshold transistors are connected
between the source terminal of all NMOS of logical block and ground line. To meet
timing constraint, logical block is designed using a low threshold transistor and a
high threshold transistor is applied to limit the current flow in standby mode. Since
transistors with both high and low threshold voltage are used to design the over-
all circuit, hence this technique is named as a multi-threshold CMOS (MTCMOS)
technique. In combinational circuit data retention in sleep mode is not important as
output at any time does not depend on previous output, but in sequential circuit data
preservation is very much needed as output at any time depends both on the present,
as well as the previous output. Very few techniques exist to preserve the data while
reducing both sub-threshold leakage current and fluctuations on ground line [4, 9].

To apply the gated power technique in sequential circuits, some modifications are
needed either in logical block or in footer high threshold transistor. Modification in a
logical block is not feasible as an area of overall design increases [12]. In sequential
MTCMOS design, fluctuations occur at the ground rail when making transitions
from non-operatory mode to operatory active mode. This is because of the large
current flowing through high threshold sleep transistors [5]. The fluctuations on the
ground line is an essential reliability challenge for VLSI integrated circuits. In 2007,
Zhiyu Liu et al. proposed SRAM flip flop with extra data retention cells connected
in the slave part of the master-slave D FF. SRAM flip flop is effective in reducing
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sub-threshold leakage current and preserve the data in non-operatory mode but area
overhead and fluctuations on the ground line during mode transitions are the major
limitations. These limitations allowus to discover new low leakageMTCMOSdesign
which can hold data in sleep mode and decrease fluctuations in mode transitions.

In this paper, data preserving MTCMOS is proposed using an additional high
Vth P type MOS transistor connected in parallel with two high Vth stacked NMOS
transistor. The proposed technique is applied to a 16-bit shift register. The simulation
result is very much encouraging as fluctuations on the ground line during mode
transitions are reduced significantly.

The paper is written in the following sequence. In the second section, prevalent
sequential MTCMOS techniques are discussed. In the third section, proposed design
is discussed. Analysis of the proposed design is discussed in section IV. Section V
and VI show Simulation results and conclusion, respectively.

2 Exhisting Data Preserving MTCMOS Shift Register
Circuit

In this section, various prevalent MTCMOS techniques used in the sequential circuit
are briefly discussed.

2.1 Mutoh Technique

In Mutoh MTCMOS technique leakage power is reduced by eliminating sneak leak-
age path. Any path which bypasses off state sleep transistor is called sneak leakage
path. To reduce sneak leakage path distributed sleep transistors are used in both
footer and header. In sleep mode, data retention is made possible by connecting two
inverters in cross-coupled fashion as shown in Fig. 1 [12].

Fig. 1 Mutoh FF with facility of data retention [12]
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Fig. 2 Tri-mode technique
[5]

Although this technique is able to preserve the datawhile decreasing sub-threshold
leakage power in the non-operatory sleep mode, during the non-operatory to opera-
tory mode transition high fluctuations occur at the ground rail. Due to high fluctua-
tions, wrong data is latched which decreases the reliability of overall circuitry [13].
Since several high threshold transistors are used, hence the overall area becomes
high.

2.2 Tri-Mode Design

In this technique, an additional PMOS ( high Vth) is attached in parallel with the
NMOS( High Vth) transistor [5, 9]. An intermediate mode called park mode is
inserted to preserve the data. Maximum leakage saving occurs in non-operatory
mode when both park transistors and sleep transistors are off. Before complete reac-
tivation, first park transistor is turned on, which provide sufficient voltage to retain
the previous data and then complete reactivation occurs by turning on sleep transistor
N1

This technique uses two approaches to decrease fluctuations at the ground rail.
first by using small-sized high threshold NMOS and PMOS and second stepwise
discharge of virtual ground rail potential (Fig. 2).

3 Proposed MTCMOS Shift Register

A modified stacked transistor-based MTCMOS shift register is proposed. The pro-
posed design consists of two high threshold transistors connected in series as shown
in Fig. 3. Transistor directly connected to ground behaves like a diode as gate and
drain are connected. To control the node potential of VGND2, an additional capac-
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Fig. 3 Proposed design

itor is connected between two high threshold transistors. This extra PMOS (high
Vth) transistor is used to insert an additional mode between non-operatory mode to
operatory active mode. In this mode, data retention is achieved as sufficient voltage
is provided at a virtual node by PMOS. This intermediate mode is called as data
preserving wait mode.

4 Analysis of Proposed Mtcmos Shift Register

4.1 Method to Reduce Fluctuations at Ground Rail During
Non-Operatory Mode to Operatory Mode

Proposed design follow two important steps

Step 1:-
In non-operatory sleep mode, the voltage across VGND1 is approximately equal
to VDD as all the high threshold transistors are turned off. In non-operatory sleep
to active mode transition, an additional wait mode is inserted by turning on a high
threshold PMOS transistor. In this mode, data is also preserved as sufficient voltage
is there at VGND1. The addition of this intermediate wait mode also reduces the
sudden fluctuation as a parasitic capacitor connected at VGND1 node is discharged
up to the threshold voltage of the PMOS transistor.

Step 2:-
Fluctuation on ground line is again decreased by controlling the transition current
flowing through high threshold stacked transistors during the complete activation
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process. This is done by connecting the second sleep transistor (M2) and additional
capacitor C2 connected at VGND2.

During the wait to operatory mode change, first NMOS (M1) is made in on state
and PMOS is made in the off state. In non-operatory to operatory mode transition
voltage greater than the threshold voltage of M1 is applied on SLEEP input. Now
parasitic capacitor at virtual ground starts discharging and an external capacitor
starts charging. When an external capacitor reaches up to the threshold voltage of
the second NMOS it will also turn on.

The first transistor turns on in saturation region while the second transistor turns
on in the active region as VDS >VGS-Vth and drain current across second NMOS
transistor can be written as

Id = μnCox
W

L

[
V2

DS

2
− VthVDS

]
(1)

From Eq. (1), it is concluded that, the drain current is controlled by controlling
drain to source voltage. Since virtual ground voltage decreases VDS also decreases.
Decreases in the drain to source voltages reduce drain current.Which in turn, reduces
fluctuation at ground rail.

4.2 Method to Decrease the Sub-Threshold Leakage Power in
Non-Operatory Mode

In non-operatory sleep mode, all high threshold transistors are turned off. From
sub-threshold current equations, it is seen that there are three voltage components
(VGS,VDS and VBS ) which affect the leakage current

Isub = I0 · e
q

nkBT
(VGS−VTH0+γVBS+mVDS)

(
1− e

−qVDS
kBT

)
(2)

I0 = μ · W
L

√
qεSiNDEP

2�S

(
kBT

q

)2

(3)

VTH0 threshold voltage at zero body bias, γ and m is body effect coefficient and
DIBL coefficient, respectively. From Eqs. (2) and (3), it is concluded that as two
voltage component (VDS and VBS) affect the leakage current. Sub-threshold current
decreases exponentially if VDS and VBS increases. In proposed circuit drain to source
voltage of First NMOS(M1) decreases as virtual ground node potential( VGND2)
increases due to drain current of the first NMOS transistor(M1). So the net VDS of
first NMOS transistor decreases and VBS becomes negative. Due to these two effects,
the overall sub-threshold current gets reduced.
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5 Simulations Results

The simulation is performed on Tanner EDA V13.0 using 90-nm MTCMOS tech-
nology [4]. Threshold voltage of different transistors is given in Table 1.

First of all, 4-bit shift register is designed using master-slave D FF and the pro-
posed techniques are applied. To check the effectiveness of the proposed MTCMOS
technique result is compared using two existing techniques (Mutoh, Tri-mode ) using
the same 8-bit shift register. The size of the transistor shift register is accomplished
by keeping the rising and falling times equal to each other and likewise high to
low and low to high propagation delay. The sizing of additional high Vth transistor
is performed to get an equal sum propagation delays (clock-to-q delay) and setup
time with individual FF and a register. The sizes of sleep transistors are tabulated in
Table 2.

5.1 Fluctuations on Ground Line Comparison

Here the fluctuation on ground line by different MTCMOS circuits is compared.
In order to perform fluctuation on ground line analysis and additional 40-pin DIP
parasitic impedance model is connected on both header and footer.

The peak value of fluctuation on the ground line using various gated power circuit
configurations are tabulated in Table 3. Now supply voltage is varied from 1.2 v
to 0.6V and the corresponding fluctuation on the ground line is listed in Table 4.
The simulation result clearly shows that the proposed circuit configuration is most

Table 1 Parameters for different transistor

Parameter Value (mV)

Low Vth(NMOS) (Used in shift register) 65

High Vth(NMOS) (M1 and M2 transistors) 290

Low Vth(PMOS) (Used in shift register) −55

High Vth(PMOS) (P1 Transistors) −255

Capicitor (C2) 4.5pf

Table 2 The width of header and footer in different circuit configurations

Circuit configurations Header (PMOS) (µm) Footer (NMOS) (µm)

Mutoh 700 500

Tri-mode – 12.0

Proposed – 12.0
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Table 3 Value of the ground rail fluctuations in (mv)

High threshold PMOS size
(µm)

0.12 28.0

Mutoh 201.1

Tri-mode 22.40 19.48

Proposed 5.75 4.18

Table 4 Variation in fluctuations on the ground rail in mV at different supply voltage (Content of
shift register is 0 in all FF)

Voltage (V) Mutoh Tri-mode Proposed

1.2 222.6 30.46 8.14

1.0 201.1 22.40 5.75

0.8 190.3 17.08 2.79

0.6 182.1 12.87 1.88

Fig. 4 Variation in
fluctuations on ground rail at
different supply voltage

effective in reducingfluctuationon theground line.There is an approximately 84.65%
reduction in fluctuation on the ground line in comparison to commonly usedTri-mode
technique as depicted in Fig. 4.

The sizes of PMOS transistor connected in parallel is used to calculate the data pre-
serving voltage on ground rail. As the width of a high threshold transistor increases,
resistance gets reduced, thereby decreasing the virtual ground voltage. Thus, the
voltage shift on the virtual ground rails of the proposed and the Tri-Mode techniques
are reduced as transistor widths increases, and hence the fluctuation on ground rail
get reduced as shown in Table 4.
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In Mutoh shift register, the total size of high threshold transistor is larger as
compared to other technique, and hence very high instantaneous current is produced,
and therefore, fluctuations on the ground line becomes high.

The proposed data preserving register gives minimum fluctuation on the ground
line as compared to other data preserving shift register discussed in this paper. This
is due to the extra circuitry connected in addition to transistor M1. The voltage
fluctuation at the ground rail is decreased by a significant amount as shown in Fig. 4.

5.2 Leakage Current Comparison

Acomparison of leakage current is shown in Tables 5 and 6. Result clearly shows that
maximum leakage shaving is achieved in non-operatory sleep mode. The Leakage
current in non-operatory sleepmode is reduced by 98.67%over theMutoh technique.
Figure 5 indicates leakage current relation with supply voltage variation. As supply
voltage decreases, leakage current in standby mode also decreases.

In non-operatory sleepmode, the proposed technique generatesminimum leakage
current because of the stacking effect. The proposed 16-bit shift register reduces the
leakage current by 4.97x as compared to the tri-mode technique in non-operatory
sleep mode. On the other hand, in data preserving mode, both proposed and tri-Mode
shift registers generate almost equal leakage current.

Table 5 Comparison of leakage current for different techniques (Content of shift register is 0 in
all FF and supply voltage of 1V)

Circuit configurations Non-operatory mode Data retention wait mode

Leakage (nA) Leakage (nA)

Mutoh 643.394

Tri-mode 8.743 1018.871

Proposed 2.545 1016.165

Table 6 Change in Leakage current (nA) when Vdd is varying (Non-operatory mode)

Supply voltage (V) Tri-mode Proposed

1.2 10.435 4.132

1 8.743 2.545

0.8 7.960 1.919

0.6 7.155 0.818
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Fig. 5 Variation in
fluctuations on ground rail at
different supply voltage

6 Conclusion

In this article, modified stacked transistor-based data retention shift register is pre-
sented.Theproposeddesigndecrease thefluctuations at the ground railwhile preserv-
ing the data. Maximum leakage current minimization is recorded in non-operating
sleepmode. To preserve the data additional wait mode is inserted by connecting extra
PMOS in parallel with a stacked NMOS transistor. Using the proposed design sub-
threshold leakage current is minimized up to more than 80% as compared to the most
commonly used tri-mode design. However, in data preserving mode both tri-mode
and proposed technique generate almost equal leakage current. Fluctuations at the
ground rail during mode transition is also affected by the proposed design. Result
showed 70% decrement in fluctuations at the ground rail as compared to tri-mode
design.
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Modelling of Lithium-Ion Battery Using
MATLAB/Simulink for Electric Vehicle
Applications

Raja Kumar Sakile, Pawan Kumar, and Umesh Kumar Sinha

1 Introduction

Due to the lack of fossil fuels, crude oil price is increased day by day; in order to
reserve the fossil fuels, we should go for Electric Vehicles (EVs). EVs are more
popular due to less pollution and less running coast, but EVs are facing a major
problem that is the Energy storage problem. For energy storage purposes, batteries
are used. Therefore, the modelling of batteries is very important. EV application
purpose considers any battery, most probably Lithium-ion battery as it has many
advantages. Lithium-ion battery should convert into electrical equivallent circuit
model and electrochemical model. Electrochemical models are not preferred for
modelling due to more non-linear equations as they increase the complexity [1].
Accurate battery information is required such as SOC and remaining useful life of
the battery. SOC means the charge available in the battery. Measurement of accurate
Voltage and Current are important to manage the energy consumption of the system
[2]. Accurate information is required to guide the circuit designers to prevent the
overcharging and discharging of the battery [3].

Rechargeable batteries play an important role inEVapplications. They can convert
chemical energy into electrical energy. Rechargeable batteries are used in many elec-
trical and electronic applications, such asToys,Television, Smartphones andLaptops.
Electric vehicles operation purpose higher rating batteries are used and the developed
modelling is used to estimate the different types of parameters [4]. Therefore, the
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Fig. 1 Electrical circuit model of the battery model

life span of the battery is reduced. When the battery is in the stationary position, the
calculation of parameters are easy. If the battery is in the moving position, then the
calculation of parameters should be converted into a more complex one and some
factors affect the system like climate change and temperature. Therefore, the lifespan
of the battery is reduced for that proper design [5].

This paper is arranged as follows. Section 2 Introduces the battery modelling and
presents the scenario of a rechargeable battery. Section 3 consists of the development
of a battery model and Sects. 4 and 5 are the proposed model of a battery and
conclusion, respectively (Fig. 1) [6].

2 Battery Modelling

Abattery is a chemical devicewheremany chemical factors are involved to design the
modelling. Therefore, a battery can be replaced with an electrical model. The model
can be developed in a MATLAB/Simulink environment. The battery parameters
mostly depend on SOC and Current. Battery current and initial SOC, both the inputs
are given to the OCV for the calculation of valid and accurate SOC, where Vp1 and
Vp2 are the voltage across the RC parallel circuits, respectively. Vint is the voltage
across the Shunt resistance andCp1 ,Cp2 are the polarization capacitances (Fig. 2) [7].
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Fig. 2 Variable electrical model

Fig. 3 SOC-OCV relationship curve

The circuit parameters (Rint, Rp1 , Rp2 ,Cp2 andCp2 ) are identified from theContin-
uous Discharge curve [8, 9]. The SOC and OCV relationship is shown in Fig. 3. Due
to some nonlinear parameters, the linear curve should be distributed (Fig. 4).

3 Proposed Model

The variable electrical circuit is proposed for the simulation. To control the battery
voltage, five subsystems are required. Those are Calculation of OCV, Combination of
RC values individually, Calculation of SOC, Voltage across the shunt resistance and
voltage across the RC parallel networks. The proposed block diagram is as shown in
Fig. 5. The subsystems are explained in the following [5].
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(1) SOC Calculation:

For the calculation of SOC, the subsystem contains two inputs which are Initial
SOC and current. The output is considered as the SOC. The subsystem for SOC
calculation is as shown in Fig. 5 [4].

x(t) = x(t)0 −
∫

I ∗ 100

Q ∗ 3600
dt (1)
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The above Eq. (1) is used to calculate real-time SOC, where x(t), x(t)0 and I are
real-time SOC, initial SOC and the current, respectively. Q represents the capacity
of the battery [5] (Fig. 6).

(2) Calculation of OCV:

The calculation of OCV is the important parameter in the subsystem. OCV is
directly proportional to the SOC. The relationship can be established between OCV
and SOC is a mathematical polynomial equation as shown in Fig. 7 [10, 11].

Fig. 6 Calculation of OCV

x(t)
g(t)

Polynomial OCV

11

Fig. 7 Simple RC network Cp1

Rp1

I

+ –Vp1
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(3) RC Values:

RC values are more dependent on Current and Real SOC. RC parallel network
values (Rp1 ,Cp1 , Rp2 ,CP2 ) are determined by using 2-D lookup tables, otherwise,
Fig. 4 is used to determine all the parameters.

(4) Voltage across RC Parallel Network:

To determine Vp1
, consider a single RC network and write the related equations.

Similarly, write the related equations to the second RC network. Finally, combine
the equation blocks according to the written equations [12].

I = Vp1

Rp1

+ SCp1Vp1

I = SCp1(Vp1 + Vp1

SCp1Rp1

)

I

SCp1

= Vp1(1 + 1

SCp1Rp1

)

Vp1 = (
1

S
) ∗

[
I

Cp1

− Vp1

Rp1Cp1

]
(2)

(5) Vint Calculation:

Internal Voltage or Voltage across shunt resistance can be determined by using
Eq. (3). The internal resistance depends on SOC and Current.

Vint = I ∗ Rint (3)

After connecting five subsystem blocks, the terminal voltage can be determined
by using Eq. (4) (Fig. 8).

Vt = OCV − Vp1 − VP2 − Vint (4)

4 Results and Discussion

The Battery parameters depend on current profile and SOC. The related waveforms
of the proposed model are as shown in Fig. 8. The proposed model contains five
subsystems, and each subsystem gets more results but the accuracy should be very
less. The current profile is applied to the Circuit to get the accurate SOC. When the
SOC is higher, then the current is discharging in nature and the SOC reduces towards
zero and the current is charged vice versa. The related waveforms are presented
below.
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5 Conclusion

The proposed model has been developed in MATLAB/Simulink. The model was
designed and explained, with each subsystem in detail. The proposed model gives
accurate results such as Remaining useful life of battery and Accurate SOC. The
Developedmodel is applicable to all type ofChemical related batteries. The designers
develop battery models without any complex computation. This simple and easy
model gives accurate results in the field of Electrical Vehicles and also Green tech-
nology application purposes. The developed model is suitable as an energy storage
system. Lithium ferro phosphate battery is used for the calculation of accurate SOC
in order to know the performance of the battery and battery model parameters.

(a)

(b)

Fig. 8 a Internal voltage with respect to time, b SOC with respect to time, c current profile,
d OCV-SOC curve
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(c)

(d)

Fig. 8 (continued)
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Quality Factor Based Analysis of Radial
Distribution System for Active
Compensation

Kamala Kant Mishra and Rajesh Gupta

1 Introduction

Exponentially rising nonlinear loads in low voltage distribution system is a challenge
to maintain power quality within the standard as per IEEE 519-1992. The harmonic
loads present in the system may be voltage source harmonic load (VSHL), current
source harmonic load (CSHL), and may be varying from VSHL dominant to CSHL
dominant and vice versa. Both types of loads prevail in the low voltage distribu-
tion system (LVDS) [1–5]. To compensate the system, various active and passive
filters have been reported by authors depending upon the system configuration and
suitability of filters [6–14]. The compensation characteristic depends upon various
system parameters and operating conditions. The use of active filters has application
issues and was addressed [13]. Further various control strategies have been reported
for filters considering multiple factors. The performance of active filters for load
voltage control is also compared [15–22]. The factors which decide the performance
of the system and need to be analyzed are source, feeder, and load. The feeder may
be stiff or non stiff depending upon the impedance. This has an impact on the quality
of power available at the PCC. Similarly, source impedance also has an impact on
the quality of voltage available at the PCC. The source may be ideal or distorted.
Source impedance has a role to play in the quality of power. The analysis of the radial
distribution system needs analysis of source, feeder, and load.
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In this paper, a radial distribution system is considered for analysis with two PCC.
One near the source itself, where the impedance of the transformer is considered as
source impedance. Another PCC is considered at a point where feeder impedance has
considerable value. The abovementioned concerned have been taken into account for
the analysis. A radial distribution system is modeled and frequency domain analysis
is done for performance evaluation. The analysis is further justified through the
simulation results. The simulation results are experimentally validated.

2 Modeling of the Proposed Distribution System

Single line diagram for a radial distribution system considered for the analysis is
shown in Fig. 1. The system is showing two load buses with the point of common
coupling (PCC) denoted by PCC1 and PCC2 at these two buses. The impedance
between the source and the load comprises of fixed and variable impedance.

2.1 Linear Load Connected System

The layout in Fig. 1, is reduced to an equivalent circuit for analysis in Fig. 2.

Source
vs

Constant
impedance

is

Feeder impedance
Zf=Rf+jXf

PCC1

Source impedance
Zs=RS+jXS

vt1 vt2 Load impedance
Zl2

Variable
impedance

Load impedance
Zl1

il1
il2

PCC2

Fig. 1 Single line diagram of a radial distribution system considered for analysis

Fig. 2 Equivalent circuit of
a radial distribution system
under analysis

Source
vs

PCCLf Rf
Source impedance

Zs=Rs+jωLs

Ls Rs

Ll

Rl

Feeder impedance
Zf=Rf+jωLf Load impedance

Zl=Rl+jωLl

is
il
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Following differential equation can be written by applying KVL equation in the
circuit shown in Fig. 2.

(
L f + Ls

)dil(t)
dt

+ (
R f + Rs

)
il(t) + Ll

dil(t)

dt
+ Rlil(t) = vs(t) (1)

Taking Laplace transform of (1) with zero initial condition, we get

sL f il(s) + sLsil(s) + R f il(s) + Rsil(s) + sLl il(s) + Rlil(s) = vs(s)
(2)

or (2) can be further written as

il(s)
[(
R f + Rs + Rl

) + s
(
L f + Ls + Ll

)] = vs(s) (3)

Considering the output vo(t) across the RL load, we get

il Rl + Ll
dil(t)

dt
= vo(t) (4)

Following is obtained after taking the Laplace transform

il(s)[Rl + sLl] = vo(s) (5)

Output to input voltage transfer function can be written as

vo(s)

vs(s)
= Rl + sLl(

R f + Rs + Rl
) + s

(
L f + Ls + Ll

) (6)

From (6), the voltage transfer function (with output as terminal voltage vt2) is
written as

vt2(s)

vs(s)
= Rl + sLl(

R f + Rs + Rl
) + s

(
L f + Ls + Ll

) (7)

The voltage transfer function (with output as terminal voltage vt1) may be written
by considering Zf = 0 and linear load as

vt1(s)

vs(s)
= Rl + sLl

(Rs + Rl) + s(Ls + Ll)
(8)
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2.2 Nonlinear Load Connected System

There are two types of nonlinear loads—voltage source and current source harmonic
loads. A simple bridge rectifier circuit feeding dc load is shown in Fig. 3. The supply
voltage vl is fed to the bridge rectifier consisting of four diodes D1, D2, D3, D4. The
dc output voltage Vd drives the dc current Id . The load is a parallel combination
of capacitor C and resistor R. The ac current consumed by the load is il [23]. This
circuit is one of the important load considered under VSHL.

During the rectifier conduction period, il(t) can be expressed as

il(t) ≈ c
d|vl(t)|

dt
+ |vl(t)|

R
(9)

Taking the Laplace transform of dc side current and voltage with zero initial
condition, we get

Id(s) = Csvd(s) + vd(s)

R

= vd(s)

[
Cs + 1

R

]

= vd(s)

[
1 + sCR

R

]
(10)

or it can be further written as

vd(s) = Id(s)

[
R

1 + sCR

]
(11)

Figure 4 shows a nonlinear load connected distribution system.Where vl is equiv-
alent distorted load voltage. Following can be written after writing KVL and taking
Laplace transformation for the system shown in Fig. 4. Assuming nonlinear load to
act like a parallel RC circuit, then following is analyzed in s-domain.

Fig. 3 Circuit diagram of a
voltage source harmonic
load for modeling

Load 
voltage
vl(t)

Load current
il(t)

D1 D2

D3 D4

Vd(t)

Id(t)

R

IR(t)

C
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Fig. 4 A nonlinear load
connected distribution
system

Source
vs

PCC
Lf Rf

Source impedance
Zs=Rs+jωLs

Ls Rs

Feeder impedance
Zf=Rf+jωLfis

il
Load voltage

vl
+

-

Equivalent
R//C

il(s)
[(
R f + Rs

) + s
(
L f + Ls

)] + vl(s) = vs(s) (12)

From (11) and (12), the voltage transfer function at PCC2 is

vt2(s)

vs(s)
= R

(
R f + Rs + R

) + s
(
L f + Ls + CRRs + CRR f

) + s2(CRLs + CRL f )

(13)

The voltage transfer function at PCC1 is written by considering Zf = 0. From
Eq. (13), the voltage transfer function at PCC1( vt1) is written as

vt1(s)

vs(s)
= R

(Rs + R) + s(Ls + CRRs) + s2(CRLs)
(14)

3 Frequency Domain Analysis

3.1 Effect of Ideal and Distorted Source

The source impedance cannot be neglected irrespective of the load.The source current
depends upon the nature of the load. The transformer impedance is considered as the
part of the source and its impedance represents source impedance. Depending upon
the nature of the load, the voltage at source terminal (PCC1) may be sinusoidal or
distorted.

To analyze further, the feeder impedance is assumed zero, resulting in the proposed
layout of the distribution system with the load connected at PCC1 only. The circuit
for the system with loads at PCC1 is shown in Fig. 5.

For the analysis purpose, the model of the distribution system with zero feeder
impedance is considered. The source may be considered to be ideal or distorted
depending upon the quality of source/terminal voltage Vtl (Vs). The X/R ratio of the
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Fig. 5 Circuit diagram for
analysis of source with
nonlinear connected load at
PCC1 Source

vs

PCCLs Rs

Feeder impedance
Zs=Rs+jωLs

is

+

-

Source/Load
Terminal voltage

vt1

i1

Equivalent
R//C

Load voltage
vl

source as well as for the load is considered variable for the purpose of the study.
Assuming constant VSHL (with constant (X/R)load ratio), the (X/R)s ratio is varied.
The quality of voltage (sinusoidal or distorted) Vtl changes as (X/R)s ratio is varied.
Where (X/R)s is the X/R ratio of the source. At some value of this ratio, the source
behaves as an ideal source and at other value, it behaves as a distorted source.

The voltage at the PCC1 depends upon source/transformer impedance, feeder
impedance, and load impedance. The load is connected at PCC1. The transformer
impedance is assumed to be the part of the source impedance. To correlate source,
feeder, and load impedance together, factor “a” and factor “b” are introduced. The
factor “a” and factor “b” are defined below

a =
[(

X

R

)

load

÷
(
X

R

)

s

]
(15)

and

b =
[(

X

R

)

load

÷
(
X

R

)

f

]

(16)

For performing frequency domain analysis, the Eq. (13), is considered. The
transfer function is the source impedance of the system. The analysis of the system
is carried out using MATLAB software. The data as mentioned in Table 1, is used in
(13), and Bode plot is drawnwith varying values of source resistance and inductance.
The load is linear with (X/R)load = 6.37. The Bode plot for voltage transfer function
at PCC1 with varying Xs/Rs is plotted as shown in Fig. 6.

From the plot shown in Fig. 6, it is clear that as the factor “a” decreases, it acts
like a non stiff source and the source appears distorted. For higher values of “a”, it
acts like a stiff source and the source appears ideal.
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Fig. 6 Bode plot for the voltage transfer function at PCC1 with varying factor ‘a’ (Xs/Rs)

3.2 Effect of Weak and Strong Feeder

In this section, the proposed layout is analyzed at the PCC2. The load is considered
at PCC2 with source and feeder impedance. The source impedance is constant with
(X/R) = 1.57, making it an ideal source. The feeder impedance is varied depending
upon the distance referring to Fig. 1. The distribution system has feeder impedance
consisting of two parts, one as variable part and another one is a constant part.
The constant part of the feeder impedance is the impedance of transformer/source,
whereas the variable part is the impedance between the source terminal (PCC1) and
load terminal (PCC2), i.e., the source impedance is the constant part, whereas the
feeder impedance is the variable part.

For frequency domain analysis, the Eq. (7), is considered for study. The transfer
function is the voltage transfer function at PCC2. The analysis of the system is carried
out using MATLAB software. The data mentioned in Table 2, is used and Bode plot
is drawn with varying values of feeder resistance and inductance.

The Bode plot for voltage transfer function at Vt2 with varying “b” is shown in
Fig. 7. From this plot, it is clear that as the value of “b” increases, the feeder acts like
a stiff feeder (strong feeder). In other words, with an increase in the value of Xf /Rf ,
it becomes non stiff feeder (weak feeder).
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Fig. 7 Bode plot of voltage transfer function at PCC2 with varying “b” (Xf /Rf )

4 Simulation Results

4.1 Effect of Ideal and Distorted Source

The model as explained in Fig. 5, is considered for study using PSCAD simulation.
The details of the source and load parameters are given in Table 1.

The simulation results with varying (X/R)s are shown in Fig. 8.
Where (X/R)f is the X/R ratio of the feeder. The Xl and Rl are reactance and resis-

tance of the load. The Xs and RS are reactance and resistance of source/transformer
and Xf and Rf are reactance and resistance of the feeder impedance. Keeping load
impedance constant, as the source impedance increases, the factor “a” decreases.
From Fig. 8a, it is clear that with higher values of Xs/Rs (=157), the factor “a”
decreases and the voltage (Vt1) THD increases to 5.17% resulting into crossing the

Table 1 Parameters of source and load

Voltage source (ideal), Vs 230 V single phase, 50 Hz

Source impedance, Zs Rs = 0.001 �, 0.000005 ≤ Ls ≤0.005 H and 1.57 ≤
Xs/Rs ≤ 1570

Load impedance, Zl (Constant)
[Voltage source type harmonic load]

A bridge rectifier with resistance R and capacitor C
connected in parallel in the output circuit
R = 1 � and C = 500 µF
(X/R)load = 6.37
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Fig. 8 a PCC1 bus voltage at a = 0.040573 (Xs/Rs = 157). The Voltage THD = 5.17% at PCC1
resulting in a distorted voltage source. The load current scale factor is 0.5. b PCC1 voltage with
a = 4.057325 (Xs/Rs = 1.570). The Voltage THD = 0.08% at PCC1 resulting in an ideal voltage
source. The load current scale factor is 0.5

limit imposed by IEEE 519-1992 of 5% for low voltage distribution system. In this
case, the source voltage is assumed to be distorted at PCC1.

Similarly, in Fig. 8b, the value of “a” increases with a decrease in value of Xs/Rs

(=1.57). In this case, the voltage (vt1) THD decreases to 0.08% resulting in an ideal
voltage source at the PCC1.

Considering the model of the distribution system with transformer and load
connected at PCC1, the transformer impedance may be considered as part of the
source impedance. Based upon this, the PCC1 voltage represents source terminal
voltage for analysis of the PCC2 voltage.

The variation of source voltage THD with a change in X/R ratio of
source/transformer in comparison to X/R ratio of load is shown in Fig. 9. The PCC1
voltage THD is plotted against the factor “a”. The simulation using PSCAD is carried
out for varying “a”. The results are plotted as shown in Fig. 9. From Fig. 9, it is clear
that as the factor “a” increases, the source shifts its quality fromdistorted to sinusoidal
source.

When “a” is 0.4, the THD falls below 1% and considered to be an ideal voltage
source at PCC1.When a= 4, the PCC1 voltage THD becomes almost zero. At lower
values of “a” the source voltage at PCC1 behaves as a distorted source.

Fig. 9 PCC1 bus voltage
(Vtl) THD with variation in
factor “a”
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4.2 Effect of Weak and Strong Feeder

The model as explained in Fig. 3, is considered for study using PSCAD simulations.
The detailed parameter of the source, feeder, and load considered in the simulation
study is listed in Table 2.

Based upon the details as shown in Table 2, the simulation is carried out with
variable feeder impedance. The source impedance is considered constant with Xs/Rs

= 1.570. The feeder impedance is varied with variation of line inductance causing
variation inX/R ratio of the feeder. TheXf /Rf is varied from3.14 to 314with constant
(X/R)load (=6.37). The simulation result of load voltage THD at PCC2 is shown in
Fig. 10a, b. From these figures, it is clear that the increase in the value of “b” shifts
non stiff feeder into stiff feeder (strong). It is an important outcome of the analysis
of the compensation. There is a need for compensation only at the lower values of
“b”.

The load voltage THD variation with change in the value of factor “b” obtained
through simulation is shown in Fig. 11.

The PCC2 voltage THD is plotted against the factor “b”. From Fig. 11, it is clear
that as the factor “b” increases, the feeder shifts its quality from non stiff (weak) to
stiff (strong) feeder. When “b” is 1.3, the THD falls below 1% and becomes a stiff
feeder at “b” = 2 with THD becoming 0.28%. At lower values of “b” the feeder
behaves as a weak feeder.

Table 2 Parameters of source, feeder and load

Voltage source (ideal), Vs 230 V single phase, 50 Hz

Source impedance, Zs Rs = 1 m�, Ls = 5 µH

Feeder impedance, Zf Rf = 1 m�, 10 µH ≤ Lf ≤ 1 mH
A 10 km long feeder. 3.14 ≤ (Xf /Rf ) ≤ 314

Load impedance, Zl (Constant)
[Voltage source type harmonic load]

A bridge rectifier with resistance Rl and capacitor Cl in
parallel with Rl = 1 � and Cl = 500 µF
(X/R)load = 6.37
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Fig. 10 a Load bus voltage (PCC2) at b = 2.028662 (Xf /Rf = 3.14). The voltage THD= 0.28% at
PCC2 (stiff feeder). Load current scale factor 0.5.bLoad bus voltage (PCC2) at b= 0.020287(Xf /Rf
= 314). The voltage THD = 6.35% at PCC2 (non stiff feeder). Load current scale factor 0.5
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Fig. 11 Load bus voltage
THD (PCC2 voltage THD)
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5 Experimental Results and Analysis

The simulation results under Sects. 4.1 and 4.2, are verifiedwith the help of laboratory
experimental setup. The simulation results of Sects. 4.1 and 4.2, are validated through
experimental results. A nonlinear load is connected in the LVDS and results were
obtained at various values of factor “a” and “b”. The LVDS model with transformer
is considered for the study. The transformer impedance represents source impedance.

5.1 Ideal and Distorted Source

The LVDS is analyzed for ideal and distorted source. The PCC1 voltage and current
at varying values of “a” are shown in Fig. 12a, b. The load is connected at PCC2 and
the source impedance is varied keeping load impedance constant. Figure 12a shows
that the source voltage is almost ideal with voltage THD of 1.23% at a= 2.59. As the
value of “a” is increased, the source voltage becomes distorted. Figure 12b shows
that the source voltage becomes distorted with voltage THD = 13.52% at a = 0.13.

(a) (b)

X-scale:10ms/div X-scale:10ms/div

Y-scale:2A/div

Y-scale:1V/divY-scale:1V/div

Y-scale:2A/div

PCC1(source) voltage Load current PCC1(source) voltage Load current

Fig. 12 a PCC1 (source) voltage at a = 2.59 representing ideal voltage source, b PCC1 (source)
voltage at a = 0.13 representing the distorted source
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PCC2(Load bus) voltage
(a) (b)

Load current

X-scale:10.0ms/div

Y-scale:1A/div

Y-scale:1.0 V/div

PCC1(source) voltage Load current
PCC2(Load bus) voltage Load current

X-scale:10.0ms/div

Y-scale:1A/div

Y-scale:1.00V/div

Fig. 13 a PCC2 (load bus) voltage at b = 3.22, b PCC2 (load bus) voltage at b = 0.323

From Fig. 12a, b, it is clear that the source voltage becomes more distorted as
the value of “a” decreases resulting in a distorted voltage source. The experimental
result validates the simulation results of Sect. 4.1.

5.2 Weak and Strong Feeder

The LVDS is analyzed for the weak and strong feeder. The PCC2 voltage and current
at varying values of “b” are shown in Fig. 13a, b.

From Fig. 13a, b, it is clear that the PCC2 (load bus) voltage becomes more
distorted as the value of “b” decreases resulting into distorted load bus voltage. The
non stiffness (weakness) of the feeder increases with increase in the value of “b”.
Higher the value of “b” results into stronger feeder. The experimental result validates
the simulation results of Sect. 4.2.

6 Conclusions

In this paper, a new layout of the distribution system is proposed for the LVDS, sepa-
rating out feeder impedance into two parts, the constant part represents transformer
impedance (source impedance) and the variable part represents the feeder impedance.
Two models of the radial distribution system are presented. The classification of
source and feeder has been shownwith the help of simulation results.When the source
is considered at the input of the transformer, the transformer impedance is considered
as source impedance. To analyze the proposed system, factors of (X/R)load/(X/R)source,
i.e.,X/R of load to X/R of source at PCC1 and (X/R)load/ (X/R)feeder, i.e., X/R of load to
X/R of feeder, for PCC2 are considered. From the analysis, it is clear that the voltage
at PCC1 will be ideal when X/R of load is higher than the X/R of source for PCC1
connected load. In this case, the loads at PCC2 are subjected to being fed by the ideal
voltage source. Conversely, when X/R of load is lower than the X/R of the source for
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PCC1 connected load, the loads at PCC2 are subjected to distorted source voltage.
In case of loads at PCC2 being subjected to an ideal voltage source, a higher value
of X/R of load in comparison to X/R of feeder results into stiff feeder causing non
distorted voltage at PCC2. On the other hand, a lower value results into weaker (non
stiff) feeder causing the distorted voltage at PCC2. Transfer function approach is
adopted to verify the classification and proposed layout of the distribution system.
Finally, experimental results are obtained to validate the simulation and analytical
results for the distribution system.
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Analyzing the Effect of Control Modes
Operation of Multiple Facts Controllers
on System Performance

Ramanaiah Upputuri, Shuvam Sahay, Shaik Riyaz, and Niranjan Kumar

1 Introduction

In order to enhance efficiency, reliability, and versatility of transmission systems,
FACTS controllers are integrated into the power system. FACTS solutions allow
existing transmission network capacity to be increased by the power grid while
remaining or increasing the operating margins required for grid stability.

In [1],a novel Holomorphic Embedding Load-Flow Method (HELM) FACTS
controllers modeling for overcoming the difficulties in traditional numerical methods
by white germ an power series solutions was proposed. The authors [2, 3] discussed
power injection and impedance insertion model of different FACTS controllers. The
authors [4–7] investigated different population-based evolutionary algorithms for
SVC, TCSC, TCSC-SVC, andUPFC optimal position and rating and thenminimized
the active power generation cost, active power losses, deviation in load voltage,
loading of line, and installation cost by obtained optimal positions. A novel sparsity-
constrained OPF problem for the optimal number of positions, types, and setting
values of controllers like SVC, TCSC, and TCPS. This type of problems can be
solved by an ADMM-IPM-STO algorithm [8].
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The optimal location of FACTS controllers reduces the cost of generation, bus
voltage deviation, and active/reactive power losses as single weighted objective. The
controllers enhance the voltage security in the system by Adaptive Multi-Objective
Differential Evolution algorithm by preventive and corrective control with multi-
objective optimization likeminimization of voltage stability index, real power control
variable, load shedding, and investment of controllers, and finally, a Fuzzy decision
is implemented for best compromised solution [9, 10].

Further, the Whale Optimization Algorithm (WOA) for the reactive power plan-
ning in the presence of series and shunt controllers is presented in [11]. The optimal
reactive power dispatch planning is enhanced by most favorable position of FACTS
controllers in power system and also minimized single &multi-objectives by an effi-
cient Quasi-Oppositional Chemical Reaction Optimization (QOCRO). The capacity
and most favorable position of TCSC, the reactive power planning of power system,
is enhanced with multi-objective optimization by an efficient Adaptive Differential
Evolution Algorithm [12].

Based on the vigilant literature review, it is found that most of the literature
confined their research to model controllers using power injections, current injec-
tions, voltage based injections, and impedance equivalent circuits. And also, the
effect of these devices is analyzed on different aspects of power system operation
and control. Hence, in this paper, a methodology to optimal locates multiple multi-
type controllers in a given system so as to strengthen the system performance. This
is accomplished by using an effective optimization algorithm, and this problem is
resolved by keeping the system equality and inequality constraints within the limits.
The considered objective function in a given system is total active power loss. The
location of controllers is identified in such a way that the security of system is
increased by minimizing system severity in terms of total power losses. Using the
proposed methodology, the optimization problem can be solved with no difficulty.
Thismethod of approach is conducted on IEEE-30 standard test systemwith carrying
numerical results.

The remaining paper is arranged as Sect. 2 present modeling of controllers and
optimal location of these controllers. Sections 3 and 4 carry power system optimal
operation along with optimization problem formulation with constraints and imple-
mentation methodologies. Section 5 deals result analysis followed by the conclusion
in Sect. 6.

2 Modeling of FACTS Controllers

In this section, various series, shunt, and shunt-series controllers modeling are
presented with its power flow incorporation procedure. These devices are modeled in
such a way that the magnitude of voltage at the bus nodes, flow of active and reactive
power through transmission lines can be controlled. For this, the load flow problem
is solved by modifying the respective Jacobian elements in the Newton Raphson
(NR) power flow algorithm. The complete SVC, TCSC, and UPFC modeling and its
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controlled mode operations are presented as follows
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4 .
In deregulated environment, the lateral and bilateral contractual agreements

require to control the required magnitude of voltage as well as the flow of reac-
tive and active power at particular bus and transmission line, respectively, by using
FACTS controls in control mode operation.

2.1 Power Injection Model of SVC

Generally, SVCs are installed at load buses to enhance voltage at bus to a specified
value by controlling the control variable [13]. The voltage angle and susceptance of
SVC at installed bus are unknown parameters. The SVC is installed at bus-i as shown
in Fig. 1.

The current and reactive power drawn by SVC is

I svc = j BsvcVi ; Qsvc = Qi = −V 2
i B

svc (2)

The controlmodes in SVC areVstate ON&OFF. If Vstate OFF, the installed bus acts
as PQ bus (i.e., state variable Vi). If Vstate ON, the installed bus acts as PV bus (i.e.,
state variable Bsvc). Generally, SVC operates in Vstate ON because for maintaining
specified voltage at that bus.

It is observed that J1, J2, and J3 will not affect, because there is no change in bus
voltage angle and active power, but J4 is affected because reactive power changes
due to variable susceptance model of SVC.

iV
svcI

svcB

iBus jBus

TCSCX ij ijR X+

iV jV

mBus

Fig. 1 Variable susceptance SVC model
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J FACT s
4 = ∂Qi

∂Bsvc
; Bsvc = −V 2

i B
svc = Qi (3)

2.2 Power Injection Model of TCSC

Generally, TCSCs are installed to regulate transmission line power flow [13]. These
tend to improve power system stability, voltage profile, etc. Here, TCSC is installed
in a line in between the buses i & j as shown in Fig. 2. But in load flow problem a
fictitious bus (m) is added for TCSC.

The modified power equations at bus-i are

PTCSC
i = |Vi ||Vm ||Yim | cos(θim + δm − δi );

QTCSC
m = −|Vm ||Vi ||Ymi | sin(θmi + δi − δm) (4)

The modified power equations at bus-m are

PTCSC
m = |Vm ||Vi ||Ymi | cos(θmi + δi − δm);

QTCSC
m = −|Vm ||Vi ||Ymi | sin(θmi + δi − δm) (5)

The controlmodes in TCSC are Pstate ON&OFF. If Pstate OFF, the flow of power in
the installed transmission line is based on whatever the initial value of TCSC within
the limits and if Pstate ON, the transmission line power flow is regulated to specified
value by controlling the XTCSC, i.e., the linearized equation includes additional row
and column.
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Fig. 2 Variable series
impedance power flow
model of TCSC
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Fig. 3 Schematic diagram
of UPFC

Shunt
T/f

CONVER
TER-I

CONVER
TER-II

Transmission 
Line

Series 
T/f

Bus-i Bus-j

Vi Vj

Bus-m

If Pstate OFF, then the diagonal element is equal to one and remaining elements of
that row and column are zeros.

2.3 Power Injection Model of UPFC

Generally, UPFCs are installed to regulate the flow of both active & reactive in
transmission lines as well as magnitude of voltage at the installed bus nodes. Here,
Fig. 3 shows UPFC is installed in a line between buses i & j. But in load flow problem
a fictitious bus (m) is considered for UPFC.

The shunt and series converters of UPFC are represented as voltage sources and
these voltage sources can be stated as

Evr = Vvr∠δvr;Ecr = Vcr∠δcr.

The power injection model is derived from these voltage sources. For this, first
convert shunt and series converters into current injections and then converted into
power injections models [14].

2.4 Power Flow Solution Procedure

These devices should be positioned in an appropriate position to evaluate the impact
of these devices on the given power system andNewtonRaphson power flowproblem
has to be conducted. To this end, the steady-state system load flow equation must
be solved by changing the corresponding power mismatch equations and Jacobian
elements [15].
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2.5 Optimal Location Methodology

These should be optimally placed aiming to optimize the operational benefits of SVC,
TCSC, andUPFC. In this article, the approach [14] is based on the fuzzy composition
of power system voltage deviation index and the severity index.

The position that yields minimum FVDI, FLLI, and FSSI is considered the best
position for installing SVC, TCSC, and UPFC, respectively, after measuring this
situation.

3 Formulation of Optimization Problem

The motive of the Optimal Power Flow (OPF) problem is to optimize (system
control parameters like continuous parameters, e.g., real power generation (Pg) and
magnitude of voltage (Vg) of the generators and discontinuous parameters, e.g., tap-
changing settings (TapT) and shunt capacitor rating (QCap)) the objective function
Total Power Loss (TPL)while fulfilling a set of systemphysical limitations (Thermal,
Equipment, etc.) and constraints (equality and inequality). Finally, this OPF problem
that gets non-linear optimization problem is described as

Min f(x, u).

Subjected to g(x, u) = 0 & h(x, u) ≤ 0.

where f is the minimized objective function, g is the equality constraints set, h is the
inequality constraints set; x stands for state vector variable and u stands for control
vector variable.

3.1 Objective Formulation

Theminimization of TPL objective function is the most realistic problem in planning
and operation of power system. The mathematical representation as

Ploss =
nline∑
n=1

Gn(V
2
i + V 2

j − 2ViVj cos(δi − δ j )) (8)

where Gn is the transmission line conductance, Vi, Vj are magnitudes of bus voltage
δi, δj are angles at buses i and j.
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4 Implementation Methodology

4.1 Optimization Algorithm

A technique based on a Unifomly Distributed Two-Stage Particle Swarm Optimiza-
tion (UDTPSO) option in [13] is taken into consideration for solving OPF problem.
This approach independently works on type of problem, number of equality and
inequality constraints and number of buses in the system.

4.2 Procedure: Step by Step

For solving the proposed problem, follow the following steps.

1. Generate randomly initial population between themaximumandminimum limits
of the particles.

2. Update bus and line data.
3. Perform methodology of NR load flow solution with control modes SVC, TCSC

and UPFC.
4. Compute initial solutions and the fitness values, respectively.
5. Determine the best local solutions and select the best global solution.
6. Apply two steps of initialization and execute algorithmic operations.
7. Update the population and repeat the process from step 2–5 until the maximum

iterations have been completed.
8. Store output values for the control variables considered.

5 Result Analysis

To study the proposed approach effectively, we have taken IEEE 30 test system [13].
In this work, the authors considered the controlled reactive and active power flow is
110% of base load flow of connected transmission line and magnitude of voltage at
the connected bus is 1.05 p.u.

Modul-1: Identification of an optimum position for installing FACTS controllers.
Modul-2: Effect of multiple SVCs, TCSCs, and UPFCs control mode operation

on performance of power system using OPF solution.
Modul-1: First, the optimal positions of the proposed FACTS controllers are iden-

tified based on themethod shown in Sect. 2.4. For the system, the feasible locations of
SVC, TCSC, and UPFC are 16, 20, and 20, respectively. In this procedure, the FVDI,
FLLI, and FSSI indexes are diminished bymaintaining equality and inequality limits
using UDTPSO algorithm with SVC, TCSC, and UPFC, respectively. The FACTS
controllers SVC, TCSC, and UPFC are located at minimum values of FVDI, FLLI,
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Table 1 Optimized FVDI values for IEEE-30 test system with SVC in possible positions

S. No SVC bus FVDI value TPL value

1 22 6.9041 9.6851

2 7 7.1023 16.4815

3 21 7.1134 14.0609

4 26 7.1656 13.0139

5 3 7.6611 15.3661

Table 2 Optimized FLLI values for IEEE-30 test system with TCSC in possible positions

S. No Sending end of TCSC Receiving end of TCSC FLLI value TPL value

1 27 30 315.9122 4.1078

2 27 29 318.4418 4.2827

3 18 19 319.6088 4.1976

4 14 15 321.1393 3.8794

5 15 18 325.2647 4.3185

Table 3 Optimized FSSI values for IEEE-30 test system with UPFC in possible positions

S. No Sending end of UPFC Receiving end of UPFC FSSI value TPL value

1 3 4 332.9646 4.3667

2 4 6 335.0143 4.5289

3 12 16 336.256 4.1698

4 21 22 344.0532 4.7496

5 12 15 345.7165 4.3003

and FSSI, respectively. Due to page limit, the most five minimum FVDI, FLLI, and
FSSI values for the possible positions are shown in Tables 1, 2, and 3.

Modul-2: The optimal power flow results of multiple SVCs, TCSCs, and UPFCs
with different control modes as shown in Tables 4, 5, and 6.

From Table 4, it is noticed that when the device operates in control mode, both
total active power loss and generation fuel cost are increased when compared to the
device that does not operate in control mode. As the number of devices is included in
the system, both total active power loss and generation fuel cost are decreased when
all the devices do not operate in control mode and increase when they are in control
mode.

From Table 5, it is noticed that when the device operates in control mode, total
active power loss decreases but generation fuel cost increases, when compared to the
device that does not operate in control mode. As the number of devices is included
in the system, total active power loss and generation fuel cost are decreased when
all the devices do not operate in control mode and total active power loss decreases
but generation fuel cost increases when they are in control mode.
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Table 4 OPF results with multiple SVCs in control modes of IEEE-30 test bus system

S.
No

Control parameters 1 SVC 2 SVC 3 SVC

Vstate =
0

Vstate =
1

Vstate =
0

Vstate =
1

Vstate =
0

Vstate =
1

1 Power
generation
(MW)

P1g 51.59576 51.83102 51.57218 51.98921 51.53404 52.10019

P2g 79.99784 79.99014 80 80 79.99589 79.95231

P5g 49.99673 50 49.98412 49.99794 50 50

P8g 35 35 35 35 35 35

P11g 30 30 30 29.9946 30 30

P13g 40 40 40 39.9915 39.9927 40

2 Generator
voltages
(p.u.)

V1
g 1.1 1.07079 1.09973 1.03248 1.09999 1.03287

V2
g 1.09785 1.06663 1.09667 1.02749 1.09844 1.02731

V5
g 1.08072 1.04760 1.08179 1.00165 1.08261 1.00150

V8
g 1.08757 1.05273 1.08668 1.01291 1.08948 1.01412

V11
g 1.1 1.09804 1.1 1.1 1.1 1.09801

V13
g 1.09994 1.03631 1.09170 1.04827 1.1 1.04769

3 SVC
susceptance
(p.u.)

B1
svc 0.25 0.12058 0.25 0.24866 0.11210 0.10683

B2
svc – – 0.11178 0.00981 0.12197 0.00369

B3
svc – – – – 0.16427 0.15542

4 Total generation
(MW)

286.5903 286.8212 286.5563 286.9733 286.5226 287.0525

5 Generation cost
($/h)

967.8574 968.4079 967.7196 968.749 967.6885 968.879

6 TPL (MW) 3.1903 3.4212 3.1563 3.5733 3.1226 3.6525

From Table 6, it is noticed that both total active power loss and generation fuel
cost are increased, when devices operate in control mode, as well as the number of
devices, include in the system.

6 Conclusions

From the analysis presented in this paper, it has been concluded that the power system
performance has been enhancedwithmultiple multi-type controllers when compared
to single device. For this, the controllers have been placed in different locations
obtained after optimizing the developed severity index in terms of total power losses
objective whilemaintaining system limits. Due to this, the performance of the system
has been enhanced not only in terms of security but also in terms of system severity
minimization. The presented methodology has proven its effectiveness in solving
complex optimal power flow problem with single/multiple multi-type controllers
while satisfying both device and system limits. From the results, it is identified that
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Table 5 OPF results with multiple TCSCs in control modes of IEEE-30 test bus system

S.
No

Control
parameters

1 TCSC 2 TCSC 3 TCSC

Pstate =
0

Pstate =
1

Pstate =
0

Pstate =
1

Pstate =
0

Pstate = 1

1 Power
generation
(MW)

P1g 51.87407 51.85456 51.89076 51.8513 51.89076 51.86009

P2g 80 80 80 80 80 80

P5g 50 50 50 50 50 49.991011

P8g 35 35 34.99294 35 34.99194 35

P11g 30 30 30 30 30 30

P13g 39.98492 40 39.97478 40 39.97478 40

2 Generator
voltages
(p.u.)

V1
g 1.1 1.1 1.1 1.1 1.1 1.1

V2
g 1.09661 1.09703 1.09454 1.09711 1.09831 1.09878

V5
g 1.07738 1.07876 1.07352 1.08076 1.07968 1.07990

V8
g 1.08716 1.08662 1.08407 1.08767 1.08856 1.08707

V11
g 1.1 1.1 1.1 1.1 1.1 1.1

V13
g 1.07218 1.07289 1.07200 1.07103 1.07746 1.07318

3 TCSC
reactance
(p.u.)

X1
tcsc −0.16935 0.00773 −0.30427 −0.5 −0.01392 −0.5

X2
tcsc – – −0.26818 −0.35 −0.13090 −0.35

X3
tcsc – – – – 0.01360 0.03

4 Total generation
(MW)

286.859 286.8546 286.8585 286.8513 286.8562 286.8511

5 Generation cost
($/h)

968.4802 968.509 968.4423 968.5102 968.4385 968.5110

6 TPL (MW) 3.4590 3.4546 3.45848 3.4513 3.4575 3.4511

this implemented approach operateswithout dependent on the nature of the objectives
and it can be applied to any type of system. The obtained results have been analyzed
with supporting numerical results.

The total active power loss and generation fuels cost change depending on control
mode of the device, type of device, and number of devices incorporated in the system.
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Table 6 OPF results with multiple UPFCs in control modes of IEEE-30 test system

S.
No

Control
parameters

1 UPFC 2 UPFC 3 UPFC

Pstate =
0
Qstate =
0
Vstate =
0

Pstate =
1
Qstate =
1
Vstate =
1

Pstate =
0
Qstate =
0
Vstate =
0

Pstate =
1
Qstate =
1
Vstate =
1

Pstate =
0
Qstate =
0
Vstate =
0

Pstate =
1
Qstate =
1
Vstate =
1

1 Power
generation
(MW)

P1g 52.1929 52.21269 52.33130 52.19739 52.33205 52.23642

P2g 80 79.99899 79.79782 80 79.96301 80

P5g 50 50 50 50 49.99699 50

P8g 34.99379 35 34.98084 35 34.91996 35

P11g 30 29.99685 30 30 30 30

P13g 40 39.99869 39.99344 40 39.89438 40

2 Generator
voltages
(p.u.)

V1
g 1.03582 1.03008 1.06241 1.02044 1.06153 1.02166

V2
g 1.03222 1.02898 1.06001 1.01787 1.05907 1.01964

V5
g 1.01594 1.01286 1.03855 1.00030 1.03919 1.00490

V8
g 1.02215 1.01881 1.04754 1.01216 1.04625 1.01773

V11
g 1.1 1.09995 1.1 1.1 1.1 1.1

V13
g 1.03408 1.03265 1.02803 1.00759 1.04853 0.99443

3 Series
source
voltage
magnitude
(p.u.)

Vcr1 0.04 0.02566 0.04 0.01832 0.04 0.01734

Vcr2 – – 0.00544 −0.03 0.00465 0.03212

Vcr3 – – – – 0.00554 0.03246

4 Series
source
voltage
angle
(deg.)

Tcr1 −87.1236 −141.683 −87.1236 −106.877 −87.1236 −107.753

Tcr2 – – −87.1236 68.9662 −87.1236 −118.585

Tcr3 – – – – −87.1236 −37.5966

5 Shunt
source
voltage
magnitude
(p.u.)

Vvr1 1 0.99141 1 0.99668 1 0.99603

Vvr2 – – 1.09104 1.00281 1.1 0.99588

Vvr3 – – – – 0.98791 1.02615

6 Shunt
source
voltage
angle
(deg.)

Tvr1 −2.6809 −2.2123 −2.4073 −2.3486 −2.42178 −2.3288

Tvr2 – – −2.0817 −3.0079 −2.09424 −3.0527

Tvr3 – – – – −3.64910 −4.5009

7 Total generation
(MW)

286.8511 287.2072 287.1034 287.1974 287.1064 287.2364

8 Generation cost
($/h)

968.457 969.3397 968.6233 969.3284 968.6258 969.4218

9 TPL (MW) 3.4511 3.8072 3.7034 3.79739 3.70639 3.83642
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Consistency of Extended Kalman
Filtering and Particle Filtering
Techniques for the State Estimation
of Brushless DC Motor

Appalabathula Venkatesh, Shankar Nalinakshan, and M. Tony Aby Varkey

1 Introduction

Brushless DC motors gained very much attention because of its special features
like less maintenance and absence of brushes, revolutionary commutators, when
compared to the conventional brushed motors. The first BLDC Motor was designed
in 1960s tomeet the reliability andnon-sparkingmotor. Integration of electronic regu-
lators further increases the efficiency and maximum power output of BLDC Motors
(BLDCM). During 1980s as the permanent magnetic materials usage is increased,
there is a development of permanent magnet brushless DC motors along with highly
reliable electronic regulators which developmore power output than brushedmotors.
The main problem during armature reaction is the “commutation process” which
mainly reduces the efficiency of the motors [1, 2]. The present day BLDCM has
special features like better efficiency, extended operating cycles, reduced noise levels
because of absence of revolutionary rectifier, better mechanical characteristics, quick
dynamic responseswhich draws special interest onmore research topics onBLDCM.

Reference adaptive systems method is available for solving tracking problems
[3, 4]. The main problem in tracking problems is Gaussian noise signals which are
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introduced into the system due to various internal/external disturbances which make
the system as highly non-linear.

EKF fails in such cases where system is highly non-linear, PF has attains much
priority in selecting such conditions where Gaussian noise signals, which is a
probability based state estimator.

2 Special Applications of BLDCM

BLDCMotors are used for Electronics Power Steering Systems (EPSSs) applications
whichdetects the positionof rotor and applies the optimum torque to drive the steering
system. HVAC’s applications like heating, ventilation and air conditioning systems
are controlled by PWM technique.

BLDCM is integrated with hybrid vehicles to drive the drive/power-trains. Conve-
nient in attaining peak point efficiency and simple for rotor cooling. BLDCMs are
mostly used as a Motor Control Systems (MCSs) because of those special charac-
teristics like power to weight ratio, efficiency, cost of controllers, cost of motor, heat
content developed in the motor, max or peak point energy tracking, etc. BLDCM
draws the special attention among different motors [5].

3 BLDCM with Adaptive Filtering Techniques

The problem in testing any system is its non-linearity nature either due to
external/internal disturbances which made the systems as unstable systems. So
many of the cases, we will linearize the systems by making them as a reduced order
system [6].

Then, we will analyze the linear systems but in practical concern most of the
systems are non-linear only, and mainly the problem with non-linear systems is a
Gaussian input doesn’t necessarily produce a Gaussian output [7]. In order to directly
adapt non-linearmodel, one cango for filtering techniques likeKalmanFilter, Particle
Filtering, etc. [8]. In practical, robust control of plants is designed in a manner to
meet the desired specifications even in the presence of disturbances, non-linearities
and with the parametric uncertainties. These AFAs are helpful in these conditions.

3.1 Kalman Filtering Techniques

In general, a non-linear system mostly generates a non-linear outputs. The Riccati
equations which is developed by Kalman and Bucy can develop a steady-state stable
output even if a system is unstable.Weiner–Kolmogorovfilter is also called asKalman
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Fig. 1 Block diagram representation of BLDCM with KF

Filter.KalmanFilterwill provide the optimal estimation algorithm toCTS/DTSbased
upon the estimated states [9].

KF mainly consists of two differential equations:

1. State Estimator
2. Covariance of Estimation error.

The block diagram representation of BLDCM with KF along with the estimated
and actual states representation is as shown in Fig. 1.

Benefits of Kalman Filters:

• Kalman Filter provides running measure of accuracy of predicted position.
• Though the dynamic system is unstable, it provides stable state estimates.
• It can handle discrete time intervals between the measurement states.
• Uses point predictions instead of using probability in measurements.
• It uses output dynamics for the parameter optimization.

3.2 Extended Kalman Filtering Technique

EKF is the extension work of Kalman Filter. KF faces issues when the system is non-
linear in nature inorder to nullify problems in KF. Extended Kalman Filter (EKF) is
developed, and it is applicable to both linear as well as non-linear systems also for
getting the optimal estimation and optimal solution. The EKF method is applicable
to different types of non-linear systems in different formats based upon the nature of
state estimators. Those are Continuous-Continuous EKF and Discrete-Continuous
EKF, but Discrete-Continuous EKF is the most advantageous and frequently used
algorithm because of the continuous measurement data availability nature of dynam-
ical systems and the discrete data from the microprocessors in the modern robust
control system applications. Complexity in estimating due to localized uncertainties
adaptive sampling rate is used in EKF so that one can call EKF as Adaptive sampling
rate filtering technique (ASRFT).
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In general for the state estimator with error convariance matrices along with the
dynamic system modelling makes the overall estimation and optimal techniques as
unrealizable in computational process. The developed ASRFT makes the overall
Sensorless BLDC state and output measurements as computational better algorithm.

State-Space Modelling of Continuous-Continuous EKF
Plant Equations

d

dt
(x(t)) = f (x(t), u(t), t) + G(t) ∗ W (t) (1)

Output/Measurement equationy (t) = h(x(t), t) + V (t) (2)

Initialization x̂(t0) = x̂0; P0 = E
[
x̂(t0)

(
x̂(t0)

)T ]
(3)

Kalman gain, Updated and Riccatti equations are as follows

Kek f (t) = P(t)CT R−1(t)

d

dt

(
x̂(t)

) = f (x̂(t), u(t), t) + Kek f (t)
[
y(t) − h(x̂(t), t)

]
(4)

dP

dt
= AP + PAT − PCT R−1CP + GQGT (5)

Similarly, state space modelling of EKF in Continuous-Discrete form is also
expressed, where Plant dynamics are expressed in Continuous form and measure-
ments are expressed in discrete interval of time [9].

State-Space Modelling of BLDCM
State-Space representation of BLDCM with state Eq. (6) and output measurement
Eqs. (7) is as expressed as follows [10].

State equation of BLDCM

x(k + 1) = Adx(k) + Bdu(k) (6)

which internally expressed as

f1 = x1(k + 1) = A11x1(k) + A12x2(k) + B11u(k)

f2 = x2(k + 1) = A21x1(k) + A22x2(k) + B21u(k) (7)

Output/Measurement equation of BLDCM y(k) = Cdx(k)
In above state space modelling equations
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x(k) =
[
x1(k)
x2(k)

]
→ Present state estimator x1(k) → Speed x2(k) →Mechanical

position
where sampling time T = 1 s while converting CTS form of BLDCM into DTS

form of BLDCM. The simulation results which are shown in Figs. 2, 3, and 4 show
the BLDCM with EKF Block Diagram, Output and State estimations with EKF.

The simulation results which are shown in Figs. 3 and 4 are the state estimators
and the output measurements under Gaussian white noise signals of a non-linear
Sensorless BLDCmotor. The estimated values are approximately reaching the actual
values without much disturbances. To improve the performance of EKF, there are
some modifications done to the EKF [11].

Based on that Kalman Filter techniques are further divided as

(a) Iterated EKF (IKF)
(b) Linearized KF (LKF)
(c) Unscented KF (UKF).

In IKF, method calculation of measured states, Covariance Matrix and Kalman
Gain are done repeatedly every time by the updated estimation in each stage. In

Fig. 2 Block diagram representation of BLDCM with KF

Fig. 3 BLDCM-EKF output measurement estimations
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Fig. 4 BLDCM-EKF state estimations

LKF, assumed state trajectory x̄(t) is utilized for the present state measurement. The
assumed value should be selected in such a way that it should be very close to best
available state. EKF is little bit accurate than LKF. To avoid chattering with EKF at
the starting stage, one can choose LKF at staring and then better to switch to EKF like
startingmethods adopted to the motors which act during the starting stages inorder to
avoid large inrush of currents, after attaining pickup speeds switched to the removal
of starting/auxiliary devices.

In UKF,as earlier discussed point EKF that produces chattering those tuning
difficulties in EKF is overcome by change of characteristics of noise pdf through
non-linear transformation. Gaussian distribution properties can be propagated easily
rather than covariance matrix. Among all UKF has better value which is closer to
the True value. The comparison is shown in Fig. 5.

Recommendations while tuning with EKF:

• Choose R depends upon the sensor types.
• Inorder to make convergence of simulation results at faster rate, assign P0 with

sufficiently higher value.
• The values of matrixQ is to be considered randomly (mostly as a positive definite

matrix).
• Data rejectionmethods are applied if themeasured value is out of bounds of actual

output.

Fig. 5 Comparison of UKF, LKF with EKF
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Other than EKF, IKF, LKF and UKF, some filtering techniques are also famous in
some special tracking applications like h-Infinite Filter, Particle Filter and Gaussian
Filter methods as tracking techniques.

3.3 Particle Filtering Technique

Particle Filter technique is applicable where the Kalman Filter faces issues due to
highly non-linear influencing disturbances which causes the state estimations as
beyond certain unacceptable limits. In Particle Filtering technique, we can choose the
particles as a distributed ones in state space based upon the Probability Distribution
Function (PDF) of the states. PF is completely a non-linear state estimator which
uses Bayesian Probability Approach to calculate the state estimator. Particle Filtering
Technique procedural steps to apply for any system along with the Gaussian white
noise signals is explained [12, 13].

Steps involved in solving Particle Filter Technique
Step 1: The state and output measurement equations for the BLDCM are as follows

x(k + 1) = Gx(k) + Hu(k) + x_N

y(k) = Cx(k) + Du(k) + x_R (8)

Step 2: Assume the initial pdf of the state estimations p(x(0)) as known values.

Step 3: Generate the N initial particles randomly. The random particles are denoted
by x+

0,p where p = 1, 2, 3, 4, 5, …, N

Step 4: Set the Iteration count k = 1.

(a) For the known initial known values of the state estimations update the state
equation and measurement equations

(b) Calculate the likelihood of the each particle by using the following formula

qi ≈ 1

(2π)
m
2 |R| 1

2

∗ exp

(−[y − h(x(k))]T R−1[y − h(x(k))]
2

)
(9)

(c) Based upon the obtained likelihoods which are calculated on the above step

qi = qi∑N
m=1 qm

(10)

(d) Perform resampling process by generating set of posteriori particles.
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Step 5: Now, We can calculate the any required state and measurement of the
probability Distribution Function (PDF) based upon the set of updated particles by
using Eq. (11)

p(x(k), y(k)) ≈
N∑
j=1

w j
k δ

(
xk − x j

k

)
(11)

where w j
k , x

m
k → Weight and State of jth particle δ → Delta Dirac Function

The block diagram representation of BLDCMotor with PF algorithm is as shown
in Fig. 6. The simulation results which are attached in Fig. 7 are the Particle Filter
implementation to the BLDCM for its state estimations along with Actual state
estimates of BLDCM. For the simulation of BLDCM with Particle Filtering, the
following initial assumptions are made for tuning the Sensorless BLDCM. Consider
state-space modelling equations of BLDCM with the state and output measurement
vectors G, H,Cd , Dd PF is invented to implement the Bayesian Estimator [14]. The
tuning parameters of PF technique are listed in Table 1.

Fig. 6 Block diagram for the implementation of PF technique to BLDC motor

Fig. 7 BLDCM-particle filtering state estimations
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Table 1 PF tuning
parameters

Parameter Assumed value

Initial actual state measurement 0.1

System-noise covariance 1

Output-noise covariance 1

No of iterations and particles 75 and 50

Initial State Variance 2

Truncated Limits 76

4 Consistency Tests

The measurement factor for any methods which are adopted for the optimization of
performance parameters of any device/machine is concluded based upon its “con-
sistency in reaching the True Value even if we perform the simulation multiple
times”.

The consistency of Filtering techniques are determined by

• Root Mean Square Error (rmse) value Test,
• Mean Square Error (mse) values,
• Signal Bound Test,
• Normalized Error Square (NES) test,
• Auto-Correlation Test,
• Crammer Rao Inequality Test. Consistency Tests are applied to the obtained

simulation results of Sensorless BLDCM and the comparison is done to give
the justification on adoption of Filtering Techniques.

Mean Square Error Test For EKF and PF Method
The consistency test by usingmse test is performed [15] and resulting error values are
calculated for the output measurement and state estimation values of the Sensorless
BLDCMwith EKF and PF techniques. Themean square error for the state and output
measurements are states then PF has less than EKF. The obtained simulation results
are tabulated in Table 2, which shows that PF has better performance than EKF
technique.

Auto-Correlation Test To Compare EKF-PF Methods
The following simulation results in Fig. 8 marked over a region suggest that BLDCM
with Particle Filtering Technique has better consistency when compared to BLDCM

Table 2 Comparison of
EKF-PF consistency by MSE
Test

Consistency test (mse) EKF PF

Measurement 0.5312 0.461992

State estimation-1 0.7266 0.494547

State estimation-2 0.1946 0.125133
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Fig. 8 Comparison of EKF-PF consistency by auto-correlation test

Fig. 9 Comparison based upon consistency tests

with EKF. Axes 1 and 2 represent the state estimates and Axes 3 and 4 represent
auto-correlation results for state estimates of BLDCMwith no of iterations inX-Axis.

Similarly, we can implement the remaining Consistency Tests based upon the
simulation results which are obtained in EKF and PF techniques. Based upon the
Consistency tests, we can conclude that PF has more consistency in reaching the
True value when compared to EKF method. The following Fig. 9 represents the
above conclusion by comparing the True value, Measured value, EKF value and PF
values in a pictorial way.

Conclusions and Future Scope
In this paper, adaptive filtering techniques EKF and PF are adopted to BLDCM state
and output measurements. The simulation results are attached and based upon the
obtained results. The consistency tests are applied to determine the errors to obtain
the suitability of desired filtering technique. PF gives better performance based upon
the consistency results than EKF method. The future extension for this paper is
BLDCM with Improvement of PF algorithm by introducing Monte Carlo Sampling
along with the Bayesian Estimation which is integrated with the basic PF to improve
the weak targets in PF algorithm results.
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PWM Control Technique for Switched
Reluctance Generator in Variable Speed
Applications

Rishiraj Sarker , Debaparna Sengupta, and Asim Datta

1 Introduction

Switched reluctance generator (SRG) can be defined as a recent type of electronically
commutated and controlled, brushless, rotating electrical machine. Switched reluc-
tance machine (SRM) is proficient in operating as a motor as well as a generator by
regulating its converter firing angles [1]. The constructional feature of this machine
as a generator is same of a motor, as both does not require any permanent magnet or
field windings on its rotor. However, there is a lot of significant differences in their
design of the controller. SRG has attracted the researchers by its unique properties
over the existing machines as listed below

• Low production cost due to absence of permanent magnet.
• Low inertia as there are no windings on the rotor.
• High-speed operation.
• Flexible operation in high temperature.

The aforementioned properties allow the SRGs to be adopted in various power
system applications, i.e. aircraft system [2], hybrid electric vehicles [3] and wind-
generation applications [4]. A 6/4 SRG is constructed for automotive applications
and its performance is elaborated in [1]. A simulation modelling and experimental
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setup of SRG control technique are reported in [5], but the design is not suitable for
high-speed operation. A gas turbine application-based SRG model is designed and
its performance analysis is accomplished in [6]. A sensorless SRG control technique
is presented in [7]. A 24/16 SRG has been utilized for automotive application. A
suitable agreement is achieved between high starting torque and low-speed operation
while attaining optimum operating condition, reported in [8]. A switched reluctance
generator with an extra step-down converter is presented for the enhancement of
the previously developed systems for variable speed wind energy applications. A
simulated model encompassing the high-speed operation of SRG has been illustrated
in [9]. A state of the art of SRG for both high- and low-speed applications is proposed
and presented in [10, 11]. The control of SRGs has not been broadly investigated till
now.

This paper discusses the electromechanics of SRGwhich consists of a brief discus-
sion on the procedure of energy conversion and torque generation. The objective is to
enlighten a perception on the control issues of SRG. Discussion on the control struc-
ture and its implementation is included which is built on the previously developed
electromechanical concepts. The PWM control technique of SRG is verified with
MATLAB/SIMULINK to verify its suitability in the variable speed applications.

2 Electromagnetic Energy Conversion in SRG

The objective is to analyze the characteristics of SRG with a brief explanation of the
energy conversion procedure so that the control of the SRG can be discussed.

Figure 1 depicts the cross-sectional view of a three-phase SRG which consists of
6 rotor poles and 8 stator poles. The coils rounding the different poles of the stator
are reciprocally interlinked to assemble the three-phase windings. The structural
compactness enables the rotor to be used in high-speed operations due to the absence
of permanent magnets on the rotor.

Fig. 1 Cross-sectional view
of a conventional 6/4
switched reluctance
generator

1

1'

2

2'3

3'

Rotor

Stator

Phase 1
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2.1 Principle of Torque Generation

The switched reluctance generator has a salient structure for a laminated ferromag-
netic material-based rotor and a salient pole-mounted stator. The machine operates
as a controlled stepper motor while working in motoring mode, but the machine does
not have electromagnets (DC operated) on the rotor. This machine simply works on
the force of attraction inbetween a ferromagnetic material (salient shaped rotor) and
a rotating magnet (stator poles governed by pulses generated and instrumented in
power electronic devices). An example of this type of machine is shown in Fig. 1.
The two coils wound around the reverse stator poles are excited concurrently, and
thus the magnetic flux is produced. The resultant torque rotates in the anticlockwise
direction. Thus, torque is generated over a restricted area, based on the stator poles
arc. In a simple 6/4 machine, as shown in Fig. 1, the coil inductance (L) fluctuates
with the rotor position. Positive rotation is in the anticlockwise direction. To eradicate
the negative torque impulse, the current must be zero whilst the poles are extricating,
i.e. during the interval between A and K, as in Fig. 2.

The torque production cycle related to each of the current pulses is termed as
stroke. Consequently, the generation of continuous one-directional torque entails
more than a single phase, such that the gap between the torque waveform generated
by a single phase is occupied by the current flowing in other phases. Usually, there
is a single stroke/rotor pole pitch in each phase, and the current in other phases are
flowing over only a segment of the rotor pole pitch. The current and inductance
waveforms infer a saw-tooth waveform of flux-linkage (� = Li).

Fig. 2 Torque production in SRG
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2.2 Torque Equation

In order to avoid the complexity, the fringing flux effect around the poles is neglected,
assuming that all the flux cross the air gap in a circular direction. Mutual coupling
between two phases is usually very low, thus neglected. The equation of voltage for
single phase is [6]

v = Ri + d�

dt

= Ri + L
di

dt
+ i

dL

dt

= Ri + L
di

dt
+ ωm

dL

dθ
(1)

where v, i , �, R, L, θ and ωm are termed as the terminal voltage, current/phase,
flux-linkage (Volt-seconds), resistance/phase, inductance/phase, angular position of
the rotor and the angular velocity of rotor (rad/s), respectively.

The back EMF (e) is expressed as

e = ωm .
dL

dθ
(2)

The instant electrical power (vi) is expressed as

vi = Ri2 + i L
di

dt
+ ωmi

2 dL

dθ
(3)

At any instant, the rate of change of stored magnetic energy is given by

d
(
1
2 Li

2
)

dt
= 1

2
i2
dL

dt
+ Li

di

dt
= 1

2
i2ωm

dL

dθ
+ Li

di

dt
(4)

As per the law of conservation of energy P = Teωm , where P and Te are the
instantaneous mechanical energy and electromagnetic torque.

Thus, rearranging (2) and (3)

P = Teωm = vi − Ri2 − d
(
1
2 Li

2
)

dt

and Te = 1

2
i2
dL

dθ
(5)

where the slope of the inductance graph in Fig. 2 is depicted by dL
dθ
.
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The firing angles are chosen in a manner that dL
dθ

< 0 for generating mode of
operation. The back emf is negative (generating), while dL

dθ
> 0 depicts that the back

emf is positive (motoring).

3 SRG Control Strategies

Opinionated on the electromechanics of the SRG and the principle of energy conver-
sion studied in the preceding sections, the control of SRG is discussed henceforth.
The study starts with an analysis of a conventional SRG controller architecture.
The different methods of controlling the SRG are discussed later on. Finally, the
discussion ends with a specific controller implementation.

Figure 3 shows a general SRG control architecture. The DC voltage (VDC) is
given back and equated with the reference voltage (V ∗

DC ). The controller adjusts the
variables, i.e. the switching on/switching off angles (θon/θof f ) and reference point of
current (IHI ). The controller can utilize the input parameters, i.e. rotor speed (ω) and
bus voltage (VDC). The SRG, which characterizes the convener and the machine in
Fig. 3, produces current (Io).

3.1 High Energy Conversion Control Method

To attain the maximum energy conversion, an SRG system is regulated with the
DC bus voltage according to the rotor speed. As i2 is positive, the torque does not
vary towards the current direction. The motor winding voltage is v = Vs (the supply
voltage is termed as Vs) when Q1 and Q2 are simultaneously kept on at a time. In
the same way, v = −Vs when Q1 and Q2 are simultaneously off at a time.

Fig. 3 Block diagram of basic SRG control technique
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Fig. 4 SRG converter

Controller helps to maintain the DC bus voltage (VDC) across C in a perfect flat-
topped shape. The load voltage (VL) is controlled at a fixed value with a load voltage
controller by chopping action provided by Q3 (Fig. 4).

3.2 Proposed PWM Control Method

By changing the applied voltage, PWM control method can be used to adjust the
current to a user-defined value. Generally, the generator is expected to be operated
at a very high speed.

In a single PWM period, the excitation current refers to the area A1 and the
generated current refers to area A2 in Fig. 5. It is assumed that the duty cycle (α) is
fixed for a single switching period and the current ripple due to PWM is insignificant
compared to its average peak value (ip) [8];

A1 = D1tPWMiP
A2 = D2tPWMiP (6)

where D1 = α, D2 = (1 − α) and tPWM is the time period of each PWM pulses
(tPWM = 1/ fPWM ). The total current in a single period of PWM (Io,PWM ) is

Io,PWM = A2 − A1 = (D2 − D1)tPWMiP (7)

The preliminary excitation current and the generated current [area specified as
(1) and (2) in Fig. 5] are ignored in the calculation. The proportion of the excitation
energy and the generated energy ε with the duty cycle is expressed as
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Fig. 5 Excitation area of PWM strategy

ε = D1/(D2 − D1) (8)

= d/(1 − 2α) (9)

Each of the three-phase circuit equation is articulated as follows:

VDC = L
diexc
dt

− e (10)

where the coil resistance is ignored and the back EMF (e) is expressed as

e = ωi L
dl

dt
(11)

where ω is the rotor speed. At any condition, VDC > e must be satisfied else the
total current will be increased throughout the drifting period. The increased current
at the excitation period is

L
diexc
dt

= VDC + e > 0 (12)

It is assumed that the variation in inductance (L) of a PWM period is minor and
can be neglected to maintain the constant current over each of the PWM periods,

diexc
dt

D1tPWM = di gen
dt

D2tPWM [VDC + e]D1 = [VDC − e]D2 (13)

By reshuffling the above Eq. (13)
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α = 1

2
(1 − e

VDC
) (14)

From Eq. (9), if α ≥ 0.333 then ε ≥ 1. To generate the total energy larger than
the excitation energy, the condition of α < 0.333 must be fulfilled. Substituting this
condition into Eq. (14), we get the condition of e ≥ 0.333VDC . Hence, the condition
to generate total powermore than the power used for the excitationwith PWMcontrol
is

0.333VDC < e < VDC (15)

0.333ωB < e < ωB (16)

where the base speed is ωB . The result shows that to generate a total power more
than the excitation power with the PWM control, the speed of the prime-mover must
be higher than one-third of the base speed (speed range of 1:3).

4 Implementation of the Proposed Controller

Figure 6 shows a schematic diagram of the implementation steps of the gener-
ator controller. The controller consists of three main parts: microcontroller device,
commutation panel and input/output (I/O) terminal. The commutation panel includes
an field programmable gate array (FPGA), receiving terminal of encoder signal and
a digital/analog converter. The commutator panel of the FPGA device specifies the
converter’s switching states from the incoming encoder signals and sends the infor-
mation from themicrocontroller about the switching angle. The commutation signals
are sent to the input/output board. The digital/analog converter is used to detect

Fig. 6 Schematic block diagram of the proposed SRG controller
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Fig. 7 Equivalent circuit for SRG single-phase structure

and regulate the overcurrent. The input/output board sends the commutation signals
through optical transmitters to the power converter. The DC bus voltage is fed back
through an isolation amplifier and an analog/digital converter.

4.1 Simulation Model

Output power of SRG may vary depending upon several variables, i.e. excitation
current (Iexc), excitation voltage (Vexc), rotor position, rotor speed, etc. The above-
mentioned parameters can be regulated by achieving a higher proficiency in the
SRG application. Thus, bringing out the finest parameters to generate an optimum
performance is a challenge to the researchers. Hence, inbuilt block diagrams and
special functions of MATLAB/SIMULINK have been utilized to realize an effective
PWM control model of the SRG.

The SRG is displayed as a combination of series resistor and inductor as illustrated
in Fig. 7. Each phase of the SRG is modelled in Simulink based on (1). The model is
then combined with quite a few modules such as power converter, controller block
and positioning sensor. Each of individual modules has been tested separately and
assembled to arrange a complete system as shown in Fig. 8.

4.2 Results and Discussion

The maximum and minimum phase inductances used for the simulated 3 phase 6/4
SRGmodel are 50 mH and 10 mH, respectively. A machine with a higher number of
rotor poles will involve more excitation. The current and torque profile of a 3 phase
6/4 SRG have been realized and presented in Fig. 9a, b.

Further, (1) can be re-written as
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Fig. 8 MATLAB/SIMULINK-based model of SRG
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Fig. 9 a Current and b torque profile of a three-phase 6/4 SRG

i = ±V t

L + (
R + ω

(± dL
dθ

))
t

(17)

According to (17), the current steadily increases corresponding to the voltage and
position of θon and the slope of the inductance. The current (i) then starts increasing
as the rotor shifts from its allied position till the back EMF is greater than VDC and
it slowly reaches to zero. The amplitude of the current depends on the magnitude of
the back EMF and the stored energy, as presented in Fig. 10.

It is visible that, if θon is placed before its allied position, the current profile looks
like a catenary curve, as in Fig. 10d. On the other hand, if θof f is kept constant, while
θon is shifted with the decreasing inductance profile, the current reduces as shown in
Fig. 10a–c.
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Fig. 10 Current variation in terms of changing inductance

5 Conclusions

This paper encompasses the PWM control strategy of SRG to enhance the existing
research work. The mathematical formulations and theoretical analysis hold a good
resemblance with the simulated results of the current–torque characteristics of a
three-phase 6/4 SRG. FPGA platform is chosen to realize the effective results of
the proposed control scheme. However, various changes in the parameters have been
done for an in-depth analysis of themachine. Thiswould result in a higher expenditure
and would be laborious if the changes were to be achieved during the experimental
phase. Hence, this work enlightens a new direction to the researchers to analyze
the complete system before instrumenting the experimental prototype. Additional
investigation is obligatory to fill the economic gap with the aid of quantitative and
qualitative software to enhance its performance and acceptance. Further, the projected
PWM control strategy can be implemented in the design of a switched reluctance
motor-driven hybrid electric vehicle, SRM operated photovoltaic system and aircraft
system.
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Genetic Algorithm Optimized Direct
Torque Control of Mathematically
Modeled Induction Motor Drive Using PI
and Sliding Mode Controller

Abha Pragati, Bibhu Prasad Ganthia, and Bibhu Prasad Panigrahi

1 Introduction

Speed controller design significantly affects electric drive output. Because of their
basic structure, PI speed controllers are commonly used in industrial applications.
However, due to continuous variance of machine parameters, model uncertainties,
nonlinear dynamics, and external device disturbances, fixed-gain PI controllers are
often unable to enhance the necessary output of the function. Continuous adaptation
of the controller parameters therefore becomes desirable when high output from the
drive system is needed [1, 2]. Genetic Algorithms (GAs) are adaptive search tech-
niques focused on a biological definition of “survival of the fittest.” It can provide
an inexpensive and reliable way to optimize applications by looking for a global
minimum without having a cost-function derivative [3]. Thus, GA can be added to
tuning the PI controller gains to ensuremaximum control output under nominal oper-
ating conditions [4]. Another solution to this issue, however, is to fully replace the
PI controller with adaptive control structures such as self-tuning and Artificial Intel-
ligence techniques, Model Reference Adaptive Control (MRAC), and Sliding Mode
Control (SMC) [5]. The sliding mode control strategy has demonstrated robustness
against motor parameter uncertainty and dynamic modeling, insensitivity to external
load disturbance, stability and rapid dynamic response among these different designs
proposed [6, 7]. It is therefore found to be very efficient in regulating systems of elec-
tric drives. Big chattering of torque at a steady state can be called the key downside
for such a control scheme [8, 9]. One way to boost the efficiency of the sliding mode
controller is to link it with Genetic Algorithm (GA) to create a controller for GA
Sliding Mode (GA-SM).
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Fig. 1 Modern variable
speed IM drive system

2 Induction Motor (IM) Drive

The IM is perhaps the most commonly used AC engine, as it provides many advan-
tages compared to other engines. Two forms of 3-phase IMs exist. They are Wound
rotor IMandSquirrel-cage IM [10, 11]. Bothmachines are identical froman electrical
point of view, except that the previous has permanently shorted rotor winding termi-
nals within the system. In the context of a wound-rotor system, the 3-phase rotor
winding terminals are externally available for the operation [12, 13]. The project
discusses only the speed strength of Squirrel-cage IM. Figure 1 displays the block
diagram for a typical modern IM drive device with variable speed. The IM is directly
or indirectly related to the charge (through gears). The power converter regulates the
transfer of power from an ac supply toward motor by actively regulating the voltage
semiconductor switches [14, 15].

Primary reasons for this complexity are the use of variable frequency, harmoni-
cally configured electrical systems for converters and complicated dynamics of ac
systems, differences in system parameters, and complexities in managing feedback
signals in the existence of transient harmonics [16]. The IM is superior because they
are machines that are stable and reliable to their counterparts, because they have
functionality such as repairs-free in operations [17].

3 Direct Torque Control Technique

This switching-based approach has been described as the approach that is simple and
feasible to meet those needs. DTC is one of the most excellent and efficient methods
for regulating control induction [18]. This approach emphasizes differentiated torque
value and the stator flux monitoring and is now one of the vital systems commonly
observed control methods with the purpose of regulating torque and flux efficiently
[19]. Figure 2 displays the typical block diagram for conventional DTC scheme.

The diagram of the DTC block arrangement is displayed in Fig. 3 and the frame
of reference for the stator and rotor axis. The reference torque can be measured using
a PI unit using the variation in instantaneous speed and reference speed. Selection of
this reference speed strengthens the torque and flux control dynamic response [19].
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Fig. 2 Conventional DTC
scheme

Fig. 3 Controller block
diagram

4 Genetic Algorithm

GA is a global stochastic tool for the optimizing of adaptive search based on natural
selection frameworks. GA has been widely acknowledged as a major and successful
tool for resolving optimization problems [20]. Compared to other techniques of opti-
mization, such as simulating annealing and random search methods, GA is effec-
tive in the avoidance of local value of minima value which is a typical feature of
the nonlinear models. The GA architecture is illustrated in Fig. 4 and PI controller
implementation of the genetic algorithmwell into the sliding control mode algorithm
is shown in Fig. 5.

The detail parameters for the genetic algorithm are shown in Table1. This repre-
sents the iterations of the genetic algorithm defining the conditions for the controller
operations.
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Fig. 4 GA architecture

Fig. 5 Genetic algorithm in
PI-SMC-based DTC

Table 1 Parameters for
genetic algorithm

Parameters Value Attributes Strategy

Generations 20 Selection Stochastic

Chromosomes 16 Crossover Double Point

Genes 4 Crossover
Probability

0.8

Chromosome length 40bit Mutation Rate 0.07
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Fig. 6 Sliding mode control
phasor

5 Sliding Mode Controller

This highly advanced technique is widely recognized for its robustness against
internal uncertainties, uncertainties due to nonlinearity in parametric variations and
anomalies that were excluded in the modeling. SMC procedure is applicable for
enhancing DTC for IMs highlighted in this study [21].

Such strategies enhance the efficiency of the steady state and preserve the benefits
of intermittent state and the torque and flux are resilient against system parameter
variations. It presentsmodels and experimental findings to demonstrate the feasibility
of the proposed strategy [22]. Fig. 6 shows the concept of sliding mode technique in
phasor diagram form where the desired value and reaching mode to the stability are
presented [23].

6 Simulink Model and Result

The direct torque control design PI-DTC and SMC-DTC framework and the flux
depending on the sliding mode of a speed-driven induction motor are shown in
Fig. 7. The model is cascade order for electromagnetic torque control, square flux
norm, and speed control. So there are sliding control method and genetic algorithms
that are introduced to adjust the torque, flux, and speed in the control structure.

6.1 DTC Using Conventional PI Controller

The results from conventional PI controller are shown in Fig. 8 which represents the
result for the electromagnetic torque; Fig. 9 shows the speed obtained from the rotor
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Fig. 7 Controller design and implementation in IM drive

Fig. 8 EM torque versus
time(sec)

Fig. 9 Rotor speed (Nr)
versus time(sec)
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Fig. 10 Stator flux
trajectory of d-axis and
q-axis

for the system. Figure 10 highlights the trajectory for the stator flux. The frame of
reference for the model is stationary form.

6.2 DTC Using PI-Genetic Algorithm

The results using conventional PI-GA controller are shown in Fig. 11 which repre-
sents the result for the electromagnetic torque, Fig. 12 shows the rotor speed for
the system, and the Fig. 13 highlights the trajectory for the stator flux in stationary
reference frame.

6.3 DTC Using PI-Sliding Mode Controller-Genetic
Algorithm

The proposed frame for the direct torque control architecture and the flux from the
stator frame based on the sliding mode of a speed-controlled IMD (induction motor)
(PI-SMC-GA-DTC) are shown inFig. 14. Figure 15 represents SVMforDTCscheme
of IM using GA in association with the proposed technique.

The proposed technique gives better results with respect to all the uncertainties
that arise due to the speed variations represented in the following figures shown
above. Figure 15 represents torque due to electromagnetic vs time, Fig. 16 shows
Rotor speed vs Time, 18 shows d-axis voltage of DTC scheme of IM using PI
with Nonlinearity, 19 shows q-axis voltage of DTC scheme of IM using PI with
Nonlinearity, 20 represents d-axis voltage of DTC scheme of IM using SMC with
Nonlinearity, 21 represents q-axis voltage of DTC scheme of IM using SMC with
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Fig. 11 EM torque versus
time(sec)

Fig. 12 Rotor speed versus
time(sec)

Nonlinearity, 22 demonstrates the d-axis voltage of the IM DTC strategy using PI-
SMC-GAwith nonlinearity of speed variations, 23 indicates the q-axis voltage of the
IM DTC strategy employing nonlinearity PI-SMC-GA as well as Fig. 24 illustrates
the d-axis graph and q-axis trajectory flux in the stationary reference frame in the
research stated in modeling approach.
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Fig. 13 Stator flux
trajectory of d-axis and
q-axis

Fig. 14 Block diagram of
the proposed technique

Fig. 15 SVM for DTC
scheme of IM using GA
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Fig. 16 Electromagnetic Torque versus time(sec)

Fig. 17 Rotor speed versus time(sec)

Fig. 18 d-axis voltage of DTC scheme of IM using PI with nonlinearity.
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Fig. 19 q-axis voltage of DTC scheme of IM using PI with nonlinearity.

Fig. 20 d-axis voltage of DTC scheme of IM using SMC with nonlinearity.

Fig. 21 q-axis voltage of DTC scheme of IM using SMC with nonlinearity.

Fig. 22 d-axis voltage of DTC model of IM using PI-SMC-GA with nonlinearity.
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Fig. 23 q-axis voltage of DTC scheme of IM using PI-SMC-GA with nonlinearity.

Fig. 24 Stator flux
trajectory of d-axis and
q-axis

7 Result Analysis and Discussion

The cost function for the controller is to determine that every generation’s individuals
can be selected as the Integral Time of Absolute Error (ITAE). This cost function
can be written in mathematical expression as follows:

ITAE =
∫ t

0
t |exp(t)|dt

GA is looking for the optimum set value of the conventional PI controller gains
during the search process which minimizes ITAE cost function. This function is set
as the criterion of evolution of the GA with positive and negative errors calculations.
The comparison between controllers at different operating conditions is shown in
Table 2.
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Table 2 Comparison of controllers with the proposed technique at various operating conditions

Conventional PI PI-GA PI-GA-SMC
(Proposed
technique)

Speed 60 rad/s at rated load torque of 30% ITAE 0.08165 0.09514 0.09832

Reference speed of 120 rad/s at Nominal
Parameters. Phase load torque applied at t =
2 s from 30 to 90% rated load

0.32 0.229 0.232

Reference speed of 60 rad/s and rated load
torque of 30%

0.01182 0.04266 0.04319

Reference speed 120 rad/s at nominal
parameters and load torque rated 30%

0.6061 0.5199 0.5102

Applied with 120% uncertainty in motor
inertia (J) 60 rad/s reference speed at 30%
level load

0.3258 0.3025 0.3005

Speed variation from 60 to 250 rad/s at a
level load of 30% and nominal parameters

12.78 9.49 9.05

Reversal of speed value from 60 to −
60 rad/s at 30% average load with 60%
uncertainty in engine
inertia (J)

9.45 5.28 5.21

Reference speed 150 rad/s at nominal
parameters and load torque rated 50%

0.6158 0.5210 0.5100

The Simulink results compared with the proposed technique are categorized
according to following operating conditions: Speed 60 rad/s at rated load torque
of 30%, Reference speed of 120 rad/s at Nominal Parameters. Phase load torque
applied at t = 2 s from 30 to 90% rated load, Reference speed of 60 rad/s and rated
load torque of 30%, Reference speed 120 rad/s at nominal parameters and load torque
rated 30%, Applied with 120% uncertainty in motor inertia (J) 60 rad/s reference
speed at 30% level load, Speed variation (Nr) from 60 to 250 rad/s at a level load
of 30% and nominal parameters, Reversal of speed value from 60 to −60 rad/s at
30% average load with 60% uncertainty in engine inertia (J), and Reference speed
150 rad/s at nominal parameters and load torque rated 50%. A phase shift in the load
torque from 30% changed to 90% of its actual value is at time t = 2 s where the
motor is operating at 120 rad/s to analyze the disturbance value of rejection potential
of the proposed schemes. When the change in load torque is applied, PI-GA shows
a low capacity for disturbance with the steady-state error of 0.15% while GA-SMC
shows zero sensitive to sudden change in load. PI-SMC-GA-based system has the
faster response toward the speed variations and achieves faster steady state.

In Table 3, it is concluded that the proposed technique can play a vital role in
DTC of induction motor drive with faster response toward the speed variation.
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Table 3 Comparison between controllers at different operating conditions

DTC SVM
DTC

PI
SMC
DTC

PI
GA
DTC

Proposed
technique

Torque &
flux ripple

More Less Average Average Average

Torque
response

Fast Fast Fast Faster Faster

Switching frequency Vary Constant Constant Constant Constant

THD High
Distortions

Low
Distortions

Low
Distortions

Less
Distortions

Less
Distortions

Switching loss More Less Average Average Less

Sensitivity No Yes No No No

Complexity Simple Simple More More More

Speed
Regulation

Slow Fast Good Very Good Very
Good

Precession Less Average Average Average More

Computation time Low Average High Average High

Controller
Regulation

Hysteresis PI
Controlled

SMC
Controller

GA and PI
Controller

PI + SMC + GA +
DTC
Controller

8 Conclusion

This paper highlights the implementation of GA-genetic algorithm characteristics
using sliding mode control technique with conventional PI controller for the direct
torque control of IMD; inductionmotor drive system. This follows research paper the
conventional controller technique compared with the proposed PI-SMC-GA control
technique and it gives superior efficiency on speed variations and faster response
toward steady-state operation. TheDTCdrive is the electromagnetic torque command
based on the Lyapunov principle for GA-SM control. PI-GA demonstrates better
output under nominal driving conditions while GA-SM reveals robustness over vari-
ance in stator resistance, inertia instability, and crassness of stability to the. Themodel
provides better efficient and smooth operating process with faster steady-state opera-
tions. In future, more adaptive techniques can be implemented for better steady-state
operations with higher constraints.
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Implementation of Modified Five-Level
Inverter Using a Reduced Number
of Switches

Sumit Kumar Rai , S. L. Shimi, and Lini Mathew

1 Introduction

The multilevel power converter structure can be employed as an alternative in high-
power and medium-voltage situations. A multilevel converter can not only achieve
high power rating but also allows the use of renewable sources of energy. Renewable
energy sources such as photovoltaic, fuel cells, and wind can be interfaced with
an MLI system for high-power applications with ease. Different major multilevel
structures have been applied in industrial applications such as Cascaded H-bridges
multilevel inverter with separate dc sources, diode clamped multilevel inverter, and
Capacitor clamped multilevel inverter. Recent studies show that topologies of three
levels are quite suitable solutions for low-voltage applications whereby medium or
high switching frequency is used [2]. When the switching frequency is more than
10 kHz [1], the effectiveness of the classical three-level neutral-point-clamped (NPC)
converter [3] may also be more helpful than the traditional two-level inverter. Over
the years, the literature has recorded many different multilevel converter topologies
[3–8]. High-power medium-voltage motor drives fed from multilevel inverters are
increasingly being used in various applications in the industry [9, 10]. Compared to
conventional two-level voltage-source inverters, multilevel inverters produce voltage
waveforms with low harmonic distortion at relatively low switching frequencies.
Also, many of the problems encountered in two-level inverters like high dv/dt, high
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electromagnetic interference, high voltage stress on the systems, high switching
losses, output filter requirements can be significantly mitigated by using multilevel
inverters. These advantages of themultilevel power conversion have introduced high-
level research in this area, leading to the introduction of several new multilevel
inverter topologies and related pulse width modulation (PWM) techniques [11, 12].

The paper is designed as follows: Sect. 1 highlights the theoretical concept of
the multilevel inverter. The proposed five-level inverter topology and the SHE-PWM
switching technique are described in Sect. 2. Section 3 discusses the simulation
studies to obtain current and voltage waveforms. The hardware implementation of
the modified 5-level with six switch inverter designs and their result are described
in Sect. 4. Section 5 provides hardware analysis and discussion of the overall study.
Lastly, the conclusions are presented in Sect. 6.

2 Proposed Topology

The topology shown in Fig. 1 consists of six switches and one diode with two
DC sources to obtain single-phase five-level voltage waveform. The conventional
cascaded H-bridge requires two CHB to obtain a single-phase five-level voltage
waveform, in which a total of eight switches with two DC sources. Thus, it
increases the power loss and circuit complexity of the circuit. Therefore, an improved
topology with better electrical performance of five-level inverter like efficiency, total
harmonics distortion (THD), Staircase waveform quality, common-mode voltage,
and input current. This topology operates in both symmetrical and unsymmetrical
cases. If S1 or S2 fails, then this topology works as a three-level voltage waveform,
and even if the voltage source (V 1) and S1 fail to operate then also obtain a three-
level voltage waveform. This topology operates five-level and three-level multilevel
inverter depending upon the situation of a circuit.

Fig. 1 The circuit model of five-level inverter topology
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In this paper, first of all, topology of the circuit model has been developed in
MATLAB/SIMULINK, which yields a five-level voltage waveform circuit model
with reduced switches. The voltage waveforms at different THD have been obtained
by varying the switching angle of gate driver circuit. The switching angle is calculated
to eliminate lower order selective harmonicswith the help of a genetic algorithm (GA)
and give the gate pulse according to selective harmonics elimination, pulse width
modulation (SHE-PWM) technique. The gate pulse is given to different switches
using Arduino Microcontroller. The gate driver circuit aims to isolate the topology
with the power circuit and controller circuit by using very few components, which
improves topology performance and reduced circuit complexity. TheMOSFET used
as a switch because it is best for medium voltage, power and also operates in a wider
range of frequency. The main characteristic of the MOSFET is ‘on’ and ‘off’ state
switching losses is less but more voltage drop and high-power losses during running
condition, this is also a drawback of MOSFET. The complete setup is arranged and
designed to validate the results, which is shown in this paper.

3 MATLAB/Simulation Results

In MATLAB/SIMULINK, MOSFET-based 5-level inverter has been designed using
the SimPowerSystems toolbox. A snubber circuit consisting of a series RC circuit is
connected in parallel with each power switch to provide protection. The gate pulse
is generated in MATLAB on the basis of the SHE-PWM technique. Here, six gate
pulses are generated for each switch and are shown in Fig. 2 for a complete cycle.

The voltage and current waveforms of five-level inverter obtained from
the MATLAB/SIMULINK model are shown in Fig. 3. The parameter set in
MATLAB/Simulink of 24 and 36 V with RL load (R = 250 �, L = 20 mH) and
discrete solver.

The harmonics of the 5th order are eliminated by using the SHE algorithm.

Fig. 2 Gate pulses generate using MATLAB/Simulink to trigger MOSFET
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Fig. 3 Voltage and current waveform of five-level inverter in MATLAB/Simulink

The frequency spectrum of phase voltage obtained using FFT analysis is shown
in Fig. 4. It is observed that the minimum value of phase voltage THD is 28.87% at
0.9 modulation index and also observed the current THD of the single-phase 5-level
inverter with motor (RL) is 21.84%. The current THD is less than voltage THD
because of the reason that the circulating current presence in circuit which act as a
filter.

Fig. 4 THD of voltage with RL load
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Fig. 5 Complete flow chart of control strategy of modified CHB five-level inverter

If the topology works as a three-level inverter, then voltage stress increases for
the switch and also increases to 35.18% we observed in MATLAB/SIMULINK.

4 Flow Chart of The Proposed Five-Level Topology

Figure 5 shows the block diagram of control strategy used in modified CHB topology
for eliminating selective lower order harmonics in output wave form. The gate pulse
for five-level inverter power switching is obtained using SHE control strategy. The
optimized switching angles α1, α2 are obtained using SHE techanique. Thus, to
solve SHE-based transcendental equation of the five-level inverter using Genetic
algorithm, this signal is used as distributed gate pulses for six switches where α is
the firing-angle of the power switch.

5 Hardware Design

5.1 Driver Circuit

The driver circuit consists of Arduinomicrocontroller, resistances, optocouplers, and
LEDs. The LED is used to indicate the signal presence which communicates between
the power circuit and the driver circuit. The complete setup of the driver circuit is
shown in Fig. 6. The internal connection of the driver circuit is shown in the PCB
layout, which is designed in Easy EDA software as shown in Fig. 8b.
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Fig. 6 The hardware setup of driver circuit with Arduino microcontroller

5.2 Power Circuit

The power circuit is designed with the help of six MOSFET switches and one diode.
Here, we used heatsink for protection against overheating. IRFZ44N is used as a
N-channel MOSFET which has medium power rating, The MOSFET is mostly used
at broad frequencies ranging from kHz to hundreds of kHz as switching instruments.
An advantage of a MOSFET as a switching device is the low-power consumption
required for gate drive. Figure 7 shows the hardware setup of power circuit with
MOSFET, heatsink, diode, and load. Here, in power circuit resistive load is shown,
but during experimentation an induction motor as RL load has been used.

The complete hardware setup which consists of two batteries each of 12 V to
generate 24 V for one source (V1) and 36 V taken from DC power supply for the
second source (V2), Arduino controller for generating pulses for driver circuit on the
basis of programming, the electrical circuit consisting of the power circuit and driver
circuit, using power quality analyzer (FLUKE 438) and YOKOGAWA DLM2024

Fig. 7 Hardware setup of power circuit with six MOSFET with heatsink and one diode
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Fig. 8 a The complete hardware setup of the proposed topology, b PCB layout of the proposed
topology

model are shown in Fig. 8a. The PCB layout of the complete hardware setup to
assemble all components in a single board for final hardware design and used for
practical application is shown in Fig. 8b.

6 Hardware Result and Discussion

Figure 9 shows the five-level voltage waveform when two DC sources of 24 and
36 V are connected with power circuit and driver circuit connected with each gate
terminal of power circuit.

This voltage waveform obtained across RL load using power quality analyzer
(PQA) shows power factor and displacement power factor as unity, the active and

Fig. 9 Shows active, reactive, and apparent power with current, voltage waveform in PQA
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Fig. 10 Harmonics spectrum of phase voltage up to 9th order at 0.9 modulation index

reactive power is 69 W, 4 Var, respectively, at 50 Hz frequency with 38.98 V rms
voltage and 1.72 A current.

6.1 Voltage THD up to 9th Order in PQA in RL Load

The harmonics of 0th, 1st, 3rd, 5th, 7th, and 9th order with corresponding amplitude
values as obtained in PQA are shown in Fig. 10a–f. The THD of 1st and 3rd order
harmonics of 38.91 V rms are 28.3,19.4%, respectively, in RL load and also THD
of 5th, 7th, and 9th of 38.87 V rms are 5.70, 4.90, and 15.0%, respectively. It is
observed from figure that 3rd harmonics is introduced because of the magnetizing
current under no-load condition. The 3rd harmonics introduced by this system is of
the value of 19.4% but can be eliminated in three-phase system. The experimental
results of the targeted 1st, 3rd, 5th, 7th harmonics were found to be higher than the
simulation results because of the significantly high value of hardware sampling time
and all physical parameters considered here.

6.2 Current THD up to 9th Order in PQA in RL Load

The harmonics of 0th, 1st, 3rd, 5th, 7th, and 9th order current with corresponding
amplitude are shown in Fig. 11a–f. The THD of 1st and 3rd harmonics at 1.69 A rms
are 25.9%, 18.9%, respectively, and the THD of 5th, 7th and 9th of 1.69 A rms are
5.2, 4.4, 13.5%, respectively.
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Fig. 11 Harmonics spectrum of phase current up to 9th order at 0.9 modulation index

The summarized table of phase voltage and phase current and their corresponding
amplitude of THD for the proposed topology with RL load (R = 250 �, L = 20 mH)
is shown in Table 1.

Figure 10b shows the THD of voltage at fundamental frequency, i.e., 50 Hz as
28.3% at 38.91 RMS voltage. This is the same result obtained inMATLAB/Simulink
using FFT analysis (Refer Fig. 4a) and is 28.87%, hence verified the hardware and
software results. In Fig. 11b, the current THD is shown as 25.9% at 1.69 A current.
Referring Fig. 4b, the current THD obtained usingMATLAB/Simulink was 21.84%.
The current THD value is less in Simulink result compared to hardware because in
hardware some losses occur and all physical characteristics have to be considered.
Hence, all software simulation result and hardware result are verified.

Table 1 Output voltage, current, and corresponding their amplitude of THD

Order of harmonics Voltage in (%) Current in (%) Magnitude rms (V) Magnitude rms (A)

0 0 1.2 0.01 0.02

1 100 100 37.44 1.64

3 19.4 18.9 7.27 0.031

5 5.70 5.20 2.12 0.08

7 4.90 4.40 1.82 0.07

9 15.0 13.5 5.59 0.22

THD 28.3 25.9 38.91 1.70
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6.3 Result Comparison

For 5-level inverter with two switches and one H-bridge phase voltage by using of
24 V, 36 V two dc input, the minimum THD value for GA-SHE algorithm has been
obtained at 0.9 value of modulation index. The theoretical output fundamental phase
voltage has been synthesized at a frequency of 50 Hz is given by Eq. (1) and is given
by:

V(peak) =Mi

(
4 ∗ Vdc

π

)
∗ sin(60

◦
)

=0.9

(
4 ∗ 60

π

)
∗ 0.8660 = 59.53 V (1)

Theoretical value (V)rms = 59.53/
√
2 = 42.100 V.

Hardware calculated value (V)rms = 38.98 V.
Error in RMS Voltage = 42.10–38.98 = 3.12 V
Thevoltage drop in hardware is 3.19Vdue to physical characteristics of switching.

7 Conclusion

In this paper, a single-phasemodified five-level unsymmetrical CHB inverter with six
switches and two dc sources has been presented. Themajor advantages of this type of
topology in contrary to conventional topologies are reduced number of devices and
simple control. This reduction in switches has lowered the size, complexity, cost, and
losses, very low ripple current can be present, resulting in a volume reduction of a
filter. If switching frequency is higher, which increased the switching losses, but the
resulting reduction in THD has immensely improved the inverter performance. As a
result, increased switching losses can be neglected safely. The simulated results are
validated on the experimental setup and found correct. The validation is tested on a
70Wprototype which was designed and built, and check prototype with an induction
motor type load. In the future, this work can be expanded to focus on applying this
design in a real-life standalone, grid-connected PV system, and industries in the field
of low-voltage and high-power applications.
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Fuzzy Logic Controller-Based BLDC
Motor Drive

Kishore Kumar Pedapenki, Jayendra Kumar, and Anumeha

1 Introduction

BLDC motor is an ideal motor for applications of low and medium power because
of its high torque/inertia ratio, high efficiency, high energy density, wide range of
speed control, low maintenance requirement. It is a three-phase synchronous motor
with permanent magnets on the rotor and three phase windings on the stator. It is also
known as an electronically switched motor because there are no mechanical brushes
and commutator assembly, instead an electronic commutation is used based on the
position of the rotor sensed by the Hall-effect position sensor. Applications can be
found in a broad range of household appliances, office automation I and industrial I
instruments, ventilation, automotive, air conditioning and many more.

Most widely used controller for speed control of any motor drive is proportional-
integral (PI) controller. Due to its robust performance over a wide range of operating
conditions and functional simplicity, the PI controller is extremely popular. Using PI
controller, motor drive is controlled because it is used to reach speed accurately and
decreases steady state error. Because of speed response of the drive is sluggish using
this controller which is due to integral portion of the controller. Since PI controller
doesn’t have the ability to predict the future errors of the system, therefore, it cannot
eliminate steady state oscillations and reduces settling time. Fuzzy logic has rapidly
becomeone of themost successful of today’s technology for developing sophisticated
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control systems. Several studies show, both in simulations and experimental results,
that fuzzy logic control yields superior results with respect to those obtained by
conventional control algorithms. Thus, in industrial applications, the fuzzy logic
control has become an attractive solution in controlling the electrical motor drives.
Fuzzy logic controller [1] is one of the promising controllers [2] in shunt active power
filters [3] also. The hardware setup based on the fuzzy logic was also developed in
this area of shunt active power filter [4]. In this paper, a simulation model with the
fuzzy logic controller with zeta converter is presented using MATLAB/Simulink.

2 Zeta Converter

The power factor corrected (PFC) zeta converter [5–7] is a fourth-order DC-DC
converter that works in both discontinuous and continuous current conduction mode
as shown in Fig. 1. It operates as a buck boost feature that is not inverted output
voltage.

Steady State Analysis [8]
Using inductor [9, 10] volt-sec balance equation, the relationship between input

and output voltage can be obtained as shown in Fig. 2a, b.
Let the switch Q is ON for a period of DT in the total period of T.

Fig. 1 Wave forms of Zeta
PFC converter
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Fig. 2 a Voltage across
inductor L1 [21]. b Voltage
across inductor L2 [22]

DTs D’Ts

VL1 Vdc(in)

VC1

t

DTs D’Ts

VL2 Vdc(in)+VC1-Vdc(out)

VC1

t

(a)

(b)

Inductor volt-sec balance equation:

Vdc(in)DTs − VC1D
1Ts = 0 (1)

Vdc(in)DTs = VC1D
1Ts (2)

VC1 = Vdc(in)D

D1
(3)

From Fig. 4b,

(Vin(dc) + VC1 − Vdc(out))DTs − Vdc(out)D
1Ts = 0 (4)

(Vin(dc) + VC1 − Vdc(out))DTs = Vdc(out)D
1Ts

VC1 = Vdc(out)

D
− Vdc(in) (5)

From the Eqs. (5) and (6)
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Vdc(out)

D
− VS = Vdc(in)D

D1
(6)

Vdc(out)

D
= Vdc(in) + Vdc(in)D

D1
(7)

Vdc(out) = Vdc(in)D

(1 − D)
(8)

D

1 − D
= V0

Vin
= Iin

I0
(9)

The duty cycle of the zeta converter is given by

D = Vdc(out)

Vdc(out) + Vdc(in)
(10)

3 Fuzzy Logic Controller (FLC)

Fuzzy logic control (FLC) [11] is a control algorithm based on a linguistic control
strategy which tries to account the human knowledge about how to control a system
without requiring a mathematical model. Input and output are non-fuzzy values. The
block diagram of the FLC is shown in Fig. 3 and the calculated value of parameter
expression used in this work is in Table 1.

The Fuzzy Logic Controller [12] has two input signals, i.e. the error E and the
change in error CE [13]. The change in error is related to the derivative of error
(dE/dt). The controller observes the pattern of the speed loop error signal and corre-
spondingly updates the output, so that actual speed matches the command speed
reference [14].

Fuzzification: Fuzzification is the controller’s first block, which converts each
piece of input data into membership degrees through a lookup into one or more
membership functions.

Fuzzification De Fuzzification

Interface 
Engine

 

Change in Error

Error 

Output Signal

Rule Base

Fig. 3 Block diagram of FLC
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Table 1 Parameter expressions and their values used in this work

S. no. Parameter expression Calculated values

1 L1 = V 2
s

2Pmax fs

(
Vdcmax

Vdcmax+
√
2Vs

)
1.29 mH

2 C1 = Pmax

η
(√

2Vs+Vdc max

)2
fs

423.06 nF

3 Lo = V 2
s

Pmax

Vdc max

λ fs (
√
2Vs )

(
Vdc max

Vdc max+
√
2Vs

)
3.89 mH

4 Cdc = Pmin
2ωkV 2

dc min

5 mF

5 C fmax = Im
ωL Vm

tan θ 378 nF

6 L f = 1
4Π2 fc2C f

1.03 mH

Table 2 Rule base of FLC

E/CE NH NM NL Z PL PM PH

NH NH NH NH NH NM NL Z

NM NH NH NH NM NL Z PL

NL NH NH NM NL Z PL PM

Z NH NM NL Z PL PM PH

PL NM NL Z PL PM PH PH

PM NL Z PL PM PH PH PH

PH Z PL PM PH PH PH PH

Rule ibase: The rules may use multiple variables in both the status and the rule
conclusion. Therefore, the controllers can be applied to both single-input single-
output (SISO) issues and multi-input multi-output (MIMO) issues. The rule base
used in this work is in Table 2.

Membership ifunctions:
Every element in the universe of discourse is a member of a fuzzy set to some

grade, perhaps even zero. The grade of membership for all its members describes a
fuzzy set, such as neg. A grade of membership functions is allocated in fuzzy sets
components, so the shift from membership to non-membership is more gradual than
abrupt.

Defuzzification: [15]
Defuzzification is the process of converting a fuzzified output into a single crisp

value with respect to a fuzzy set. The defuzzified value in fuzzy logic controller
(FLC) represents the action to be taken in controlling the process.
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4 Method and Result Analysis

This motor control drive consists of diode bridge rectifier, dc filter, Zeta converter,
voltage sourced inverter, BLDC motor [16, 17]. Zeta converter [18] is fed from the
rectifier output through dc filter. The single-phase AC supply is fed to the rectifier
to convert AC to DC. The rectifier output, i.e. DC consist of harmonics when it is
converted fromAC toDC. So, DC filter can be used to limit the harmonic content and
provide filtered dc voltage which is given as input to the zeta converter. As discussed
in earlier section, Zeta converter [19] is well suited for power factor improvement
[20] compared to boost converter and having buck boost capability.

Zeta converter is used to control the dc link voltage which is given as input to
the VSI fed BLDC motor. The dc link voltage is controlled by varying the switching
pulses of Zeta converter, which are generated by the using Fuzzy Logic Controller.
The controlled dc link voltage from zeta converter is used to drive the BLDC motor
through voltage sourced inverter. The Position tracking of the rotor is converted into
respective emf signal using Hall sensors. A Hall sensor is used to give gating signals
to voltage source inverter with respect to rotor position tracking. ThiswayHall sensor
is used to control the gate pulses from the position tracking of the BLDCmotor drive.
The VSI is operated at the fundamental frequency switching is accomplished by the
electronic commutation of the BLDC motor. The same is shown in Fig. 4 above.

The speed of the BLDC motor drive is compared with the reference speed. The
error speed signal is given to Fuzzy Logic Controller with rule base shown in Table 2.
The processing signal of FLC is compared with the sawtooth signal to get the
switching pulses to the switch of Zeta converter. MOSFET is used for switch in

Fig. 4 Proposed Zeta PFC converter-based BLDC motor drive with fuzzy logic controller
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the Zeta converter because of it is having a capability of higher switching frequency.
By controlling the duty cycle of switch, DC link voltage of the zeta converter is
controlled. By controlling the DC link voltage of the Zeta converter, speed of the
BLDC motor is controlled. Figures 5, 6, 7 and 8 show the DC link voltage, speed
of the BLDC motor, stator current and electromagnetic torque respectively using
PI controller, whereas the same parameters using fuzzy logic controller (FLC) have
been shown in Figs. 9, 10, 11 and 12 The comparison of the PI and FLC is shown in
Table 3.

Fig. 5 DC link voltage (V)
using PI controller

Fig. 6 Speed response using
PI controller

Fig. 7 Stator current using
PI controller
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Fig. 8 Electromagnetic
torque using PI controller

Fig. 9 DC link voltage (V)
using FLC

Fig. 10 Speed response
using FLC

Fig. 11 Stator currents
using fuzzy logic controller
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Fig. 12 Electromagnetic
torque using fuzzy logic
controller

Table 3 Comparison of
parameters obtained: PI and
fuzzy logic controller

Parameters PI controller Fuzzy logic controller

Power factor 0.918 0.986

Settling time(in sec) 2.1 0.2

Rise time (in sec) 2.4 0.08

Voltage ripple (in V) 2.5 2.5

5 Conclusion

The proposed Zeta converter-based BLDCmotor drive using Fuzzy Logic Controller
has designed and simulated inMATLAB/Simulink. Thiswork presents a comparative
analysis of speed control of brushlessDCmotor (BLDC)drive fedwith voltage source
inverter (VSI) with PI Controller and Fuzzy Logic Controller. The main objective of
this work is to control the speed response of BLDC motor drive which is achieved
by Fuzzy Logic Controller. For the speed control of BLDC drive, zeta converter is
preferred over boost converter. Because of the zeta converter has the capability of
buck-boost and better power factor improvement is achieved for this proposed work.
Speed response of BLDC drive using PI controller is having rise time higher and
high settling time. So compared to PI controller-based BLDC motor, fuzzy logic
controller-based BLDC motor given low rise time and faster speed response and
improved Power Factor. The speed response of BLDC drive is compared by both
controllers which are simulated in MATLAB/Simulink.
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Artificial Ant Colony Optimized Direct
Torque Control of Mathematically
Modeled Induction Motor Drive Using PI
and Sliding Mode Controller

Bibhu Prasad Ganthia, Rosalin Pradhan, Rajashree Sahu,
and Aditya Kumar Pati

1 Introduction

Speed controller design significantly affects electric drive output. Because of their
basic structure, PI speed controllers are commonly used in industrial applications.
However, due to continuous variance of machine parameters, model uncertainties,
nonlinear dynamics, and external device disturbances, fixed-gain PI controllers are
often unable to enhance the necessary output of the function. Continuous adaptation
of the controller parameters therefore becomes desirable when high output from the
drive system is needed [1, 2]. Genetic Algorithms (GAs) are adaptive search tech-
niques focused on a biological definition of “survival of the fittest.” It can provide
an inexpensive and reliable way to optimize applications by looking for a global
minimum without having a cost-function derivative [3]. Thus, GA can be added to
tuning the PI controller gains to ensuremaximum control output under nominal oper-
ating conditions [4]. Another solution to this issue, however, is to fully replace the
PI controller with adaptive control structures such as self-tuning and Artificial Intel-
ligence techniques, Model Reference Adaptive Control (MRAC), and Sliding Mode
Control (SMC) [5]. The sliding mode control strategy has demonstrated robustness
against motor parameter uncertainty and dynamic modeling, insensitivity to external
load disturbance, stability, and rapid dynamic response among these different designs
proposed [6, 7]. It is therefore found to be very efficient in regulating systems of elec-
tric drives. Big chattering of torque at a steady state can be called the key downside
for such a control scheme [8, 9]. One way to boost the efficiency of the sliding mode
controller is to link it with Genetic Algorithm (GA) to create a controller for GA
Sliding Mode (GASM).
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Fig. 1 Modern variable speed IM drive system

2 Induction Motor (IM) Drive

The IM is perhaps the most commonly used AC engine, as it provides many advan-
tages compared to other engines. Two forms of 3-phase IMs exist. They are Wound
rotor IMandSquirrel-cage IM [10, 11]. Bothmachines are identical froman electrical
point of view, except that the previous has permanently shorted rotor winding termi-
nals within the system. In the context of a wound-rotor system, the 3-phase rotor
winding terminals are externally available for the operation [12, 13]. The project
discusses only the speed strength of Squirrel-cage IM. Figure 1 displays the block
diagram for a typical modern IM drive device with variable speed. The IM is directly
or indirectly related to the charge (through gears). The power converter regulates the
transfer of power form from an ac supply toward motor by actively regulating the
voltage semiconductor switches [1, 14, 15].

Primary reasons for this complexity are the use of variable frequency, harmoni-
cally configured electrical systems for converters and complicated dynamics of ac
systems, differences in system parameters and complexities in managing feedback
signals in the existence of transient harmonics [16]. The IM is superior because they
are machines that are stable and reliable to their counterparts, because they have
functionality such as repairs-free in operations [17].

3 Direct Torque Control Technique

This switching-based approach has been described as the approach that is simple and
feasible to meet those needs. DTC is one of the most excellent and efficient methods
for regulating control induction. This approach emphasizes differentiated torque
value and the stator flux monitoring and is now one of the vital system commonly
observed control methods with the purpose of regulating torque and flux efficiently.
Figure 2 displays the typical block diagram for conventional DTC scheme. The
look-up switching table is taken according to the switching vectors [1, 17].

The diagram of the DTC block arrangement is displayed in Fig. 3 and the frame
of reference for the stator and rotor axis. The reference torque can be measured using
a PI unit using the variation in instantaneous speed and reference speed. Selection of
this reference speed strengthens the torque and flux control dynamic response [5].
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Fig. 2 Conventional DTC scheme

Fig. 3 Controller block diagram
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4 Genetic Algorithm

GA is a global stochastic tool for the optimizing of adaptive search based on natural
selection frameworks. GA has been widely acknowledged as a major and successful
tool for resolving optimization problems. Compared to other techniques of optimiza-
tion, such as simulating annealing and random search methods, GA is effective in the
avoidance of local value of minima value which is a typical feature of the nonlinear
models. The GA architecture is illustrated in Fig. 4 and PI controller implementation
of the genetic algorithm well into the sliding control mode algorithm is shown in
Fig. 5.

Fig. 4 GA architecture
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Fig. 5 Genetic algorithm
based DTC

The detail parameters for the genetic algorithm are shown in Table 1. This repre-
sents the iterations of the genetic algorithm defining the conditions for the controller
operations.
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Table 1 Parameters for
genetic algorithm

Parameters Value Attributes Strategy

Generations 20 Selection Stochastic

Chromosomes 16 Crossover Double point

Genes 4 Crossover
probability

0.8

Chromosome
length

40 bit Mutation rate 0.07

5 Artificial Ant Colony Algorithm

M. Dorigo in the late 1900s implemented the ACO technique influenced meta-
heuristic solutions for the problem of combinatorial optimization. This algorithm
is based on the actual actions of ant while searching for food source. It is obvious
that there are large concentrations of pheromone on the shortest path, so more ants
appear to choose it to fly. The ant colony algorithm comprises three major phases:
initialization, development of ant response, processing of pheromone. The universal
upgrading rule is enforced in the ant system in which all ants start their walk and
pheromone gets accumulated and modified on all ends shown in the equation below:

ρ = [τ i j(t)]α
[
1
/
T i j

]
β

∑
[τ i j(t)]α

[
1
/
T i j

]
β

T i j is the time for the process, i is the tugboat by j. α and β are the coefficients.
The flow chart is the architecture of ACO technique as shown in Fig. 6 which is

implemented for the finding specific torque for the control of induction motor drives.
Figure 7 shows the operational control technique for the optimizing the references
value with respect to the suitable value of torque control. The ACO minimizes the
constraints of large no. of torques into limited numbers which can be directly used
with the IM drive demand.

A collection of food source sites (eb) are generated randomly at the initialization
of the algorithm. Let’s consider uth food source in the population as

du = du, 1, du, 2, du, 3, . . . , du, n(9)

and every food source site is generated according to the Eq.

Duv = d min+rand(0, 1)(d max−d min)

where u refers to the size of food sites, u= 1, 2, 3…Eb, vmeans the parameters to
be optimized, v= 1, 2, 3…ncv du max& du min are the upper and lower dimensional
boundaries u. The f itu amounts are determined after initialization of the food source
sites. In Table 2, parameters for genetic algorithm are shown below.
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Fig. 6 ACO architecture

6 Sliding Mode Controller

This highly advanced technique is widely recognized for its robustness against
internal uncertainties, uncertainties due to nonlinearity in parametric variations and
anomalies that were excluded in the modeling. SMC procedure is applicable for
enhancing DTC for IMs highlighted in this study.

Such strategies enhance the efficiency of the steady state and preserve the benefits
of intermittent state and the torque and flux are resilient against system parameter
variations. It presentsmodels and experimental findings to demonstrate the feasibility
of the proposed strategy. Fig. 8 shows the concept of slidingmode technique in phasor
diagram form where the desired vale and reaching mode to the stability is presented.

7 Simulink Model and Result

The direct torque control design PI-DTC and SMC-DTC framework and the flux
depending on the slidingmode of a speed-driven inductionmotor are shown in Fig. 9.
The model is cascade order for electromagnetic torque control, square flux norm,
and speed control. So sliding control method and genetic algorithms are introduced
to adjust the torque, flux, and speed in the control structure.
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Fig. 7 ACO rule-based flowchart

Table 2 Parameters for
genetic algorithm

Parameters Value Attributes Strategy

Generations 20 Initialization Search

Bandwidth 0.2 Construction of
colony

Multi-points

Memory rate 0.95 Updating
pheromone

1.0

No. of iteration 100 Tour rate 0.2

7.1 DTC Using Conventional PI Controller

The results from conventional PI controller are shown in above where Fig. 10 repre-
sents the result for the electromagnetic torque; Fig. 11 shows the speed obtained
from the rotor for the system. Figure 12 highlights the trajectory for the stator flux.
The frame of reference for the model is stationary form.
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Fig. 8 Sliding mode control phasor

Fig. 9 Controller design and implementation in IM drive

7.2 DTC Using PI-Genetic Algorithm

The results using conventional PI-GA controller are shown in above where Fig. 13
represents the result for the electromagnetic torque, Fig. 14 shows the rotor speed for
the system and the Fig. 15 highlights the trajectory for the stator flux in stationary
reference frame.



398 B. P. Ganthia et al.

Fig. 10 EM torque versus
time (sec)

Fig. 11 Rotor speed (Nr)
versus time (sec)

7.3 DTC Using PI-Sliding Mode Controller-ACO Technique

The proposed frame for the direct torque control architecture and the flux from the
stator frame based on the sliding mode of a speed-controlled IMD (induction motor)
(PI-SMC-ACO-DTC) are shown in Fig. 16. Figure 17 represents SVM for DTC
scheme of IM using ACO in association with the proposed technique.
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Fig. 12 Stator flux
trajectory of d-axis and
q-axis

Fig. 13 EM torque versus
time (sec)

The proposed technique gives better results with respect to all the uncertainties
that arise due to the speed variations represented in the following figures shown
above. Figure 18 shows d-axis voltage of DTC scheme of IM using PI with Nonlin-
earity, Fig. 19 shows q-axis voltage of DTC scheme of IM using PI with Nonlinearity,
Fig. 20 shows d-axis voltage of DTC scheme of IM using SMC with Nonlinearity,
Fig. 21 shows q-axis voltage of DTC scheme of IM using SMC with Nonlinearity,
Fig. 22 shows d-axis voltage of DTCmodel of IM using PI-SMC-ACOwith Nonlin-
earity, Fig. 23 shows q-axis voltage of DTC scheme of IM using PI-SMC-ACO with
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Fig. 14 Rotor speed versus
time (sec)

Fig. 15 Stator flux
trajectory of d-axis and
q-axis

Nonlinearity, Fig. 24 shows Electromagnetic Torque versus time(sec), Fig. 25 shows
Rotor speed versus Time (sec), and Fig. 26 shows the Stator flux Trajectory of d-axis
and q-axis of the proposed technique.
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Fig. 16 Block diagram of the proposed technique

Fig. 17 SVM for DTC scheme of IM using ACO

8 Result Analysis and Discussion

The cost function for the controller is to determine that every generation’s individuals
can be selected as the Integral Time of Absolute Error (ITAE). This cost function
can be written in mathematical expression as follows:
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Fig. 18 d-axis voltage of DTC scheme of IM using PI with nonlinearity

Fig. 19 q-axis voltage of DTC scheme of IM using PI with nonlinearity

Fig. 20 d-axis voltage of DTC scheme of IM using SMC with nonlinearity

ITAE =
t∫

0

t |exp(t)|dt

ACO is looking for the optimum set value of the conventional PI controller gains
during the search process whichminimizes ITAE cost function. This function is set as
the criterion of evolution of the ACO with positive and negative errors calculations.
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Fig. 21 q-axis voltage of DTC scheme of IM using SMC with nonlinearity

Fig. 22 d-axis voltage of DTC model of IM using PI-SMC-ACO with nonlinearity

Fig. 23 q-axis voltage of DTC scheme of IM using PI-SMC-ACO with nonlinearity

Fig. 24 Electromagnetic
torque versus time (sec)
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Fig. 25 Rotor speed versus
time (sec)

Fig. 26 Stator flux
Trajectory of d-axis and
q-axis

The comparison between controllers at different operating conditions is shown in
Table 3.

The Simulink results compared with the proposed technique are categorized
according to the following operating conditions: Speed 60 rad/s at rated load torque
of 30%, Reference speed of 120 rad/s at Nominal Parameters. Phase load torque
applied at t= 2 sec from 30 to 90% rated load, Reference speed of 60 rad/s and rated
load torque of 30%, Reference speed 120 rad/s at nominal parameters and load torque
rated 30%, Applied with 120% uncertainty in motor inertia (J) 60 rad/s reference
speed at 30% level load, Speed variation (Nr) from 60 rad/s to 250 rad/s at a level load
of 30% and nominal parameters, Reversal of speed value from 60 rad/s to−60 rad/s
at 30% average load with 60% uncertainty in engine inertia (J) and Reference speed
150 rad/s at nominal parameters and load torque rated 50%. A phase shift in the load
torque from 30% changed to 90% of its actual value is at time t = 2 s where the
motor is operating at 120 rad/s to analyze the disturbance value of rejection potential
of the proposed schemes. When the change in load torque is applied, PI-GA shows
a low capacity for disturbance with the steady-state error of 0.15% while GA-SMC
shows zero sensitive to sudden change in load. PI-SMC-ACO-based system has the
faster response toward the speed variations and achieve faster steady state.

From the result in Table 4, we get the results of different speed variations due to
different controllers and optimizing techniques, and Table 5 shows the comparison
between torque variations.
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Table 3 Comparison of controllers with the proposed technique at various operating conditions

Conventional PI PI-GA PI-ACO-SMC (proposed
technique)

Speed 60 rad/s at rated load
torque of 30%

ITAE 0.08165 0.09514 0.08830

Reference speed of 120 rad/s
at Nominal Parameters. Phase
load torque applied at t =
2 sec from 30 to 90% rated
load

0.32 0.229 0.201

Reference speed of 60 rad/s
and rated load torque of 30%

0.01182 0.04266 0.04213

Reference speed 120 rad/s at
nominal parameters and load
torque rated 30%

0.6061 0.5199 0.5001

Applied with 120%
uncertainty in motor inertia
(J) 60 rad/s reference speed at
30% level load

0.3258 0.3025 0.2992

Speed variation from 60 rad/s
to 250 rad/s at a level load of
30% and nominal parameters

12.78 9.49 9.003

Reversal of speed value from
60 rad/s to −60 rad/s at 30%
average load with 60%
uncertainty in engine
inertia (J)

9.45 5.28 5.112

Reference speed 150 rad/s at
nominal parameters and load
torque rated 50%

0.6158 0.5210 0.4990

Table 4 Comparison between controllers at different speed reversal

Parameters SVM
DTC

PI
DTC

PI
GA
DTC

PI-SMC-ACO technique

Peak speed 511.56 551.05 515.51 513.34

Ki 14.30 9.65 15.98 25.42

Kp 0.93 0.18 0.92 1.12

Max
Overshoot %

2.91 13.74 3.90 3.36

Settling time 0.18 0.17 0.13 0.10
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Table 5 Comparison between controllers at different load torque

Parameters SVM
DTC

PI
DTC

PI
GA
DTC

PI-ACO-SMC technique

Torque 1105.2 1008.3 1096.2 1005.72

Ki 2.2 9.95 15.10 29.22

Kp 1.2 1.10 0.75 2.10

Max
Overshoot %

16.6896 3.1453 12.9048 2.8514

Settling time 0.12 0.09 0.007 0.009

Table 6 Comparison between controllers at different operating conditions

SVM
DTC

PI
DTC

PI
GA
DTC

Proposed technique

Torque and flux
ripple

Less Average Average Average

Torque
response

Fast Fast Faster Faster

Switching
frequency

Constant Constant Constant Constant

THD Low distortions Low distortions Less distortions Less distortions

Switching loss Less Average Average Less

Sensitivity Yes No No No

Complexity Simple More More More

Speed
Regulation

Fast Good Very good Very good

Precession Average Average Average More

Computation
time

Average High Average High

Controller
Regulation

PI controlled SMC controller GA and PI
CONTROLLER

PI + SMC + ACO
+ DTC controller

In Table 6, it is concluded that the proposed technique can play a vital role in
DTC of induction motor drive with faster response toward the speed variation.

9 Conclusion

This paper highlights the implementation of Artificial Ant Colony Algorithm (ACO)
characteristics using sliding mode control technique with conventional PI controller
for the direct torque control of IMD; induction motor drive system. This follows
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research paper the conventional controller technique compared with the proposed
PI-SMC-ACO control technique and it gives superior efficiency on speed variations
and faster response toward steady-state operation. The DTC drive is the electromag-
netic torque command based on the Lyapunov principle for heuristic control. PI-GA
demonstrates better output under nominal driving conditions while ACO-SM reveals
robustness over variance in stator resistance, inertia instability, and crassness of
stability. Themodel provides better efficient and smooth operating processwith faster
steady-state operations. In future, more adaptive techniques can be implemented for
better steady-state operations with higher constraints.
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Comparative Analysis of Power Factor
Correction Converters for Different
Topologies

Sanatan Kumar , Devashish , and Madhu Singh

1 Introduction

With the advancement in power electronics equipment, the integration of Power
Factor Correction (PFC) into modern motor drives system has developed in the last
few years. Today a number of PFC circuits can be built with different operating
modes, each having its own set of challenges. As there are different types of load, so
it is difficult to create suitable PFC for every load [1].

Harmonic elimination and power factor correction specifications as required by
IEC 61000-3-2 stick apart among these developments as one of the most important
crucial stage in electrical supply and designs in previous years. Despite increase
in power ratings across all electrical appliances and expanding implementation
including its harmonic elimination rules, better power supply designs are coming
up with integrated power factor correction capability. Engineers are finding difficult
to implement the required PFC measures and comply with other requirements of
legislation such as power quality improvements, active mode reliability, and EMI
constraints [2–3].

Our dedication to the use of many choices for topology and its components is
expressed in the design guidance. In this paper, comparison in detail of various PFC
implementation options while preserving the overall system requirements has been
done.

Choices for power factor compensation approaches vary from varied range of
active circuits to narrow range of passive circuits. The suitable solutionmight change
subject to the change in level of power and other system details. The progress that
has been made over the last few years in the discrete semiconductor systems and the
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availability of cheaper controller ICs made the active PFC design more reasonable
for a varied choice of uses [4]. It is important to observe at PFC designs in terms of
real system price and execution while evaluating such designs.

Power converters typically use a diode correction to transform AC voltage into
DC voltage accompanied by a bulk condenser. More than 60% of energy is projected
to be consumed by some kind of electronics system by the end of the year 2020.
Almost all of the appliances might have a front-end filter DC-DC converter. The
capacitor filtration circuit connected to diode rectifier circuit, without any control
circuit, draws pulsating currents from the distribution grid, which leads to low power
and high harmonics content. These results in increased neutral currents in three-
phase network, and heating of rotating motor. This makes some power conditioning.
This is necessary, because there is a necessity for the power factor correction to limit
the harmonics quality of line currents generated from electrical devices associated
with electricity distribution grids [5]. Regulatory bodies across the globe have been
brought to notice by the crisis. Governments strengthen rules, set new standards for
lower harmonic components of current which eliminate their total harmonic current
whichmaybe produced.Consequently, the line current harmonics need to be reduced,
and PFC correction and harmonic reduction circuits need to be introduced.

The independence from harmonics often minimizes interference from the same
source in other applications. PFCs also have to meet with regulatory requirements
in many of the current energy sources. The IEC 61000-3-2 must now be complied
with in electrical equipment in Europe, Asia, and Japan [6].

Energy level issues are not a modern trend, Duffey et al. [7] originally proposed
an improvement of the power factor for the distribution system back in the 1920s.
But the Power Factor Correction (PFC) technique has become increasingly popular
in the world of power electronics in the last few years. Lai et al. [8] and Singh et al.
[9] defined the power factor and illustrated its significance for the field of power
electronic converter.

The growth of DC-DC converter has improved enormously over the past two
decades. A detailed analysis of the specifications, design characteristics, device
selection, and specification for specific applications of Improved Power Quality
Converters (IPQCs) is presented. The objective is to provide scholars, developers,
and computer analyst continuing to work on switched-mode AC-DC converter, as
suggested by Singh et al. [10] has a broad variety of IPQC application profile.

A boost PFC has been defined by Caneson et al. [11] in which the switch is
switched on and off only twice per line. As a result, the losses in di/dt and dv/dt and
conversion are smaller, sluggish recovery diodes can be used and heavy EMI filters
are avoided. Alternatively, the output voltage may be controlled in a broad load range
by simply regulating it. Salmon et al. [12] also implemented a PWM rectifier with a
soft-switching unit power factor, which significantly increases the performance of the
system by flipping the main switches into a switching system without any auxiliary
switches. Thanks to a single-stage converter topology instead of a front-end rectifier
followed by a boost converter, the conduction losses can also be greatly decreased.
However, this has some pitfalls, as it requires a number of power circuit machines.
The modern boost converters impressed primarily with the inductor volume, weight,
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and power unit losses; these factors affected the converter’s size, power density, and
performance. Zhang et al. [13] suggested the three-level boost converter within only
one PFC, with a relatively small inductor and a low power system. It has provided
high density, high efficiency, and lower costs.

SEPIC, Cuk, and ZETA converters have been proposed in [14–18] are used for
large power applications. But these converters do not reflect the component stresses,
the control of output voltage which is leading the distortion of output voltage and
noise interference.

Depending on the configuration and specifications of the system, either solution
can require the converters to work in DCM or CCM. However, in that article, active
PFC converter operation for the AC mains unit power factor is provided.

2 Mathematical Description on Power Factor Correction

The description of power factor is given as proportion of the actual electrical power
(defined under W) and the total electrical power is given as (VA): where actual
electrical power is the total summation of the continuous product of voltage or current
over a cycle and the total electrical power is the combination of current rms and the
voltage rms.

The power ratio is unity when both current curve and voltage curve with respect
to time are sinusoidal. All the three powers in electrical system and their relation are
shown in Fig. 1. Time

S = V × I (Volt − Amp) (1)

P = S.Cosφ(Watt) (2)

Q = S.Sinφ(var) (3)

Fig. 1 Power triangle for
electrical power supply

ǿ

S
Q

P
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S =
√

(P2 + Q2)(V A) (4)

Power factor also is introduced as a result of both the distortion factor as well as
the displacement factor as specified in Eqn. 5, the distortion power factor Kθ is the
cosine of just the angular position in between simple source reference current and
the source reference voltage.

Power_Factor = KdKθ (5)

Kd = Irms

Ir
(6)

Kθ = Cosθ (7)

The factor for distortion is defined for sinusoidal voltage only and can be expressed
with the total harmonic distortion (THD):

DPF = 1√
1 + T HD2

(8)

PF = Cosφ

1 + T HD2
(9)

The overall power factor is far below to unit value as only the fundamental compo-
nent provides true power so another harmonic is introduced to total power. This
variance was defined as the effect of distortion, and is primarily responsible for
the nonlinear portion. The general balance of actual power and apparent power is
presented through

Pin = Vinrms × Iinrms × Cosφ × Cosθ (10)

where cosφ is indicated as the displacement factor between the source voltage
and source current waveforms originating from the phase angle φ and where cosθ is
the factor of distortion. Consequentially, in Fig. 2, power factor correction technique
is not implemented for nonlinear load. Harmonic content is injected in the input AC
current that’s why the power factor of the given power source with the waveform is
around 0.6. Harmonic spectrum analysis for different harmonic number is displayed
in Fig. 4.

Figure 4 shows the waveform of pure input AC voltage and input current when
PFC is implemented with an ideal power factor adjustment between non-linear load
and source. It has a current waveform imitating the form as well as the phase of the
waveform of the voltage. Notice that their present input harmonics are nearly zero.
Harmonic spectrum analysis for different harmonic number is shown in Fig. 5.
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Fig. 2 Source voltage and current waveform without PFC converter
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Fig. 3 Harmonic spectrum analysis of the source current waveform shown in Fig. 2

Fig. 4 Source voltage and current waveform with PFC converter

The goal is to increase the displacement factor and distortion factors by using a
PFC stage for AC-DC converter in themain phase in directive to decrease the reactive
power available from the supply. Acceptable obtained sinusoidal source current In
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Fig. 5 Harmonic spectrum analysis of the current waveform in Fig. 4

phase with source voltage, the load must be strictly immune from the ac view. This
results in better power output and better machine performance.

3 Types of Power Factor Correction

Two major PFC categories are generally available: active and passive PFC. Passive
PFC includes basic reactive elements such as inductors and condensers to make up
for line voltage and current displacement angle. This process is called correction of
passive power factor. Active PFC employs switch and controller circuits for raising
the power factor andminimizing the harmonic distortion. Both approaches have their
own merits and demerits but a more modern approach appears to be active PFC.

Active PFC is used to mitigate input current distortion, often switch mode power
supply (SMPS) are realized in it. Even if they aremore complicated than passive PFC
circuits, evolving integrated circuits and electronic components made an inexpensive
option for active PFCs. Such power systems are capable of reaching a power factor
of 99% and a THD of less than 5%. Responsive PFC topologies occur in both low
and high-frequency operation.

The scale andweightiness of the passive solution are controversial at higher power
levels. Figure 6 shows three distinct power supplies with current waveformwith same
input characteristics. As seen, the maximum current in passive PFC circuits remains
thirty-three percent more than in active circuit maximum currents. Furthermore,
although the harmonic rates of the level two that follows the IEC61000-3-2, certain
recent regulations may fail to comply with the strict 0.9 PF criterion [19–20].

The market trends (higher copper and metallic core content costs and lower semi-
conductor prices) have over the past years significantly tipped the difference in terms
of active PFC in some of the most price-sensitive applications for consumer use. In
combination with the effective action of active PFC circuits [21], it seems that this
pattern will continue and make the designers available more advanced active PFC



Comparative Analysis of Power Factor Correction … 415

Fig. 6 Various input Current
waveforms with different
types of PFC converter
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solutions. Therefore, the primary objective of PFC circuit intended for nonlinear load
is present to diminish the harmonic value of line current.

3.1 Active Power Factor Improvement Approaches

Active power factor improvement provides a brighter and more effective way to
control input side power factor when a power supply configuration is above hundred
Watt and it is the preferred form of PFC. Active PFC consists of a high switching
regulator which can produce a Quantitative power factor of more than 95% [22].
Effectively power factor correction on AC side of input voltage is automatically
corrected and capable of a multiple range of input voltages. The additional costs
associated with the increased complexity is needed when implementing Active PFC
is a drawback. The following sections will discuss an active PFC circuit which has
also improved features and but don’t have several of the directly earlier mentioned
disadvantages.

Active PFC Based on Boost Converter
The boost converter is widely used with single-phase full-wave diode bridge rectifier
for optimizing power efficiency among the various current PFC topologies. It is
a high-frequency active PFC system and is most often picked because the boost
converter experiences lower transistor stresses than other DC-DC converters like
Buck-boost, Cuk, SEPIC, etc.

There are mainly two modes in which the boost converter works that are the
continuous mode of conduction and discontinuous mode of conduction, which is
the most prevalent power factor improvement architecture. Through changing the
switching frequency, the transfer mode power, also termed to as the Critical Conduc-
tion form or Barrier Conduction form, keeps the converters at the border stuck in
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between CMC as well as DMC. Figure 7 shows the active PFC circuit for Boost
converter.

This architecture increases the voltage of the input side. Because the converter can
function during the line-cycle, the crossover distortions in the source input current
is zero. Across the envelope near source input voltage zero crossing the distortion is
zero. Figure 8 shows the current and voltage wave pattern of a PFC circuit centered
on a CCM boost converter. The converter switch current is continuous because the
boost converter topology is connected in chain sequence through the input and the
input power is not interrupted by the high-frequency operation of switch [23]. There-
fore, the source current has high-frequency components of harmonics, leading to
lower EMI and lower circuits for filtration. The output condenser restricts the turn-
off voltage of the switch Sw to approximately the output voltage by diode D and
consequently guards the switch.

LOAD
AC Voltage

Source

DL

Sw

Rs Ls

Vin

Iin

I0

D4

D3D1

D2

C0 Vo

Fig. 7 Active PFC architecture centered on the Boost Converter

Fig. 8 Current and
voltage wave pattern of a
PFC circuit centered on a
CCM boost converter
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The regulator controls inductor current and tries tomaintain it at a constant value so
that it could not fall beyond the permissible limit. In comparison to CCM or CRM,
the DCM converter functions in stable frequency and offers current interruptions.
Comparison waveform is displayed in Fig. 9. It is seldom or never used because of
high peak current and EMI linked to the DCM converter.

The hysteretic control variation is used for CRM converter for the lower limit of
zero current on the other pointer. It remains an intrinsically stable variable frequency
control technique, which prevents reverse recovery corrective losses. The on time
remains the same for a certain constraint of input, but the off time is varied. As a
consequence, when the source voltage is lowest instantaneously, and vice versa, the
power converter has the highest switching frequency.

Active PFC Buck-Boost Converter
Ultimately, in the figure, you will see the boost buck PFC centered converter circuit
with its waveforms Figs. 10 or 11. As even the name indicates, the buck-boost
converter is accomplished of creating an inferior or advanced output voltage than the

Fig. 9 Comparison of CCM
and CRM operating
configurations with inductor
current

tt
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Fig. 10 Active PFC architecture centered as buck-boost converter
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Fig. 11 Buck-Boost
converter centered PFC
circuit current and voltage
wave patterns

source voltage. It can be produced as the only cascade attachment between a buck-
and a boost converter [24]. As a result, in steady-state, presuming CCM process, its
voltage transfer ratio (output-to-input) is the product of the cascading ratio of the
attached buck as well as boost converters, supposing that they have a specific duty
ratio of D.

The input current takes no crossover distortions since the converter could work
during the line cycle. This does not distort the current line envelope across the zero-
crossing voltage. Furthermore, even if the inductor current, like that of the buck
converter, is constant, since the peak frequency switch Sw stops the source current
the converter’s input switch is discontinuous [25]. Therefore, the input current is
important for high-frequency components which raise the requirement of filtering
and EMI.

The production of voltage for the boost-buck converter may be both superior and
lesser than the input voltage. In addition, the buck-boost converter can be served to
regulate DC voltage and to run the BLDCmotor at low speeds, as compared to boost
PFC topology.

4 Conclusion

The PFC manufacturer has seen a large rise in the number of choices available in
the over few years. All this is because of the growing interest of IEC 61000-3-2 and
the vigorous competition among semiconductor providers. As PFC gets better and
more cost effective, end-users are going to receive maximum benefits. The through
skill of these IC controllers allows power supply manufacturers more opportunities
for execution.
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Next, the technical context of the power factor correction being defined, such as
the fundamentals of the energy usage and the quantity indication. Since the need
for an improved power factor was extracted from the illustration of a diode bridge
rectifier, PFC circuitswere added. Two different topologies of converters are covered:
boost and buck-boost converter.

Within this article, topics of power factor correction were discussed, which
offered an in-depth knowledge of PFC circuits and extended power electronics
understandings.
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Design and Development of a Low-Cost
Grid Connected Solar Inverter
for Maximum Solar Power Utilization

Muralidhar Nayak Bhukya, Manish Kumar, and V. Chandra Jagan Mohan

1 Introduction

Solar energy is much preferred due to abundant availability in nature and also easy
to convert into electrical energy through Photovoltaic (PV) effect or via using a PV
panel. Solar power generation mainly depends on available irradiance, temperature,
and PV panel conversion efficiency [1]. Solar irradiance and temperature are incon-
sistence, hence the change in irradiance and temperature effects the power generation.
In view of the above limitation, it is necessary to transmit maximum solar power to
the load in any weather condition [2]. To transmit maximum solar power from source
to load, Maximum Power Point (MPP) has to be tracked constantly with the help of
MPPT algorithms. As discussed, the intensity of G and T changes for every clock
second [3, 4]. Hence, every step change in G and T has its own MPP and oper-
ated at every change in MPP using MPPT scheme [5]. The extracted solar power is
integrated into the grid using multilevel inverters.

Putri et al. [6] simulated PV system with INC-based MPPT scheme using buck-
boost converter as an intermediate between source and load. The results are evident
to show the better performance of INC compared with P&O, but still it fails to
track the power path accurately and efficiently during dynamic weather conditions.
Lashen and Adbel-Salam [7] enhanced the performance of conventional HC method
by combining with ANFIS controller. The hybrid algorithm is tested using ropp and
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sinusoidal irradiance profiles. Lag communication between HC and ANFIS may
misjudge duty ratio of the converter [8]. In [9, 10], intelligent MPPT controllers
are presented to mitigate the drawbacks associated with conventional schemes.
Applications of these intelligent controllers are limited to small scale PV systems.
Boukenoui et al. [11] assessed the performance of conventional, improved, and soft
computing-based MPPT techniques using d-Space controller. During low and high
irradiance periods, fuzzy-based algorithm has better performance over conventional
and improved schemes [12]. In [13], a new MPPT scheme based on Back-Stepping
Sliding Mode technique is presented and the controller has acceptable dynamic
response time during fast-changing weather conditions. At the same time, there
exists a major percentage of tracking error, which forces the system to operate at a
duty cycle nearer to the MPP value [14, 15].

Saxena et al. [16] designed and developed a solar system with a rating of 2.2 KW
integrated into the grid. The proposed multioperated voltage source converter not
only acts as a active filter but also compensates reactive power. Complex design of
multifunctional control system and reconnection after power failure are the major
issues. Chakravartula et al. [17] addressed and improved the efficiency of neutral
point clamped grid-tied PV system using non-isolated full-bridge configuration [18].
Nimrod et al. [19] designed and analyzed the operation of 200 W transformerless
grid-connected PV topology. Though the proposed system performance is not up
to the benchmark in terms of eliminating the leakage current but overall cost, size,
and efficiency are improved compared to the conventional topology. Alam et al. [20]
incepted about electric vehicle to grid by developing an intelligent control technique
for dynamic adjustment of charging and effective utilization of the batteries and
hence improved functionality [21]. Khan and Xiao [22] maximized the solar power
losses using a submodule integrated converter and examined under dynamic weather
conditions and double frequency ripple.

In the proposed configuration, maximum amount of solar power is extracted using
a new controller based on 2-Dimensional Lookup table [23]. A SIDO converter is
employed to match low-level PV array voltage with grid DC bus voltage and also
divides PV voltage into two individual voltages. The boosted PV voltage is fed
to utility grid through SLI with reduced number of switches. Initially, using CS
circuit, the two independent voltages are converted into three-level DC voltage and
further fed to FB converter to develop seven-level AC voltage [24]. The RNG 500 D
500 Watt PV array is employed with a new MPPT controller based on 2DLT and
SIDO converter incorporates a step-up converter.

2 SIDO Converter

The SIDO converter configuration consists of filter capacitor (Cf), inductor (Lf), two
power electronic switches (SA and SB), and three diodes (Da, Db, and Dc). The dc-
dc converter develops two output voltages (V1 and V2) given to CS circuit in the
SLI. When the switch SA is in on mode and SB is in off mode as shown in Fig. 1a,
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Fig. 1 a SA switch on-state and b SA switch off-state

inductor (Lf) stores energy from PV array. Output voltages of the converter are given
to capacitors CA and CB in the CS circuit of the SLI. As the switching positions
are reverted as shown in Fig. 1b, inductor stored energy and PV array charges the
capacitors through Da and Dc. Voltage at both the capacitors are given as

CA = 1

1− δ
V I (1)

CB = 1

2(1− δ)
V I (2)

where δ is the duty ratio and VI is the panel voltage.

3 MPPT Scheme

This paper proposes a new scheme based on 2DLT. The salient feature of the lookup
table is that it gets required value directly from the memory, saves computational
timewhich is generally involved in the traditionalmethods. UsingRNG-500D 500W
mono-crystalline PV panel maximum voltage for different G and T is estimated and
saved in the memory of the lookup table as shown in Table 1. With respect to G and
T on panel surface, the proposed scheme fetches essential voltage value from the
table. Using extrapolation and interpolation technique, it can calculate the required
results that are not saved in the memory. Hence, the MPPT scheme is simple, low
cost, and effective. The I-V and P-V curves of RNG-500D 500 W mono-crystalline
PV panel are depicted in Fig. 2.
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Table 1 Maximum voltage values of RNG-500D solar panel

Temp (°C) G (W/m2)

250 450 650 850 1000

16 95.2 95.23 97.02 97.48 97.6

20 92.48 95.04 95.65 95.97 95.7

24 90.27 92.62 93.23 93.24 94.27

28 87.79 90.01 90.55 91.37 91.1

32 85.56 81.19 88.01 87.25 88.59

36 85.55 86.65 86.43 86.35 85.85

40 81.21 83.61 83.64 81.64 84.72

Fig. 2 P-V and I-V curves

4 Proposed Inverter (SLI) Configuration

4.1 Positive Half Cycle

Mode A: The CS circuit switches, i.e., SW1 and SW2 are in off mode. Hence, CA starts
discharging through D1 as shown in Fig. 3a. The output voltage across CS circuit is
equal to capacitor voltage Vdc/3. In the SLI, S1 and S4 switches are in on-state. At
this point, inverter output voltage is equal to Vdc/3.
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Fig. 3 Seven level inverter operating modes. a A, b B, c C, and d D

Mode B: One of the switches, i.e., SW1 is in of-state and SW2 is in on-state. Hence,
CB capacitor starts discharging through the path D2 and SW2 as depicted in Fig. 3b,
the inverter output voltage at this stage is 2Vdc/3.

Mode C: SW1 switch is turned to on-state which causes diode D2 to reverse bias.
Hence, the switching state of SW2 is ignorable. At this particular mode of operation,
both capacitors start discharging in series and give an output voltage Vdc across the
CS circuit as depicted in Fig. 3c.

ModeD:CS circuit switches are turned to off-state and only S4 switch in the bridge
converter is on as shown in Fig. 3d and output voltage is equal to zero. Therefore,
the obtained voltages are Vdc/3, 2Vdc/3, Vdc, and 0 V.

4.2 Negative Half Cycle

In the negative half cycle, apart from the switch position the rest of the operation is
similar to the positive cycle and the obtained voltages are 0, −Vdc/3, −2Vdc/3, and
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Table 2 Switching states of the power electronic switch

Voltage level SW1 SW2 S1 S2 S3 S4

Positive cycle UV < Vdc/3 Of Of PWM Of Of On

2Vdc/3 > UV > Vdc/3 Of PWM On Of Of On

UV > 2Vdc/3 PWM On On Of Of On

Negative cycle UV < Vdc/3 Of Of Of On PWM Of

2Vdc/3 > UV > Vdc/3 Of PWM Of On On Of

UV > 2Vdc/3 PWM On Of On On Of

−Vdc and Table 2 depicts switching states. From the table, it is clear that only one
switch is connected to PWM in all the voltage levels, which significantly reduces the
power loss and switching losses. InA, C,D, E,G, andHmodes of seven-level inverter
operation, it uses only three switches in series to generate voltage levels. Whereas in
traditional inverters it requiresminimum four switches in series. Therefore, reduction
in switches reduces conduction loss of the inverter.

5 Experimental Validation

DSP PIC 30F4011 microcontroller is employed to generate pulses to the inverter
and converter configurations. Prototype technical details are mentioned in Table 3.
PV simulator (N8937A) develops Power-Voltage and Current–Voltage curves, which
are identical to RNG 500D 500 W PV module. PV voltage and current are fed to
dc-dc SIDO converter. LV25-P and LA55-P Hall effect current and voltage sensors
provided necessary scale down voltage to DSP PIC 30F4011 microcontroller to
generate essential gate pulse required to the converter through 4081 PWM generator
IC. PV parameters such as current, voltage, and power are depicted in Fig. 4a at STC
(i.e., 1000 W/m2 and 25 °C).

In continuation, converter output voltageV1 andV2 alongwith capacitor selection
circuit, three-level dc output voltage experimental results are plotted in Fig. 4b.
Figure 5a, b represents voltage and current of the proposed inverter from the results
and it is evident that the output voltage and current have seven levels.

Table 3 Prototype
parameters

Dc-Dc SIDO converter Seven-level inverter

Filter inductor 1 mH Capacitors 1000 µF

Filter capacitor 10 µF Filter inductor 1.8 mH

PWM frequency 1550 Hz
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Fig. 4 Experimental results of a PV current, voltage and power b dc-dc SIDO converter and
capacitor selection circuit

6 Conclusions

This paper puts forward a novel topology to harvest maximum amount of solar
energy.Theproposed configuration consists of a newcontroller basedon2DLT,SIDO
converter, and a simple inverter having seven level in the output with reduced number
of switches. The results provide enough evidence that the proposed configuration
produces seven level in its output which are similar to sinusoidal shape with unity
power factor to feed the utility. Therefore, the advantage of the proposed scheme is
it harvests maximum solar energy in any weather condition and feeds the utility with
low cost.
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Fig. 5 Results of the seven-level inverter a voltage and b current with THD
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UPFC Modelling for Augmentation
of Voltage Stability and Reduction
of Active Power Losses

Lalit Kumar, Khushboo Verma, and Sanjay Kumar

1 Introduction

Transmission systems of present power network are reliably crashed into increasingly
focused on level because of the ascent in load requests and limitations of developing
new lines. The result of such an accentuated framework would be gaining instability
trailed by interference because of a fault. Use of FACTS devices has ended up being
an exceptionally viable strategy to cut down the pressure of the power system grid
and consequently issues in better usage of concerned accessories in power frame-
work without bargaining the appropriate margin of stability [1]. Position of FACTS
controllers play a crucial role in congestionmanagement, andFACTScontrollers used
for the problem of reactive power compensation can be solved. Flexible AC transmis-
sion system (FACTS)wasfirst brought into light byHingorani [2] in 1988. Powerflow
control method has been presented by Gothana and Heydt [3]. A brief search for the
optimal position of FACTS controllers is discussed by Lie and Dang [4]. This paper
deals with improvement in operational performance of power system using UPFC
FACTS devices. The simulation is executed using PSAT in the MATLAB. The area
for the situation of UPFC is purposefully utilising an index termed as network branch
index (NBI) [5]. Voltage stability improvement is assessed by extension power flow
method present in [6]. UPFC is used with the optimal variables which are reducing
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the real power loss and the system running cost [7]. Various optimization methods
are explained in [8]. Increase in the loadability with FACTS devices is described in
[9]. In [10], author describes the reactive power compensation. In this paper, voltage
crash point using the load flow jacobian matrix is presented [11]. The authors in [12]
presents gravitational search algorithm (GSA)-based enhancement strategy for the
ideal coordination of FACTS controller with the current imaginary power sources
present in an associated power grid. Basic principle of the UPFC is described in [13].
Power system analysis toolbox (PSAT) gives graphical consolidate of power flow
analysis, and PSAT toolbox detects the most precise node [14]. In this paper, [15]
shows how to the improve voltage stability using shunt devices. All the parameters
are concluded for voltage collapse using the PSAT MATLAB and description of
weak node with the help of voltage stability index [16].

2 Problem Formulation

2.1 Improvement of Bus Voltage

It is very essential to manage normal voltage profile constantly. The first objective is
the minimization of the voltage deviation expressed as follows:

M
2=

n1∑

i=1
[Ua−Uspecified]

(1)

where Uspecified is the magnitude of bus voltage and nl is the total bus no. Ua is the
voltage magnitude at ath bus.

2.2 Reduction of Real Power Loss

Because of transmission loss, redistribution of reactive power in transmission
network occurs firstly. So real power loss reduction changes the active power
generated by slack bus.

Real power loss minimization is mathematically expressed as follows:

ML = PL

nl∑

j=1

Gi j
[
U 2

i +U 2
j − 2UiU j cos(βi j )

]
(2)

where

nl no. of transmission lines
Gij Conductance of ith and jth bus in transmission line
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Ui bus ith voltage
Uj bus jth voltage
Bij Power angle at bus ith and jth
PL Real power loss.

Equality limits: Imaginary and real power equation for nl bus system.

Q
′′
gi − Q

′′
di −U

′
i

nl∑

j=1

U
′
j [G ′

i j sin ϕ + B
′
i j cosϕ] = 0 (3)

where i = 1, 2, 3 … nl

P ′′
gi − P ′′

di −U ′
i

nl∑

i=1

U ′
j [G ′

i j cosϕ + B ′
i j sin ϕ] = 0 (4)

where j = 1, 2, 3…nl

where ϕ = βi − β j

nl Total bus number.
P ′
gi and P ′

di is real power generation and ith bus demand, respectively
Q′

di and Q′
gi is and VAR demand and VAR Generation of the ith bus

G ′
i j represents transfer conductance of i th and j th bus

B ′
i j represents the transfer susceptance of i th and j th bus

Inequality limits: Maximum andminimum limit must be defined for the generator
voltage magnitude and reactive power

Pgx,min ≤ Pgx ≤ Pgx,max, x = 1, 2, . . . MPV (5)

Generator bus voltage and reactive power restraints are express as

Qgx,min ≤ Qgx ≤ Qgx,max, x = 1, 2, 3, . . . MPV (6)

Ugx,min ≤ Ugx ≤ Ugx,max, x = 1, 2, 3 . . . M (7)

Taps limits of Transformer: maximum and minimum limit

tx,min ≤ tx ≤ tx,max, x = 1, 2, 3 . . . (8)

MPV PV buses locations M buses locations



434 L. Kumar et al.

3 UPFC Circuit Modelling

The regular UPFC arrangement is as appeared in Fig. 1. The circuital model of
the UPFC is acquired from the STATCOM and SSSC. The model representation
fundamentally comprises shunt and series converters. A voltage source converter is
existing in branch of series type whose principle work is to infuse a voltage, with
variable extent and edge, in arrangement by means of a transformer. Thus, it has a
capacity to trade real power with the lines of transmission network. Be that as it may,
the shunt part of the converter is answerable for the compensation of any active power
provided furthermore, drawn by the series type branch just as the losses. The shunt
type converter arrangement has a solid capacity to freely trade a imaginary power
with the framework by means of the transformer through which it is associated with
the network.

From Fig. 1. The source voltage can be represented as

Esh = Vsh(cosδsh + jsinδsh) (9)

Ese = Vse(cosδse + jsinδse) (10)

where δsh presents the voltage source of controllable phase angle and Vsh presents
the magnitude at the shunt type of converter area.

The viability of this methodology is exhibited in the area that is subsequent to
utilising an example of 6 bus and 14 bus system as a case study.

Fig. 1 UPFC configuration model
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Fig. 2 A 6 bus modified system recreated in PSAT after the establishment of UPFC

4 Methodology

4.1 Psat

As the name suggests, PSAT effectively analyses the power system with the advan-
tages of toolboxwhich is anything but difficult to get to. PSAT additionally empowers
the capacities identifiedwith various power flows locked in.When contrasted to other
MATLAB toolboxes, PSAT gives wide scope of highlights that puts forth power
system investigation accomplished with not somuch attempt but rather more precise.
The use of PSAT for the displaying of the test bus framework and its examination
appeared as designing of test bus system.

4.2 IEEE 6 and 14 Test Bus System

The test system being analysed is 6 Bus Test System which involves of one slack
bus, 2 generators at 2, 3 and remaining nodes are supposed to be load buses at 4, 5
and 6. It has 9 lines. IEEE-14 bus comprises one slack bus, 4 generators and 9 load
buses. Utilising PSAT the model of IEEE 6 and 14 test bus system which was made
is shown in Figs. 2 and 3.

5 Results and Discussion

The authors presented the bus voltage profile and real power loss before and after
establishment of UPFC. The simulations are executed using PSAT in the MATLAB
environment. Figures 2 and 3 show the single line diagram, and Figs. 4 and 5 shows
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Fig. 3 A modified 14 bus system recreated in PSAT after the incorporating of UPFC

Fig. 4 Bus voltage due to absence and presence of UPFC for IEEE 6 bus system

the bus voltage due to absence and presence of UPFC for IEEE 6 and 14 bus network,
respectively. It is detected that the bus voltage is low at node 6, 4 and 5 for 6 bus
network and node 9, 10, 14 for 14 bus networks. Table 1 presents Bus voltage
magnitude, and Table 2 presents active power losses due to absence and presence of
UPFC for IEEE 6 bus system. Table 3 presents Bus voltage magnitude, and Table 4
presents real power losses due to absence and presence of UPFC for 14 bus system,
respectively. It is clear that after using UPFC voltage magnitude increases and real
power losses reduces. And in Table 5, the authors present the comparative analysis
of total active power loss with and without using UPFC in both test bus system and
also show the reduction of real power loss.
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Fig. 5 Bus voltage due to absence and presence of UPFC in IEEE-14 test bus system

Table 1 Bus voltage due to absence and presence of UPFC for IEEE 6 bus system

Bus No. 01 02 03 04 05 06

Bus voltage due to absence of UPFC (pu) 1.05 1.07 1.05 0.9859 0.9685 0.9912

Bus voltage due to presence UPFC (pu) 1.05 1.07 1.05 0.9877 0.9806 0.9936

Table 2 Active power loss value due to absence and presence of UPFC for IEEE 6 bus

From node to
node

Active power
loss value due
to absence of
UPFC (pu)

Active power
loss value due
to presence of
UPFC (pu)

From node to
node

Active power
loss value due
to absence of
UPFC (pu)

Active power
loss value due
to presence of
UPFC (pu)

2–3 0.00106 0.00093 2–4 0.02326 0.02254

6–3 0.00957 0.00926 2–1 0.00142 0.00137

2–5 0.01199 0.01079 1–4 0.01013 0.00988

4–5 0.00128 0.00124 1–5 0.01360 0.01271

3–5 0.01178 0 2–6 0.01415 0.01353

5–6 0.00051 0.00018

6 Conclusion

For the aforesaid system, Newton–Raphson algorithm is used for the minimization
of active power loss in PSATMATLAB software. We have presented two test system
IEEE 6 bus and 14 bus system. In this proposed work, shunt series FACTS controller
UPFC is placed in weak bus. The results got to signify a critical upgrade in the
voltage outline of the test bus systems just as convincing decrement in the losses of
lines after incorporating of UPFC. The result acquired by without UPFC is compared
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Table 3 Bus voltage due to absence and presence of UPFC for IEEE-14 bus system

Bus no Bus voltage due
to absence of
UPFC (pu)

Bus voltage due to
presence UPFC
(pu)

Bus no Bus voltage due
to absence of
UPFC (pu)

Bus voltage due to
presence UPFC
(pu)

1 1.06 1.06 8 1.09 1.09

2 1.045 1.045 9 1.033 1.036

3 1.01 1.01 10 1.032 1.034

4 1.012 1.0218 11 1.047 1.0482

5 1.016 1.0224 12 1.053 1.0546

6 1.07 1.07 13 1.047 1.0494

7 1.049 1.053 14 1.0207 1.0311

Table 4 Active power loss value due to absence and presence of UPFC for IEEE-14 test bus system

From node to
node

Active power
loss value due
to absence of
UPFC (pu)

Active power
loss value due
to presence of
UPFC (pu)

From node to
node

Active power
loss value due
to absence of
UPFC (pu)

Active power
loss value due
to presence of
UPFC (pu)

1–2 0.04311 0.04201 4–9 0 0

2–3 0.02337 0.02108 7–9 0 0

2–4 0.01672 0 9–10 0.00006 0.00005

1–5 0.02771 0.02505 6–11 0.00114 0.00107

2–5 0.00921 0.00702 6–12 0.0008 0.0007

3–4 0.00397 0.00376 6–13 0.00248 0.00212

4–5 0.00478 0.00389 9–14 0.00091 0

5–6 0 0 10–11 0.00046 0.00041

4–7 0 0 12–13 0.00011 0.00007

7–8 0 0 13–14 0.00099 0.00055

Table 5 Comparison of total active power losses due to absence and presence of UPFC

Bus system Active power loss value
due to absence of UPFC
(pu)

Active power loss
value due to presence
of UPFC (pu)

Active power loss
reduction in %

IEEE 6 bus system 0.09875 0.08243 16.53

IEEE-14 bus system 0.13581 0.11046 18.67

with result acquired from with UPFC. It is clear that after using UPFC active power
losses reduces to 15–20% and enhances the voltage stability.
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FPGA-Based Implementation of
Backstepping Controller for Three-Phase
Shunt Active Power Filter Interfacing
Solar Photovoltaic System to Distribution
Grid

V. N. Jayasankar and U. Vinatha

1 Introduction

Globally, the load demand is rising exponentially due to the increase in population,
urbanization, industrialization, and the growth in standard of living. To meet the
increasing load demand, optimal utilization of the locally available renewable energy
resources is necessary. Solar energy is the most abundant renewable resource all over
the world. Grid connection of solar photovoltaic (PV) system presents the idea of
storage-less solar power generation. In a grid-connected solar PV system, the excess
power from the solar system after meeting the load demand is injected to the grid [1].
Nowadays, the proliferation of power electronic components ismaking both domestic
and industrial loads non-linear and, therefore, power quality problems are introduced
in distribution grid. Active filter with grid interfacing feature is a cost-effective way
to alleviate distribution level power quality issues.

The control scheme of active filters consists of three stages namely reference
current calculation, voltage control at dc link, and current control of voltage source
inverter (VSI). In the literature, several control techniques for reference current cal-
culation are reported so far. Instantaneous power theory (pq theory) algorithm is
the most popular reference current calculation technique [2, 3]. To improve the per-
formance during grid voltage unbalance and distortions, modified pq theory using
self-tuning filter (STF) is proposed in this paper by the authors. Fundamental current
and voltage detection is an important step in reference current calculation. Conven-
tionally, the fundamental components of current and voltage are determined using
low-pass filters, which introduces considerable phase-lags. This phase-lag can be
eliminated by replacing low-pass filters with STF [4–7]. The control techniques
for dc link voltage available in literature are PI, fuzzy, sliding-PI, Particle swam
optimization-PI, etc [3, 8–11]. A backstepping controller (BSC) for the control of
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dc link voltage is proposed in this paper for improved performance under different
system conditions. Among many current control techniques available in literature,
hysteresis control is selected, because it is simple, easy to implement, and has good
dynamic performance [12–14].

Real-time implementation of control algorithms is achieved using digital signal
processing (DSP) cards, microcontrollers, FPGA, etc. Compared to DSP and micro-
controllers, FPGA has the advantages such as short execution time, adaptability,
higher accuracy, easiness to implement complex algorithm structures, low design
cost, and high sampling period. FPGA is an array of logic elements, which are hard-
ware programmable, and consist of large number of configurable inputs and outputs.
The inherently optimized RAM and parallel processing capability of FPGA offer
reduced execution time and rapid prototyping compared to DSPs and microcon-
trollers [15].

The final goals of authors are to implement the backstepping theory-based control
of dc link voltage, harmonic currentmitigation using STF-based instantaneous power
theory and hysteresis control using a single on-chip FPGA. The proposed control
algorithm is realized using Xilinx Zynq 7000 FPGA (XC7Z020-clg484-1).

2 Materials and Methods

This section deals with the details of system configuration and the control scheme.
The details of hardware configuration, modeling of different components of the sys-
tem, and the theoretical background of the control scheme are discussed in following
subsections.

2.1 System Configuration

The solar PV system interfaced to grid is shown in Fig. 1. Different components of
the system are solar PV system, Three-phase four-leg inverter, dc link capacitor, and
ac filters.

2.2 Control Scheme

The control system block diagram is shown in Fig. 2. The reference currents for
active filtering and dc link voltage control are calculated, and the sum of these two
reference currents is given to hysteresis controller for generating pulses for the control
of voltage source inverter. Following subsections discuss the calculation of reference
currents in detail.
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2.2.1 Reference Current Calculation for Harmonic Elimination

Modified pq theory is used for the reference current generation for harmonic elim-
ination. The grid voltages (va

s , v
b
s , v

c
s ) and load currents (i aL , i

b
L , i

c
L ) are transformed

into α − β frame as shown in (1) and (2), where vα
s , v

β
s and iαL , iβL are voltages in

grid side and currents in load side in α − β frame. respectively [1, 16].
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STF is used for detecting the positive sequence fundamental component of load
currents as well as grid voltages. STF can be represented by (3) and (4), where xα

and xβ are the input signals to STF and xα
1 and xβ

1 are the outputs. The constant K
controls the bandwidth and response time of STF [5–7].

xα
1 (s) = K

s

[
xα(s) − xα

1 (s)
] − ω1

s
× xβ

1 (s) (3)

xβ
1 (s) = K

s

[
xβ(s) − xβ

1 (s)
]

+ ω1

s
× xα

1 (s) (4)

Equation (5) represents the active power component of harmonic compensation
(ph(t)) and (6) represents reactive power component (q(t)), where iαLh and iβLh are
harmonic components of load current and vα

sp1 and v
β
sp1 are the grid voltage funda-

mental components, respectively, in α − β frame. Equation (7) calculates the filter
currents with a phase difference of 180◦ to counter act the harmonic components.
The filter currents are transformed into abc frame using (8). Equation (9)computes
compensation currents for neutral.

ph(t) = (
iαLh × vα

sp1

) +
(
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(5)
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i nf = i af + i bf + i cf (9)

2.2.2 Reference Current Calculation for the Control of Dc Link Voltage

The solar PV system interfaced to grid is a dynamically changing system. For satis-
factory performance, dc link voltage has to be controlled using an effective controller.
Backstepping controller is used in this work, as it is a non-linear control algorithm
with inherent dynamic stability [9, 17, 18]. The objective is to minimize the tracking
error of voltage (z) as shown in (10), where x is the dc capacitor energy storage and
the reference of x is marked as x∗.

z = x∗ − x (10)

The derivative of (10) can be written as shown in (11), where Ps is the power from
grid to charge/discharge the capacitor, PRdc is the leakage losses of capacitor at dc
link, and Psw is the switching loss in the inverter. Psw is treated as an unknown
parameter.

ż = ẋ∗ − ẋ = ẋ∗ − Ps + PRdc + Psw

= ẋ∗ − Ps + 2x

CdcRdc
+ Psw (11)

A Lyapunov function as shown in (12) is introduced for designing a control law,
where P̃sw = P̂sw − Psw is the error in the estimation of switching loss (Psw) and γ
is a large positive constant.

V = 1

2
z2 + 1

2γ
P̃sw

2
(12)

Differentiating (12), we get (13).

V̇ = zż + 1

γ
P̃sw

˙̃Psw = z

[
ẋ∗ − Ps + 2x

CdcRdc
+ Psw

]
+ 1

γ
P̃sw

˙̃Psw (13)

Substituting Psw = P̂sw − P̃sw in (13), we get (14).

V̇ = z

[
ẋ∗ − Ps + 2x

Cdc × Rdc
+ P̂sw

]
+ P̃sw

(
1

γ
˙̃Psw − z

)
(14)
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Since V̇ <= 0, −cz = P̃sw − z, where c � 0. Equation (15) is the control law and
(16) is the parameter adaptation law.

Ps = va
s i

a
dc + vb

s i
b
dc + vc

s i
c
dc + vβ

s i
β
dc = ẋ∗ + 2x

Cdc × Rdc
+ P̂sw + cz (15)

˙̃Psw = γz (16)

From the control law (15), the reference currents for dc voltage control can be derived
as shown in (17) and (18).
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⎣
i adc
ibdc
i cdc

⎤
⎦ = 1

(va
s )

2 + (vb
s )

2 + (vc
s )

2

⎡
⎢⎢⎢⎢⎢⎣

va
s (ẋ
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∗ + 2x

Cdc × Rdc
+ P̂sw + cz)

vc
s (ẋ
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i ndc = i adc + i bdc + i cdc (18)

As per Lyapunov’s theory, if ż and ˙̃Psw need to have negative real value as shown in
(19)for stable operation, which implies c2 − (4 × γ) > 0. The values of c and γ are
selected by trial and error method using the inequality c2 − (4 × γ) > 0.

[ ˙̃Psw
ż

]
=

[
γ 0

−c −1

] [
P̃sw
z

]
(19)

The reference current for the inverter is the sum of reference currents for harmonic
elimination and the reference currents for the control of dc link voltage. Hysteresis
control can be used to generate pulses for controlling the voltage source inverter
using the reference currents calculated.

2.3 FPGA-Based Design of Control Algorithm

The proposed algorithm is realized using FPGA with a modular structure as shown
in Fig. 3. There are different modules such as analog to digital conversion (ADC)
module, decode Xilinx-ADC (XADC) module, active filter control module, etc. Dif-
ferent control blocks like α − β to abc transformation, STF, instantaneous power
calculation, reference current calculation, abc toα − β transformation, backstepping
controller, and hysteresis controller are implemented using system generator blocks.
IP cores are generated for synthesizing the algorithms in Xilinx Vivado design suite.
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Fig. 3 Modular Design of FPGA Controller

The implemented modules are converted to verilog codes. Finally, the design syn-
thesis, implementation and bit stream generation are done using Vivado design suite
software.

3 Results and Discussion

Simulation results and FPGA implementation results are shown in this section.

3.1 Simulation Results

Dynamic model of solar PV system is simulated with solar cells of specification
Voc = 21.1 V and Isc = 3.8 A. The solar PV system is connected to a three-phase,
415 V, 50Hz distribution grid through a four-leg IGBT inverter. Grid resistance and
inductance considered are 0.1 ohm, 0.01 mH, respectively. Capacitors of 4700 µF
capacitors that are used are connected in series at the dc link. The dc link voltage
reference is 700 V. The parameters of inductor filter are 0.1 ohm, 10 mH. A three-
phase rectifier feeding a load of 100 Ω , 60 mH is considered. The backstepping
controller parameters are c = 300 and γ = 20,000. Figures4 and 5 show simulation
results.

3.1.1 Case A: 50% Step Increment in Load

A 50% step increment of load is simulated by introducing an additional load of 100
Ω , 60 mH into the system at 0.1 s. In this case, solar power irradiation is considered
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(a) 3-phase grid voltage (b) DC-link voltage (c) current in load side

(d) Compensation current (e) current in grid side (f) voltage in grid side

Fig. 4 Simulation outputs for 50% load increment

(a) 3-phase grid voltage (b) DC-link voltage (c) current in load side

(d) compensation current (e) current in grid side (f) voltage in grid side

Fig. 5 Simulation outputs when solar irradiation changes from 1 to 0 kW/m2

as constant at 1 kW/m2. When the load demand is increased, power flow from solar
system to load increases and the power injected to the grid decreases. From Fig. 4, it
is observed that the magnitude of the current in grid side is decreased when the load
is increased. Voltage at dc link is maintained constant at 1 pu throughout this case.
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(a) FFT of current in grid side (b) FFT of current in load side

Fig. 6 Harmonic spectrum when solar irradiation = 1 kW/m2

(a) FFT of current in grid side (b) FFT of current in load side

Fig. 7 Harmonic spectrum, after load increment

(a) FFT of current in grid side (b) FFT of current in load side

Fig. 8 Harmonic spectrum when solar generation is absent

3.1.2 Case B: Solar Irradiation Changes from 1000 W/m2 to Zero

In this case, a step change in solar irradiation from 1000 to 0 W/m2 is introduced
at 0.2 s. The additional power after meeting the load demand is injected to the grid.
Therefore, the phase difference between current in grid side and voltage in grid side
is 180◦ as shown in Fig. 5. When there is non-availability of solar power, the load
demand is supplied by the grid. Under these conditions, the current in grid side and
the voltage in grid side are in phase. However, a small dip in dc link voltage is
observed during the dynamic change, returns to the steady-state value, 1 pu within
20 ms.

Figures6, 7, and 8 show current in load side and current in grid side harmonic
spectrum for different cases. In all these cases, the THDs of current in grid side are
below5%,which is below the limit set by IEEE standard of power quality (IEEE-519)
[19].
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3.2 FPGA Implementation and Hardware Co-Simulation
Results

The entire control logic is implemented in system generator and then converted to
IP cores. Vivado design suite is used for IP integrator-based block design. The HDL
wrapper for the block design is generated, which generates the VHDL/Verilog code
for the entire block algorithm. Test bench is created for the program, and behavioral
simulations are carried out to verify the working of controller. After synthesis and
implementation of the control algorithm in Vivado design suite, the bit stream is
generated. The XC7Z020-clg484-1 FPGA Board in its JTAG mode is interfaced to
the PC. Burning the bitstream generated into the FPGA is the last step of hardware
implementation of control algorithm.

Hardware co-simulation is done with the power circuit of shunt active filter sim-
ulated in Matlab and controller hardware implemented in FPGA. Clock frequency
of Zynq 7000 FPGA is 100 MHz (time period = 10 ns) and the Simulink simulation
time period is taken as 1 µs. The hardware co-simulation results are observed in
Xilinx Vivado design suite waveform viewer. The same dynamic cases considered in
Matlab simulation are considered in hardware co-simulation also. The current and
voltage waveforms for step increment in load and step change in solar irradiation
are shown in Figs. 9 and 10, respectively. Table1 shows the steady-state values of dc
link voltage, current in load side and current in grid side observed in simulation as
well as hardware co-simulation.

The results obtained in hardware co-simulation are the scaled down versions
of actual voltages and currents. The waveforms observed are same as the Matlab
simulation results. So the implementation of control system in FPGA is validated.

Fig. 9 Hardware co-simulation results for case a
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Fig. 10 Hardware co-simulation results for case b

Table 1 Comparison of simulation and hardware co-simulation results

Cases System parameter Steady state peak value

Simulation Hardware co-simulation

Observed Actual
Load = 100 Ω ,
60 mH, Solar
irradiation = 1
kW/m2

DC link voltage
(p.u)

1.0 0.3505 1.0

Current in load
side (A)

5.5 0.0110 5.5

Current in grid
side (A)

32 0.0642 32.1

After 50% load
increment, Solar
irradiation = 1
kW/m2

DC link voltage
(p.u)

1.0 0.3505 1.0

Current in load
side (A)

10.6 0.0212 10.6

Current in grid
side (A)

26 0.0522 26.1

When solar
power
generation is
absent

DC link voltage
(p.u)

1.0 0.3503 1.0

Current in load
side (A)

10.6 0.0212 10.6

Current in grid
side (A)

11.5 0.0230 11.5
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4 Conclusion

The dynamic condition simulation results show that the controller performs well
under different conditions considered. The controller is implemented in XC7Z020-
clg484-1 FPGA and hardware co-simulation is done with implemented control sys-
tem in FPGA, and the power circuit is simulated in Matlab/Simulink. The results
obtained are similar to the simulation results, so the FPGA implementation is vali-
dated.
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Grounded FDNR Simulation Circuit
Using VDDIBAs

Venkata Mohit Sai Chandra Kukunoori, Vinay Reddy Godhala,
and Mayank Srivastava

1 Introduction

The concept of FDNR behaviour was very firstly introduced in [1]. This paper also
described the transformation of anyRLCpassive network into FDNR-based network.
The utilization of FDNR in high order filters is well understood. In the last three
decades, the active simulation of FDNR element has been an alternative research
domain and FDNR configuration based on different active building blocks (ABBs)
has been presented by researches. The DVCCII-based realization reported in [2]
requires matched passive elements. Similarly, the configuration discussed in [3] also
suffer from matching constraints and also use of two resistors makes the circuit
oversized. The grounded FDNR reported in [4] also employs two resistors based on
OTRA and four passive elements also exhibit component matching limitation.

An op-Amp-based FDNR was reported in [5] which employs four op-Amp while
another op-Amp-based FDNR [6] uses three op-Amp, seven resistors and two capac-
itors. The use of too many op-Amp and resistors makes these circuits not suitable
for on-chip implementation.

The Second Generation Current Conveyor (CCII)-based FDNR circuits proposed
in [7, 8] require meeting component matching conditions for lossless FDNR
behaviour. The FDCCII-based FDNR configurations presented in [9, 10] are over-
large as employed FDCCIIs are not fully utilized. All the represented circuits in
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[3–10] do not exhibit the facility of electronic tuning. Some electronically control-
lable FDNR simulators employing various active elements have been presented in
[11–15].

Therefore, the aim of this research attempt is to add a new FDNR simulator in
the available literature. The proposed circuit uses two VDDIBAs, two capacitors
and one resistor. The VDDIBA is a modern ABB and no work has been reported
so far describing the use of VDDIBA in FDNR realization. Hence, this work opens
the door for researchers to pursue their research on this topic. The presented FDNR
simulator enjoys advantages like electronic tuning, no requirements tomeetmatching
conditions, use of less number of active and passive elements, low sensitivities of
FDNR value with respect to circuit elements and exhibiting optimal behaviour even
when using a non-ideal model of VDDIBAs.

2 VDDIBA

VDDIBA is an extension of VDBA,which is a popular active element [16]. VDDIBA
is a voltage mode device with biasing current controllability. Hence, a very attrac-
tive active circuit concept was found. The single block symbolic representation of
VDDIBA is illustrated in Fig. 1, and current–voltage relations among various termi-
nals have been shown in Eq. 1–Eq. 3. The differential input voltage applied across the
P and N terminals, get transferred to Z terminal in the form of current and diffused
voltage across Z and V terminal is transferred to W terminal. The behaviour of
VDDIBA can be realized by the circuit shown in Fig. 2, which employs two OTAs,
single CFOA and one dual output OTA.

Iz = gm(VP − VN ) (1)

VW = VV − VZ (2)

IP = IN = 0 (3)

Fig. 1 Symbolic
representation of VDDIBA
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Fig. 2 VDDIBA realization using OTAs and CFOA

3 Proposed Configuration

The proposed FDNR circuit employing two VDDIBA has been shown in Fig. 3.
Through simple circuit analysis, the input impedance of the FDNR circuit given

in Fig. 3 can be evaluated as follows:

ZI N = 1

Deqs2
(4)

Fig. 3 Proposed FDNR simulator using VDDIBA active element
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where

Deq =
(

gm2

gm1R0C0C1

)
(5)

It can be noticed from Eq. 5 that the realized negative resistance value can be
varied by gm1 and gm2 which confirms the availability of electronic tuning of the
circuit. Also, no matching condition has been met to realize the FDNR function.

4 Non-ideal Analysis

On considering a non-ideal model of VDDIBA, the Eqs. (1–3) can be modified as
follows:

IZ = αgm(VP − VN ) (6)

VW = βV VV − βZ VZ (7)

IP = IN = 0 (8)

On considering a non-ideal model of VDDIBA, the Eqs. (6–8), the modified value
of input impedance for the proposed circuit can be evaluated as

Znon-ideal = 1

Dnon-ideals2
+ 1

Cnon-ideals
(9)

where

Dnon-ideal = βZ2α2gm2

C0C1

[
α1gm1R0 + βV 2 − βZ2 +

(
1−βV 1

βZ1

)] (10)

Cnon-ideal = βZ1 − βZ2

C1

[
α1gm1R0 + βV 2 − βZ2 +

(
1−βV 1

βZ1

)] (11)

Therefore, it can be noticed from Eqs. 10 and 11 that on using a non-ideal model
of employed VDDIBAs, the presented circuit does not simulate the behaviour of
lossless FDNR. The impedance expression includes a lossy term along with the
FDNR term. Therefore, it can be said that in a non-ideal environment the developed
FDNR circuit simulates the working of a series D − C network.
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Fig. 4 Conventional RLC bandpass filter

Fig. 5 Equivalent active realization of RLC bandpass filter using the proposed FDNR

5 Applications

To validate the behaviour of the presented FDNR simulator, a bandpass active filter
has been implemented. The conventional RLC bandpass filter is depicted in Fig. 4,
and its equivalent active realization using the proposed VDDIBA-based FDNR has
been demonstrated in Fig. 5.

6 Simulation Results

The behaviour of the presented FDNR simulator shown in Fig. 3 and the bandpass
filter depicted in Fig. 5 have been validated by executing PSPICE simulation. For
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Fig. 6 CMOS model of
single output OTA

simulation purposes, the VDDIBA model illustrated in Fig. 2 has been taken into
account. The single I/O OTA and dual output OTA shown in Fig. 2 can be imple-
mented by CMOS models as shown in Figs. 6 and 7, respectively. The CFOA is
implemented by SPICE model of ICAD844.

For the simulation of the circuit shown in Fig. 3, the supply voltage has been
taken as 3V with biasing currents of OTAs 50µA. The values for used passive
elements were selected as C0 = C1 = 0.2, 0.3 nF and 0.4 nF and R0 = 1 k�. The
PSPICE generated responses for FDNR circuit of Fig. 3 has been illustrated in Fig. 8.
Figure 8 shows a variation in impedance magnitude with increasing frequency and
it is clear from it that the presented FDNR behaves satisfactorily till 2.55MHz. The
electronic tuning for different values of biasing currents (20, 40µA and 60µA) has
been depicted in Fig. 9.

Theworking of the developed bandpass filter (given in Fig. 5) also has been studied
by PSPICE simulations with passive elements C0 = C1 = 0.2 nF, C2 = 0.1 nF,
R0 = 1 k�, and R1 = 2.6 k�. The frequency response of this filter has been given
in Fig. 10.

7 Conclusion

A new VDDIBA-based grounded FDNR simulator has been reported in this work.
The developed circuit employs two VDDIBAs, two capacitors and a single resistor.
As there is no such FDNR circuit employing VDDIBA active element has been
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Fig. 7 CMOS model of dual output OTA

Fig. 8 FDNR response for different capacitance values

available in open literature hence, thiswork can be considered as novelwork in FDNR
realization. Theworking ofVDDIBAblock has been achieved by anOTAandCFOA-
based circuit. The electronic tunability of realized FDNR has been demonstrated by
varying the biasing current. The behaviour of the presented circuit has been checked
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Fig. 9 Electronic tuning of realized FDNR

Fig. 10 The frequency response of filter shown in Fig. 5

by designing a bandpass filter using it. All the circuits are validated by PSPICE
simulations.
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Designing a Series Active Power Filter
for Mitigating Harmonics of a High
Frequency Resonant Inverter

Rohan Sinha, Rahul Raman, Ananyo Bhattacharya,
and Pradip Kumar Sadhu

1 Introduction

Modern state of the art electrical technology has lead to the increasing use of power
electronic devices. Electrical sources like renewable resources generally call for the
integration of power electronic devices so that the power can be utilized and tapped
effectively. One such application is the use of heating equipments in industries to
carry out brazing, welding, melting and many more. Although there are numerous
methods of heating objects but, the use of an induction heater is the most preferred
option [1, 2] because the benefits associated with induction heating provides an
economical, cleaner and an energy efficient medium of heating. Also, the output
energy of the induction equipment can be controlled by controlling the inverter thus,
giving precise temperature control at the output. For effective induction heating, the
inverter should switch at a very high frequency. This means that the output of the
inverter produces an ac signal with a very high frequency. A high frequency ac signal
generates high eddy current in the workpiece to be heated, this eddy current produces
heat mainly due to Joule’s law of heating, hysteresis losses in the work piece and an
additional phenomenon skin effect is also associated with it. But the main problem
associated with such a device is its non-linear nature. Being a non-linear load, it
generates harmonics which has the tendency of following into the grid. This action
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distorts the grid current leading to a poor power factor. Harmonics pose a serious
issue associated with power quality, like damaging sensitive loads, malfunction of
sensitive loads, heating of supply wire, transformer malfunction and many more. A
poor power factormeans that the grid is underutilized and is also uneconomical for the
industry concerned. Therefore this situation demands for certain specialized circuit
which can damp out these harmonics. Such circuits are called filters. It is a circuit
which is installed near the non-linear devise to eliminate these distortions. Passive
filters and active power filters are the two types of filter. The active power filters are
further classified as shunt APF, Series APF, Unifies Power Quality Conditioners and
Hybrid power filters [3, 4].

Here, the main non-linear load is the high frequency resonant inverter. The main
harmonics which are generated are the high frequency harmonics and switching
harmonics. To compensate these harmonics numerous works have been carried out.
Raman et al. [5] gave a comparative study of the filters. They have implemented
passive filter and semi active for compensation.Without filter the THDwas 46.029%,
with the passive filter 23.855%, still significantly high and with the semi-active
filter the THD count is nearly 0%. But these filters have only been designed for a
single phase application. Raman et al. [6] presented the use of a Vienna Rectifier for
controlling harmonics. In this paper, the THD before the use of the PWM rectifier is
37.263% and after implementing the rectifier it reduced to almost 0%. But, a Vienna
rectifier is usually direct current controlled which has the disadvantage of irregular
control sequence. Palash et al. [7] present design of a passive filter along with a
modified half-bridge inverter. Without the filter the value of THD was 44.99% and
after using the passive filter it dropped to 17.90%,which is still a significant harmonic
figure. Adding on, a half-bridge configuration is suitable for low power application
only. These filtering techniques come with their own disadvantages. Passive filters
have disadvantages associated such as resonance with source, high current flowing
through passive devices due to resonance, being tuned filters they cannot mitigate
harmonics in changing frequency conditions and many more. All of these characters
compromise the filtering behavior of the circuits. The present papers deals with
the mitigations of harmonics using the Series Active Power Filter (SeAPF), as the
effectiveness of the SeAPF in the field of high frequency harmonic mitigation has
not been evaluated.

Active power filters are power circuits which compensate the harmonics by
actively generating the harmonics and injecting them at the point of installation.
These generated signals are of equal amplitude but are 180° phase shifted. APFs
have the added advantage of a good dynamic response, achieving steady state in a
shorter duration of time and also adaptive schemes can be implemented using them in
varying environmental conditions. Torre et al. [8] proposed their Active power filter
for a single phase supply. Islam et al. [9] used an SeAPF based on the PQ theory,
which is a computationally heavy algorithm and prone to voltage distortion. Pinto
et al. [10] proposed a transformerless SeAPF, but it has isolated single phase VSI
for each phase along with isolated power supply. This paper deals with designing
an SeAPF with the control circuit of the filter and designing the induction heating
inverter. It basically uses the DQ theory which is computationally less heavy and
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immune to grid voltage distortion. Also, an external power supply for the filter is not
required in this configuration because it is equipped with a voltage balancing algo-
rithm. The paper has been divided into parts which deal with designing the resonance
circuit, the control circuit generating the reference voltage, the simulation results of
the inverter with and without the filter and the comparative total harmonic distortion
(THD).

2 Resonant Inverter

The application for which the inverter is used is for induction heating, a heating
technology which is used both in domestic and industrial heating processes. Since
the associated technology demands for a high frequency ac signal output, the inverter
is called a High Frequency Resonant Inverter. When resonance is used in the inverter
technique, the output power transferred to the load will be maximum. This is
because when a circuit resonates, the inductive impedance cancels out the capac-
itive impedance leading to a condition where the load turns out to be purely resistive
in nature. Also, on attaining resonance the power electronic switches can be operated
at ZVS or ZCS [1] condition. A ZVS or ZCS scheme is usually employed during a
high switching modulation scheme because on turning off or on the semiconductor
switches at these conditions, the power loss associated will be at its minimum value.
These are the twomain reasonswhy a resonating inverter is generally employed.Now,
an inverter is said to be in the resonance condition when its switching frequency is
equal to the resonant frequency of the load. For the construction of the inverter, four
IGBTs are used and the resonance condition is produced by the load. This resonance
condition can be summarized as follows,

XL = XC orωL = 1

ωC
(1)

2π fr L = 1

2π frC
(2)

fr = 1

2π
√
LC

(3)

where XL and Xc are the impedance of inductor and capacitor respectively and fr is
the resonant frequency.
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2.1 Determining the Load Parameters and Calculation
of Switching Frequency

For the inductionheating coil to receive themaximumpower, the resonating condition
has to be precisely determined. This is necessary because any deviation from the ideal
switching frequency can lead to low power output, improper temperature control, not
attaining ZVS condition and low efficiency of the converter.

Therefore,mathematical equations are used to precisely determine the value of the
resistor, capacitor and inductor. In this work, the type of resonance which has been
employed is called parallel resonance. The parallel resonating circuit, also called a
tank circuit, is composed of an inductor and resistor in parallel connection with a
capacitor. When the circuit starts resonating, the admittance part of the equation is
equal to zero. Admittance is given as,

Y = 1

RL + j X L
+ 1

− j XC
(4)

Y = 1

R2
L + X2

L

+ j

(
1

XC
− 1

R2
L + X2

L

)
(5)

When susceptance is zero,

1

XC
= 1

R2
L + X2

L

(6)

ωC = ωL

R2
L + ω2L2

(7)

From Eq. 7 we obtain,

ω2L2 = L

C
− R2

L (8)

ω =
√

1

LC
− R2

L

L2
(9)

The resonant frequency is thus given as,

fr = 1

2π

√
1

LC
− R2

L

L2
(10)

In the present work, the load has been designed using the equations in the
frequency domain which can be stated as Z(S) or Z(jw) [2]. Again, to create
resonance, the imaginary part should be equal to zero.
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−ωCR2 + ωL − ω3L2C = 0 (11)

ω =
√

L − CR2

L2C
(12)

f = 1

2π

√
L − CR2

L2C
(13)

Using R = 1 � L = 57.1 uH and C = 0.2 uf, the switching frequency is obtained
as 47 kHz.

The full bridge resonant inverter should be operated at this switching frequency
to optimize the operation. In practical situation, it is difficult to reach the exact
resonating condition; therefore the switching frequency is kept near the theoretically
determined value.

3 Diagrammatic Representation of the Method

As it has been stated above, the method which has been employed to compensate
the voltage harmonic is a Series Active Power Filter [3, 8–11]. An SeAPF act as a
series voltage source with the load. It is generally interfaced at the point of common
coupling using a current transformer which for providing isolation between the filter
circuit and the power grid. Firstly, the project consists of a high frequency resonant
inverter as themain non-linear loadwhich distorts supply utility signal. Secondly, the
SeAPFwhich is in form of a voltage source inverter (VSI), the part of the filter which
injects the phase shifted harmonics in the utility. The power filter stage is composed
of three main parts, the VSI, the control circuit of the filter which generates the
reference voltage and the hysteresis band controller. The VSI is composed of a three
phase VSI with a capacitor and a ripple filter which controls the switching ripples.
A diagrammatic representation has been shown in Fig. 1.

4 Control Strategy for the Filter

One of the most important steps in the implementation of the compensating strategy,
the control of the filter plays a major role. With a properly devised control algorithm,
the filter successfully is able to mitigate the harmonics. One of the most widely used
algorithms for filter control is the instantaneous reactive power theory of commonly
known as the PQ theory [4, 9]. But the calculations used in this control algorithm
are susceptible to voltage distortions in the power grid. This is because the instan-
taneous reactive power, both imaginary and real power, is calculated based on the
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Fig. 1 Overall layout of the method used

source voltages and currents. Although an improvise PQ Theory based on synchro-
nizing the supply voltage to the fundamental component, this algorithm is generally
computationally heavy.

To overcome these disadvantages, another well know algorithm the Synchronous
Reference Frame (SRF) or DQ theory had been used as the control algorithm.
Thus, the model of the controller consists of the SRF block, the PLL block and
the Hysteresis Controller for generating the switching pulses of the VSI. A detailed
discussion of the theory has been provided below.

4.1 Generation of the Compensating Voltage Signals

Reference signal production for the control of the VSI is based on the DQ Theory.
Among the control algorithms available for the SeAPF, the SRF theory [12] is one
of the best strategy because it provides faster response to change in the system
parameters, it is computationally less heavy and simpler to implement and also
immune to system voltage changes as it makes use of a PLL for synchronization. A
total of six voltage sensors are used three for sensing the source voltages and three
to sense the load voltages, so that the filter works as per requirement. This algorithm
for control is based on the transformation of source voltages which are in the abc
coordinate to dq coordinate.The dq coordinates contains both the fundamental power
component and the harmonic component, when the source is polluted by harmonics.
To implement this algorithm first the voltages in abc coordinates are converted to
αβ coordinate using the Clarke’s Transformation.
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Here, the V0 part of the equation denotes the zero-sequence component. But, in
this project this component has been excluded because the system is a three wire
system.

After this αβcoordinates generation, Park’s transformation is applied to obtain
the dqcoordinates of the system voltages, this part of the voltages contains the
fundamental voltage as well as harmonic voltages. The Park’s Transformation is
as follows,

[
Vd

Vq

]
=

[
cosθ sinθ
−sinθ cosθ

]
(15)

For extracting the high frequency harmonics from the Vd and Vq , an HPF is used.
Now, we have the harmonic components in the dq frame. To convert these signals
back to the three phase abc coordinates, first Inverse Park’s Transformation is applied
as follows obtain the αβ coordinate.

[
Vα

Vβ

]
=

[
cosθ −sinθ
sinθ cosθ

]
(16)

On applying Inverse Clarke’s Transformation we get back the signals in the abc
coordinates,
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The voltage components obtained in Eq. 17 are the reference voltages which
will be required by the Hysteresis controller to produce the gating signals. Before
applying these signals to the controller, the compensating signal Vcomp is obtained
by the difference of the reference signals and the source voltages.

As this topology is an SeAPFwithout an external power source, the voltage across
the dc link capacitor has to be balanced using a controller for effective harmonic
cancellation. A PI controller is employed for this purpose which takes in the error
voltage. The error voltage is obtained by the difference of the fixed reference voltage
and the actual dc link voltage measured across the capacitor. All the sin and cos
components of the Park’s and Inverse Park’s Transformations are obtained using a
PLL. The PLL is discussed in the following section.



472 R. Sinha et al.

SRF Based PLL

The PLL is an integral part of the SRF Control algorithm. A PLL [10], 13 circuit is
basically implemented to track a particular system. It performs the task of synchro-
nizing its outputwith the input signals (the reference signal) in terms of frequency and
phase. Only when the PLL output signal phase synchronizes with the input signal, a
locked stage in operation is achieved. After the lock is attained, even if the error tries
to deviate from the actual value, the PLL will work automatically to synchronize the
system. Here in the SRF theory, a similar concept is used to synchronize the output
to the fundamental frequency of the supply voltage for producing the two sin and
cos component required in the calculation. Phase detection, filtration and Voltage
control oscillator are basic PLL parts.

In this present work, an SRF based PLL is used. Most of the PLL generally differ
in the type of phase detector used. The SRF PLL, as the name suggests is based
on the SRF theory. It mainly consists of the abc to dq transformation equations,
followed by a PI controller which acts like an LPF an integrator and a VCO. The abc
to dq transformation will act as the phase detector stage. Transformation of the grid
voltages from abc to dq coordinate are shown in the SRF section above, which first
uses the Clarke Transformation followed b Park Transformation. The direct and the
quadrature components are given b Eq. 15.

[
Vd

Vq

]
=

[
Acos(θ

′ − θ)

Asin(θ
′ − θ)

]
(18)

θ ′ = output phase and θ = input phase.
Vd and Vq are the error and the amplitude component. Only the error component

is required in this case (it contains the phase error) to obtain the phase lock condition.
To put the PLL in locked state, the phase of the input and output signal as given in
Eq. 18 should be brought to zero. Again in this block, a PI controller is employed for
error reduction of the phase providing an output in angular frequency. This output is
further fed into an integrator to obtain the phase angle. The phase angle acts as the
input to a VCO block to produce a unitary PLL signal of sin and cos components.

Hysteresis Controller

The hysteresis controller is a variant of the PWMmodulation technique for gating the
VSI switches. It can be described as an OpAmp having a positive feedback. Among
all the inverter modulationmethods, hysteresis control is one of themost well known.
It can be defined as a comparator with a positive feedback and the reference signal
in fed into the negative terminal. The output versus input characteristic graph is in
the form of a hysteresis curve, therefore the name. This comparator has two definite
upper and lower levels called the upper threshold and the lower threshold. Every
time the reference voltage signal tries to cross these upper and lower boundaries,
the comparator output produces a significant change in the voltage levels, creating
a PWM signal. The type of comparator employed here is a non-inverting Schmitt
Trigger. To determine the values of the threshold levels, the following equation are
used,
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Vt = V1

R1 + R2
+ VoR1

R1 + R2
(19)

V1 = Reference input signal and Vo = Output of comparator.
Vt = The positive feedback signal to comparator.
When a transition takes place, Vt = 0, therefore Eq. 19 can be modified as,

V1

R1 + R2
= − VoR1

R1 + R2
(20)

V1 = −V 0R1

R2
(21)

When Vo = −Vsaturation value of V 1, the switch changes states from −V sat to +
V sat,

VUT = −(−V sat)R1

R2
(22)

Similarly when Vo = +V sat, the transition is from +V sat to −V sat, giving the
equation

VLT = −(+V sat)R1

R2
(23)

Equations 22 and 23 give the upper and lower threshold levels respectively.

5 Simulation Diagrams and Results

To verify whether the proposed project is working as per standards, the project has
been simulated in a simulation platform. All the simulations have been carried out in
the PSIM environment. The simulation result consists of the simulation of the high
frequency resonant inverter and the Series Active Power filter. The inverter has been
simulated with and without the filter. The output signals and their FFT analysis have
also been performed using the same PSIM tools.

Firstly, in Fig. 2, a high frequency resonant inverter has been simulated with
a simple voltage balancing circuit installed before the diode bridge rectifier. The
input to the inverter is a three phase 220 V and 50 Hz ac supply connected to a star
delta transformer. Now to depict the load of the inverter, a resonant tank circuit has
been chosen which consists of a series resistor and inductor branch in parallel to a
capacitor. This entire configuration acts like an induction coil load to the inverter. An
ammeter has been placed before the voltage balancing circuit to measure the input
current. Figure 3 shows the input current to the load. It is quite clear from the graph
that the current waveform is far from sinusoidal. To prove that the input current is
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Fig. 2 Simulation diagram of the high frequency resonant inverter without an SeAPF

Fig. 3 Current graph of the input utility signal without the SeAPF

contaminated with harmonics, an FFT analysis of the signal is carried out (shown in
Fig. 4), with the help of PSIM FFT tool. It clearly shows the presence of various high
frequencyharmonics. This part is responsible for the contaminationof the input signal
leading to a poor power factor. As has been mentioned before, these harmonics are
removed using an SeAPF. Figure 5 shows the equivalent circuit diagram of the Full-
bridge high frequency inverter alongwith an SeAPF configuration. The basic inverter
parameters remain the same as shown in Fig. 2 but, with the addition of an active
power filter. The filter consists for a voltage source inverter governed by a controller
based on the DQ theory, the controller is further synchronized with the help of an
SRF based PLL algorithm. The output of the SRF PLLis shown in Fig. 6, it clearly
shows that the signals so produced are synchronized to the fundamental component
of the utility supply, which is used in the control algorithm. Figure 7 depicts the input
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Fig. 4 FFT of the input voltage signal without SeAPF (from 0 to 4000 Hz)

Fig. 5 Simulation of the high frequency resonant inverter along with an SeAPF

Fig. 6 SRF PLL output signals required in the SRF control algorithm. Vpll is the sinθ component,
whereas Vpll2 is the cosθ component
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Fig. 7 Input current signal of the inverter with SeAPF

Fig. 8 FFT analysis of the signal with SeAPF

current to the inverter which has near sinusoidal profile when compared to Fig. 3.
On doing the FFT analysis of the signal, we obtain the graph (Fig. 8) which shows
that only the fundamental component is dominant; the remaining high frequency
harmonics have almost been compensated. Now, the reason to show the current
graphs before and after the installation of the active filter is as follows: it is a well
know fact that the input voltage from the grid is quite immune to distortions, although
there might be some harmonic contamination. This is attributed to the fact that our
grid system is quite robust in nature. The main parameter in the circuit which is the
matter of concern is the non-sinusoidal current waveform. This has been show in the
above figures and the FFT analysis; which is highly non-sinusoidal. One thing which
can be done in this condition is by controlling the voltage. Injecting an appropriate
amount of voltage harmonics which is 180 phase shifted at the point of installation
can actually reduce the current harmonics. Therefore, the main operation of this
APF is to indirectly control the current harmonics by actually controlling the voltage
parameters.
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6 Harmonic Content Calculation

THD is the total count of the amount of harmonic which is present in the signal.
A comparison between the FFT analyses shows the THD value of the signals with
the filter and without the filter. For calculating the amount of distortion present in
the signal the value of the fundamental voltage and the values of the corresponding
harmonics are required. The calculation is down using the formula given below. The
THD % has been calculated using the PSIM THD calculating tool.

T HD =
√∑∞

n=2,3 I
2
nrms

I1rms
(24)

• THD without active filter:
THD = 35.25%

• THD with active filter:
THD = 1.46%

7 Conclusion

The above work deals with designing a high frequency resonant inverter along with a
series active power filter for harmonic compensation. This resonant inverter being a
non-linear load produces significant amount of harmonic leading to distortion of the
grid supply. An active power filter is therefore used to compensate these harmonics
so that these harmonics do not flow back to the utility supply. To validate whether
the proposed scheme is working or not, all the circuits have been simulated using
the PSIM software. The simulations with and without filter have been simulated
along with their input signals respectively. A well designed controller along with the
propose model is able to diminish the harmonics to a large extent. Further, the input
signals are analyzed using the FFT calculation tool, this revels the various harmonics
present in the signal. Without the filter, the number of harmonics is near about 14 and
after using the filter, only the fundamental frequency is dominant. On performing
the THD calculations, the value without filter is equal to 35.25% which is enough
to cause major issues and after installation of the filter; the THD reduces to a value
of 1.46%. These values clearly indicate that the SeAPF is working quite effectively
and is able to mitigate the harmonics to a large extent. Moreover, without the filter
a THD count of 35.25% shows that the power factor associated without a filter will
be extremely poor. Therefore, it can be concluded that a well designed series active
power filter composes an integral part of high frequency resonant inverter.
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A New Electronically Controllable Active
R-L Network Simulator

K. V. S. K. Dheeraj, A. R. Reddy, and Mayank Srivastava

1 Introduction

An inductor is a well-known passive element that has many applications in various
areas of electrical engineering like power system, power electronics, instrumentation
and measurement etc. But the use of inductors is limited in electronic circuits due to
their large size, harmonic generation property, sensitivity to electromagnetic radiation
etc.

Therefore, the implementation of inductor activity employing active circuit(s)
has been a very attractive active research domain. In addition to an individual
inductor, inductor based passive networks are also very useful. The applications of
series/parallel R-L/L-C/LCRnetworks arewell known.Hence active implementation
of the inductor-based passive network is also a popular research field. In the last three
decades, several research papers based on the active realization of grounded/floating,
series/parallel, RL/LC/RLC networks employing numerous active building blocks
(ABB) have been described by researchers.

The grounded parallel R-L network is one of the most useful passive impedance
networks and finds many applications in filters and oscillators realization. Some
active element based realizations for simulating the working of parallel R-L
impedances have been reported in [1–10]. These presented active impedances
exhibits more than one below given disadvantages:

K. V. S. K. Dheeraj (B) · A. R. Reddy · M. Srivastava
National Institute of Technology, Jamshedpur, Jharkhand, India
e-mail: dheerajkotla6@gmail.com

A. R. Reddy
e-mail: arreddy.alluru@gmail.com

M. Srivastava
e-mail: mayank2780@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Kumar and P. Jena (eds.), Recent Advances in Power Electronics
and Drives, Lecture Notes in Electrical Engineering 707,
https://doi.org/10.1007/978-981-15-8586-9_42

479

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8586-9_42&domain=pdf
mailto:dheerajkotla6@gmail.com
mailto:arreddy.alluru@gmail.com
mailto:mayank2780@gmail.com
https://doi.org/10.1007/978-981-15-8586-9_42


480 K. V. S. K. Dheeraj et al.

(1) Circuits having more than one active building block (ABB).
(2) Realizations employing more than one resistance.
(3) Configurations having floating resistance(s).
(4) Configurations having floating capacitance(s).
(5) Circuits do not offer electronic control of both Req and Leq.
(6) Circuits exhibiting independent control of Leq.
(7) Circuits simulating parallel R-L behaviour with some matching constraints.

Therefore, the main aim of this research article is to develop an active simulator
for ground parallel R-L impedance with the following advantages:

(1) Single active ABB based behaviour.
(2) Use of single resistance which is in a grounded state.
(3) A circuit using only a single grounded capacitance.
(4) Availability of non-interactive controllability of Req and Leq.
(5) The facility of electronic tuning of both Req as well as Leq.
(6) No matching requirement in resistance and VDCC transconductance.
(7) Unaffected behaviour with non-ideal VDCC model.

2 VDCC Circuit Idea

TheVDCC is a popular active circuit idea proposed in [11]. The single block electrical
representation of ideal VDCC has been illustrated in Fig. 1. It has six input/output
terminals for applying and fetching current and voltages. The terminals P, N are
voltage input terminals with very high impedance, terminal X is voltage output
terminal with low impedance and the remaining three terminals Z, WP, WN are
current output terminal with high impedance.

The relations among various ports of VDCC are described in Eq. 1.

Fig. 1 Single block
electrical representation of
ideal VDCC
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Fig. 2 MOS based realization of ideal VDCC
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The realization of ideal VDCC block using MOS transistors has been depicted in
Fig. 2.

In the last one-decade various research papers describing the numerous analog
circuits employing VDCC(s) have been reported in the open literature [12–18].

3 Proposed VDCC Based Grounded Parallel R-L
Impedance Simulator

The proposed VDCC based grounded parallel R-L network simulator has been
illustrated in Fig. 3. The presented configuration employs single VDCC, one
grounded resistance and one grounded capacitance and found suitable for on-chip
implementation.

On circuit analysis of configuration shown in Fig. 3 using Eq. 1, the input
impedance of circuit can be calculated as:
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Fig. 3 Proposed configuration

Fig. 4 Proposed configuration with independent electronic tunability of Req and Leq

Zin = Vin

Iin
= R0sC0

gm(1+ R0sC0)
(2)

Therefore, the realized admittance is

Yin = Iin
Vin

= gm(1+ R0sC0)

R0sC0
= gm

R0sC0
+ gm = 1

sLeq
+ 1

Req
(3)
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From Eq. 3, it is clear that the presented circuit simulator the working of a parallel
R-L network. The simulated equivalent inductance (Leq) and resistance (Req) can be
described as

Leq = R0C0

gm
(4)

Req = 1

gm
(5)

From Eqs. 4 and 5 it can be noted that both the realized equivalent inductances as
well as equivalent resistance exhibit the feature of electronic tuning through transcon-
ductance of VDCC (gm). By slight variation in the proposed circuit, the independent
electronic tuning of Reg and Leq can be achieved.

From Fig. 6 we can say that electronic tuning of Leq can be achieved by biasing
current of VDCC while the electronic control of Req can be obtained through control
voltage (Vc) of MOSFET connected with X terminal.

4 Proposed Configuration with Non-ideal VDCC

The non-ideal mathematical model of VDCC can be defined by Eq. 6.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣
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IZ
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IWP

IWN
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VP
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VZ

IX

⎤
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On mathematical analysis of presented design illustrated in Fig. 3 using the non-
ideal model of VDCC the input impedance can be calculated as

Zin = Vin

Iin
= R0sC0

αgm(βN + R0sC0)
(7)

On studying Eq. 7, it can be found that the proposed configuration realizes the
working of a parallel R-L simulation circuit even using non-ideal VDCCs. In this
case, the simulated resistance and inductance values can be evaluated as;

Leq = αR0C0

βN gm
(8)

Req = 1

αgm
(9)
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5 High-Frequency Analysis Considering VDCC Terminal
Parasitics

In order to find the high-frequency performance of the proposed design, the parasitic
structure of VDCCs have been considered, the Fig. 7 shows the VDCC with its
terminal parasitic impedances. Except for X terminal all the remaining terminals
(P, N, Z, Wp, Wn) exhibits ground parasitic resistance and capacitance. The high-
value resistances Rp, Rn, Pz, Rwp, Rwn are the parasitic resistances at P, N, Z, Wn
and Wp terminals respectively. Similarly, Cp, Cn, Cwp and Cwn are the parasitic
capacitances at the corresponding terminals. On using the parasitic model of VDCC,
the circuit of the proposed configuration can be developed as shown in Fig. 5.

where R1 is the parallel combination of RP and RWP and C1 is a parallel
combination of CP, C0 and CWP. The resistance R2 is Rz, C3 is CN and C2 is
Cz.

The impedance of the circuit depicted in Fig. 5 can be calculated as:

Zin = Vin

Iin
= R2R3(1+ R1sC0)

R3(1+ R1sC0)(1+ R2sC2) + gm R2[R3(1+ R1sC0) + R1(1+ R3sC3)]
(10)

Hence the presented circuit does not simulate the behaviour of parallel R-L
configuration under parasitic conditions.

Fig. 5 Proposed configuration using a parasitic model of VDCC
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Fig. 6 Passive R-L-C current mode high pass filter

Fig. 7 Active structure of filtering circuit depicted in Fig. 6

6 Circuit Design Example of Presented Active R-L Circuit

To check the validity of the presented R-L simulation configuration a current mode
high pass filter has been constructed by using the presented grounded R-L simulation
configuration. The simple passive parallel R-L-C filter and its active realization using
the presented configuration have been described in Fig. 6 and Fig. 7 respectively.

7 Simulation Results

In order to validate the working of the presented R-L simulation configuration shown
in Fig. 3. The simulations in the PSPICE environment have been executed using
CMOS VDCC. During the simulation the capacitance C0 is taken as 0.1 nF. The
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biasing currents Ib and Ib1 of CMOS VDCC are taken as 40 µA and 25 µA respec-
tively. The PSPICE generated input impedance response with respect to frequency
has been shown in Fig. 8. The corresponding phase response has been indicated in
Fig. 9.

In order to prove the electronic tuning of the presented circuit, the simulations for
different values of Ib have been executed and simulation results have been described
in Fig. 10.

The CM high pass filter illustrated in Fig. 7 has been simulated for C0 = 0.1 nF,
C1 = 0.1 nF and R0 = 1.5 k�. The simulation produced a high pass response is
depicted in Fig. 11.

Fig. 8 Impedance response curve of the proposed circuit

Fig. 9 Phase response curve for the impedance of the reported circuit
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Fig. 10 Electronic tuning of the proposed circuit

Fig. 11 High pass frequency response of the circuit shown in Fig. 7

8 Conclusion

A grounded parallel R-L network simulation circuit has been described. The circuit
composed of singleVDCC, one resistance and single capacitance. Both the resistance
and capacitance are grounded hence the circuit is fit for on-chip realization. The
simulated equivalent resistance and capacitance can be varied electronically through
the bias current of VDCC. Theworking of the reported impedance simulator has been
studied using non-ideal VDCC and high-frequency VDCC model. The behaviour of
the constructed circuit configuration has been validated by designing a high pass
current-mode filtering circuit. The simulations in the PSPICE environment have
been executed to confirm the theoretical analysis.
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Improved Bridgeless Buck-Boost
Converter Fed PMBLDC Motor Drive

Amitesh Prakash, Madhu Singh, Anumeha, and Niranjan Kumar

1 Introduction

A trapezoidal permanent magnet (PM) machine with non-salient poles and concen-
trated full-pitch windings in the stator gives performance closer to that of a DCmotor
and hence it is widely known as permanent magnet brushless dc motor (PMBLDM).
These motors are gaining popularity in low as well as medium power applications
such as automobiles, aircrafts, appliances, automation instruments, etc. [1]. BLDC
motors with various power ratings are available in the market and hence have a wide
range of applications [2]. It has many advantages such as high efficiency, low noise
operation, fail-safe operation, better dynamic response, wide range of speed, low
maintenance and improved torque-speed characteristics [3].

A PMBLDC motor is an electronically commutated synchronous motor that is
usually energised by a dc current through an inverter. Permanent magnets are placed
on the rotor and a three phase winding is present on its stator. As clear by the name,
mechanical brushes and commutator arrangement for commutation are missing in
PMBLDC motor and hence we employ electronic commutation using Hall Sensors
and a three phase VSI so as to control direction of current on the stator unlike a

A. Prakash (B)
Bhagalpur College of Engineering, Bhagalpur 813210, Bihar, India
e-mail: amitesh.nitjsr1@gmail.com

M. Singh · N. Kumar
National Institute of Technology Jamshedpur, Jamshedpur 831014, Jharkhand, India
e-mail: madhu_nitjsr@rediffmail.com

N. Kumar
e-mail: nkumar.ee@nitjsr.ac.in

Anumeha
Government Women’s Polytechnic Jamshedpur, Jamshedpur 831014, Jharkhand, India
e-mail: amehanitjsr@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Kumar and P. Jena (eds.), Recent Advances in Power Electronics
and Drives, Lecture Notes in Electrical Engineering 707,
https://doi.org/10.1007/978-981-15-8586-9_43

489

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8586-9_43&domain=pdf
mailto:amitesh.nitjsr1@gmail.com
mailto:madhu_nitjsr@rediffmail.com
mailto:nkumar.ee@nitjsr.ac.in
mailto:amehanitjsr@gmail.com
https://doi.org/10.1007/978-981-15-8586-9_43


490 A. Prakash et al.

conventional dc motor [4]. The absence of brushes and commutator assembly ensure
that there are lesser wear and tear and sparking problems as compared to conven-
tional DC machines [5]. The position sensing of the rotor is done using Hall-Effect
Sensors that finally generates commutation logic for the VSI that contains MOSFET
switches [6].

2 Performance of PMBLDM Drive in Absence of any
Converter

The behaviour of the PMBLDM drive in the absence of any converter and quality
of power on the input side of ac mains is observed by simulating the model in
MATLAB/SIMULINK and the harmonic spectra of the input current is as shown
below. A single phase AC supply along with a diode bridge rectifier is used to rectify
the AC into DC. This DC power trough a capacitor is then fed to the inverter circuit
which finally energises the PMBLDC motor [7]. The capacitor will undergo uncon-
trolled charging and hence the motor starts drawing current that is non-sinusoidal
in nature from the AC supply. This simply means that the quality of power at the
ac mains degrades which implies that the total harmonic distortion has increased
significantly and hence a poor power factor which ultimately affects the behaviour
of the PMBLDM drive [8]. Hence, Power Factor Correction (PFC) converters are
used on the input AC side so as to enhance the performance of the drive. There are
various PFC converter topologies [9], but here BL Buck-Boost converter has been
discussed.

Simulation diagram and the harmonic spectra of input current for PMBLDM
drive without using any converter is shown in Figs. 1 and 2. It is observed from the
simulation results that in this case the THD is 65.92%which is quite high. The power

Fig. 1 Simulation diagram of PMBLDM drive without using PFC converters
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Fig. 2 Harmonic spectra of input current waveform without using any converter

factor is also very poor about 0.497. This shows that the PMBLDM drive has poor
power quality being fed into in case we do not use any PFC converter. Hence is the
need for PMBLDM drive fed with PFC converters.

3 Performance of PMBLDM Drive with PFC Converters

3.1 Behaviour of PMBLDM Drive with BL Buck-Boost
Converter

PFC converters are employed at the input side of PMBLDM drives so as to reduce
the THD and improve the power factor at the AC input mains [10]. There have
been various PFC converter topologies discussed in literature like buck, boost, cuk,
SEPIC, etc. [11]. Here, the rectifier circuit is replaced by a bridgeless Buck-Boost
converter which leads to reduced conduction losses [12]. The control strategy used
here is called the voltage follower approach. A dc link voltage (V *

d) that is directly
linked to the speed reference, is chosen as a reference voltage. This reference voltage
V *

d is compared with the actual voltage across the dc link (Vd) and the error signal
generated (Ver) is then sent to a Proportional-Integral controller. The controlled
output voltage (Vcc) from the PI controller is then processed through PWMgenerator
which generates PWM signals for the switches of the converter. Any variation in the
switching frequency will lead to a change in the duty ratio (D) and hence voltage
across the dc link can be controlled effectively.

Mathematical modelling is a better explanation of the PFC control. A PI controller
has been used in this case which converts the reference speed into an equivalent
reference DC link voltage. Suppose for any nth time instant, V *

d is the voltage
reference across dc link and Vd(n) the measured voltage across the dc link, then we
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find the error signal as [13]

Ver (n) = V ∗
d (n) − Vd(n) (1)

This is made to go through the PI controller and the controlled voltage at the nth
instant is

Vcc(n) = Vcc(n − 1) + kp{Ver (n) − Ver (n − 1)} + ki Ver (n) (2)

Here the integral and proportional gains of the PI controller are given by ki and
kp.

This Vcc controlled output voltage is then sent to the PWM generator so as to
generate PWM signals which are required to be sent to the MOSFETs of the PFC
converter:

For Vs > 0

{
if md < Vcc then SW 1 = ’ON’
if md ≥ Vcc then SW 1 = ’OFF’

}

For Vs < 0

{
if md < Vcc then SW 2 = ’ON’
if md ≥ Vcc then SW 2 = ’OFF’

}
(3)

This way switch of the converter is made to work efficiently.

3.2 Design of PMBLCDM Drive for BL Buck-Boost
Converter

One of the most important factors affecting the cost of the components and the
rating of the device is the mode of operation of the converter that is employed in this
case. Discontinuous Inductor ConductionMode (DCM) is preferred over Continuous
InductorConductionMode (CCM)as it needs only one sensor in order to sense theDC
link voltage. On the other hand, CCM requires three sensors that is never appreciable
in lowpower applications owing to its high cost [14]. The discontinuous currentmode
(DCM) has an advantage that it provides an innate power factor correction at the ac
input mains [15]. It is done in a manner that the inductor currents Li1 and Li2 happen
to be discontinuous during a switching time period.

The purpose of designing this BL Buck-Boost converter fed PMBLDM drive is
to ensure the proper control of speed of motor and enhancement in the quality of
power at the ac input mains [16]

The dc link voltage in this case is given as

Vd = VinD

1 − D
(4)
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The Buck Boost converter consists of input inductors Li1 and Li2. The critical
value of inductors is given by the equation

Lic = R
(1 − D2)

2 fs
(5)

where, R is equivalent load resistance, D is the duty cycle and f s is the frequency of
switching.

For the converter to work in the DCM mode, Li1 and Li2 values should be very
much smaller than the critical value.

A suitable input side low pass filter is made in order to get a ripple free input to
the DBR by using R–C filter.

Similarly a DC link capacitor is modelled as per the equation given by

Cd = Idc
2ω�Vdc

(6)

where, Idc is the DC link current and�Vdc is maximum allowed ripple in the voltage
across DC link (=3%).

The design parameter values obtained from the above equations are Li1 = Li2 =
40 µH, Cd = 2200 µF, Ri = 1 � and Zi consists of series R–C with R = 1 � and C
= 330 nF.

3.3 Simulation Diagram and Results of Bridgeless
Buck-Boost Converter Fed PMBLDM Drive

Figure 3 demonstrates complete simulation diagramof the PMBLDMdrive fed by the
Bridgeless Buck-Boost converter. A single phase supply voltage of amplitude 312 V
is used alongwith bridgeless configuration of theBuck-Boost converterwhich simply
means that there are two Buck-Boost converters, one for each half cycle. There is
a DC link capacitor that is instrumental in giving supply to input side of the three
phase inverter circuit. The outputs of the subsystem shown in Fig. 3 are given to the
two MOSFET switches as the gate signals.

Figures 4, 5 and 6 shows the different waveforms that are the results obtained
when the voltage follower approach is obtained to control speed of the PMBLDM
drive discussed above.

Figure 4 showswaveformof input current at theACmains side of the converter and
its harmonic spectra. From this, it is evident that the current is nearly sinusoidal with
THD as 1.73% which is very less whereas in contrast, the PMBLDM drive without
using a PFC converter has very high THD of around 65.92%. Figure 5 shows the
dc link voltage which is slowly increases and reaches its steady state with a value
lower than the reference value. Figure 6 shows the stator back emf and stator phase
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Fig. 3 Simulation diagram for Bridgeless Buck-Boost Converter fed BLDM drive

current waveform whereas Fig. 7 shows the simulation waveform for the rotor speed
and electromagnetic torque.

It can be observed from these results that there is a direct relation between the
motor speed and the voltage across the dc link as they are directly proportional. It
is to be noted that the quality of power at the ac mains side is improved when BL
Buck-Boost converter is employed in the PMBLDMDrive in contrast to that without
any converter. This implies that the behavioural characteristics of the drive has got
better by using PFC converter which simply means that the operating characteristics
of the PMBLDC Drive has smoothened compared to its performance without using
any converter. The value of THD can be made lesser than 1.73% by using some other
advanced techniques for tuning of the PI controller which will be shown in the future
works.

4 Results and Discussions

From the above simulation diagrams it is evident that speed of PMBLDM drive
is dependent on supply voltage magnitude. The alteration in speed with the
corresponding change in the supply voltage magnitude is as in Table 1.

It can be easily inferred from above Table 2 that speed of the PMBLDM drive is
primarily dependent upon the voltage magnitude across the DC link.

Table 3 illustrates the comparative analysis of the result obtained without using
any converter to that with using PFC BL Buck-Boost converter.
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Fig. 4 a Supply current waveform and its b harmonic contents for the PFC Bridgeless Buck-Boost
Converter fed PMBLDM drive

5 Conclusion and Future Scope

From the results obtained, finally it is deduced that PFC BL Buck-boost converter
leads to a reduced supply current harmonic content of around 1.73% and a power
factor near unity thereby providing a better power quality whereas in the absence of
any converter, the THD is 65.92% and the power factor is very poor.

In future, further work can be done to include other converters in the comparative
study and a better power quality can be achieved by proper tuning of the PI controller
or by improving the filter design as here we have achieved a better power quality by
using R–C filter instead of using L-C filter as discussed in various literatures. One
more improvement can be done by designing a better Low-Pass filter as in this case
the R–C filter will lead to more losses in the circuit.
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Fig. 5 DC link voltage waveform

Fig. 6 a Stator phase current Ia b EmfWAVEFORM for BL Buck-Boost converter fed PMBLDM
drive
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Fig. 7 Rotor speed waveform for the PMBLDM drive

Table 1 Performance of the
drive with variation in the
input voltage

Supply voltage
(Vm)

Input current
THD (%)

Power factor Speed (rpm)

230 1.73 0.9985 1128

259 1.73 0.9984 1270

288 1.73 0.9985 1412

316 1.73 0.9985 1554

345 1.73 0.9985 1696

Table 2 Variation in speed
corresponding to variation in
Vd

Supply voltage (Vsm) DC link voltage (Vdc) Speed (rpm)

230 94.98 1128

259 107.4 1270

288 119.8 1412

316 132.4 1554

345 145 1696

Table 3 Comparison of
Bridgeless Buck-Boost fed
PMBLDM Drive to that
without any PFC converter

Measurements BL Buck-Boost
converter

Without using any
converter

THD (%) 1.73 65.92

Power factor 0.9985 0.497

Stator phase
current, Isa (A)

0.365 0.3279
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Design and Analysis of Series Resonant
Inverter-Based Induction Heating
Equipment Employing Power Factor
Correction for Harmonic Attenuation

Rahul Raman, Mrigakshi Das, Priya Sarmah, Subrata Kumar Dutta,
Amarjit Saikia, and Pradip Kumar Sadhu

1 Introduction

Modernworld has a tremendous strong relationshipwithmodern technologywhich is
evolving each and every daywith advance technologies paving our lifestyle.One such
technology is induction heating which is widely used for household and industrial
purposes. Induction heating equipments have several advantages over the conven-
tional cooking methods and henceforth, dominated the market of domestic cooking
[1–3]. It is highly efficient, safe and clean process of energy production. Induction
heating offers a controllable and localised method of heat, generated by inducing
an alternating magnetic field. However, problem with such kind of heating system
from electrical point of view is the creation of considerable harmonic distortion.
These harmonics have the tendency to flow back to the supply side and deterio-
rate the power quality of the system. With the advancement in the field of power
semiconductor devices, passive and active circuit components, several theories have
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been approached to improve the power quality, reduction of energy consumption and
downsizing household electric appliances [4]. The key features of an efficient induc-
tion heating system are fast heating cycles, low noise interference and precise heating
patterns. These characteristics are important in order to design high performance
and highly efficient Induction Heating Equipment (IHE). Today, resonant inverters
are widely used in IHE because of its qualities like lower losses by soft switching
techniques and high-frequency operation. They can give rise to sinusoidal output
waveform at high frequency [5, 6]. Different types of filter and boost circuits have
been designed to enhance the induction circuit from Radio Frequency Interference
(RFI) and Electromagnetic Interference (EMI), which may deteriorate the electrical
circuit performance. In this paper, a boost PFC circuit is designedwhich are relatively
simple and low-cost circuits. PFC circuits can reduce the Total Harmonic Distortion
(THD) well below acceptable limit, increase the efficiency of power systems and
reduce customers’ utility bill [7].

1.1 RFI and EMI Sources

As the IHE is operated at very high frequency the voltage and current waveforms
change very rapidly which increases the problem of electromagnetic interference and
disturbs the operation of the system. The electromagnetic interference is propagated
by two different ways known as conducted and radiated interferences [8]. Most
electronic devices like the InductionHeating Equipment (IHE) operate in DC voltage
and thus there is a need to convert the AC voltage from the grid to DC voltage. Linear
power supplies and converter circuits introduce harmonics which flow back to the
supply side. RFI problems are inherent in converter operation due to rapid rise and
fall of current and voltage waveform during switching operation [9]. The switching
transistor, rectifier, output diodes, protective diodes for the transistor as well as the
control unit, all contribute towards switching noise [8]. The noise level radiated or
conducted to the main input varies depending upon the design of the converter used.
In some cases, it may vary drastically. These harmonics have a considerable effect
on the power factor of the system. Because of the stringent EMI regulation, noises
generated from high-frequency converters need to be analysed and suppressed. Use
of passive or active filters is one way to eliminate these harmonics. But these filters
have poor dynamic performance and low power factor. Henceforth there is a need to
use power supplies with inbuilt Power Factor Correction Circuitry (PFC). The boost
power factor correction converter is such a circuit which increases the power factor
and reduces the harmonic currents to a considerable amount and hence improves the
power quality [10].
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1.2 Power Flow in the Proposed IHE

The input AC voltage is converted to pulsating DC by a rectifier circuit. The DC
supply voltage derived from the rectifier output is controlled with a feedback loop
control technique comprising the boost PFC circuit. The DC output of the rectifier is
pulsating in nature so that it can be effectively operated in Zero Voltage Switching
condition (ZVS) to obtain minimum switching losses. The controlled pulsating DC
output is fed to the DC to AC inverter through a capacitor C0 connected in parallel.
This capacitor will charge when the boost PFC diode conducts and discharge when
the switch conducts. The output of the DC to AC inverter is fed to the induction
heating load at high frequency.

In the proposed paper, the work coil or the induction coil comprises a resistor
and an inductor to generate the alternating magnetic field. A capacitor is externally
connected in series with the work coil. A high-frequency AC source is fed to this coil.
The switching frequency of the coil is chosen such that it is as close as possible to the
resonant frequency of the RLC circuit, such that the current in the work coil increases
and heating effect is enhanced. When the induction coil is subjected to an alternating
magnetic field, power loss occurs due to some physical phenomena like hysteresis
and eddy current. Heat is generated as eddy current flows against the resistivity of
the workpiece, by the principle of Joule heating and hysteresis in the magnetic parts.
Hysteresis loss is directly proportional to the switching frequency while eddy current
loss is directly proportional to the square of the frequency. Thus, operation at higher
frequency results in higher heating effect. Moreover, high-frequency application in
induction heating equipment give rise to another phenomenon called skin effect. Due
to skin effect the alternating current is forced to flow in a thin layer towards the outer
surface of the workpiece. This results in efficient heating [1–3].

1.3 Use of Boost PFC Converter for Elimination
of Harmonics

The Boost PFC converter is a digital converter which is used to enhance the power
factor and thus reduce the harmonic distortion of power source [11]. An induction
heating equipment requires an inductive load for the purpose of magnetisation. This
gives rise to lagging reactive power at the load. The easiest way to eliminate this
reactive power is to add a component in the circuit which can compensate this reactive
power by using equal and opposite amount of the reactive power. But this method
of power factor correction is not very accurate as it can be used only for linear loads
and is neither cost effective. Therefore, for nonlinear loads, power factor cannot be
corrected by such simple methods. If the input current can be controlled so that it
tracks the input voltage waveform even if its magnitude is different, the power factor
can be increased [12] (Fig. 1).
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Fig. 1 Proposed structure of IH system with boost PFC

Figure 3a represents a high-frequency induction heating system with Boost PFC
converter at the input side. A voltage sensor is used to calculate and monitor the
amount of input voltage. Inductor current Id is forced to follow a reference current
which is in phase with the rectified voltage waveform. The PI controller calculates
the error signal by taking the difference between the output and the input current.
The boost PFC circuit is designed to pivot the MOSFET on and off with the help of
the on–off controller S1 at different intervals so that the input current and the input
voltage Vac are in phase and become sinusoidal in nature.

1.4 Mathematical Model of the Boost PFC

Power factor in the line may be expressed as follows:

p f = E1rms(Iline)1rms Cosϕ

Erms(Iline)rms
(1)

We consider that the grid voltage is sinosoidal and will comprise only the
fundamental voltage quantity.

Therefore, E1, rms = Erms

p f = (Iline)1rms Cosϕ

(Iline)rms
= RHCosϕ (2)

where RH gives the harmonic content with respect to the fundamental and Cosϕ is
the displacement factor.
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THD =

√
∞∑
n=2

(Iline)2n,rms

(Iline)1,rms
(3)

RH = (Iline)1rms

(Iline)rms
= (Iline)1rms√

∞∑
n=1

(Iline)2n,rms

(4)

RH = 1√
1 +

∞∑
n=2

(Iline)2n,rms

(Iline)21,rms

= 1√
1 + THD2

(5)

p f = RHCosϕ = Cosϕ√
1 + THD2

(6)

When Cosϕ = 1, then pf can be expressed as follows:

p f = RH = 1√
1 + THD2

(7)

The input voltage which is assumed to be purely sinusoidal and distortionless is
defined as

Ein(t) = Emax Sinωt (8)

where Emax is the amplitude of input voltage and ω is the angular frequency.
The voltage after rectification can be expressed as

Erect(t) = Emax |Sinωt | (9)

In discontinuous conduction mode, the peak value of inductor current (IL)peak can
be expressed as follows:

(IL )peak = Erect(t)

Lboost
× DON × Tboost (10)

where DON and Tboost are the duty cycle and switching cycle of the switch in the
boost converter while Lboost is the inductor in the boost converter.

Applying, the volt-second balance in the inductor:

Erect(t) × DON × Tboost = {E0 − Erect(t)} × DOFF × Tboost (11)

E0 is the output voltage of the boost converter.
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DOFF = Erect(t) × DON

{E0 − Erect(t)} (12)

DOFF = EmaxSinωt × DON

{E0 − EmaxSinωt} (13)

Considering one switching cycle, the average current in the inductor may be
expressed as follows:

IL (t)avg = 1

2
× (IL )peak

Erect(t)

Lboost
× {DON + DOFF} (14)

IL (t)avg = 1

2
× Erect(t)

Lboost
× DON × Tboost × Erect(t)

Lboost
× {DON + DOFF} (15)

IL (t)avg = Emax |Sinωt | × {DON }2
2 × Lboost × fboost ×

{
1 − Emax

E0
|Sinωt |

} (16)

Thus, the line current can be expressed as follows:

Iline(t) = Emax Sinωt × {DON }2
2 × Lboost × fboost ×

{
1 − Emax

E0
|Sinωt |

} (17)

It has been observed that the shape of peak current in the inductor is sinusoidal
while that of the average current in the inductor is non-sinusoidal. The latter is
distorted due to the presence of harmonics.

To get a simplified value in the expression of inductor current, its average value
may be normalised on the following base:

[
Emax × {DON }2/2 × Lboost × fboost

] ×[
1
/{

1 − Emax
/
E0

}]
.

Therefore, the line current in the aforesaid expressionmaybe expressed as follows:

I ∗
line(t) =

(
1 − Emax

E0

)
Sinωt{

1 − Emax
E0

|Sinωt |
} (18)

The aforementioned expression explains that the shape of average current in the
inductor only depends upon the ratio of Emax and E0. The decrease in this ratio
decreases the distortion in the inductor current andmakes itmore andmore sinusoidal.
In each and every time period of line current, the duty cycle remains constantwhich in
turn forces the peak value of current in the inductor to remain sinusoidal.Moreover, it
also ensures sinusoidal behaviour in the average value of inductor current during the
rising period. However, there is a problem associatedwith the inductor current during
the time it is falling. The former depends upon (E0-Erect) which in turn depends upon
Erect and that is variable in nature. This results in the non-sinusoidal nature of the
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current in the inductor during the time it is falling. This in turn adversely affects the
desirable sinusoidal nature in the average value of inductor current.

To overcome the aforesaid problem, the falling time of current in the inductor is
greatly reduced and made quite small by reducing the ratio of Emax and E0. By using
this strategy, the average value of current in the inductor achieves a shape which is
very close to sinusoidal and almost free from high-frequency harmonic components.

The average power fed to the boost converter can be expressed as follows:

(pboost)in = 1
Tsys

/
2

Tsys/2∫
0

Ein(t)Iline(t)dt (19)

IL (t)avg = E2
max × {DON }2

2 × Lboost × fboost
× 1

π

π∫
0

Sin2ωt

1 − Emax
E0

|Sinωt |dωt (20)

where Tsys refers to one line cycle.
If the boost converter under consideration is assumed to be ideal, then

(pboost)in = (pboost)out (21)

Then, the duty cycle can be expressed as

DON = 1

Emax

√√√√√2π × Lboost × fboost × (pboost)out

1
π

π∫
0

Sin2ωt
1− Emax

E0
|Sinωt |dωt

(22)

Thus, the input power factor can be expressed as follows:

p f = (Pboost)in
Erms(Iline)rms

= (pboost)in

Emax√
2

√
1
π

π∫
0
[Iline(t)]

2dωt

(23)

p f =

√
2
π

π∫
0

Sin2ωt
1− Emax

E0
|Sinωt |dωt√(

π∫
0

Sinωt
1− Emax

E0
|Sinωt |

)2

dωt

(24)
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1.5 Simulation Diagram and Result

In the present paper PSIM software has been used to carry out simulation of the IHE.
PSIM is a very fast and efficient tool designed to simulate any electronic circuit.
Firstly, the simulation has been done without the Boost PFC circuit. Then simulation
is performedwhen the Boost PFC circuit is installed between the input and the bridge
converter. The simulation results thus obtained for the above two cases are studied.

Figure 2a is the simulation circuit diagram of an induction heating equipment
without Boost PFC. A single-phase sinusoidal AC source, rated 240 V, 50 Hz
is connected to the primary of a single-phase transformer. Secondary side of the
transformer is connected to a single-phase uncontrolled bridge rectifier. The output
of the bridge rectifier is connected to a high-frequency full bridge inverter. The
bridge inverter is designed to operate at resonant condition such that the impedance
offered by the load is minimum. A combination of inductor, resistor, and capacitor,
comprising the load is connected in series and is used as the heating coil. An ammeter
is connected to the secondary terminal of the transformer which measures the current
drawn by the IH equipment. The input current measured by the ammeter is used to
study the harmonics which are injected into the circuit because of high-frequency
switching. Figure 2c gives the FFT analysis of the input current. It shows the various
harmonic components that are present along with the fundamental component.

In Fig. 3a, a Boost PFC circuit has been introduced on the input side. Waveform
of the input current after the installation of PFC is shown in Fig. 3b. The FFT analysis
of it is shown in Fig. 3c, the measure option is then used to measure the magnitude
of the frequency in PSIM.

2 THD Calculation from Simulation Results

1. Before Boost PFC installation:

THD calculation is done by performing FFT analysis of the input current waveform,
fed to IHE. Upon analysis it is observed that along with the fundamental component
12 predominant harmonic components are present.

THD =

√
∞∑
n=2

(Iline)2n,rms

(Iline)1,rms

THD =
√
0.05132 + 0.09172 + 0.6952 + 0.3232 + 0.4262 + 0.5162 + 0.2682 + 0.6182 + 0.3322 + 0.1672 + 1.0022 + 0.1212

3.432

× 100 = 47.48%
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(a)

(b)

(c)

Fig. 2 a High-frequency IHE without Boost PFC configuration. b Input current waveform of high-
frequency IHE without Boost PFC configuration. c FFT analysis of input current waveform of IHE
without Boost PFC configuration

2. After the installation of Boost PFC:

After adding the Boost PFC circuit in the supply side of the IHE, the FFT analysis
is again performed. The analysis shows the presence of four predominant harmonics
besides the fundamental quantity (Table 1).
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(a)

(b)

(c)

Fig. 3 a High frequency IHE with Boost PFC configuration. b Input current waveform of high-
frequency IHE with Boost PFC configuration. c FFT analysis of input current waveform of IHE
with Boost PFC configuration

Table 1 Comparison of THD
with and without the
application of boost PFC

Without boost PFC With boost PFC

No. of predominant
harmonic components

12 4

THD 47.48% 3.445%
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T HD =

√
∞∑
n=2

(Iline)2n,rms

(Iline)1,rms
=

√
0.1762 + 0.0172 + 0.012 + 0.00012

5.12
× 100 = 3.445%

3 Conclusion

The present work illustrates the scheme that aims the design and analysis of high-
frequency induction heating equipment using boost PFC converter with reduced total
harmonic distortion. The boost PFC tries to reduce harmonics in the input side by
turning on and off the MOSFET with varying duty cycle. It can efficiently reduce
the THD, taking the power factor to nearly unity.

The THD in the input current waveform of the IHE with the installation of the
boost PFC was found to be 3.445% and was free from distortions. However, the
IHE without boost PFC circuit has THD 47.48% which gives very poor power factor
quality. Thus, the boost PFC converter improves the power factor and efficiency of
an IHE.
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Direct Torque Control of Asymmetrical
Multiphase (6-Phase) Induction Motor
Using Modified Space Vector Modulation

Vishal Rathore and K. B. Yadav

1 Introduction

The machine with high phase order, greater than three, increases the rating and
power handling capability of a drives system. The drives withmore number of phases
in the stator of the machine are called multiphase drives. These multiphase drives
possess various potential benefits over its three-phase counterparts, such as increase
in frequency of torque pulsation by reducing the amplitude of pulsating torque,
lowering per phase current without increase in voltage per phase, reduces the rotor
and D.C link current harmonics, posses high fault tolerant capability. As an effect of
which if a fault occurs in one ormore phases themachine will continue to runwithout
any interruption [1]. The Six-Phase Induction Machine (SPIM) is more commonly
used multiphase machine and is also known as the dual star induction machine.
Such type of machine is used where high power is required, as in case of aircraft
applications, electric/hybrid vehicles, naval system, mine hoist, cement mills, rolling
mills [2].

In the mid of 1980 I. Takahashi first proposed the direct torque control (DTC) of
induction machine [3], this control strategy is highly efficient and more commonly
used for AC machine drives system to provide quick flux and torque control. The
DTC control strategy proposed here is based on the principle of rectifying error
between the estimated values and the required values of corresponding torque and
flux, the different states of two-level VSI are directly controlled to reduce the errors
of flux and torque in between the band limits [4, 5].
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Fig. 1 Generalized phasor
representation of a
multiphase machine

The work presented in this paper is discussed in five sections. The second section
presents phase arrangement of A6PIM. Whereas the DTC based control strategy is
implemented in section three. The results of simulation are discussed in section four.
Finally, the summary of the work is made in conclusion.

2 A6PIM Phasor

The model implemented for the analysis, consists of two sets of six phases winding
on the stator with a phase shift of 120o and displaced by an angle α. The rotor
winding of 6-phase motor is same as that of its three-phase counterparts [6, 7]. The
motor under consideration has no friction and windage losses and is also free from
magnetic saturation of the core. The stator winding of a six-phase motor has two
sets of winding, namely, ‘abc and xyz’, and their axes are phase displaced by α =
30o [8, 9]. The rotor windings ar , br , cr as shown in Fig. 1 has sinusoidal distribution
with the phase displacement of 120°.

3 Direct Torque Control

As the name indicate, DTC allows control of flux and electromagnetic torque directly
and independently by selecting proper switching vector [10, 11]. Figure 2 represents
the basic blocks of modified DTC method implemented to A6PIM. The reference
values of torque (Te

*) and flux (�s
*) are analyzed with the obtained values and the

resultant errors are fed into a PI controller which allows the control of the motor in
both directions of rotation.

The idea of the DTC is to lower the value of errors in flux and torque between
the specified hysteresis band of torque and flux by the proper selection of switching
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Te*

Φs*

ψ

    i

DTC Algorithm 
and Look Up table Six phase VSI ASPIM
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Stator Flux 
Estimation

PI
controller

PI
controller -

Fig. 2 Conventional DTC of SPIM

state of two levels inverter as shown in Table 1. In six-phase VSI, there are 64 states
for switching that each state generates a voltage vector. In other words, there are
64 voltage vectors for the inverter. These voltage vectors can be shown in (x, y) and
(d–q) planes. Projecting the 64 voltage vectors in (x, y) plane, vectors with different
lengths are appeared in this plane. In fact, the length of the switching vectors in
(x, y) plane can be classified into four different sizes [12]. To obtain larger voltage
amplitude, only switching vectors with largest size are selected in (x, y) plane [13,
14]. Figure 3 shows the projection of these 12 vectors in (d, q) and (x, y) planes.

Table 1 Switching states for DTC

Sector Dm

1↑ 0 −1↓
dψ 1↑ V60 V0 V35

0↓ V28 V0 V3

q

28 60

44 24
12 56

30 52
8

29 20 62 40
61

14
46 26 36 16

13
45

22

9

25

54

57 48

31

10

5

53
d

6
15 47 27 37

17 50
49

11 23 2 1 43
34

55
33

7 51
39

3 35

y

22 54

50 6
18 38

52
30 2

23 20 62 5534

26
58

51
14  48 4

19
31

27 24 17

28

3

7

60

46 39

53

36

x

47 44

11
8

29

15 49

1 43 61 
40

5 37

33
25

45

9 41

Fig. 3 a d–q axis and b x–y axis of voltage vectors [13]
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The numbers written near the vectors represent the state of the six-phase VSI, when
these numbers are converted to binary, six bits are obtained. Each zero/one in these
binary numbers is corresponded to a switch in the related inverter leg.

The number zero means the lower switch is on and the number one means the
upper switch is on. These vectors have the smallest lengths among vectors in (x, y)
plane which decreases (d, q) voltage components; however, it is not enough a small
amount of (x, y) voltage components results in large current of their axis. The DTC
strategy should enforce (x, y) voltage components to become almost zero. If the flux
and torque errors are increased, then the switching vector of the voltage is selected in
such away so that there is increase in statormagnitude and flux angle. Representation
of space vectors of the voltage in d–q and x–y axis are illustrated in Fig. 3. All the
space vectors of voltage that are active are categorized on the basis of their magnitude
into four different groups (D1, D2, D3, and D4), where D1 is classified as the group
of largest magnitude vectors and D4 is classified as the group of smallest magnitude
vectors. Vectors of the same group in d–q subspace fall in the same group of x–y
sub-space, for example, D1 of d–q falls in D1 of x–y and vice versa. Similarly D2

and D3 in d–q subspace fall in D2 and D3 of x–y subspace, respectively.

4 Result of Simulation

The result of the proposed direct torque control is presented in this section where
A6PIM operates at a speed of 1p.u and a load torque of 1.5 p.u under steady-state
condition is illustrated in respective Fig. 4 and Fig. 5.Waveform of phase current (Ia)
with THD of 35.46% with respect to reference voltage (Vr) is shown in Fig. 6. By
observing the current waveform it has been found that the current harmonics of the
order 5thand 7th are present in proposed method. Figure 7 shows the ripple contain
in power of the A6PIM under steady-state condition.

Fig. 4 Steady-state torque
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Fig. 5 Speed under steady state

Fig. 6 Current waveforms of phases ‘a’

Fig. 7 Ripple contain in power

5 Conclusion

DTC of an asymmetrical multiphase 6-phase induction machine is proposed in this
work. The proposed technique uses modified SVM to reduce the Total Harmonic
Distortion around the acceptable limits, as obtained from commonly used conven-
tional technique. The value of currents in x–y subspace is plotted. Vectors of groups
D1 and D2 are formed by assigning proper times. The proposed method is free from
switching sequence and no designed is required and dynamic behavior of themachine
remains unchanged.
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Appendix

Parameters and ratings of symmetrical six-phase induction motor under test

Poles (P) 2 Moment of inertia (J) 0.0030 Kg m2

Stator and rotor resistance (rs
and rr)

11.5 & 10.4 O Power 1 HP

Frequency (f ) 50 Hz Mutual inductance (Lm) 550.7 mH

Speed (ωref) 1450 rpm Stator and rotor inductance
(Ls, Lr)

579.17 mH
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DTC of Matrix Converter Fed Induction
Machine Based on Fuzzy Logic

Raju Kumar Swami and Vinod Kumar

1 Introduction

The DC Motors are commonly used but need timely maintenance and replacement
which makes these motors less reliable and also increases the running cost of the
drive. The induction motor overcomes these drawbacks. Induction motors are used
widely due to its rugged construction and low maintenance. Conventionally AC–
DC–AC converters are used to produce the controlled AC output from the constant
AC input for variable speed drive which requires higher maintenance cost, have poor
efficiency due to two-stage power conversion and also the large size and high cost
as a large size capacitor needed in the DC link. Matrix converter provides sinusoidal
input/output current, able to flow the bidirectional power, and also it does not require
any capacitor due to this it has compact size and less weight [1–3]. Initially the
Matrix converter was introduced by Venturini [4]. The SVM is used in the control
and analysis of AC to AC converters [5, 6] introduced. Direct torque control (DTC)
initially proposed as direct self control by [7] and as DTC by [8] for the IM drive.

In DTC a comparative control of the flux and torque using the separate certain
limits. The flux and torque control in DTC method is independent of each other [9].
DTC is popularly used in industrial world as it yields very fast response, simple
structure, and easy to implement [10].

The drawback of DTCmethod is large ripples in electromagnetic torque, resulting
distortion in stator current, and during starting the response is slow. These drawbacks
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can be suppressed using artificial intelligence (AI) techniques. In various literatures
the torque ripples minimization is done using the artificial neural [11, 12]. Using
FLC the torque ripples are reduced in induction machine fed by MC [13, 14]. The
FLC used direct torque control in three-level NPC fed IM [15]. The simulation study
of inverter fed IM drive presented using the fixed, variable, and fuzzy hysteresis band
[16].

In this paper the IM drive fed by MC controlled using fuzzy logic-based DTC
(FLDTC). The controller controls the torque hysteresis limits resulting in the perfor-
mance of the drive improve. The torque ripples in IM are minimized. The overall
performance of the MC fed IM drive enhanced using the proposed controller.

2 Matrix Converter Control

The nine bidirectional switches yield the flexibility in matrix converter to allow all
the output phases(three) can individually connected with the any of input phase. To
avoid the short circuiting of the supply the input phase never be shorted and the
output terminals never be open circuited [10]. Considering the above constraints

Si j =
{
1, switch Si j closed

0, switch Si j open
(1)

where Sij is the switching function, and

Sia + Sib + Sic = 1 (2)

The state of the MC switches represented by matrix T, which is represented as
follows:

T =
⎡
⎢⎣

SAa SAb SAc

SBa SBb SBc

SCa SCb SCc

⎤
⎥⎦ (3)

The power transfer in matrix converter is instantaneous and thus the current and
voltage at any side in the matrix converter can be reconstructed using the voltage
and current of other side. The instantaneous input phase voltages and output phase
voltages relation is given as below:

Vo = TVi (4)
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⎡
⎢⎣

νAph

νBph

νCph

⎤
⎥⎦ =

⎡
⎢⎣

SAa SAb SAc

SBa SBb SBc

SCa SCb SCc

⎤
⎥⎦

⎡
⎢⎣

νaph

νbph

νcph

⎤
⎥⎦ (5)

‘An’ denote for output and ‘an’ for input phase.

3 Direct Torque Control

The flux and torque of IM drive are controlled independently in the DTC method
[10]. For any selected output vector of VSI, there are six switching configurations
(SC). Since the DTC for the MC is derived using the conventional DTC for VSI. The
six switching configurations like VSI are applied to the MC such that it generates the
same voltage vector of output and current vector of input as shown in Fig. 1. There
are twenty-seven maximum possible switching configurations (SCs) in 3 × 3 MC,
twenty-one out of these twenty-sevenSCs are useful. The 18 switching configurations
among these 21 are represented as±1 to±9 and rest three switching configurations
are for the zero output vectors.

The DTC for the MC fed IM drive is shown in Fig. 2. In the controller only the
current of output and voltage of input are measured and rest are calculated. The use
of a hysteresis controller (three-level) for electromagnetic torque error yields the
flexibility to the IM drive to run in all the quadrants. Sinφi is the third controlling
component where φi is the input voltage and the current.

Direction and magnitude of output vector of the MC depend upon the position
of the input vector. Considering the flux vector position in sector I and error of flux
at the lower end of the flux hysteresis, i.e., −1, then voltage vector V2 and V6 are
selected which increases the magnitude of flux, and vector V3 and V5 are selected to

(a) (b)

Fig. 1 a Voltage vector (output). b Current vector (input)
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Fig. 2 DTC scheme for the MC fed IM drive

decrease themagnitude of the flux, and vectorV2 andV3 increase the electromagnetic
torque at the same time, and vector V5 and V6 decrease the electromagnetic torque.
Irrespective of stator flux condition the zero vectors are selected in case of zero torque
comparator output. Table 1 shows the basic DTC switching table.

For generating a same direction voltage vector and magnitude as V1 the possible
SCs are ±1, ±2, ±3. Among these six vectors those having higher magnitude and
having the same direction of V1 are considered. Such vectors satisfy the flux and
torque requirement. If the vector of input voltage lies in sector 1, the SCs +1 and −
3 fulfill the above-mentioned conditions.

Table 1 Look-up Table for selecting output vector

Sector of stator flux I II III IV V VI

CFlux = −1 CTorque = −1 V2 V3 V4 V5 V6 V1

CTorque = 0 V7 V0 V7 V0 V7 V0

CTorque = 1 V6 V1 V2 V3 V4 V5

CFlux = 1 CTorque = −1 V3 V4 V5 V6 V1 V2

CTorque = 0 V0 V7 V0 V7 V0 V7

CTorque = 1 V5 V6 V1 V2 V3 V4
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Table 2 Input variables
fuzzy sets and the respective
MFs

Fuzzy set or label Set description
(error)

Range MFs

NL Negative
direction (large)

−1.0 to −1.0
−1.0 to −0.4

Gaussian

NS Negative
direction (small)

−0.7 to −0.4
−0.4 to 0.0

Gaussian

ZO Around zero −0.4 to 0.0
0.0 to 0.4

Gaussian

PS Positive
direction (small)

0.0 to 0.4
0.4 to 0.7

Gaussian

PL Positive
direction (large)

0.4 to 1
1 to 1

Gaussian

4 Fuzzy Logic Control

The DTC method is widely used due to its easy implementation and fast response.
In DTC there are large ripples contents in the torque and this is the disadvantage
of the DTC method. In order to overcome these drawbacks fuzzy logic is used in
proposed system. The development of the fuzzy controller is done with the help of
observations of the results of the conventional DTC method. The higher limit and
lower limit of the torque hysteresis are controlled with FLC to minimize the ripples.
The FLC has two inputs and both of the inputs have five membership functions. The
fuzzy sets and respective membership function(MF) of the input variables are shown
in Table 2.

5 Result and Discussion

Response of system is investigated at constant set speed of 100 rad/s and at zero load
torque to test the proposed system in steady condition at no load. The results of the
FLDTC-based system are compared with the conventional. The comparative speed
responses are shown in Fig. 3a, the enlarge view is shown in Fig. 3b. The IM drive
with FLC yields faster response. The IM drive using FLDTCmeets the desired speed
in 0.18 s while the conventional DTC-based system settle down in 0.21 s.

Figure 4 shows the comparative response of the stator flux. It is seen from Figs. 5a,
b and 6a, b that the maximum ripple using proposed controller is 0.41 N-m whereas
the ripples in torque of the IM using conventional DTC are 0.48 N-m. It is seen that
the ripples in torque are lesser in the proposed controller-based inductionmotor drive
then conventional controller.
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(a) (b)

Fig. 3 a Comparative speed of IM, b enlarge view

(a)

(b)

Fig. 4 Response of the flux a with and b without fuzzy logic controller-based IM drive

(a) (b)

Fig. 5 a Torque response of IM using conventional DTC, b enlarge view
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(a) (b)

Fig. 6 a Torque response of IM using proposed controller, b enlarge view

6 Conclusion

In this paper the FLDTC for IM fed by matrix converter (MC) is proposed. The DTC
yields fast response and thematrix converter has less weight and compact in size. The
drawback of the large ripples of torque in conventional DTC method is overcome
using fuzzy logic. Ripple contents are reduced by using the proposed controller. Also
the starting performance of the IM is improved. The comparison of the results of IM
drive using FLDTC compared with the conventional DTC is shown. The result shows
the enhanced performance using the proposed controller. The comparative results in
steady state and at starting conditions are shown and analyzed.
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