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Preface

It is our pleasure for the Mechanical Engineering Department, The NorthCap
University, to organize the 4th edition of the International Conference on Emerging
Trends in Mechanical Engineering (ICETMIE)—2019. For many years, the
Mechanical Engineering Department has been organizing the ICETMIE conference
series. ICETMIE —2019 capitalizes on our common strengths, built on our com-
mon commitment to carry out quality research, promoting technology and inno-
vation. We are proud to have you all here at this important platform.

We, at the ME Department, School of Engineering and Technology, NorthCap
University, are honoured and delighted to host the 4th ICETMIE —2019 and
contribute towards the assimilation and generation of scientific knowledge.

The conference adopts a timely theme, sustainable technologies. As the sus-
tainable approach has penetrated virtually all areas of our life, we talk about energy
conservation, water conservation, responsible production, and consumption pat-
terns. At present it is entwined with our research and development practices to
develop technology, alternatives and substitute for existing systems. To effectively
benefit from technology applications, researchers must set themselves ready for
transforming their research and practices and keep identifying effective ways for
transformations in their contexts.

We hope to learn new ideas from each other, which we could be adopted to
further improve our work in the important areas of mechanical and industrial
engineering. There have been many interesting and useful presentations during the
conference, both in the plenary session and in the interactive technical sessions.
Many good experiences have been shared and good lessons learned. Many people
have commented that a lot of good work has been done and presented in the
conference, and that the presentations demonstrated good practical activities and
experience.
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These proceedings provide a record of the good work presented during the
conference and serve as a document for future reference.

Finally, I would like to thank everyone associated with the conference ensuring
it ran so smoothly.

New Delhi, India L. M. Das
New Delhi, India Naveen Kumar
Gurugram, India Rohit Singh Lather
Gurugram, India Pramod Bhatia
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Impact of Armor-Perforating Projectile
on a Bullet-Resistant
Silicon-Carbide-Graphene Composite
Through Finite Element Method

Divashu Guleria, Harmesh Kumar, Shankar Sehgal, and Sarbjeet Singh

Abstract With the advancement in the defence technologies of the military sector
of the world, the chances of encountering life threats have also increased. Police
personnel and the armed forces deal with such situations regularly during their duty.
The most common of such situations is injuries and life threats due to small arms
and light weapons. Thus, there is an emerging need for advancement in the study and
manufacturing of bullet-resistant or bullet-proof materials to avoid the harms created
by ballistic impacts of a projectile. This paper studies the effect of Young’s modulus
of the material and thickness of the target plate on residual velocity of the projectile
through finite filament modeling. Simulations were carried out to study the effect of
adding graphene to silicon carbide matrix to the penetration of the projectile and to
find out the minimum thickness of the composite plate required to resist the complete
perforation of the projectile.

Keywords Finite element method · Bullet-resistant materials · Simulations ·
Armor-perforating projectile

1 Introduction

The study of problems related to impacts which involve a collision of two or more
solids has become increasingly important to military, modern industries and society
[1]. In history, all impact-related studieswere limited to theoreticalmodels and empir-
ical models generated by experimental methods which were a lot of cost burdening
and time-consuming. The complexity of the theoretical models made it quite diffi-
cult to achieve a closer accuracy in a short period of time. The advancement in the
computer-based simulations has helped researchers in reducing the time as well as
the cost of analysis. Software like ANSYS [2] provides explicit dynamics analysis
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Table 1 Summation of sub-fields of ballistics

S. No. Type of impact/ballistics Velocity range of projectile
(v)

Industries/sectors associated

1 Low/moderate velocity
impact

v < 0.05 km/s Automobile industry

2 High-velocity impact 0.05 km/s < v < 1.5 km/s Aviation industry, military,
department of defence

3 Hyper-velocity impact v > 1.5 km/s Aeronautics and
astronautics

which is widely used to perform finite element modeling-based numerical simula-
tions of high-velocity impacts. Since the cost and time involved in doing one single
simulation are far less in comparison to actual experimental analysis, computer simu-
lations are preferred over the latter. This also helps in developing new armors and
ammunition/projectiles in a shorter time and allows enhancement and easy modifi-
cations as well [3]. Ballistics is the science which deals with the phenomenon related
to the study of the firing of an object/projectile and its effects on the target from
the time it is fired until effects on the target are completely observed. Ballistics can
further be sub-classified into different sub-fields at various sectors of industries as
shown in Table 1 [4].

The impact of bullet depends upon number of factors such as impact angle, nose
profile of bullet, etc., Bhaurya [5] studied the effect of the impact angle of the projec-
tile on perforation. Results concluded that the bullet perforated the plate at 0°, 15°,
and 30° angle but got deflected back at a 45° angle. A hemispherical nose profile has
lesser tendency of perforating the target than a conical nose profile [6].

The ANSYS Workbench is a finite element analysis utility software that is used
in conjunction with other CAD programs or its own DesignModeler. ANSYSWork-
bench performs structural, thermal, electromagnetic and explicit dynamic analyses.
ANSYS [7] is capable of solving a number of problems in the field of steady state
and time-dependent problems. ANSYS can also work in the areas of static anal-
ysis where the effect of inertia is excluded and dynamic analysis where it is a must
to consider inertial effects. It also allows performing nonlinear transient dynamic
analysis (time-dependent response).

Graphene [8] is a 2D sheet of single carbon atom thickness with a honeycomb
arrangement of carbon atoms. Graphene has a very high strength-to-weight ratio due
to its very large value ofYoung’smodulus. The density of graphene being 2267 kg/m3

makes it super light material as well. Both these properties makes it a perfect choice
for a bullet-resistant material.
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2 Finite Element Modeling

The design of the composite-based bullet-resistant armorwas done by usingANSYS-
Explicit Dynamics 18.1. The simulations were carried out in three phases. To reduce
the computational time per simulation, a smaller circular region of diameter 40 mm
was taken for phase-1 simulations analysis. The bullet was considered to have a
spherical nose with a diameter of 7.62 mm comparable to an AK-47 bullet. Initially,
the simulation was done on a sample circular plate having 40mm diameter and 2mm
thickness as shown inFig. 1. Thematerial of both plate andbulletwas considered to be
AISI 4340 Steel. Later, to study the effect of change in Young’smodulus, thematerial
properties of AISI 4340 Steel were changed. The Young’s modulus was increased
in steps to analyze its effect on residual velocity of the projectile while keeping all
other material properties unchanged. For safety purpose, the impact velocity was
taken a little higher from the actual AK-47 bullet velocity range of 720–750 m/s.
The impact velocity for each simulation was considered to be 1000 m/s. In Phase-1,
the thickness of the target plate was kept constant at 2 mm while Young’s modulus
was increased in steps starting from 2 × 1011 Pa in AISI 4340 Steel to 2.5 × 1012

Pa in Material ‘G’ as given in Table 2. The properties of AISI Steel 4340 steel and
materials A–G used in ANSYS has been shown in Fig. 2.

The plate-projectile finite element model was made up of a total 11,840 nodes
and 8863 elements in Phase-1 samples with an element size of 1 mm.

In Phase-2 simulations, Material G which had shown the best results in the Phase
1 simulations was taken and was divided into sub-cases with gradual increase in the
thickness of the plate to get the threshold thickness which cannot be perforated. The
thickness of Material G plate was varied from 2 to 6 mm. Later, similar simulations
were done on silicon carbide (SiC) to find out the threshold plate thickness which
cannot be penetrated by the projectile at 1000 m/s velocity. The simulations on SiC
were done on sample plate of 60 mm diameter and thickness varying from 4 to
8 mm. The element size for the ceramic was taken as default so as to decrease the
computational time to 7–8 h per simulation.

Fig. 1 Finite element model of target plate and projectile for Phase 1 analysis
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Table 2 Young’s modulus of
materials used in simulations
of phase 1

S. No. Material Young’s modulus Units

1 AISI Steel 4340 2.0 × 1011 Pa

2 Material A 3.0 × 1011 Pa

3 Material B 5.0 × 1011 Pa

4 Material C 7.0 × 1011 Pa

5 Material D 1.1 × 1012 Pa

6 Material E 1.5 × 1012 Pa

7 Material F 2.0 × 1012 Pa

8 Material G 2.5 × 1012 Pa

In Phase-3 simulation, a 0.5 mm graphene layer was added as a back plate to
the silicon carbide matrix and the result was compared with the previous results of
simple silicon carbide plate without any graphene layer. The target plate diameter
for phase-3 simulations was taken same as phase-2 simulations, i.e., 60 mm, while
thickness of SiC layer was taken 4 mm with 0.5 mm graphene layer as back plate in
combination. The element size for phase-3 simulation was again taken as default for
the similar reason. The residual velocity in 4 mm SiC case came out to be 531.54 m/s
in phase-2 simulations which became the initial velocity or the impact velocity for
the graphene layer.

3 Assumptions and Material Model

Assumptions made while performing the simulations are given below:

(i) The gravity effect on bullet has been neglected in every simulation.
(ii) There is no medium in between target plate and bullet; hence, air drag on the

bullet has been neglected. This means that the velocity of projectile will remain
same as the initial velocity till the point of impact.

(iii) The distance between bullet and target plate is kept small (0.5 mm) so that total
simulation time can be reduced to 6–10 h per simulation.

The material model used in these simulations is Johnson–Cook model [9].
According to Johnson–Cook material model, the yield stress with respect to
temperature and plastic strain is given by (1);

σy = [
A + BεN

]
[1 + C ln(ε)]

[
1 − θM

]
(1)

whereA,B,C,M andN aremodel parameters, ε is plastic strain, and θ is homologous
temperature given by (2);
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(a) AISI Steel 4340 

(b) Material A   (c) Material B 

(d) Material C (e) Material D 

Fig. 2 Properties of the materials used in phase 1 simulations (ANSYS 18.1 Engineering Data
Sources)
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(f) Material E (g) MaterialF

(h) Material G 

Fig. 2 (continued)

θ = T − Tr
TM − Tr

(2)

where T is thematerial temperature, T r is the room temperature and TM is themelting
temperature.

The damage (D) is bounded in between 0 and 1. The damage quantity is given as
(3);

D = ε

ε f
(3)

where ε f is known as failure strain and is given as (4);
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ε f = {[
D1 + D2e

D3σ
∗][

1 + D4 ln
(
ε∗)][1 + D5θ]σ

∗ < 1.5

ε f =
{
ε
f
minσ

∗ ≥ 1.5 (4)

where D1, D2, D3, D4, D5 and ε
f
min are the parameters of the model and σ ∗ is known

as tri-axial ratio and is given as (5);

σ ∗ = P

σ
(5)

where P is the hydrostatic pressure and σ is the von Mises stress. The quantity ε∗ is
known as dimensionless plastic strain.

Similarly, Johnson-Holmquist model [10] is used for ceramic material, i.e., SiC.
According to this model, the relationship between fracture strength, volume and
pressure is represented by (6);

σ ∗ = [
A(1 − D) + BP∗n][1 + C ln ε∗] (6)

where A, B, C and n are model constants, D is damage encountered to the target
similar to damage given by Eq. 3, ε∗ is dimensionless plastic strain, σ ∗ is normalized
strength and P*is normalized pressure given by (7) and (8) respectively;

σ ∗ = σ

f ′
c

(7)

P∗ = P

f ′
c

(8)

where f ′
c is uniaxial compressive strength, σ is von Mises flow stress and P is

pressure.

4 Results and Discussion

4.1 Model Analysis

Finite element analysis was done using ANSYS 18.1 Explicit dynamics to simulate
the effect of perforation. The simulations were done on an i5-HP PC with 4.00 GB
RAM and 2.4 GHz processor for an analysis time period of 0.00035 s for each phase.
The analysis time is taken small so as to decrease the simulation computational time
of complete perforation. Each simulation was completed within time duration of
7–10 h.
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4.2 Phase-1 Simulations

The first simulation was carried out with both bullet and plate material to be AISI
Steel 4340 where plate thickness was 2 mm, diameter 40 mm and impact velocity
of 1000 m/s. It was observed that the velocity goes on decreasing during perforation
and becomes constant after complete penetration (neglecting the effect of air drag
and gravity). Initially, the bullet-plate system had a total energy corresponding to the
kinetic energy of the bullet only. During perforation of the plate, the kinetic energy of
the bullet decreases and was utilized in increasing the internal energy, breaking and
plastic deformation of the plate. The result of this simulation was compared with the
experimental work of Kurtaran et al. [11]. It is important to compare the simulation
and experimental results so that in case of large errors the simulation model can be
improved by using somemodel updating techniques [12–17]. The residual velocity in
this simulation came out to be 793.07 m/s which was in close proximity to the latter’s
results which was around 860 m/s. This simulation verifies the appreciable accuracy
of this numerical material model with the realistic experiment, hence making it
the base model for the next simulations. The graph generated by ANSYS between
residual velocity and time for AISI 4340 Steel is shown in Fig. 3 and equivalent
strain and deformation of the target plate is shown in Fig. 4.

Fig. 3 Residual velocity versus time for AISI 4340 Steel

Fig. 4 Equivalent elastic strain of AISI Steel 4340 deformed target plate and bullet
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Table 3 Residual velocities of the projectile after perforation of target plate of material A–G

S. No. Material Young’s modulus (Pa) Residual velocity of the bullet (m/s)

1 Material A 3.0 × 1011 779.77

2 Material B 5.0 × 1011 772.31

3 Material C 7.0 × 1011 766.13

4 Material D 1.1 × 1012 759.41

5 Material E 1.5 × 1012 753.01

6 Material F 2.0 × 1012 748.39

7 Material G 2.5 × 1012 745.08

Next simulations in phase-1 were carried out on Material A, B, C, D, E, F and G
with similar material properties to AISI Steel 4340 except for an increase in Young’s
modulus within these materials. It was observed that there is a significant decrease
in the residual velocity of the bullet with the increase in Young’s modulus of the
material for the same 2 mm thickness. This is because of the fact that for the same
deformation, more stress is required for thematerial having higher Young’s modulus.
The results of above materials are given in Table 3 and Fig. 5.

4.3 Phase-2 Simulations

Material G, which had shown the best result in terms of bullet-resistant ability, was
considered for Phase-2 simulations and was sub-divided into different cases to find
out the minimum thickness which cannot be perforated. The density of Material G is
same as that of AISI Steel 4340. The residual velocities for Phase-2 simulations are
shown in Fig. 6. It was observed that the minimum thickness required by Material G
comes out to be close to 6 mm to avoid complete penetration as given in Fig. 7.

Similar simulations were done on SiC material alone, and the results were
compared to the Material G. The simulations were done on a sample circular region
of 60 mm diameter. The thickness was gradually increased from 4 mm to find out the
minimum thickness of SiC required to resist the bullet without perforation. It was
observed that the residual velocity drops down to zero in between 7 and 8 mm, i.e.,
at around 7.75 mm. Since the density of SiC is less than the half density of Material
G or AISI Steel, SiC, being lighter for same conditions, would be a better choice
than AISI Steel 4340 in terms of weight-to-strength ratio. Material properties of SiC
are shown in Fig. 8.

The simulations result for SiC is given in Table 4, and graphs generated for SiC
are shown in Fig. 9. The deformation of the target plate is shown in Fig. 10.
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4.4 Phase-3 Simulations

Phase-3 simulations were similar to SiC Phase-2 simulations. A 0.5 mm layer of
graphene was added as the back plate to the SiC matrix, and the composite was then
simulated for 1000 m/s impact velocity of the projectile. The properties of graphene
are given in Fig. 11. This simulation was carried out in two parts. Firstly, the residual
velocity for 4 mm SiC plate came out to be 531.45 for 1000 m/s impact velocity. In
the second stage of this simulation, the residual velocity from SiC layer becomes the
impact velocity for the graphene layer. It was observed that adding graphene layer

(a) Residual velocity of the bullet for Material A

(b) Residual velocity of the bullet for Material B

(c) Residual velocity of the bullet for Material C

Fig. 5 Residual velocities of projectile with time for different materials
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(d) Residual velocity of the bullet for Material D

(e) Residual velocity of the bullet for Material E

(g) Residual velocity of the bullet for Material G

(f) Residual velocity of the bullet for Material F

Fig. 5 (continued)
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(a) Residual velocity of the bullet for Material G at 4 mm thickness

(b) Residual velocity of the bullet for Material G at 6 mm thickness

Fig. 6 Residual velocities of projectile with time for different thickness

in the SiC matrix increased the strength of the material and 0.5 mm graphene layer
was enough to withstand the impact completely reducing down the residual velocity
to zero as given by Fig. 12.

5 Conclusion

From the above simulations done in three phases, the following can be concluded:

(i) With the increase in Young’s modulus of the material, it is resistance to projec-
tile penetration increases. This is because of the reason that for the same
deformation, more stress is required for the material having higher Young’s
modulus.

(ii) The minimum thickness to resist complete perforation required by Material G
plate having density 7830 kg/m3 comes out to be 5.9 mm while for SiC plate
having density 3215 kg/m3, it comes out to be 7.75mm.Although the thickness
required is more in case of SiC, the SiC plate would weigh almost half that of
material G. Hence, SiC would be a better choice than the latter.

(iii) Addition of graphene layer to SiC matrix increases its strength by almost 45–
50%. The minimum thickness required by this SiC-graphene composite comes
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(a) Equivalent elastic strain of 4 mm thick Material G deformed target plate and bullet.

(b) Equivalent elastic strain of 6 mm thick Material G deformed target plate and bullet. 

Fig. 7 Deformation in Material G

Fig. 8 Material properties of SiC
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Table 4 Residual velocity of
the projectile for SiC target
plate of different thickness

S. No. Thickness of the plate
(mm)

Residual velocity of the
bullet (m/s)

1 4 531.53

2 6 242.94

3 7.75 −0.3153 ∼= 0

(a) Residual velocity of the bullet for SiC of 4 mm thickness 

(b) Residual velocity of the bullet for SiC of 6 mm thickness

(c) Residual velocity of the bullet for SiC of 7.75 mm thickness

Fig. 9 Residual velocity of the bullet with time for SiC target
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Fig. 10 Equivalent elastic strain in deformed 7.75 mm SiC plate and bullet

Fig. 11 Properties of graphene

Fig. 12 Equivalent elastic strain in deformed 0.5 mm graphene back plate and bullet impacted with
531.54 m/s

out to be 4.5 mm with 4 mm SiC layer and 0.5 mm graphene layer, which is
less than SiC alone. Hence, making it 40–50% more lighter material than SiC
alone.
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Artificial Neural Network Model
Development for the Analysis
of Maximum Pressure of Hole Entry
Journal Bearing Using SciLab

Sunil Kumar, Vijay Kumar, and Anoop Kumar Singh

Abstract Artificial neural network (ANN) is used as an advanced technology for
the prediction of the behaviour of mechanical systems. ANN research is focused on
developing computational approaches to analyse the complex and time-consuming
problems. The present paper shows the ANN predictions for maximum pressure of
hole entry hybrid journal bearing for different values of non-dimensional load and
speed parameters. The present ANN model is trained and tested in SciLab using
literature data and found capable to show more accurate results. Feed forward back
propagation algorithm is used in this ANNmodel to minimize the error and to update
the weights. Sigmoid activation function is used for hidden layer neurons and output
layer neuron. ANN is found as best predictor for journal bearing analysis.

Keywords ANN · Journal bearing · Finite element methods · SciLab

1 Introduction

Journal bearings is used for heavy load and high speed moving mechanical assem-
blies in industrial and vacuum applications. Hydrostatic, hydrodynamic and hybrid
journal bearings are used depending upon the application. In hydrostatic bearing,
the continuous supply of lubricant is required with the help of pump. It works
on hydrostatic law of fluid statics. In hydrodynamic bearings, the lubricant flow
takes place by the hydrodynamic action. No external pressure is required for lubri-
cant flow. Hybrid journal bearings combine the advantages of both hydrostatic and
hydrodynamic journal bearings.

The generally used configurations of journal bearings are circular, elliptical,
conical, 2-lobes, 3-lobes and four lobes [1–3]. The lubricant entry in the clearance
space may be hole entry or slot entry. In hole entry journal bearings, the flow of lubri-
cant is controlled by restrictors such as orifice, capillary compensated or constant flow
valve restrictor [4]. The schematic diagram of hole entry journal bearing is shown
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Fig. 1 Schematic diagram
of hole entry journal bearing

in Fig. 1. In this figure, (W ), (RJ), (Ob), (OJ), (φ) and (ωJ) represent external applied
load, journal radius, bearing centre, journal centre, attitude angle and journal angular
velocity. Ram and Sharma [5] analysed the performance of micropolar lubricated
journal bearing and Khakse et al. [6] analysed the performance of conical journal
bearing. The results of these two research papers are considered here for the ANN
model validation.

Artificial neural network (ANN) is considered as the best predictor for many
mechanical problems, particularly for the journal bearing analysis [7–9]. The prin-
ciple of ANN is similar to the functioning of the human brain neurons. The signal
from one neuron is fed to the another neuron. When the threshold value is achieved,
the neurons fire and this process is continuous till the signal arrived at the final
neuron. ANN simplifies the complex journal bearing problems by using computer
programs. In the present work, SciLab is used for program development. Sinanoğlu
et al. [10] analysed the pressure variations at circumferential positions experimen-
tally and developed the ANN model to predict the behaviour. A close agreement for
experimental values and ANN model values was obtained. ANN was also used for
bearing fault detection and diagnosis [11, 12].
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2 Analysis of Journal Bearing

Journal bearings can be analysed theoretically and experimentally to determine their
performance characteristics. Finite element method (FEM) is widely used for theo-
retical analysis. The governing Reynolds equation in non-dimensional form for flow
field in journal bearing is shown as Eq. (1) [13–15];
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h

}]
+ ∂h
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In this equation, α and β shows circumferential and longitudinal coordinates.
F1, F2 and F3 are the viscosity functions. p,� and h are the pressure, speed
parameter and film thickness, respectively. This governing equation can be modified
depending upon the lubricant model used. Finally, the performance characteristics
can be determined by using the appropriate equation.

The pressure calculation in FEM is given by the Eq. (2);

p =
nel∑
j=1

p j N j (2)

Pressure variation in journal bearing is the static performance characteristic which
varies at each point during rotation of the journal. In this document, the variation of
maximum pressure value with respect to load is presented and discussed.

3 Artificial Neural Network

Feed forward network is multilayer neural network (MLN) which contains hidden
layers. Total number of hidden layers and neurons in hidden layer can be decided
heuristically whereas the number of neurons in input layer and output layer are fixed
depending upon the concerned problem. Feed forward neural network adopts trial-
and-error approach to solve complex problems associated with complex relationship
between input and output data set. Back propagation algorithm is employed for
learning of feed forward neural network because of its simple implementation in
journal bearing performance analysis. Feed forward back propagation algorithm uses
the gradient decent approach for the adjustment of connected weights and finally to
minimize the error. Using this approach, best possible results can be predicted.

Sigmoid activation function is mostly used in ANN. It is used to get the nonlinear
output from the hidden layers and output layer. This function gives the output value
in the range 0–1. If desired output in not in this range, then some normalization or
standardization methods should be used to convert the data in the range of 0–1.
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Fig. 2 Schematic diagram of feed forward neural network

A single hidden-layered feed forward neural network with neuron connectivity is
Shown in Fig. 2.

Input to the hidden layer
(
hi1

)
is given by Eq. (3) where xi0 represents the data

for input layer

hi1 =
n0∑

i0=1

wi1i0xi0 (3)

The response of the hidden layer
(
vi1

)
is shown in Eq. (4) by sigmoid activation

function;

vi1 =
1

1+ e−hi1
(4)

where hi2 is the input to the output layer and given as Eq. (5);

hi2 =
n1∑

i1=1

wi2i1vi1 (5)
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The response of the output layer yi2 is shown as Eq. (6) by sigmoid activation
function;

yi2 =
1

1+ e−hi2
(6)

These weights should be updated to minimize the error. Mean square error is
calculated by using given relation as Eq. (7);

Error = 1

2

n2∑
i2=1

(
ydi2 − yi2

)2
(7)

where ydi2 is desired output and yi2 is ANNmodel output. The equation to get updated
weight is given by standard gradient descent approach as Eq. (8);

wi2i1(new) = wi2i1(old) − η
∂E

∂wi2i1

(8)

where wi2i1 are weights associated between output layer neurons and hidden layer
neurons, η is the learning rate and E is the mean square error. This equation can also
be written as Eq. (9);

wi2i1(new) = wi2i1(old) + ηδi2vi1 (9)

where δi2 = (
ydi2 − yi2

)
yi2

(
1− yi2

)
called error back propagated through weights

from output layer neurons to hidden layer neurons. Response of hidden layer neurons
is written as vi1. Same procedure is followed to update the weights between hidden
layer neurons and input layer neurons.Associated gradient descent approach is shown
as Eq. (10);

wi1i0(new) = wi1i0(old) − η
∂E

∂wi1i0

(10)

where wi1i0 are weights associated between hidden layer neurons and input layer
neurons. This equation can also be written as Eq. (11);

wi1i0(new) = wi1i0(old) + ηδi1xi0 (11)

where δi1 = vi1
(
1− vi1

)∑n2
i2=1 δi2wi2i1 called error back propagated through weights

from hidden layer neurons to input layer neurons.
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If a situation occurs when the input becomes zero during iteration process, it will
give no value when multiply by weights. Hence, to get the non-zero value, a bias is
introduced. The value of bias should not be zero.

4 Algorithm Development

The present work is to develop the ANN model to get the maximum pressure
values for the journal bearing. These values are compared with the literature data
to validate the program. The non-dimensional pressure variations with respect to
non-dimensional load is considered for study and shown in Fig. 3.

Two number of neurons are considered in input layer (first for the non-dimensional
load values and second for the bias). Bias value is considered as 1. One neuron for
output layer and ten neurons for hidden layers are considered. Sigmoid activation
function is used for hidden layer and output layer in SciLab program (Fig. 4). The
behaviour of neurons in this SciLab program is linear for input layer and nonlinear
for hidden and output layer. The nonlinearity is achieved by using activation function.

SciLab is an open-source software used for programming and proved as better
alternate to MATLAB. In the present work, the ANN coding is done using SciLab.
Epocs are the number of iterations performed in the program to achieve the conver-
gence criteria. The initial weights are chosen randomly. Hence, the number of iter-
ations vary each time when running the program. The average value of iterations is
considered. The error is minimized by using the above-mentioned equations in the
sciLab program and the weights are updated. The parameters for the ANN predictor

Fig. 3 ANN for maximum bearing pressure w.r.t. applied radial load
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Fig. 4 Sigmoid activation function in SciLab

Table 1 Parameters for the ANN predictor

ANN η ni nh no N Activation function

1 2 10 1 100,000 Sigmoid

are shown in Table 1. In this table, the learning rate is represented by (η) which shows
the speed of learning for the convergence. (ni), (nh) and (no) shows the number of
neurons in input layer, hidden layer and output layer, respectively. (N) shows the
number of iterations performed to achieve most accurate predictions.

5 Results and Discussion

The result obtained from ANN model is compared with the literature data. Ram and
Sharma [5] analysed the performance characteristics for hole entry hybrid journal
bearing under micropolar lubrication. Micropolar lubricants are the non-Newtonian
lubricants whose performance in journal bearing depends upon the characteristic
length of lubricant and coupling number. The effect of coupling number (n2) and
characteristic length of lubricant (lm) on the maximum pressure

(
pmax

)
for different

values of load (w) has been studied. The pmax values of ANNmodel were compared
with Ref. [5] results and shown in Fig. 5 (for n2 = 0.5 and lm = 30) and Fig. 6 (for
n2 = 0.9 and lm = 10).

It is observed that maximum pressure values increase with increase in load. The
range for non-dimensional values of load (w) is considered as 0.25–1.25. The ANN
predictions for both these cases are found to be very close to the desired results. The
values of pmax are found to be large for all values of w when n2 is considered as 0.9
and lm as 10 compared to n2 as 0.5 and lm as 30.

Khakse et al. [6] analysed the performance of conical hole entry journal bearing
and shows the effects of semi-cone angle on the hydrostatic and hybrid journal
bearings. Itwas observed that themaximumpressure values increasewith the increase
in semi-cone angle (γ ). For hybrid journal bearing, the speed parameter (Ω) is taken
as 1, whereas it is 0 for hydrostatic journal bearing. The literature data is considered
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Fig. 5 pmax versus load (w) for n2 = 0.5 and lm = 30

Fig. 6 pmax versus load (w) for n2 = 0.9 and lm = 10
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Fig. 7 pmax versus load (w) for speed parameter (Ω) = 1 and semi-cone angle (γ ) = 10°

here for the validation of the ANNmodel. Figures 7 and 8 show the pmax comparison
with respect to load for different values of speed parameter (Ω) and semi-cone angle
(γ ).

The range for non-dimensional values of load (w) is considered as 0.25–1.5. The
ANN model gives the very close predictions for conical hole entry journal bearings.
The values of pmax are found to be large for all values of w in hydrostatic journal
bearing ( for γ = 30°) compared to hybrid journal bearing(for γ = 10°).

6 Conclusion

The present work shows that the ANN model can give best predictions for journal
bearing analysis. The ANN model results and desired results are very close. The
pressure variations are considered as desired output and radial load as input. This
model is tested on hybrid and hydrostatic journal bearings of cylindrical and conical
configuration. The increase in pressure is observed for the externally applied radial
load for both cylindrical and conical journal bearing configurations. It is concluded
that the present ANN model is best suited for both hydrostatic and hybrid journal
bearings. The convergence speed of this ANN model is very fast. Both experimental
and theoretical results can bemappedwith high accuracy by usingANN.SciLab is the
best software to develop the neural networkmodels. The computation involvedmakes
the journal bearing performance predictions more easy and less time consuming.
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Fig. 8 pmax versus load (w) for speed parameter (Ω) = 0 and semi cone angle (γ ) = 30°
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Design and Simulation of Wind Tunnel
Using CFD Analysis

Ganpati Chandrakant Arjune and Shivaji Vithal Bhivsane

Abstract The wind tunnel is proper functioning platform for accurate aerodynamic
research which helps to provides adequate environment condition around scaled
model to the compatible dimension. Wind tunnel data is part of design process that
used to design their model. For correcting wind tunnel data of wall and mounting
effects very careful techniques are used.But it shows limitation for linear flowapprox-
imation. This research paper proposed first part of the project i.e. design calculation
and simulation i.e. flow in wind tunnel and checking incompressible flow in test
section over an airfoil using CFD software. Test section design in rectangular shape
for proposed wind tunnel. Contraction cone has contraction ratios 7 and cross section
in rectangular shape.Diffuser design in conical shapewith 5° diffusion angle and area
ratio 1.33. The design philosophy is discussed along method for wind tunnel calcula-
tion is outlined. Using Computational fluid dynamics (CFD), design and simulation
of flow parameter are investigated with systematic way in open loop wind tunnel. It
shows good quality flow in test section as well as in entire wind tunnel. The proposed
wind tunnel is conformed to design and can be used for different test in the field of
aerodynamics. Wind tunnel design to achieve 40 m/s speed of air with expected low
intensity turbulence level. Analysis of airfoil shows that good flow quality in test
section. Lift and drag coefficient plotted against angle of attack.

Keywords Subsonic wind tunnel · Aerodynamics · Fluid dynamics · CFD
simulation · Airfoil analysis

1 Introduction

To study the effect of air moving past solid object, wind tunnel is used as a significant
research apparatus in aerodynamic investigation such as aerodynamic forces and
pressure distribution to simulate with actual condition [1]. For aerodynamic research;
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fast, economical and correct way offer by wind tunnel the most important aspect of
wind tunnel is their ability to accurate recreate the full complexity of full fluid flow.
For solving aerodynamic problems experimental information required which obtain
in different way like water tunnel test, wind tunnel test, drop test, flight test, shock
tube test, flying scale model, ballistic range, whirling arms rocket sleds etc. Each
way is best in its sphere of superiority. Among them wind tunnel seems absolute to
solve aerodynamic problems, but still basis and complex aerodynamic problem need
to solve using wind tunnel even though society use computer and high technology
in wind tunnel testing [2].

Flow visualisation in wind tunnel is unique which can find critical problem and
solution not seen in the pure numbers but computer provides mostly quantitative data
[3]. Essential lift, drag and efficiency can calculate using complex equation. One of
the important parts of the aerodynamic research is versatility and tangibility which
help to continue to promote wind tunnel testing. All aerodynamic problem could not
solve in one single wind tunnel hence wind tunnel needs to classified as: (a) on the
basic of circuit i.e. open and closed circuit wind tunnel (b) based on structure (c)
based on structure material (d) based on shape of inlet section (d) based on location
(4) based on speed of air velocity i.e. subsonic, supersonic, transonic and hypersonic
wind tunnel (6) based on anemometer placement [2].

An Apparatus needed to calculate lift and drag forces when first begins to study
bird and primitive flying machines based on aviation structure because conventional
apparatus failed again and again. Benjamin Robins (1707–1751), used whirling arm
who conclude that different shapes produces different air resistance irrespective of
Model frontal area to the air stream that means model shape and drag existed a
complex relationship hence end of the nineteenth century, the whirling arm was
considered to be the best systematic source for the aerodynamic experimentation.

Osborne Reynolds (1842–1912) define a Reynold Number. He specified that
behaviour of air is same for scale model and original Model has same Reynold
Number as long it passes i.e. wind tunnel established as the appropriate apparatus
for air flowexperimentation. Then (1840–1960) SirHiramMaximconstructed awind
tunnel which was 12 ft long and 3 ft × 3 ft test section used for cambered aerofoil.
Wright Brothers (1903) compared different model and found out ideal design vari-
able for their Air Craft using own designed wind tunnel.WorldWar II was golden era
for developing variable Wind tunnels such as sub sonic, supersonic and Hypersonic
Wind Tunnel.

Primary purpose of Wind tunnel is changed when air craft was invented. Initially
calculated forces being used to verify CFD algorithms, hybrid Flow Study and
examine different material. In 2016, Bert Edis and Harm H. Ubbens designed a
wind tunnel which is used to study the resistance offered by the wind to a cyclist. In
2015 T. H. Young and S. S. Dol constructed a low cost wind tunnel for small scale
experiment and education purposes. Both wind tunnels based on R. D. Mehta and
P. Bradshaw design guidelines specifications which provides certain guidelines for
variety of requirements for designing a main component of a wind tunnel [4]. A very
small wind tunnel i.e. 5 cm* 5 cm test section design forUAV,MAVandMWTwhich
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are edge on research on aerodynamics. These vehicles have lowReynold number and
low dimension [5].

Major parts of wind tunnel are test section, diffuser, contraction, settling chamber
and driving unit say electric motor. Uniform flow within the test section is the main
goal of wind tunnel. Test section dimension design based on size of model and type
of test to be performed and defined rest of wind tunnel dimension. Test section is key
factor in construction and running cost of wind tunnel. Overall length of the construc-
tion can be controlled by optimization the design. The optimum length is achieved
CR only then is the dynamic load and boundary layer growth at their minimum list
value [6]. The power of computing machines and the computer languages neces-
sary to program the foundational mathematics started increasing exponentially. To
develop such system was decrease in an equally trend. The condition was met for an
economical study of fluid flow prediction to evolve into the field known as compu-
tational fluid dynamics. With the help of CFD software and its complimentary CAD
graphic interface one can accurately design and evaluate the flow regimes of a highly
capable wind tunnel device [1, 3].

2 Design of Wind Tunnel

Wind tunnel design startswith test section on the basis of accessibility and installation
of test model as well as instrumentation. Test section length should be in range of
0.5–3 times of its hydraulic diameter and keep small as possible as for low pressure
loss coefficient. Blockage has negligible effect on test result when it about 10%. Test
section (cross-Sect. 0.3 * 0.3 m2) set 0.5 m length i.e. 1.67 of its hydraulic diameters
[1, 3].

Flow accelerates into the test section by contraction. Design criterion of contrac-
tion for desired application that separation is avoided and the exit non uniformity
is equal to or less than the maximum tolerable level in shortest possible length.
Contraction cones design starts with selection of contraction ratio. Which should be
in range of 6–9 for small wind tunnel also length of contraction should be 0.15–1
times of its inlet section hydraulic diameter. Flow separation avoid if contraction is
too large i.e. pressure drop coefficient decreasing with increase in contraction ratio.
1.05 m contraction length takes to avoid flow separation. Straight contraction shape
uses for easier and cheaper contraction. Internal section of nozzle is identical to the
test section [1, 2, 6].

Diffuser is used to decrease velocity flow in shortest distance which help to reduce
load on drive system [1]. Area ratio, diffuser angle wall contour and diffuser cross-
section shapes are key factor of diffuser flow. For controlling flow separation, area
ratio should be less than 2.5 and diffuser angle 5°–7°. Here, diffusion angle considers
as 5°. Calculated length found as 1.15 m, but here considering length is 1.5 m for
better flow quality and area ratio 1.78 [2].

Settling chamber used to place honeycomb and screen which help to reduce flow
turbulence before move into the contraction. Settling chamber cross section is same
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as contraction and length took as 0.5 times of the hydraulic diameter of inlet of
settling chamber area i.e. 0.35 [2, 3].

Primary purpose of honeycomb is to reduce swirl and produce well conditional
flow which means reduce in variation in mean and transverse velocity without losing
its flexural rigidity under forces during operation. Ratio of length to cell hydraulic
diameter (L/D) and porosity (flow area/total area) is the primary design parameter
for honeycomb. L/d took as 6–8 and porosity as 0.97. Square cross section has edge
5 mm, 0.075 mm thickness and length 12 mm [1].

Screen locate inside settling chamber which help to reduce upcoming air turbu-
lence level i.e. breaks large eddies into small scale turbulent eddies. Porosity above
0.8 has no control on turbulence and below 0.58 lead to flow instability. Hence, it
should be in range of 0.58–8 [2]. Finest screen shows better control over turbulence.
Clearance between screens should be 0.2 times of settling chamber hydraulic diam-
eter. Screen dimensions considered as 2 mm thick wire, cell height 8.9 mm hence 0.6
porosity and 0.14 m distance from contraction inlet. Another one is 3 mm thick wire
and cell width 10.5 mm, porosity 0.65 placed from first screen. The drive system
chooses which has optimum efficiency, RPM, and required power to produce 25 m/s
mass flow [1] (Fig. 1 and Table 1).

Fig. 1 Wind tunnel design (all dimension in mm)

Table 1 Wind tunnel component dimension

Component of wind tunnel Cross-section area (m2) Length (m)

Test section 0.3 * 0.3 L ts = Dts ∗ 1.5 = 0.5

Contraction cone 0.7 * 0.7 Lcs = Dcs ∗ 1.5 = 1.05

Diffuser 0.4 * 0.4 DD0 = Dts + [
2 ∗ (

Ld ∗ tan θ
2

)] = 1.5

Settling chamber 0.7 * 0.7 Lsc = Dsc
2 = 0.35

Honeycomb 0.003 * 0.003 = 0.012 (inside settling chamber)
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3 Pressure Losses in Wind Tunnel

At any point in the wind tunnel, the energy loss depends on the cubic velocity at that
point. In diffuser, velocity decrease with minimum loss and higher back pressure
without boundary layer separation. The total losses occurring in the flow through
wind tunnel is equal to the power required to maintain steady flow through the wind
tunnel. Pressure loss for each component of wind tunnel determined to conducting
numerical simulation in order to comprehends the functionality of the circuit [7]. The
total pressure loss coefficient (ki ) which is sum of each section and head losses (h1)
are calculated for upstream and downstream wind tunnel section. Such total pressure
loss is then subtracted from the pressure at the exit of the diffuser, establishing
the pressure at the exit recovery required by the fluid pump. The pressure recovery
required by the fluid pump is calculated on the total pressure loss. The pressure drops
co-efficient represent as dimensionless form of the energy loss of each section.

Head loss calculated as:

h1 = k
V 2

2g
= �p

ρg
(1)

where V, ρ and k are average fluid velocity in working section, density of fluid, loss
coefficient respectively.

3.1 Test Section

Design of test section purpose is to maintain approximately constant static pressure
with list change inMach number throughout the test section. Test section has constant
height. Its upper and lower wall are deflected to prevent boundary layer growth. The
design provides good view to user. Only friction losses find inside test section and k
is function of fraction factor which is calculated as [8].

kts = L ts

Dts
fts (2)

where kts, L ts, Dts and fts are loss coefficient, length, hydraulic diameter and fric-
tion factor of the test section i.e. working section. The friction factor calculated as
following Colebrook equation:

1√
fts

= −2 log10

[
ε/Dts

3 · 7 + 2.51

Re
√

fts

]
(3)

ε is roughness and consider as zero in working section.
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3.2 Diffuser

The purpose of diffuser is to reduce the power losses due to high flow velocity
i.e. decrease in velocity with distance without separation of boundary layer at walls.
Vibration of fan which causes change in velocity at test section hence separation may
occur. Divergence is important aspect for design of diffuser keep small as possible
to ensure separation of boundary layer at wall of diffuser. It means long diffuser for
high aspect ratio and may be costly inefficient [8]. The pressure losses in diffuser due
to skin friction and expansion loss. Equivalent conical expansion angle (θ) and area
ratio i.e. ratio of outlet and inlet cross sectional area of diffuser are main parameter.
Loss coefficient for diffuser (kd) is sum of these two-loss factor [1].

kd = kf + kex (4)

wherekf and kex are skin friction and expansion lass factors. They are calculated as:

kf =
(
1 + 1

AR2

)
fws

8 sin θ
(5)

Expansion angle (θ) may calculated as: -

θ = tan−1

(
R2 − R1

L

)
= tan−1

(
1

2

√
AR − 1

Ln
Dws

)

(6)

kex = ke(θ)

(
AR − 1

AR

)2

(7)

For an expansion angle 1.5° ≤ θ ≤ 5° ke(θ) calculated as:

ke(θ) = 0.1709 − 0.1170(θ) + 0.03260(θ)2 + 0.001078(θ)3

− 0.00090760(θ)4 − 0.00001331(θ)5 + 0.000001345(θ)6 (8)

3.3 Contraction Cone

Only, skin friction loss considers in a contraction cone and it may be calculated as
follows [1, 3]:

kcs = f

4

LCS

DCS − DTS

(
1 − D4

TS

D4
CS

)
(9)
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where LCS, DCS, DTS and f are length of cc, inlet hydraulic diameter of cc, test
section hydraulic diameter and skin friction coefficient respectively [1].

3.4 Settling Chamber

Honey comb and screen are two sectionwhich used to decrease the turbulence in flow
and make it straight. To decrease the pressure loss in wind tunnel, velocity at honey-
comb and screen section must be low as possible. Screen and honeycomb reduce
axial and lateral turbulence respectively. Screen have a relatively large pressure drop
in the flow direction but honeycomb have small pressure drop. Loss in honeycomb
calculated as [1]:

kh = λh

(
Lh

Dh
+ 3

)(
1

βn

)2

+
(

1

βn
− 1

)2

(10)

where

λh = 0.375

(
�

Dh

)0.4

R−0.1
e� Re < 275 (11)

λh = 0.214

(
�

Dh

)0.4

Re > 275 (12)

Screen loss coefficient can be calculated as:

km = kmeshkRnσS +
(

σ 2
S

β2
S

)
(13)

where σS and βS are screen solidity and screen porosity. kmesh is mesh factor, 1 for
new metal wire, 1.3 for average circular metal wire, kRn is calculated as [1] (Table
2):

kRn = 0.785 +
(
1 − Rews

354

)
+ 1.010 ≤ Rews ≤ 400 (14)

kRn = 1 Rews ≥ 400 (15)

Total pressure loss calculated as power loss in each section of wind tunnel and
fan:

�Pt = 1

2
ρV 2

∑
ki + 1

2
ρV 2

fan (16)
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Table 2 Loss coefficient in
wind tunnel section

Wind tunnel component Loss coefficient

Test section 0.0188

Contraction cone 0.0048

Diffuser 0.04271

Honeycomb 0.00049

Screen 1 0.6399

Screen 2 0.7787

Straight section 0.0111

Total
∑

ki = 1.4965

Take 25% safety factor i.e.
∑

ki = 1.4854 + 0.37135 = 1.871.
Dimension of fan is same as diffuser outer diameter. Hence, velocity of fan is

calculated as:

AfanVfan = AtsVts (17)

where Afan = Ads = 0.16, Ats = 0.09, Vts = 25 m/s, hence. Vfan = 14.0625 m/s
therefore;

�Pt = 806.47 Pa

3.5 Power Requirement

To maintain steady flow inside test section power is required that power is equal
to losses by kinetic energy dissipated phenomenon i.e. vortices and turbulence [1].
Design of fan may be on the basis of required velocity at test section and to resist
the decrease in pressure along the wind tunnel. Sum of the pressure drop coefficient
(Ki) in each section of wind tunnel equal to required power for given section size
and flow condition [8].

ηP = 1

2
ρAV 2

∑
ki (18)

Power required is sum of total pressure loss in all section of wind tunnel and fan:

Preq = Q = AfanVfan�Pt = 1814.55 W (19)

Power in Hp is 2.42.
For BHP (brake horse power) = 60% approximately;
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Table 3 CFD model
boundary condition summary

Parameter Input values

Discretization scheme Second order upwind

Algorithm SIMPLEC

Inlet velocity 4.76 m/s

Pressure outlet 105,779.4035 Pa

Air density (at 25 °C) 1.18 kg/m3

Gas constant 287 J/kg K

Kinematic viscosity 1.51 * 10–5 kg/m s

Time Steady state

Then,

EFF = Power in Hp

BHP
= P(Hp)

BHP
= 4.03(hp) (20)

Calculated power is more than required power reason is that for future work when
increase in velocity at test section around 40 m/s.

4 CFD Simulation

4.1 Wind Tunnel Simulation

To visualize flow in side wind tunnel or any complex configuration to find a mechan-
ical and flow properties, Ansys use like a tool to represent it. First step is to model
wind tunnel and apply proper boundary condition which are calculated using design
[8]. Steps involve in Ansys are Preprocessing i.e. modeling, boundary condition
(Table 3) and meshing, solution i.e. fluent as a solver and for post-processing CFX
may use.

Total element and node use to simulate wind tunnel are 391,368 and 381,808
respectively. Ansys solution (fluent) shows steady, incompressible viscous flow
of ideal gas with constant velocity (25 m/s) along test section that means good
result which indicates prepared design has no separation at all and no thickening of
boundary layer at that region which may face an error in measurement.

4.2 Airfoil Simulation in Test Section

Wind tunnel test section provides good result whichmay clarify to simulate flow over
airfoil in the test section 2D model use for it because 3D model and mesh provide
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same result as per study and less time and matrix may have needed. To analyze
the aerodynamic characteristics (lift and drag) of 2d airfoil use input variable such
as experimental measurement (wind tunnel test data) result and airfoil coordinate.
The understanding problem statement that is flow is external aerodynamic flow so
we need to fix the outer airflow boundary i.e. airflow. Airfoil and stream condition
(flight speed/air speed) are required to carry out the analysis. NACA 2412 airfoil
coordinates take from UIUC airfoil database.

4.2.1 Flow Consideration

Flow is incompressible and turbulent i.e. density and viscosity are constant. Only
mass and momentum equation need to be solved. Appropriate pressure velocity
coupling scheme and turbulence model need to be selected. Here only steady state
analysis is sufficient [7]. Flow is external, as per industry practice, fluid domain
around airfoil can be taken as 15–20 times the chord length. Modeling of boundary
layer is challenging task for flow around airfoil because of severe stalling effect in
the stalling region. Analysis can be fine turned with multiple modeling approaches
by comparing the CFD analysis results with experimental results (wind tunnel test
data). The flow is incompressible and compressibility effects are negligible therefore
there will not a shock wave [9].

4.2.2 CFD Analysis Procedure

The first step is to scale the mesh to SI (length in meter) units after importing the
mesh to CFD analysis software which include structured mesh with 45,888 quad
elements and 46,440 nodes. In this problem there is need to scale mesh, because
airfoil coordinates are normalized to one-unit chord length for test section analysis
model scale as 1:10. Pressure based CFD solver i.e. ANSYS fluent is used as solver,
since there are no severe compressible effects like shock waves. Energy equation
and model density as a function of pressure, temperature and viscosity selected for
analysis. Reference pressure is as sea level 101,325 pa which needs to consider for
environmental flow.We fix the far field boundary condition, wall boundary condition
and solver setting. For test section model inlet velocity is sufficient. For far field
boundary condition, we need provide gauge pressure, flow Mach number i.e. flow
is turbulent say velocity as 40 m/s and flow direction cosine along with turbulence
boundary condition.X-direction of flow is given by cos (α) and Y-direction flow is sin
(α).Wall boundary condition assignwith no slip, adiabatic boundary condition. Need
to create fluid properties like density, viscosity, thermal conductivity, specific heat as
an air fluid property to all 2Dvolume elements (quad element). Solver setting depends
on governing equation discretization scheme i.e. second order upwind scheme which
was selected. SIMPLE algorithm is used for pressure–velocity coupling algorithms.
Under relaxation factor can set solution control. We take residual value like 1e−10
or 1e−20. Because we know that getting converged solution up to this value is
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Fig. 2 Velocity profile in complete wind tunnel

impossible, but it is a technique to keep the analysis running till we stop based
on our technical judgment. One the fluctuation stops; we can declare that solution is
converged.Monitor lift and drag coefficient on the curve of airfoil.Y plus (30–300 i.e.
inertia dominant region) value use for fine mesh in turbulence flow to clarify viscous
and inertia effect i.e. boundary layer thickness, Repeat the analysis by changing the
number of element both core flow region and near wall regions till solution becomes
grid independent.

4.3 Post Processing Result

Velocity profile inside test section need to constant when solving mass conservation
equation. Such Fig. 2 shows more accurate profile for design data for the mass
conservation and momentum equation. Boundary layer growth in test section is very
much smaller hence effect of boundary layer on overall flow field in test section is
negligible Fig. 3 [10].

Stalling Angle of attack of NACA2412 is nearly equal to all result with constant
mach number and Reynolds number. It shows that all flow properties at test section
i.e. wind tunnel are accurately design.

Airfoil theory i.e. lift, drag and angle of attack curves Figs. 4, 5, 6 and 7 obtained
in simulation are more satisfied result as standard wind tunnel data i.e. NACA2412
is cambered airfoil which has lift at zero angle. Slope means lift verses angle of
attack, increase in angle of attack there is increase in lift in roughly linear way as
shown in Figs. 4 and 5. But, lift fall when airfoil falls about 14° angle of attack
know as stall point or stall angle of attack. Upper surface boundary layer is reason
for lift falls which separates and thicken over upper surface at and past of stall angle.
Airfoil effective chamber i.e. shape of airfoil changes by this thicken boundary layer
displacement thickness which modifies overall flow field i.e. reduce circulation and
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Fig. 3 Velocity profile in test section
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Fig. 4 Lift coefficient versus angle of attack at different model of simulation compare with wind
tunnel data

lift. Pressure drag increase dramatically is another cause of boundary layer thatmeans
overall drag produce near and past the stall point Fig. 8. This all data clarify with
good flow simulation into the design wind tunnel [11].
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Fig. 5 Cl/Cd versus angle of attack at constant Reynolds number (Re = 105)

Fig. 6 Drag coefficient versus angle of attack at constant Reynolds number (Re = 105)

Fig. 7 Lift coefficient versus drag coefficient at different angle of attack
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Fig. 8 Flow visualisation over airfoil (naca 2412)

5 Conclusion

• To obtain velocity up to 40 m/s at test section (0.3 * 0.3) m2, an open circuit wind
tunnel has been designed and simulated. Power loss coefficient in wind tunnel is
nearly 1.871 with respect to dynamic pressure at test section and 2 Hp motor may
sufficient to produce 25 m/s velocity at test section. Construction, test work and
calibration will be done in next paper.

• The wind tunnel (Fig. 1) length is 3.7 m and free stream velocity about 25 m/s
which is very much smaller and probably not found anywhere.

• CFD using FLUENT to predict flow around airfoil has been achieved it is clear
from the result that lift coefficient on airfoil is increase due to angle of attack
increase (Fig. 3) as well as it is notice that lift and drag coefficient in CFD
simulation comparably accurate as wind tunnel data. The 1:10 scaled model of
NACA2412 airfoil show good result in CFD simulation for flow pattern and force
coefficient. On the basis of CFD and wind tunnel data result validate.

• To avoid traditional approach of wind tunnel experiment which costly and time
consuming, Pre-Experimental CFD study help to reduce repetitive experiment.

• Critical study like turbulence intensities where it is important to resort to wind
tunnel experiment.
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Evaluation of Seat to Head
Transmissibility at Different Backrest
Conditions During Whole Body
Vibration Using Fem

Harkirat Singh, Arvinder Singh, Ishbir Singh, and Sachin Kalsi

Abstract In this study, finite element technique has been used to evaluate vertical
and fore–aft seat to head transmissibility of human subject representing 95th
percentile anthropometric data of Indian male population when exposed to whole
body vibration. Human model has been subjected to three different back support
postures (without back support, vertical back support and inclined back support)
at acceleration magnitudes of 0.25, 0.5 and 1.0 m/s2 rms. This study is focused in
frequency range of 0.5–15 Hz as in this range many human organs such as heart,
shoulder natural frequency lies, which causes general feeling of discomfort and
motion sickness. Maximum transmissibility in vertical and fore–aft direction has
been evaluated in frequency range between 4–7Hz at acceleration of 0.25m/s2. Study
shows that backrest support has more influence on fore-and-aft transmissibility than
vertical transmissibility.

Keywords Whole-body vibration · Transmissibility · 3D CAD model ·
Agriculture tractor seat · Backrest support

1 Introduction

Human body is exposed towhole body vibrationwhile traveling or operating vehicles
on road, by air and sea, exposure to vibration may cause motion sickness, back pain
and other health-related issues. To reduce the effect of vibration on human body, it is
necessary to analyze the various factors which act as a medium between the source of

H. Singh · A. Singh · I. Singh (B) · S. Kalsi
Chandigarh University, Mohali 140413, India
e-mail: ishbir@rediffmail.com

H. Singh
e-mail: harkiratsinghdhadhly@gmail.com

A. Singh
e-mail: arvindernagra2@gmail.com

S. Kalsi
e-mail: phd.sachinkalsi@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
L. M. Das et al. (eds.), Emerging Trends in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-8304-9_4

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8304-9_4&domain=pdf
mailto:ishbir@rediffmail.com
mailto:harkiratsinghdhadhly@gmail.com
mailto:arvindernagra2@gmail.com
mailto:phd.sachinkalsi@gmail.com
https://doi.org/10.1007/978-981-15-8304-9_4


48 H. Singh et al.

vibration and human body. Lot of research has been reported on suspension system
and cushion material to isolate human subject from the source of excitations. Seating
posture is strongly linked to comfort of seat occupant; it is necessary to study various
sitting parameters to enhance the occupant comfort.

Wu et al. [1] developed a coupled model of human–seat-suspension with three
degrees of freedom biodynamic model of the occupant; evaluation of suspension
has been done under continuous and shock excitation assessed in form of vibration
dose value and seat effective amplitude transmissibility. Tiwari and Prasad [2] devel-
oped a three degree of freedom model to study transmissibility of tractor seat for
Indian subject; results show that seat suspension having stiffness between 10.726
and 18.957 KN/m was found suited for Indian tractor seats. Rakheja and Stiharu [3]
experiments had been conducted on 24 human subjects seated under various automo-
tive sitting representing posture to analyze the biodynamic apparent mass response.
Study concluded that position of hand and bodymass have most significant influence
on the apparent mass response.

Holmlund and Lundstorm [4] measured mechanical impedance of human body in
sitting posture in vertical direction while performing experimental condition, such
as acceleration level of 0.5 to 1.4 m/s2 and frequency range of 2–100 Hz. Outcomes
show that impedance increases with frequency up to a peak at about 5 Hz after which
it keeps on decreasing; heavy person shows higher impedance at lower frequency as
compared to subjects having less weight.

Deboli et al. [5] conducted experimental study to evaluate the response of human
subject during agricultural conditions when exposed to whole body vibrations in
vertical and horizontal direction. Dewagan et al. [6] three different cushion mate-
rials (flat and contoured polyurethane foam and air cushion) has been evaluated for
apparent mass response of human body with and without back rest support at three
levels of vertical acceleration (0.23, 0.50 and 0.75 m/s2) with in frequency range
of 0.5 to 20 Hz. Results show that apparent mass is highly effected by contouring
visco-elastic properties of seat material, results of this study show that primary peak
for air cushion occurs in frequency range of 3.94 to 5.25 Hz, for flat PUV foam, peak
occurs in frequency range of 3.94 to 5.13 Hz and for contoured foam, peak occurs
in range of 3.81 to 5.63 Hz.

Singh et al. [7] study investigates the effects of tractor ride circumstance such as
pulling force, tillage depth and forward speed. Rotary tillage operation is performed
by using three-point hingemounted rotavator using L-, C- and J-shaped blades. Study
shows that forward speeds have contributed 76.24%, pulling force 21.74% and tillage
depth 1.79%, respectively. Duke and Goss [8] study conducted to reduce seat trans-
missibility by using nonlinear stiffness and on–off damper. Mathematical and exper-
imental study shows that combination of nonlinear and switching damper has 40%
reduction in transmissibility than conventional seat model. Lianig and Chaing [9]
conducted research on two multi-body models representative of automotive postures
one with back support and other without back support. Fourteen-degrees-of-freedom
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modal proposed in this study was found to be fitted to the test results, so this model
has been recommended for studying the biodynamic responses of a seated human
body exposed to vertical vibrations.

Harsha et al. [10] conducted experiments on twelve healthy male subjects to
measure vertical vibration transmissibility from seat to head in three different
postures (erect, vertical back on and forward lean on table) in frequency range of 1 to
20 Hz; peak transmissibility comes in frequency between 2–6 Hz in all three sitting
postures. Mansfield and Griffin [11] exposed twelve human subjects to acceleration
magnitude between 0.25 to 2.5 rms in frequency range of 0.2 -20 Hz. Apparent mass
resonance frequency reduced from 5.4 to 2 Hz as excitation magnitude increases
from 0.25 to 2.5 m/s2. Nawayseh and Griffin [12] conducted experiments on 12 male
human subjects with in frequency of 0.25 to 20 Hz at four different magnitudes
(0.125, 0.25, 0.625 and 1.25) m/s2. Results show the presence of second resonance
peak of relatively small magnitude in 10–15 Hz frequency.

From existing literature, it has been found that most of work has been performed
experimentally on European subjects as compared to Indian subjects using finite
element method. Taking this into consideration, current study has been conducted
on Indian human subject’s model using finite element method.

2 Methodology

While designing a vehicle, occupant comfort has been considered as important
parameter. Human body under seated posture is sensitive to low frequency vibration;
this distribution of vibration is dependent on extrinsic, intrinsic variable and inter-
face between the human body and vibration object. In this study, seat to head trans-
missibility has been evaluated in three different sitting postures and three different
magnitudes of acceleration using FEM approach in ANSYS 18.5.

Proposed study is based on Indian human model representing 95th percentile
of Indian male population. A 3D CAD model of human subject has been modeled
in Solid Works 2016 by considering anthropometric data from chakarbarti [13].
Human model in sitting posture with lower arms has been parallel to floor and hands
on steering wheel representing the position of a tractor operator. Weight of human
subject is 76 kg considering density of bone, muscle soft tissues and skin are 1850,
1062 and 1000 kg/m3, respectively; Table 1 shows material properties considered in
this study.

Table 1 Bio-mechanical properties of human subject [14]

Sr. No. Bio-mechanical material Density (kg/m3) Young’s modulus(MPa) Poisson’s ratio

1 Bone 1700 10,000 0.3

2 Muscle 1060 0.1 0.49

3 Skin 1100 0.15 0.46
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Human subject has been exposed to three magnitudes of excitation, i.e., 0.25, 0.5
and 1.0 m/s2 rms in frequency range of 0.5 to 15 Hz in three different sitting postures
as shown in Fig. 1, i.e., without backrest, vertical backrest and inclined backrest at
an angle of 12°.

Fig. 1 a Without back rest, b vertical back rest,c inclined back rest (12°),d CAD human model
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Fig. 2 a Meshing of human CAD model,b fixed support

Due to variation in dimensions of different body segments of human body, it has
slight variation in stiffness and damping characteristics of human body. Meshing of
human CAD model Fig. 2a has been done using different size and element type,
depending on shape and size of body section. Body sections having complex geom-
etry are meshed with tetrahedral elements and parts having less complex shape are
meshed with hexahedral elements. As hexahedral elements have less distortion at
edges and have less calculation time as compared to tetrahedral elements [15].
Number of tetrahedral elements and nodes are 4,563 and 7,845, respectively, by
keeping element size 10 mm. Sum of hexahedral elements and nodes 5,467 and
9,876, respectively, by keeping element size same as tetrahedral.

Boundary condition shown in Fig. 2b has been given to human model depict real
environment conditions in FEMsoftwarewhile evaluating the results. Human subject
is to be in sitting posture with hand are considered to be in contact with steering
wheel and feet are fixed with floor. Excitations have been provided from seat at three
magnitudes, i.e., 0.25,0.5 and 1.0 m/s2 in frequency range of 0.5 to 15 Hz. Using
these boundary conditions, analysis has been performed in FEM software to evaluate
seat to head transmissibility in vertical and fore–aft direction.

3 Results and Discussion

A CADmodel of human subject has been meshed with different elements according
to their shape and stiffness. Human subject is supposed to be in seated posture for
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three different back rest conditions, i.e., (without backrest, vertical backrest and
inclined backrest at 12°).

Transmissibility evaluated in vertical direction at different back rest condition
considered in this study has been shown in Fig. 3. In without back rest condition
in Fig. 3, transmissibility evaluated at all three acceleration has been above 1.75, at
acceleration of 0.25 m/s2, maximum transmissibility of 1.99 has been observed at
frequency of 6.2 Hz, as we increase the acceleration magnitude to 0.5 m/s2, transmis-
sibility value decreases to 1.9 at frequency of 4.9 Hz. When acceleration magnitude
has been further increased to 1.0 m/s2, highest value of transmissibility, i.e., 1.75,
has been observed in frequency range of 3–4 Hz. With change in sitting posture to
vertical back support as shown in Fig. 3, transmissibility shows slight increase but
peak shift toward left, i.e., low frequency.

At acceleration of 1.0 m/s2, highest transmissibility of 1.95 has been observed at
frequency of 5.2 Hz; at acceleration of 0.5 m/s2, frequency of 4.7 Hz shows highest
transmissibility of 1.98. With decrease in acceleration up to 0.25 m/s2, study shows
transmissibility of 2.05 at frequency of 4.4 Hz. For further study, human subject is
considered to be in inclined back rest support at an angle of 120 from vertical as
shown in Fig. 3. Evaluating this condition for acceleration of 0.25 m/s2, it has been
found that maximum transmissibility of 1.99 is in range of 6–7 Hz. For evaluating
inclined back support condition at acceleration of 0.5 m/s2, it has been found peak
transmissibility of 1.92 arrive at frequency of 5.4Hz. For excitation of 1.0m/s2 in case
of inclined vertical support, highest transmissibility is 1.85 at rate of reoccurrence
of 3.8 Hz.

4 Evaluation of Transmissibility in Fore-And-Aft Direction

Evaluation of transmissibility in fore-and-aft direction at three different sitting
postures considered in this study has been done by applying excitation from base in
vertical direction. In without back rest sitting condition, maximum transmissibility
of 4.1 has been evaluated at frequency of 5.2 Hz when acceleration of 0.25 m/s2

has been applied. At acceleration of 0.5 m/s2, maximum transmissibility 3.5 has
been evaluated in frequency between 4–5 Hz. Minimum transmissibility, i.e., 3.0, of
no back rest condition has been evaluated at 4 Hz when acceleration 1.0 m/s2 has
been applied. Transmissibility in fore–and–aft direction for no back rest condition is
shown in Fig. 4a.

In case of vertical back rest support as shown in Fig. 4b,maximum transmissibility
of 3.1 has been evaluated at frequency of 6.1 Hz when acceleration of 0.25 m/s2 is
provided from base. For acceleration of 0.5 m/s2, peak transmissibility of 2.8 has
come at frequency of 5.3 Hz. As the excitation further increases to 1.0 m/s2, trans-
missibility decreases to 2.5 at frequency of 4.6 Hz. After the resonant frequencies,
transmissibility decreases to 0.5 for all the acceleration values considered in this
study. For third sitting condition, i.e., inclined back rest support as shown in Fig. 4c,
transmissibility of head in fore-and-aft has been observed least among all three sitting
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Fig. 3 a Transmissibility in vertical direction without backrest support b transmissibility in vertical
direction with vertical backrest support c transmissibility in vertical direction with inclined backrest
support

conditions. Maximum transmissibility of 2.8 in this sitting position has been evalu-
ated at frequency of 6.3 Hz when excitation of 0.25 m/s2 provided from base. Further
increase of acceleration magnitude to 0.5 m/s2 transmissibility decreases to 2.6 at
frequency of 5.7 Hz. Minimum transmissibility of 2.4 has been evaluated at 4.8 Hz
when acceleration of 1.0 m/s2 has been applied.
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Fig. 4 a Transmissibility seat to head in fore-and-aft direction without back rest support, b Trans-
missibility seat to head in fore-and-aft direction with vertical back support, c Transmissibility seat
to head in fore-and-aft direction with inclined back rest support
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A study has been performed on an Indian human subject of mass 76 kg that
corresponds to 95th percentile anthropometric data of Indian male population to
evaluate the effect of whole body vibration for Indian conditions at different back
rest positions. An acceleration of 0.25m/s2, 0.5m/s2 and 1.0m/s2 has been applied in
both fore-and-aft direction and vertical direction. A three different back rest positions
have also been considered while evaluating a ride comfort, i.e., transmissibility of a
human subject. It has been found from the results, when an acceleration of 0.25 m/s2

has been applied in vertical direction, effect of whole body vibration found to be
more dominated and has a maximum value as compared to other accelerations. As
there is no support for the damping of vibrations, a conditionwith no backrest support
found to be with maximum transmissibility. In the case of inclined backrest support,
a sufficient damping has been provided by a seat to constraint the flow of vibrations
at head. Therefore, a value of transmissibility in case of inclined back rest support
found to be less as compared to other conditions for vertical direction.

It has been found from the existing literature, low frequency range is more promi-
nent to give an effect of whole body vibrations to cause ride discomfort. It has been
found from the results, when a human subject has been exposed to whole body vibra-
tions in fore-and-aft direction, 0.25 m/s2 found to be more effective with maximum
transmissibility. In case of without back rest, maximum transmissibility has been
obtained that may due to a reason of non-availability of any damping material (back-
rest support) that may constraint the flow of vibrations to head. In case of vertical
and inclined backrest support, value of transmissibility found to be low due to avail-
ability of back rest for the damping of vibrations as it increases the area of contact
with human subject that constraints the flow of vibrations to head.

Fore-and-aft vibration direction found to be more dominant for the cause of
discomfort as compared to vertical vibration direction. Also, it has been found low
acceleration values are more prominent for the cause of ride discomfort as compared
to higher value of accelerations.

5 Validation of Results

Results evaluated from current study have been compared with the experimental
work conducted by wang et al. [16]. In experimental study, wang et al. [16] find
out seat to head transmissibility on 12 human subjects in three different sitting
postures, i.e., without back rest support, vertical back rest support, inclined back rest
support at vertical excitation of (0.25, 0.5 and 1.0m/s2 rms). A helmet-strap-mounted
accelerometer has been used to measure the excitation in all three axes.

In present study, i.e., evaluation of seat to head transmissibility at different back
rest conditions using FEM shows that inclined back rest support has lowest fore-
and-aft transmissibility among all three back rest conditions considered in current
study. Current study reveals that back rest conditions have no such effect on vertical
transmissibility, but have high effect on fore-and-aft transmissibility.
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Fig. 5 validation of current study with available literature

While comparing current study results with experimental study conducted by
wang et al., it has been shown in Fig. 5 that FEM study shows maximum trans-
missibility of 2.4 at frequency of 4.8 Hz when acceleration of 1.0 m/s2 has been
applied. While in experimental study conducted by wang et al. [16] shows maximum
transmissibility, i.e., 1.9 at frequency of 5.2 Hz. After primary peak, transmissibility
in both studies (current and wang et al.) decreases to 0.65 at frequency of 10 Hz,
then after value of transmissibility has been between range of 0.65-0.55 for the next
frequency up to 15 Hz.

It has been found that results obtained using this study found to be in good relation
with existing literature. Inclined back rest posture shows least transmissibility on
head in both studies (Current and Wang et al. [16]) for vertical as well as fore-and-
aft direction when excitation applied from base with in frequency range of 0.5 to
15 Hz.

6 Conclusion

In this study, seat to head transmissibility has been evaluated in vertical as well as
fore-and aft direction on three different sitting conditions, i.e., no back rest sitting,
vertical back rest and inclined back rest. It has been found that maximum trans-
missibility evaluated in vertical direction at vertical back support condition, which
is 2.05 at acceleration of 0.25 m/s2 at frequency of 4.4 Hz. Current study shows
that back support has no effect on reduction in transmissibility in vertical direction.
While evaluating transmissibility in fore-and-aft direction, it has been found sitting
conditions have vital role in reduction of transmissibility. Study shows that trans-
missibility decreases from no back rest condition to inclined back rest condition. For
no back rest condition, maximum transmissibility is 4.1 at acceleration of 0.25 m/s2,
while in inclined back rest condition, maximum transmissibility is 2.8 at same level
of excitations.
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Developments in Three-Dimensional
Scanning Techniques and Scanners

Varun Batra and Vijay Kumar

Abstract Three-dimensional scanning is increasingly used in numerous domains
such as medicine, computer graphics, and architecture. The first three-dimensional
scanning technology was evolved in the 1960s. There are an immense variety of
methods to scan objects and their assortment depends primarily on the type of the
object and its location. The objective of this study is to provide an overview of three-
dimensional scanning technologies and methodologies which were projected in the
existing industrial as well as scientific literature. All through the paper, basic physics
of surface reflectivity and a variety of related techniques are reviewed, which consist,
mainly, of laser scanning and photogrammetry, as well as the three-dimensional
scanners, augmented with combinational and comparative studies. These studies are
helpful for intending to make a clearer distinction on the relevance and reliability of
the possible preferences.

Keywords 3D scanning · Triangulation · Time of flight

1 Introduction

Three-dimensional scanning technology evolutes during the latter half of the twen-
tieth century in an endeavor for accurately recreation of the surfaces for various
places and objects. The technology has copious applications and entailing various
magnitudes of object scale. These embrace reverse engineering [1, 2], validation of
product quality [3], digitally preserving historical artifacts [4, 5], medical applica-
tions [6–9], assessing the bearing capacity of slab concrete [10], turbine blades [11],
etc. Fundamentally, three-dimensional scanning is the act of confining the data from
factual world and bringing that same into the digital conduit which in result gives the
cloud of points. Several images or scans, depending on the technique, are brought
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into a common reference system where they are merged to form a comprehensive
model known as alignment [12]. Cameras and three-dimensional scanners are very
akin to each other. Similar to cameras, three-dimensional scanners also have a conical
field of view and are only able to gather information about the surfaces which are
not veiled. Whereas the camera gathers the color information and three-dimensional
scanner gathers the information of distance, regarding the surfaces of subjects within
its field of view.

The first three-dimensional scanning technology was established in the 1960s.
The advent of computers makes it feasible to build up a vastly complex model, but
there is a hitch in creation of that model. Subjects having complex surfaces defied the
tape measure, so in 1980s, the tool-making industry built up a contact probe which
allowed the creation of precise model, although it was quite slow. The endeavor was
to develop a technology, which gathers the equal amount of information but at higher
speed, resulting in a more valuable application. These lead professionals to initiate
the development of optical technology, because the use of light was much faster
than a physical probe. This will enable the scanning of soft objects, which would
be susceptible to prodding. After 1985, the contact ones were replaced with three-
dimensional scanners that could use the optical technology which involves lasers and
white light to capture a given subject surface [13].

This paper will first discuss the different techniques involved in three-dimensional
scanning of the object. This will be augmented by an overview of basic physics
of surface reflectivity and different range measurement principles implicated in
laser scanning. The third section briefly outlines the three-dimensional scanners
of different types operating on different principles. The fourth section constitutes
the comparative study of various techniques and instruments involved in three-
dimensional scanning. The fifth section will describe the diverse applications of
three-dimensional scanning.

2 Three-Dimensional Scanning Techniques

For digitally attaining the profile of a three-dimensional subject, there are copious
techniques. A well-established categorization [14] categorizes them into two cate-
gories: contact and non-contact three-dimensional scanning techniques [15]. As well
there are numerous techniques which are fall underneath these techniques.

2.1 Contact Technique

Contact three-dimensional scanning techniques are thosewhichwill probe the subject
bymaking a physical contactwith the subject itself. The probing of the subject is done
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Contact Technique Non-Contact Technique

3D Scanning Technique

Ac�ve (Laser Scanning) Passive (Photogrammetry)

Laser Range 
Finding

Physics of Surface 
Reflec�on

Pulse Round Trip Phase Shi� Triangula�on

User
Assisted
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Photometric 
Systems

Stereoscopic 
Systems

Fig. 1 Categorization of three-dimensional scanning techniques

with the help of robotic arm or manual arm at end of which the probe is available.
As the probe touches the surface of the subject, position of the probe recorded and
system gets the information of subject (Fig. 1).

2.2 Non-Contact Technique

In this technique, the three-dimensional scanning of the subject is done by without
making any physical contact with subject; more appropriately will say the use of an
optical technology to probe the subject. In this, the probing is done either by thewhite
light or a beam of laser or ambient light which are projected against the subject’s
surface. Non-contact three-dimensional scanning technique is further classified [16]
into two techniques, i.e., active and passive.

Non-contact active technique. Active non-contact three-dimensional technique
radiates the subject with energy and detects the change in behavior of radiated energy
in order to probe the subject. In today’s era, themost actively using technique to probe
the subject is the three-dimensional laser scanning technique which falls under the
category of non-contact active technique.
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Laser scanning is the technique that gathers three-dimensional coordinates of a
subject in a given region at a high rate without human intervention with a systematic
pattern and achieving the results in factual instance by using laser device. Laser range
finding is the term that involves the aspect of distance measurement, which relies
on laser light for performing that particular measurement. The complete technique
entails the surface reflectivity physics [17] and some principles involved in laser
range finding [18] are discussed in the sections below.

Physics of surface reflection. Electromagnetic radiation involving laser and light
demonstrates the properties of both particles and waves. The characterization of
electromagnetic radiations is done by a frequency, amplitude and wavelength. The
nature of radiation is examined with the help of their relationship between frequency
and wavelength of electromagnetic radiation. The electromagnetic waves have a
property that all electromagnetic waves have same speed in the vacuum.As described
in Eq. 1, the speed of wave is dependent upon frequency and wavelength, clearly
helps in characterization of wave:

c = f λ (1)

where c = speed of light, f = frequency of radiation, λ = wavelength of radiation.
Equation 2describes that light is prepared byphotons that possess nomass and also

shows that energy (E) is relative to the wavelength (λ) of electromagnetic radiation:

E = hc

λ
(2)

where h = Plank’s constant.
The standard categorization of electromagnetic radiations specifically based on

wavelength as shown in Fig. 2. From the figure, we observe that the range of lasers
falls into both the ultraviolet and infrared parts of the spectrum as well as some lasers
exhibit in visible region of spectrum. The different wavelength lasers are developed
and used for various applications. Lasers are categorized into semiconductor diode,
solid state, gas, and dye lasers. Each laser has different mode of operation that is
continuous andpulsed, someof themexhibit only pulsedmode and some exhibit both.
Some of the lasers are shown on the electromagnetic spectrum with their respective
wavelengths in micrometers (μm).

Natural light comprises of an abundant wavelengths.When this light with random
emission paths strikes the surface of a subject, amount of an electromagnetic radia-
tion gets reflected by it. The fraction of radiation reflected to the quantity formerly
received at the subject surface is practically defined as reflection. A subject surface
exhibits various properties in contrast with incident radiation; surface may reflect,
transmit, or absorb the incident radiation. There are varieties of surfaces that we deal
in our daily life; all those will show the different reflection behavior depending on
their surface roughness. When the roughness of surface is lesser than the incident
radiation wavelength, this surface will perform the specular reflection where the
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Fig. 2 Wavelength-based classification of electromagnetic radiations

angle of incidence is equal to angle reflection as shown in Fig. 3a. Similarly, when
the roughness of surface is greater than the incident radiation wavelength that surface
will perform the diffuse reflection as shown in Fig. 3b. Most of the surfaces in the
natural atmosphere demonstrate the combination of specular and diffuse reflection
known as a mixed reflection as shown in Fig. 3c.

Incident Ray Reflected Ray

(a) (b) (c)

Specular Diffuse Mixed

Fig. 3 Reflection types:a Specular,b diffuse, andc mixed
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Laser range finding. There are different ranging principles that can be used to
compute the distance amid sensing device and subject. These different ranging prin-
ciples are based on the optical time of flight technique and triangulation technique.
These principles have different precision and range perimeter. Optical time of flight
is the round trip estimation of a light wave emitted from the emitter to the targeted
subject, and then reflected from the subject back to the receiver. It is classified into
two types: direct and indirect time of flight. The probing of longer ranges can be
done by using the measurement principle of direct time of flight also known as
pulse round trip time obtaining the centimeter accuracy. The more precise system of
measurement which is fast and accurate than the former but limit to shorter distances
of hundred meters is indirect time of flight or phase shift measurement technique.
The higher precision and accuracy from the latter technique is also developed known
as triangulation which is constrained to smaller distances. These ranging principles
detailed below.

Pulse round trip time (Direct time of flight). It is a measure of the time delay
between the light pulse sent and received using a time-to-digital converter. The light
pulses are typically very short and high intensity. In pulse round trip measurement, a
laser pulse is emitted by using a semiconductor or solid-state laser as shown in Fig. 4.
The emitted pulse is allowed to pass through the environment, and while traveling
through it, laser pulse interacts with surface of subject that comes in its path. The
incident laser pulse has energy package associated with it, which can be absorbed
or reflected depending on the surface of subject. If laser pulse is reflected, then it
will follow the law of reflectivity which we are already discussed. The reflected laser
pulse from the surface will then be captivated by receiver. The influence of subject
surface on the laser pulse character is shown in Fig. 5. Upon emission of the laser

Pulse Generator Counter

Laser Transmi�er Receiver

Start Stop

Absorp�on

Mixed Reflec�on

Subject

Fig. 4 Pulse round trip measurement principle
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Fig. 5 Subject’s surface influence on laser pulse

pulse, a time counter begins and ends after receiving the reflected pulse. If the interval
of time is �t, and c is the velocity of the light amid pulse emitter and subject, the
range (r)

r = c�t

2

Phase shift (Indirect time of flight). This technique uses periodic, low intensity,
modulated light pulses. The periodicity of the pulses is determined by the modula-
tion frequency. The phase delay among the transmitted light and the reflected light
represents the round trip distance to the subject which is measured by the signal
processing pipeline as shown in Fig. 6. Since the signal processing is done in the
frequency domain, several cycles of that low intensity periodic pulses are required
to complete a single measurement. The measurements which can be done by high
frequency modulation will result in precise distances but will constraint to smaller
distances. If phase shift among the signal emitted and received is ϕ, and c is the
velocity of the light between the path from emitter to subject and the modulated
frequency f m, the range (r)

ADC
+

Processing

Phase

Modula�on 
Block

Correla�on
Block

Emi�er

Detector

Subject

Fig. 6 Indirect time of flight principle
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r = cϕ

4π fm

When using indirect time of flight, there is a distance, where the phase shift among
the signal emitted and the signal received is greater than or equal to the emitter period.
This is referred to as aliasing as the two different signals become indistinguishable.
To find the maximum range or maximum distance before aliasing occurs as shown
in Fig. 7, the formula is:

Max Range = c

2 fm

If the target is further than the max range, steps must be taken in order to de-
aliasing their signals. If de-aliasing of signals is not performed, ambiguity in distance
measurement can be attained due to periodic variation in phase as the distance
is increased above the max range [19]. The removal of vagueness can be easily
attained by measuring through two dissimilar modulation frequencies. The approach

Emi�er Signal

Detector Signal

Target Phase Shi� Wave Cycle

1 / fm

Max Range

Emi�er Signal

Detector Signal

Fig. 7 Showing maximum range before aliasing
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of frequency discriminatory computation of the phase variations among emitter and
receiver helps to determine the precise measurements [20]. The scanning rate, using
indirect time of flight technique, is much quicker than using the direct time of flight
technique. The output or point of cloud attained from the indirect time of flight is
noisier than the direct time of flight technique [21].

Triangulation. The optical methods which include triangulation technique are
the methods based on contactless light reflected from the object and determine its
geometry by means of a light-sensitive detector. Active optical methods rely on the
projections, so to study the reflected light observations. The active optical method is
based upon laser triangulation beam projection. Triangulation-based laser scanning
technique was initially developed at National Research Council of Canada in 1978
[22].

For probing subject, the measuring system using method of laser triangulation
comprises the laser light as a source (in the form of point or line), and the subject
measuring light-sensitive receiver, most commonly uses a camera [23]. The laser
beam projected on the surface of subject and by making use of a light-sensitive
receiver to seem for the position of dot of the laser. Depending upon the distance
fromwhich the laser beam is striking on the subject’s surface, dot of the laser emerges
at dissimilar positions in the receiver’s field of view. The technique named as laser
triangulation for the reason that the laser emitter, the camera, and the dot of laser
collectively stature a triangle as shown in Fig. 8. The measurement system consists
of a laser line and the camera mounted on stand. The distance between the camera
and laser beam projector provides one of the length dimensions of triangle. The
angle between the plane of the laser beam and the plane perpendicular to the camera
image is known.With these pieces of information, distance of dot of laser (measuring
point) from the receiver (camera lens) is determined. A stripe of laser is more desired
over the dot of laser, as it would sweep around the subject for probing and helps in
speeding up the data acquirement process.

Non-contact passive technique. Passive non-contact three-dimensional tech-
nique does not radiates the subject with energy; instead rely on detecting ambient

Fig. 8 Principle of a laser
triangulation

Subject

Camera

Line Laser Source
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Fig. 9 Principle of
photogrammetry

radiation in order to probe the subject. This technique uses the visible light for
probing as it is an eagerly existing ambient radiation. This involves the technique of
photogrammetry to replicate the subject.

Photogrammetry technique. Photogrammetry is the science ofmakingmeasure-
ments from photographs [24]. Photogrammetry technique is defined as the tech-
nology of gaining the useful information about the substantial subjects and surround-
ings during the procedure of interpreting photographic images, measuring and
recording. This technique uses methods from different disciplines, mainly projec-
tive geometry and optics. The principle behind photogrammetry is capturing the
numerous images of the subject from different sights and importantly having a
common point of reference in each photograph as shown in Fig. 9. The subject
which needs to be developed is placed at a well luminosity position. The set of
images are then put up into any photogrammetry application software to develop a
three-dimensional model of the subject as an end product. There are some systems
and techniqueswhich are using the photogrammetry principle are discussed in section
below.

Stereoscopic systems. These systems are generally using the two video cameras
which are faintly spaced out from each other and both looking at the same scenario.
Examining the trivial difference among the digital images perceived by both the
cameras makes it feasible for determining the distance at every point in the images.

Photometric systems. These systems are typically using a single camera, apart
from numerous shots of digital images are taken underneath the changeable lighting
situations. In an attempt to recuperate the orientation of surface at each pixel, these
techniques capsize the image formation model.

Silhouette techniques. These techniques are using outlines produced by the series
of photographs about a three-dimensional subject which is contiguous to a contrasted
surrounding. The visual hull approximation of subject is attained by the intersection
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3D Scanners

Contact Scanners Non-Contact Scanners

Tradi�onal Coordinate 
Measuring Machine

Mul�-Sensor Measuring 
Machine

Portable Coordinate 
Measuring Machine

Ac�ve Passive

Laser Scanner Modulated Light

Structured Light

Fig. 10 Categorization of three-dimensional scanners

of those extruded silhouettes. The drawback of using this approach is, sometimes the
concavities of the subject are unable to detect.

User assisted (Image-based modeling). These are the methods which are based on
the assistance of user for the purpose of identifying and detecting some of the features
as well as shapes from a set of various digital pictures of a subject. Then the resulting
assistance would help in building the approximated model of the subject itself.
Building a quick approximation of simple-shaped subjects is the useful perspective
of this technique.

3 Three-Dimensional Scanners

Three-dimensional scanners are the devices which are used to capture the phys-
ical objects from factual world as well as surroundings in some scenarios, so that
the captured object can be remodeled or analyzed digitally along with getting the
complete or partial 3D measurement of subject. The majority of these devices
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generate an output of highly dense point cloud. There are numerous scanning equip-
ments for digitally attaining the profile of a three-dimensional subject. A well-
established categorization [25] categorizes them into two types: contact and non-
contact three-dimensional scanners. Non-contact three-dimensional scanners are
further categorizing into two main categories, active three-dimensional scanners and
passive three-dimensional scanners. There are varieties of scanning equipments that
fall underneath these categories (Fig. 10).

3.1 Contact Three-Dimensional Scanner

Contact three-dimensional scanners are normally attuned to operate on the rigid
podium which consists of an articulated mechanical arm at the end of which the
probe is attached. This articulated arm can bemanipulated over the surface of subject
either robotically or manually. The moment probe makes a contact with the surface
of subject; there is some position of the arm from which the probing point is deter-
mined and the same recorded by scanner. The recorded positions at different points
of a subject form a point cloud. The highly accurate contact three-dimensional scan-
ners called coordinate measuring machines (CMM’s). These kinds of contact three-
dimensional scanners are often used by the manufacturing industry for inspection
rationale. Contact three-dimensional scanners are not a suitable choice for the deli-
cate subjects because the probing may deform or else damage the surface of subject
as well as these scanners undergoes very slow scanning speed. The various scanners
are fall under this category are discussed in section below.

Traditional coordinate measuring machine (CMM). A traditional coordinate
measuring machine (CMM) is a three-dimensional contact scanner for assessing
the physical geometrical characteristics of the subject. The scanner can be operated
manually or controlled through application software installed on system software.
Probes are the tools which consist of a shaft at the end of which a small ball of
known radius is attached as well as the dimensions are defined by attaching the
same to scanner. The coordinate measuring machine is subsequently programmed
to probe the subject. The positional measurements are recorded by the scanner after
the scanner senses the contact of probe on the surface of subject.

The most common type of traditional coordinate measuring machine is a viaduct
type which consists of three axis x, y, and z. The probing system of scanner endows
with six degrees of freedom. When the accuracy and precision is the primary
perimeter to attained in the output, these coordinate measuring machines are sepa-
rately deployed in a control room which consists of reinforced floor, vibration
isolated system, controlled environmental conditions andmust not have forces which
affect the accuracy. Moreover, most coordinate measuring machines have a rigid
and perfectly leveled granite base at which the subject is fixed so to constrain the
movement of the subject (Fig. 11).

Portable coordinate measuring machines. Portable coordinate measuring
machines are quite analogous to traditional coordinate measuring machines in the
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Probe

Granite Table

Fig. 11 Traditional coordinate measuring machine

verity that it also uses the touch probe to digitally acquire a subject. The portable
coordinate measuringmachines are using a ball or point probe on an articulating arm,
allowing the users to collect individual three-dimensional data points from the phys-
ical object. These articulating arms have several rotary axis with rotary encoders,
instead of linear axis. The advantages of these portable arms are that these are light
in weight and can be carried and used anywhere. These scanners are always requiring
a human for its use, and the overall efficiency is less accurate than the traditional
coordinate measuring machines. These measuring machines are required to be fixed
on a rigid surface, subsequently to make the arrangement prone to vibrations and
other surrounding constraints which will affect the quality and performance of the
machine. These machines also lack in flexibility in terms of the shape of the subject
to probe as well as the location where the arm is fixed (Fig. 12).

Fig. 12 Portable coordinate
measuring machine
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Sample Part

Rotary Table

CMM

Laser Line Scanner

Probe

Fig. 13 Multi-sensor measuring machine

Multi-sensor measuring machines. The technology of traditional coordinate
measuring machines is making use of the touch probes for the measurement. The
same setup evolutes with other measurement technology or we can say optical tech-
nology. This combined arrangement of touch probe and optical technology which
constitutes laser and white light sensors develops a machine known as multi-sensor
measurement machines (Fig. 13).

3.2 Non-Contact Three-Dimensional Scanner

Non-contact three-dimensional scanners justified by its name itself that an arrange-
ment does notmake any physical contactwith the subject’s surface to digitally acquire
the same. Non-contact three-dimensional scanners are further categorizing into two
techniques, i.e., active and passive techniques to digitally acquire the subject. The
ultimate outcomes of these scanners are the highly accurate and dense cloud of
points which can be further used for numerous applications like rapid prototyping
and feature or surface inspection.

Non-contact active scanners. Non-contact three-dimensional active scanners
radiate the subject with energy and detect the change in the behavior of radiated
energy in desire to digitally acquire the subject or environment. The possible radia-
tions which employs on the subject for probing are electromagnetic radiations, from
which ultrasound, x-ray, light, and laser are the most predominantly using nowadays.
The frequently used non-contact three-dimensional active scanners embraces three-
dimensional laser scanners, structured light scanners and modulated light scanners
as well as some volumetric techniques that are computed tomography scanners and
magnetic resonance imaging scanners. Several existing non-contact active scanners
are discussed in the sections below.
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Three-dimensional laser scanners. Three-dimensional laser scanners, as the name
implies, do make use of the laser for scanning or probing the subject’s surface. The
basic principles behind the laser scanners are that they emanate and entertain their
own electromagnetic radiation for probing the surface of subject. The term laser
scanner encloses a variety of instruments that functions on different principles as
well as in different surroundings along with different levels of accuracy and preci-
sion. Most of the laser scanners functions on any of three laser ranging principles:
pulse round trip time (direct time of flight), phase shift (indirect time of flight), or
triangulation. The data referred to as a collection of points converted from angular
and range measurements into a universal Cartesian coordinate system that delin-
eates the subject’s surface in immense detail. This data collection can be done with
different laser scanners, importantly classifies into four types on the basis of their
orientation that are: terrestrial scanners, airborne scanners, mobile scanners, hand-
held scanners. The laser scanning systems with typical accuracies and ranges with
the usage are detailed in the table given in [24].

Structured light scanners. Structured light three-dimensional scanners emanate a
pattern of electromagnetic radiation, usually light is used, onto a subject and look at
the distorted pattern of light after hitting the subject. The three-dimensional models
can be built by altering the light patterns and view angles. Either a sweeping laser or
the LCD projector is used for projection of one-dimensional light onto the subject.
The pattern projector and camera are aligned, angled, and calibrated to one another.
A camera seems the character of the distorted light pattern and uses a range finding
technique of triangulation or any other algorithm for calculating the distance of each
point on the distorted pattern or in line as shown in Fig. 14. The pattern of emitted
light is categorized into one-dimensional pattern and two-dimensional pattern. The
arrangement in which line is probing the subject is one-dimensional light pattern
scanning, and on the other hand, if it is probed with the grid or line stripe, pattern is
the two-dimensional pattern scanning. The laser stripe ambiguity comes to scenario

Fig. 14 Working of
structured light scanner (Top
down view)

Subject

Baseline

CameraLight Projector
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Subject

Light Projector Camera

Fig. 15 Working of structured light scanner (Angled view)

in the cases where the subjects profile is containing holes, rapid change in depths
and occlusions; these parameters either break down the stripe sequencing or may
hide the stripe. This ambiguity can be resolved using multi-stripe laser triangulation
algorithms.

The advantages of structured light scanners deliver an admirable resolution and
good quality data, which enables it to capture the smallest detail or feature available
on the subject’s surface. The limitation as we know these scanners can acquire a
good quality data in addition to that they also acquire the good quantity data in
one scan. The subject replica development requires a multiple scans that are very
time consuming, which denotes that the scanning speed is not enhanced by this
methodology (Fig. 15).

Modulated light scanners. Themodulated light three-dimensional scanners illumi-
nate a persistently altering light on the subject. Generally, the light source has a cycle
whose amplitude portrays a sinusoidal pattern. The reflected light is detected by the
camera which measures the importance of light variation and find out the distance
traveled by light. The modulated light moreover allocates the three-dimensional
scanner arrangement to disregard the light from other sources except laser, so to
avoid any obstruction.

Non-Contact Passive Scanners. Non-contact passive scanners cannot emanate
any sort of radiations on subject for probing, but instead dependent on perceiving
reflected ambient radiation. Most of the passive scanners perceive visible light
because it is an eagerly presented ambient radiation. The other type of radia-
tions possibly will use infrared radiations. Passive scanning methods are quite
economical due to no need of particular hardware requirement, only required is
digital camera. Some non-contact three-dimensional scanners include stereoscopic
scanners, silhouette scanners, etc.
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4 Discussion

The three-dimensional scanning techniques and instruments compose an extensively
broad range; due to this fact, several studies have performed to contrast them from
diverse perspectives.

4.1 A Comparison of Active and Passive Scanning Technique

In [26], the comparison for data attainment and processing from three-dimensional
scanning techniques, i.e., passive and active, were discussed. In this overview,
majorly the laser scanning in active technique and photogrammetry in passive tech-
nique are reviewed. Initially for data acquisition, the laser scanning senses through
point sensors with polar geometry, whereas photogrammetry senses with linear or
framed sensors with perspective geometry. As the subject is radiated with laser
directly, it is a direct acquisition in active technique, whereas there is neither any
direct contact with subject surface nor by any optical technology so it is an indirect
acquisition in passive technique. The active technique is founded to be lesser in flex-
ibility and variability and vice versa in case of passive techniques. Active technique
would efficient at lower flying speed and height, whereas passive technique gives
efficient outcome at higher flying speed and height. Last but not the least, the active
technique is proved somewhat automatic and passive technique requires a manual
intervention.

4.2 Three-Dimensional Scanning Instrument

The various three-dimensional scanners are studied in the third section, from where
we conclude that each scanner has advantages and disadvantages in perspective of
range, accuracy, and precision. So, it is not feasible that each scanner will able to
perform in all scanning situations. The scanning devices are broadly categorized into
three categories on the basis of range [27] that are 10 to 100 cm, 100 to 1000 cm,
and 1000 to 10,000 cm.More importantly, when rate of scanning or point acquisition
speed taken into the account for looking into the practical use of three-dimensional
instrument, this parameter can increase or decrease the operational time for digitally
acquiring the subject or surroundings. Usually, the scanning resolutions of higher
resolution are desirable. Every three-dimensional scanner has its own limited field
of view. Larger is the field of view of scanner, larger is the data collected by scanner
in the single scan. Portability factor is to be present in every scanner for the ease of
transportation as well as their use.
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4.3 Metric Survey

In terms of size and complexity, Fig. 16 attempts to differentiate between the available
techniques to guide the user toward an appropriate decision [28]. Handmeasurements
are able to provide the dimensions of the small objects at finite number of points and
become uneconomic for larger size objects. Total station theodolites (TSTs) are the
instruments used in data collection as well as for survey of site control network. A
global navigation satellite system (GNSS) is generally used for geographic informa-
tion system (GIS) data collection and topographic task. GNSS is also used tomeasure
control networks, especially when connecting to a national grid. Photogrammetry
and laser scanning are the techniques which are collecting the data from the object in
abundance and are found appropriate techniques for scanning the compound subjects
over a variety of scales (Figs. 17, 18, 19 and 20).

4.4 A Comparison of Laser Range Finders

The various three-dimensional scanning techniques are studied in the second section,
from where we conclude that each technique has associated benefits and limitations
which make them apposite for diverse situations. Here, we discuss some of them for
laser range finders that are time of flight and triangulation range finders. The time-of-
flight range finders have an advantage that this technique allows to use for amazingly
long distances, about thousands ofmeters [29]. This principle is therefore suitable for
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digitally acquiring the large structures like building exteriors or interiors and large
site prospecting as well as mapping. It is difficult to compute the round trip time
because of high light speed which leads to low accuracy that is near millimeters. The
triangulation range finders are entirely converse to the time-of-flight range finders.
These range finders have weakness for some constrained range of several meters, but
equally have strength of higher level of accuracy near to tens of micrometers [30].
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4.5 Comparison Table

See Table 1.

5 Application

The evolutions of non-contact scanning techniques would be useful in diverse appli-
cations. A few general examples which utilize one of the non-contact scanning tech-
niques that are active and passive scanning techniques are cited and presented in
Table 2.

6 Conclusion

The comprehensive study reveals that instead of threat by prodding of subject, the
major concern is precision and accuracy for a three-dimensional scanning. In solution
to this, contact scanner appears to be a suitable approach. On the other hand, non-
contact scanners are best choice where subjects are affected by prodding and require
high digital data acquisition speed. Further, non-contact scanner has been classi-
fied as active and passive three-dimensional scanners which functions for different
surroundings and with their own level of accuracy and precision.

While categorizing the active laser scanners, it was found that active laser scan-
ners work on three different principles; direct time of flight(first), indirect time of
flight(second), triangulation(third). Where the first principle is suitable for very long
range scans, the second principle is found to be suitable for short range scans while
very short range scans are possible by third principle. The precision and accuracy of
the above active laser scanners was found to be decreasing with increase in the ranges
of laser scanners. Besides this, they also need enough time to digitally acquire the
subject. Later for improved accuracy and fast time response, the structured light scan-
nerswere developed using triangulation principle. But, these structured light scanners
require large initial investment. In order to obtain lowcost andhigh speed, photogram-
metry technique can be used while compromising the precision and accuracy. This
type of approach comes under passive scanning technique.

Therefore, the selection of appropriate scanning instrument according to the appli-
cation plays an important role to generate the accurate replica of the subject. The
reported work will be helpful for suggesting the best scanning system for performing
the chore of three-dimensional scanning.
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Damping Behaviour of Bias Flow
Perforated Acoustic Liners:
A Parametric Study

N. K. Jha , Ashutosh Tripathi , and R. N. Hota

Abstract Perforated bias flow liners are widely applied to mitigate combustion
instabilities in afterburner of a jet engine. Combustion instabilities are the product of
pressure pulsations caused due to thermoacoustic feedback between the heat release
and acoustic waves inside a combustor, which may result in excessive wearing or
even cracking of exposed components within the combustor. There is a grazing
flow, which grazes the perforations while another is cooling or bias flow, which
passes through the perforations of the liner. Damping of sound is a result of the
interaction between sound wave and the joint grazing-bias flow. There are a number
of parameters that affect the acoustic damping response of these liners. The variable
parameters include porosity, diameter, bias flow, grazing flow and thickness. This
study is concerned with the analytical predictions for the variable parameters. The
analytical model used to predict the behaviour of the perforated liner is first validated
with the experimental measurements. The experimental measurement used standard
two-load method for the acoustic characterization of liners. The measurements and
predictions are conducted in the environments with and without mean flow. Results
of the parametric study provide a basis to design such liners and also provide insights
into the effects of parameters on the absorption.

Keywords Bias flow · Grazing flow · Liner · Absorption coefficient

1 Introduction

Acoustic liners have wide applications in interrupting the instability causing feed-
back loop between sound waves and the heat release oscillations. In an afterburning
turbofan engine, grazing (tangential) flow and bias flow (cooling flow) through the
liner interact with the acoustic waves, which leads to the damping of the sound
wave. Sound absorption by sound–flow interaction was first analytically and experi-
mentally demonstrated by Bechert [1]. Howe [2] presented an analytical impedance
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model and supported the mechanism of sound absorption by establishing the transfer
of acoustic energy into vorticity before being dissipated into heat. All of the inci-
dent sound energy was shown to get absorbed at a particular frequency by Hughes
and Dowling [3]. The liners offer impedance to the acoustic waves, whose model
was given by Howe [2], Bauer [4] and Betts et al. [5]. Bauer [4] presented empir-
ical impedance model accounting both the grazing flow and bias flow. Eldredge
and Dowling [6] derived conservation equations with respect to the control volumes
considered for cavity and the liner section.

They were able to predict the acoustic damping behaviour of liners through the
solution of governing equations for combined grazing–bias flow case. Lawn [7]
conducted an extensive survey of all the existing approaches and correlated them.
Lahiri and Bake [8] reviewed all the relevant literature on bias flow liners and thus
explored the abilities of different models that points out the shortcomings associated
with them. The present study conducts a parametric study to conclude the effect of
various parameters on the absorption in a range of frequency. In Sect. 2, the analytical
model of a linedduct is presented.The experimental technique ismentioned inSect. 3.
Finally, Sect. 4 presents the results of parametric analytical predictions.

2 Analytical Model

The present analytical model considers a lined cavity section in the middle of an
impedance tube, attachedwith the upstream and downstreamducts as shown in Fig. 2.
In the lined cavity section, two separate control volumes are considered andgoverning
conservation equations are obtained with respect to them. The analytical model is the
same as presented byEldredge andDowling [6] onlywith the difference in impedance
model chosen to get the absorption coefficient. They used Howe impedance model
[2] in their absorption estimation, which includes only the effect of bias flow. The
realistic configuration of bias flow liners in an afterburning turbofan engine includes
both bias flow and grazing flow (Fig. 1), the terms of which are included in the
Bauer impedance model and chosen in the present study after validation with the
experimental results. The governing equations are first converted into an initial value
problem using a simplex search method and then solved using MATLAB function
ode45. The applied boundary conditions can be found in Eldredge and Dowling [6].

Absorption coefficient (α) [6] is given by,

a = 1
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WhereB is the fluctuating stagnation enthalpy.± stands for forward and backward
travellingwaves, u and d stands for forward and backward travellingwave directions,
respectively.
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Fig. 1 Schematic of acoustic liner backed by a cavity with grazing and bias flow

Fig. 2 Schematic of control volumes in the impedance tube [6]

3 Experimental Measurements

Figure 3 shows the schematic of a bias flow liner backed by a cavity, in between the
upstream and downstream part of the impedance tube, withmicrophonesmounted on
either side of the lined section. The grazing flow and bias flow are imposed through
the upstream tube and the cavity, respectively. The calculation of the absorption coef-
ficient is done by processing microphone measured data using the standard ASTM
Two Load Method.

The absorption coefficient (α) [9] can be written as
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Fig. 3 Schematic of the experimental set-up

Measured
Analytical, using Bauer impedance model 
Analytical, using Betts impedance model 
Analytical, using Howe impedance model
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Fig. 4 Absorption coefficient of liner of porosity (σ )= 2.4%, orifice diameter (d) = 3.2 mm,
thickness(t)= 1.6mmat grazing and bias flowMach numberMG = 0.05 andMB = 0.1, respectively

a = 1− |Rn(1− Mu)|2 + |Tn(1+ Md)|2
|(1+ Mu)|2 + |Tn Rd(1− Md)|2

(2)

whereMu andMd are upstream (grazing) and downstream flow Mach numbers, Rn.
and Tnare the normal incidence transmission and reflection coefficient, and Rd is the
downstream reflection coefficient.
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4 Results and Discussions

4.1 Validation

The calculation of absorption coefficient requires impedance of orifices. Three such
available impedance models of Howe [2], Bauer [4] and Betts et al. [5] are used to
get the analytically predicted absorption coefficient. Bauer impedance model is used
in the present study as it shows the closest agreement of analytical prediction with
the measured results using this model, as shown in Fig. 4.

4.2 Bias Flow

Figure 5 presents the results of absorption coefficient plotted over frequency for
varying bias flow in the absence of grazing flow. Without bias flow, there is a
distinct maximum around 1600 Hz, which corresponds to the Helmholtz resonance
frequency. The introduction of bias flow shifts the absorption maximum to a higher
frequency. The most striking feature of this figure is that it reveals the contribution of
bias flow regarding the broadband absorption of sound in the entire frequency range
of investigation except in the range of frequency containing the trough. The bias
flow helps to achieve maximum and broadband absorption. There is an optimum
bias flow corresponding to the maximum absorption. A deviation in the optimum
bias flow results in the lowering of absorption curve. The present analytical findings
are in compliance with those reported by Lahiri [8] and Eldredge and Dowling [6].
In the case of without grazing flow, the addition of bias flow results in a broadband
shoot up in the amount of absorption in the higher frequency range for bias flow
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Fig. 5 Predicted absorption coefficient of liner of σ = 2.4%, d = 3.2 mm, t = 1.6 mm for MG =
0 at different bias flow
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Fig. 6 Predicted absorption coefficient of liner of σ = 2.4%, d = 3.2 mm, t = 1.6 mm for MB =
0 at different grazing flow

Mach number 0.05. A further increase in the bias flow causes absorption to decrease
linearly. The effect is same in the lower frequency range with the difference in the
amount of absorption.

4.3 Grazing Flow

In the absence of bias flow, the addition and further increase in grazing flow results
in a broadband absorption as shown in Fig. 6. The grazing flow lifts the absorption
curve in the entire range of frequency with the amount being higher in the lower
frequency range.

4.4 Combined Bias-Grazing Flow

Figure 7 shows the absorption coefficient curves in order to observe the effect of
varying bias flow in the presence of a fixed grazing flow. At zero bias flow velocity,
there are only two absorption maxima and with the increase in bias flow, absorption
achieves its higher value as well as the broadband nature. However, the absorption
starts decreasing from bias flow Mach number 0.1.
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Fig. 7 Predicted absorption coefficient of liner of σ = 2.4%, d = 3.2 mm, t = 1.6 mm for MG =
0.05 at different bias flow

4.5 Thickness

For thickness from 0.5 mm to 2 mm, there is not much variation in the amount of
absorption as shown in Fig. 8. After this range of thickness, the increase in thickness
results in the decrease in the absorption after 1000 Hz. This increase in thickness has
no effects on absorption in the lower frequency range below around 1000 Hz. There
can be same porosity corresponding to different orifice diameter and vice-versa.
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Fig. 8 Predicted absorption coefficient of liner of σ = 2.4%, d = 3.2 mm,MG = 0.05, andMB =
0.1 at different liner thickness
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Fig. 9 Predicted absorption coefficient of liner configuration atMB = 0.1 andMG = 0.05 a porosity
= 2.4%, varying hole diameter b diameter = 3.2 mm, varying porosity

4.6 Porosity

For a fixed value of porosity, absorption curves are obtained for different orifice
diameters as shown in Fig. 9a. With the increase in diameter, there is decrease in
absorption in the higher frequency range. In the lower frequency range, the curves are
almost in match with each other for all the thickness values considered. Now, Fig. 9b
is plotted considering different porosities keeping orifice diameter fixed at 3.2 mm.
For the porosity value of 1%, the absorption is much low and with its increase,
the absorption curves are observed to get shifted to higher magnitude appreciably.
However, it starts decreasing after attaining the maximum absorption.

4.7 Equal Absorption Curves

For the condition corresponding to MBMG > 0.3, the grazing flow effect can be
neglected. This limit also refers to the conditionMG= 3.5MB. Following this limiting
condition, different sets of grazing–bias flow combination are considered and the
results are presented in Fig. 10. Authors in the past stated that the similarity is due
to the grazing flow velocities, which induce fluctuations of boundary layer, further
leading to airflows through the liner. The frequencies associated with these fluctu-
ations are believed to be low enough so that the resulting through flows affect the
acoustic characteristics of the liner in a way similar to steady through flows’.

5 Conclusions

This paper presents an analytical parametric study of a cavity-backed bias flow liner
regarding its geometric and flow parameters. The analytical model is first validated
with the experimental results before using it for predictions. The significant features
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Fig. 10 Predicted equal absorption coefficient curves of liner of σ = 2.4%, d= 3.2mm, t= 1.6mm
at (a) MB = 0.013, MG = 0.0455, (b) MB = 0.041, MB = 0.1435

of each parameter are discussed. The parametric study reveals that corresponding
to each parameter, there is a certain limit beyond which absorption of liner starts
decreasing. The bias flow shifts the absorption maximum to a higher frequency with
broadband absorption over the entire frequency range.When there is no bias flow, the
increase in grazing flow results in broadband absorption and also it lifts the absorption
curve with an appreciable amount especially in the lower frequency range. After a
certain thickness value, the absorption decreases in the higher frequency range. The
equal absorption curve shows an equal amount of absorption in the presence of either
grazing or bias flow, following the limiting condition. The increase in porosity results
in first increase and then decrease in the absorption.
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Design and Fabrication of a Socket
Jockey and Its Use in Home Automation

Rajat Jain, Vishal Garg, Abhaas Nayyar, Deepinder Sethi, Abhinav Ray,
Vishal Gupta, and Sachin Singh

Abstract In today’s fast-paced generation, the need of the hour is to develop a
technology that can make day-to-day mundane activities obsolete and replace them
with amuchmore convenient and versatile solution.Oneof suchmundane activities is
the operation of household switchboards. This project provides the luxury of comfort
while “jockeying the sockets of one’s household.” The world is facing the problem
of overcharging, wherein a lot of phone companies are investing billions to solve
it by modernizing phones/chargers, while our solution is to modernize the sockets
instead. In the current work, basic networking and communication have been used.
Base framework for developing technology that can solve many of our day-to-day
problems is developed. One of the primary aims of the current work is to eliminate
the physical requirement of the user at the time of switching on or off devices plugged
on to switchboards. This will not only be a luxury for the buyers but also to the world
as it cuts on electronic waste and saves electricity. Finally, a product is designed and
developed to be used remotely to switch on or off (timer enabled) the power supply
of devices at the convenience of the user.

Keywords Internet of things · Rectifier circuit ·Wireless sensor networks · Short
message service · Arduino Uno

1 Introduction

Home automation involves automating the household environment. This has been
made possible because of the vast usage of smartphones and the Internet in the
current time. In this work, we have developed a device called “socket jockey.” It is
an Internet of things (IoT) device which works as an intermediary between the user
and the electronic product needed to be controlled remotely. As shown in Fig. 1, the
“socket jockey” plugs on to any conventional switchboard, like a multiplug, and any
device can be plugged into this jockey, very much like a multiplug. The user can
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Fig. 1 Flowchart explaining the functioning of the project

then use an app provided in their phone to control the switching (on or off) of their
electronic device and set a timer to do so according to their needs. Once the user
has set the timer, he/she can rest assured and need not worry about being physically
present to switch off their device.

IoT is changing the landscape of our households by offering more fidelity and
interconnectivity with our everyday electrical and/or electronics items, thus solving
day-to-day problems. IoT device solves the physical requirement of the user to switch
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on or off devices at specific times throughout the day some of the common examples
include:

• In certain areas of cities like Delhi, water availability is limited to a few, often
odd, hours of the day. The electric motor that draws water needs to be switched
on/off accordingly.

• Overcharging your electronic devices can damage their battery life. They need to
be switched off at an appropriate time.

• Refrigerators need to be switched off for a few hours to facilitate defrosting. Once
the refrigerator has defrosted, the power supply needs to be restored as food may
get spoilt if kept unrefrigerated for long hours.

• Electric geysers and heaters need to be switched off after use.

The physical requirement of the user for switching makes the task cumbersome,
wastes energy, and may also decrease the life of the appliance. No physical require-
ment of the user is the need analysis. A versatile switching system needs to be in a
place that can not only be controlled remotely but also at one’s own convenience.

The device proposed in the current work provides a simple yet innovative solution
to above-described problems. The developed device acts as an independent and semi-
autonomous intermediary that can timely switch on or off devices plugged into an
electrical socket according to the needs of the user. Multiple devices can be in use at
the same time at separate switchboard locations all controlled by an Android app in
the user’s phone. Any number of persons in the house can control the device provided
that they have the app installed on their phones. Advantages of this device include
its flexibility, i.e., it can be used to operate any electronic component. Secondly, it
is a cost-effective alternative to the commercially available variants. An outcome
of the work user will be able to manage their devices that are plugged on to their
switchboards remotely.

The novelty of the work is that this device will employ the TinyMesh module by
radiocrafts. It is a compact, surface-mounted, high-performancemodules forwireless
mesh networking that will allow us more flexibility and the power of extension of the
workable environment as much as we need. The low cost, maintenance, and usability
are a promise that no other device has been able to fulfill in the market.

2 Literature Review

There are many systems or many approaches available that can easily control home
applianceswith the help of amobile application or using aWeb server. In recent years,
a new approach named IoT is used, for completing our tasks by the use of Internet
wirelessly. Each system available in the market has its unique features, having its
pros and cons, respectively. At present, there are many companies available that are
officially registered and many research scholars are working hard to provide better
home automation features. As home automation being a wide field and having a
wide scope available to proceed with, following are the models and research papers
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available that describe the work performed by the others. Storme systems have devel-
oped an automatic power-cutoff socket for universal type D sockets. When charging
your smartphone, once when the battery has attained 100%, and the device is still
plugged to its charger, some “trip-current” flows periodically to the device in order
to maintain a 100% charge.

The Storme socket has been designed primarily to provide a safety system for such
scenarios. Built-in surge protection circuits prevent damage against over voltages
and/or spikes. Piyare and Tazil [1] explained the model of home automation system
using a smartphone, Arduino board, and Bluetooth technology, and it is observed as a
secured and low-cost system. The design is based on a stand-aloneArduinoBluetooth
board, and the home automation is achieved when the devices are connected to the
input/output ports of thismicrocontroller via relays. The communication between the
cell phone and the Arduino BT board is achieved wirelessly. This system is designed
to be of low cost, and its scalability allows a variety of devices to be controlled with
minimum changes to its core platform. Password protection is also being used to only
allow authorized users knowing the password from accessing the devices at home.

Asadullah and Raza [2] explained the home automation system model by
explaining the various approaches for doing with various communication techniques
such as Bluetooth, GSM, ZigBee, and Wi-Fi. In the research made, some of the
common features are device controls, thermostat control, remote control lighting, live
video surveillance, monitoring security cameras, etc. Kunal and Tushar [3] explained
the working used IoT in their work. Authors described the approach of controlling
home appliances by using a Web server. In this, a sensor senses the status of appli-
ances and updates to the Web server by sending a signal. If the user is far away
from home, he also can access and change the status of appliances, i.e., switches it
on/off. This thing happens through the use of a global server so that our network is
connected globally.

ZigBee protocol IEEE 802.15.4 wireless standard can be used to set up a network
for some specific application purpose. ZigBee-based home automation wireless
sensor network can be implemented with small initial cost and can be useful to
control fans, lights, and other home appliances in which operation can be controlled
with the help of a microcontroller. Kate and Rana [4] have presented a paper on the
development of a Web-based controller for control electrical device. The prototype
is developed using Microsoft Visual Studio. NET and Circuit design. The method-
ology used in this project consists of three main phases which are analysis, design,
and implementation.

Ramli et al. [5] implemented home automation based on IoT using Node MCU,
to not only for convenience purpose but also for energy conservation. The control-
ling tasks were done through Arduino, which enables the communication and upon
receiving some commands, the system controls the different systems in the house.
Finally, the commands to control the appliances in the house are sent by a central
control unit such as a computer and remote controller smartphone. Tan et al. [6]
studied on Internet-based monitoring of a DCS. This paper describes the hardware
and software design considerations which allow the users to access the sensors and
possibly activate actuators linked on the DCS, remotely and effectively, using a
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commonly available Web browser. The author had done the work by server–client
application using LabVIEW networking VI protocol. Developed models had a very
small range or were economically infeasible to most of the people. Mainetti et al. [7]
discussed the various types of WSNs and their implementation in the future world
of home automation. The paper also discussed the use of WSNs in environmental
monitoring, agriculture, multimedia, health care, and smart home applications.

Dey et al. [8] discussed home automation with the help of a smartphone and a
computer. The devices are connected through a cloud server and are controlled by a
single administrator. Various electrical and mechanical systems of the buildings are
connected using IoT. Das et al. [9] discussed controlling of the household appliances
using the cellphone by global system for mobile communication (GSM) technology
in which controller sends the commands from a distance via short message service
(SMS). Sriskanthan et al. [10] in their work discussed the application of Bluetooth
technology and its application in home automation. It proposes a network, which
contains a remote, mobile host controller and several client modules i.e. home appli-
ances. The home appliances communicate with the host controller through Bluetooth
devices.

Mandula et al. [11] in his paper described the two prototype models, namely
home automation using Bluetooth and home automation using Ethernet. Whenever
mobile app was used and launched, Arduino board got paired to a smartphone using
Bluetooth connectivity using the serial communication protocol. This Bluetooth-
based solution cannot be used from a distant location, as it uses short-range wireless
communication technology which can work up to l0–20 m only, therefore Ethernet-
based technology eas used.

Vikram et al. [12] illustrated a methodology to provide a low-cost home automa-
tion system using Wi-Fi which crystallizes the concept of Internetworking of smart
devices. AWi-Fi-basedwireless sensor network (WSN)was designed formonitoring
and controlling environmental, safety and electrical parameters of smart homes.
Through the use of an application on a smartphone, the user can exercise seamless
control over the devices in a smart home.

Vishwakarma et al. [13] proposed a smart energy-efficient home automation
system that can access and control the home equipment from every corner of the
world. Internet connectivity module is attached to the main supply unit of this home.
For wireless connectivity, a static IP address is used.

This system is based on multimodal application that can be operated using voice
recognition command of the user using the Google Assistant or through aWeb-based
application. Thus,main objective of thiswork is tomake our home automation system
more secure and intelligent.

Each of the aforesaid systems and models has its own unique features and on
comparison with one another system, each lacks some advancement. Therefore, in
the current work, a system that is economic as well as fulfills requirement of high
ranges is proposed. The developed model reduces the cost by 85% in comparison
to the already existing products. Our designed model works on the principles of the
Internet of things, Android application and uses Google STT module for speech to
text conversions. A local server was made to connect our system on a network. The
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use of hardware modules like Node MCU, relay module, and Android application
helps in reducing the cost of the model and also increases its efficiency.

3 Materials and Methods

Model is developed based on certain technical standards such as:

• IEEE 802.11 is the collection of standards set up for wireless networking. Prob-
ably familiar with the three popular standards: 802.11a, 802.11b, 802.11 g and
latest one is 802.11n. Each standard uses a frequency to connect to the network
and has a defined upper limit for data transfer speeds.

• IEEE C37.90–2005—is the standard specified standard service conditions, stan-
dard ratings, performance requirements, and testing requirements for relays and
relay systems that are used to protect and control power apparatus. The purpose
of this standard is to establish a common reproducible basis for designing and
evaluating relays.

• ISO/IEC 15,067–3:2012 is a standard defined for information technology that is
implemented on home electronic system application model.

3.1 Methodology

Present work requires considerable development of hardware that constitutes major
part of the work. Management and execution of this work have several steps:

• Designing of the circuit
• Simulation in a software
• Test circuit fabrication
• Final fabrication of the circuit
• Encasing and outer body design
• Coding for the smartphone application
• Debugging.

3.2 Components Used

After thorough research, exploration, discussions, and analysis, three major compo-
nents identified that are needed to be developed for proposed model are:
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3.2.1 A Plugging Component: A Peripheral that Can Plug
into the Switvhboard Safely

(a) It should receive and transmit data to an intermediate device using wireless
communication regarding the status of the device.

(b) It should not exceed in size such that it covers or restricts access to the switches.
(c) It should provide 220 V of electricity to the user’s device to be attached.
(d) It should function without a power source of its own.
(e) The power it receives must be stepped down to the specifications of the ICs and

microcontrollers being used. (3.3 or 5 V).
(f) It should be compact and easy to use.

The peripheral circuit used is shown in Fig. 2.

Components used in plugin circuit:

(a) Transformer: The transformer converts 220 VAC supply to 5 VAC. This is, as
discussed earlier, in accordance with the voltage specifications of the TinyMesh
module.

(b) Diodes (rectifier circuit): A full-wave bridge rectifier is necessary to convert
the alternating current to fluctuating DC. The rectifier circuit is explained below
briefly.
During the positive half-cycle of the AC, the electron flow will occur as shown
Fig. 3. The blurred-out diodes in the diagram are effectively an open circuit.

Fig. 2 Plugin circuit
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LOAD

+

-
+

-

Fig. 3 Electron flow in the positive half-cycle

During the negative half-cycle, the electron flow is as shown in Fig. 4. The time-
dependent output of the complete circuit will have the nature of fluctuating dc
as shown in Fig. 5.

LOAD
V AA +

-

+

-

Fig. 4 Electron flow in negative half-cycle

V A V A
LOAD

+

-

Fig. 5 Output of full-bridge rectifier
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(c) Filter circuit: The purpose of the capacitor filter circuit is to “straighten” the
fluctuating DC that it is receiving from the rectifier circuit. During the positive
half-cycle of the input AC voltage, the capacitor starts charging to the maximum
value of the supply voltage V sm.When the capacitor is fully charged, it holds the
charge until the input AC supply to the rectifier reaches the negative half-cycle.
As soon as the negative half supply is reached, the diode gets reverse biased
and thus stops conducting. During the non-conducting period, the capacitor
discharges all the stored charges through the output load resistance, RLoad. As
the voltage across RLoad and the voltage across the capacitor are the same (VLoad

= V c), they decrease exponentially with a time constant (C * RLoad) along the
curve of the non-conducting period. This is shown in Fig. 6.

(d) Relay: 5 V-1 channel relay has been employed to do the actual switching. The
circuiting is done in such a way that the whole circuit receives power by default.

π 2π 3π 4π 

V Peak

Diode non conduction 
period

π 2π 3π 4π 
Wt

ILoad

VS

VS

V5m

DC On
DC Off

Diode conduction 
period

Rectifier voltage > 
Capacitor Voltage

Fig. 6 Waveform of the filtered rectifier circuit
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When the signal is received to the TinyMesh, current flows from the TX pin and
breaks the circuit by switching the relay.

(e) TinyMesh module: Each TinyMesh module has a unique ID of its own.
However, two or more modules can have the same system ID. The module
in this circuit is the receiver module that receives 1 byte of instruction that will
trigger a pulse from PWM pin 6 to switch the relay switch to “off” mode. The
PWM has a peak value of 3.3 V, whereas the relay is designed for 5 V. To make
the voltage jump necessary, a logic level controller is used in the circuit.

3.2.2 A HUB

A peripheral that connects all plugging components to the user’s phone.

(a) It should sort, receive, and transmit data to and from the plugging devices and
read instructions sent over localWi-Fi from the user’s application on their phone.

(b) It should be easily portable.
(c) May/may not have a separate power source (Fig. 7).

Fig. 7 Gateway circuit for hub
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Table 1 Summary list of
various components [15]

Components Specification Quantity

Microcontroller ESP 8266 1

Relay Module GURU JQC\3FF-S-Z 1

Transformer GURU 220v 1

TinyMesh AS RC2500HP-TM 2

controller Logic-level controller Sparkfun
3.3–5 V

1

Jumper wires Standard –

LEDs Standard –

Encasing Acrylic-2 mm thickness 1

plugs Female and male plugs 2

Components used in hub:

(a) TinyMesh module: This module works as the transmitter module. It will have
the same system ID as the receiver module. It will send a byte of data addressed
to the unique ID of the receiver TM module.

(b) ESP8266: The ESP8266 creates a local server that houses the IP address
where the Arduino IDE coding necessary to send the byte of instruction to
the TinyMesh has been written.

Table 1 shows the specification of some of the important components used to
develop model.

3.2.3 Mobile Application

A simple Android app that can be installed in any smartphone or tablet is developed.
Some of the important features of the app are:

(a) The application should be able to access Wi-Fi and/or settings of the phone.
(b) It should have widgets to set a timer.
(c) It should have an easy-to-use UI.

MIT app inventor [14] was used to develop the Android application. The final
look of the interface of the application is shown in Fig. 8a, b.

The summary and list of various components are provided in Table 1 and Fig. 9.
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Fig. 8 a Application icon. b Interface

4 Results and Discussions

4.1 Testing of Plugin and Hub Circuit

To check if the TinyMesh modules were functioning correctly, a simulator was used
to bounce signal between them. Each TinyMesh module has its own Unique ID but
two or more TinyMesh modules can have a common Cluster ID. The idea here is to
perform a “handshake.” An 8-bit code is bounced from one module (transmitter) to
another (receiver) (Fig. 10).
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Fig. 9 Android application and Components used in the assembly of Socket Jockey

4.2 Application Testing

App developed adjusts itself with the phone’s current time as shown in Fig. 11.

Fig. 10 Hub testing using
Arduino
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Fig. 11 Timer adjusts to the
current time on the phone

4.3 Final Assembly

After the final assembly of the circuit, it is put into a box made of acrylic sheet. The
complete model is shown in Fig. 12.

5 Conclusion

Our product concludedwith the achievement of each of our goals as discussed earlier.
We were able to design, analyze, and fabricate a product that does the following:

(1) It is able to plug into any electrical switchboard like a multiplug onto which any
pluggable device can be added and

(2) It could be remotely be switched on or off as and when required by an app on
the phone at the user’s convenience.

All this was achieved while keeping the total cost of manufacturing minimal.
Further observations were made as follows:
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Plug 

Relay 

ESP 8266 wifi 
module 

Logic Level 
converter 

Tiny Mesh  
Module 

Jumper 
Wires and 

other 
connections 

Fig. 12 Final assembly of the product

• ESP8266 equipped with its developer kit was able to replace the bulky Arduino
Uno board and also eliminate the requirement of circuiting a separate Wi-Fi
module. The main benefit of this is that a lot of dead space was freed up which
could mean either more special adjustability for the remaining components or less
bulky product or both.

• The hub can make use of USB inlet for powering. This means that it can make
use of any female USB port like that of a power bank or a laptop.
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Algorithm for Translation and Rotation
Motions of Gantry Robot

M. M. Abhinanth, Abhilash K. Raj, and R. Ramesh Kumar

Abstract A scaled version of a gantry robot to cover an envelope of 300 × 300 ×
150 mm is designed to establish the accuracy of end positions prior to the manufac-
turing of any industrial gantry robot. A desk top 3Dprinter is suitablymodified for the
fabrication of robot, and measured translational motions are compared with predic-
tion following well-known D-H parameter. A good agreement on the end positions
between the test and prediction are illustrated. Arduino code employed to control
the real-time execution of the gantry robot movement in a semi-automatic mode is
provided for the designer.

Keywords DH parameter · Gantry robot · Pose · End effector

1 Introduction

Over couple of decades, industrial robots are worldwide implemented in various
hazardous and non-hazardous applications. Mostly these are being used for material
handling, welding, painting, assembling of parts, packaging, handling hazardous
materials, and undersea operations. In order to access the proven technology on
forward kinematics for large industrial manipulator gantry robots, it is necessary to
produce robots of scaled geometry and compare with test data on its end position
vectors. Well-known DH approach developed in the year 1955 at North Western
University to predict the end position of robot within a coordinate frame space is
availed in the present study to predict the end positions analytically [1]. The Denavit-
Hartenberg analysis (DH) is presented to build the homogeneous transformations
matrices between the robot joint axes.
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Table 1 D-H parameters of gantry robot

Joint a (Link length) d (Joint offset) α (Twist angle) θ (Joint angle)

1 (X-axis) a1 = 0 300 (JV) 90 0

2 (Y-axis) a2 = 0 300 (JV) 90 0

3 (Z-axis) a3 = 0 150 (JV) 90 0

4 (Guide block) a4 = 0 0 0 180 (JV)

5 (Gripper) a5 = 0 0 0 60 (JV)

The various commanding methods can be employed such as through PC with
Arduino or Bluetooth control for remote application and accelerometer based on
gesture control method [2–5]. It is well known that there are two types of kine-
matic analyses; forward and inverse kinematic analysis, forward kinematic analysis
is concerned with the relationship between the joint angle of the robot manipulator
and the position and orientation of the end effector [6]. The forward kinematic anal-
ysis of any robot configuration is simple to do but greater challenge is to analyze
the inverse kinematics solution of the robot configuration using the final position of
the robot [7]. To perform like a human being, these robots normally are designed
with a high center of mass, which makes it challenging to maintain stability while
achieving high performance on complex and unpredictable terrain [8]. Execution of
the motion of robot is carried out by Arduino hardware and associated software. It
provides readily available examples to execute a motor individually and by combina-
tion. Stepper motors and servo motors are commonly used for the motions. Stepper
motor used in the present study works on 12 V DC and servo motor works on 5 V
DC. So, SMPS unit with a RAMPS board to supply the power to motors is availed.
Once a controlling command for a definite movement achieves an intermediate end
location, it is necessary to ascertain the accuracy following an error correction feed-
back system. However, in this study, after each movement, intermediate location is
made as a new reference location for the subsequent movement. The specification of
motors is given in Appendix 3.

In this study, a newgantry robot is fabricated and kinematic analyses of that consist
of three translations degrees of freedom that are carried out following DH parameter.
In order to compare the prediction on end position, gantry robot is commanded with
the serial monitor available in Arduino software, and end positions are arrived at a
set up step by linear movement of the stepper motor. A good agreement is observed
between predictions following DH parameter as well as Robo analyzer with present
test results on end positions.
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1.1 Methodology

D-H parameter table for gantry robot is defined first and then using these values
transformation matrix for each link is established (Table 1). The end effecter matrix
is obtained as post-multiplication product of these matrices.

1.2 Fabrication of Gantry Robot

While the drive technologies,work envelope geometries, andmotion controlmethods
provide convenient ways to broadly classify robots, there are a number of additional
characteristics that allow the user to further specify robotic manipulators. Some of
the common characteristics are listed below. The gantry robot is designed to provide
a work space of 300× 300× 150 (vertical) mm (Fig. 1). The translation movements

Y
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Z
(a) Gantry   Robot-desktop 

(b) Gantry   Robot - 
Work volume -300 x300 x150 mm 

A 

50mm

11
0 

m
m

 

A 

(c) Gantry   Robot – Guide block 

Fig. 1 Gantry robot
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for 10 mm is aimed with a speed of 0.06 s. Maximum speed of servo motor used for
the gripper is 0.09 s for 60° rotation. The expected accuracy of the unit is 0.012 mm.

The guide block is designed to move in X-direction which holds two servo motors
for one rotation and one picking (Fig. 1a). This guide block unit will pick the object
from the bed and place the object in another place. The load carrying capacity of the
robot is around 200 g. The guide block is modeled in software and then its fabricated
using 3D printing technology. The fabricated guide block is fixed in the place of the
extruder unit in the Anet a6 printer to obtain the gantry robot setup. The modeled
part is shown in Fig. 1c.

1.3 Design of Gripper Block

The gripper is designed for the point-to-point motion control in order to pick and
place object from one space to another in the work volume. For the large-scale
operation, loading and unloading are also done by the point-to-point motion control
method. The gripper unit is also fabricated like guide block after that which is fitted
with the robot. A 9 g servo motor powers up the gripper to pick and drop object from
the work space. Gripper is totally rotatable in nature by fixing it on the servo.

1.4 Program Code

The interface between PC and robot is activated using Arduino code which enables
the function of actuators. In other words, both stepper and servo motors are given
commands.The specificationof thesemotors is givenbelow.Allmovement command
along x, y, z axes also by guide block and gripper are given in Appendix 1.

Mega code for the working of gantry robot is follows

#define FAN_PIN          9 
#define P_SERVO_PIN     11 
#define R_SERVO_PIN     4 
//Servo pins 11 6 5 4 
Servo plucker,rotate; 
int C = 0, d = 0, x = 0, y = 0, z = 0, p = 120, r = 90; 
void setup() { 
  //plucker.attach(P_SERVO_PIN); 
  //rotate.attach(R_SERVO_PIN); 
Serial.print("Ready to work");// Tells program is ready 
delay(50);} 
void loop (){ 
while (!Serial.available()) 
  {    C = Serial.parseInt(); 
Serial.println(C); 
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switch (C){ 
case 1 : C1(); break; 
case 2 : C2(); break; 
case 3 : C3(); break; 
case 4 : C4(); break; 
case 5 : C5(); break; 
case 6 : C6(); break;   } 
    //Serial.print('F'); 
Serial.flush(); 
while (Serial.read() != 'L')  
{delay(50); 
Serial.print('F'); 
      }*/  }} 

1.5 Robot Gripper Block End Position Prediction [1]

Transformation matrix for first link with respect to base frame is given below

0T 1(θ, d, a, α) =

⎡
⎢⎢⎣

cos θ1 − sin θ1 cosα1 sin θ1 sin α1 a1 cos θ1

sin θ1 cos θ1 cosα1 − cos θ1 sin α1 a1 sin θ1

0 sin α1 cosα1 d1
0 0 0 1

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣

0 0 1 0
1 0 0 0
0 1 0 d1
0 0 0 1

⎤
⎥⎥⎦

Transformation matrix for second link with respect to first frame is given below

T2(θ, d, a, α) =

⎡
⎢⎢⎣

cos θ2 − sin θ2 cosα2 sin θ2 sin α2 a2 cos θ2

sin θ2 cos θ2 cosα2 − cos θ2 sin α2 a2 sin θ2

0 sin α2 cosα2 d2
0 0 0 1

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣

0 0 1 0
1 0 0 0
0 1 0 d2
0 0 0 1

⎤
⎥⎥⎦

Transformation matrix for third link with respect to second frame is given below



120 M. M. Abhinanth et al.

2T 3(θ, d, a, α) =

⎡
⎢⎢⎣

cos θ3 − sin θ3 cosα3 sin θ3 sin α3 a3 cos θ3

sin θ3 cos θ3 cosα3 − cos θ3 sin α3 a3 sin θ3

0 sin α3 cosα3 d3
0 0 0 1

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣

0 0 1 0
1 0 0 0
0 1 0 d3
0 0 0 1

⎤
⎥⎥⎦

The homogenous transformation matrix of the end effector frame with respect to
base frame, i.e., transformation matrix T is now obtained by the post-multiplication
of the above individual homogenous transformations.

0T 3(θ, d, a, α) =

⎡
⎢⎢⎣

0 0 1 0
1 0 0 0
0 1 0 d1 + d2 + d3
0 0 0 1

⎤
⎥⎥⎦

2 Results and Discussion

Synthesis of gantry robot by suitably modifying an existing Anet a6 three—D printer
is given in Fig. 1. The DH parameter method available in literature is used to predict
the end positions of gantry robot of small size for specified motions along the three
mutually perpendicular directions and given Table 2a–d. Same tables also compare
the predicted values with measured data with a resolution of 0.012 mm. Code for
real-time execution is generated such that after each command for movement, the
new position is set as a reference point for the next operation. The code is provided
in the Appendix 1.

It may be noted from Table 2a that for 1 mm displacement in X-direction from
an initial position of 44.05 mm of the gripper block of the robot shown in Fig. 1a
is expected to move to 45.05 mm by a command “C1X10”. However, from actual
measurement, it is found to be only at 45.03mmwith 2%error. Further, the commands
are given for four more times from each intermediate final position along X-axis. The
variation in error is within 1%. Similar comparison between the prediction and test
for amovement of 10mmdisplacement is observed within 0.6%. It may be noted that
the maximum absolute deviation is 0.06 mm. Test is repeated along Y-axis and the
maximum absolute deviation is found to be 0.03 mm and percentage deviation with
respect to prediction is 2%. The study was not carried out along Z-axis movement
due to test setup constraint for measurements.

It is concluded that even with stepwise command to set the intermediate local end
locations as reference position for subsequent movement instead of error correction
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Table 2 Comparison of translator motions predicted with measured data

Trial No. Command Initial value Final value Error (%)

(a) Along X-axis for 1 mm movement

1 C1X10 44.05 45.03 2

2 C1X10 45.03 46.04 1

3 C1X10 46.04 47.04 0

4 C1X10 47.04 48.03 1

5 C1X10 48.03 49.02 1

(b) Along X-axis for 10 mm movement

1 C1X100 27.40 37.38 0.2

2 C1X100 37.38 47.36 0.2

3 C1X100 47.36 57.32 0.4

4 C1X100 57.32 67.37 0.5

5 C1X100 67.37 77.31 0.6

(c) Along Y-axis for 1 mm movement

1 C1X0Y10 44.05 45.03 2

2 C1X0Y10 45.03 46.06 3

3 C1X0Y10 46.06 47.04 2

4 C1X0Y10 47.04 48.02 2

5 C1X0Y10 48.02 49.04 2

(d) Along Y-axis 10 mm movement

1 C1X0Y100 27.40 37.38 0.2

2 C1X0Y100 37.38 47.37 0.1

3 C1X0Y100 47.37 57.36 0.1

4 C1X0Y100 57.38 67.36 0.2

5 C1X0Y100 67.36 77.34 0.2

C1X10—Command for 1 mm displacement in X-direction with zero movement in Y-direction from
any initial or intermediate position
C1X100—Command for 10 mm displacement in X-direction with zero movement in Y-direction
from any initial or intermediate position
C1X0Y10—Command for 1 mm displacement in Y-direction with zero movement in X-direction
from any initial or intermediate position
C1X0Y100—Command for 100mmdisplacement inY-directionwith zeromovement inX-direction
from any intermediate position

by feedback system, it is possible to achieve the final end position accurately. The x
command is implemented through program as shown below (vide Appendix 1).

1.1 Case 1 
void C1() 
{x = Serial.parseInt(); 
Y = Serial.parseInt()} 
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When value of X is assigned to X62 (6.2 mm movement along X-direction), then
“parseInt” accepts only numerical value. Similarly C1X10means, 10 mmmovement
along X-direction. Similarly, when value of Y is assigned to Y62 (6.2 mm move-
ment along Y-direction), then “parseInt” accepts only numerical value. Similarly,
C1X0Y10 means, 10 mm movement along Y-direction.

3 Conclusions

A well-established technique of DH parameter has been availed for the prediction
of end position of scaled gantry robot required for the implementation of industrial
manipulator. Details on fabrication of the robot are given for a ready reference.
Comparison with measured data on end position with the prediction has shown good
agreement within a resolution of 0.012 mm. For the real-time execution after each
command for movement, the new position has been set as a reference point for the
next operation for end positions along threemutually perpendicular axes.Agenerated
code is provided in annexure. Synthesize of small-scale robot presentedwill be useful
so that large-sized robot end positions can be confidently envisaged.

4 Appendix 1

1.Mega code 
#include <Servo.h> 
#define X_STEP_PIN         54 
#define dirPinx            55 
#define X_DIR_PIN          55 
#define stepPinx           54 
#define X_ENABLE_PIN       38 
#define X_MIN_PIN           3 
#define ex                  3 
#define X_MAX_PIN           2 
#define Y_STEP_PIN         A6 
#define dirPiny            A7 
#define Y_DIR_PIN          A7 
#define stepPiny           A6 
#define Y_ENABLE_PIN       56 
#define Y_MIN_PIN          14 
#define ey                 14 
#define Y_MAX_PIN          15 
#define Z_STEP_PIN         46 
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#define dirPinz            48 
#define stepPinz           46 
#define Z_DIR_PIN          48 
#define Z_ENABLE_PIN       48 
#define Z_MIN_PIN          18 
#define ez                 18 
#define Z_MAX_PIN          19 
#define FAN_PIN             9 
#define P_SERVO_PIN        11 
#define R_SERVO_PIN         4 
//Servo pins 11 6 5 4 
Servo plucker,rotate; 
int C = 0, x = 0, y = 0, z = 0, p = 120, r = 90; 
void setup() { 
//plucker.attach(P_SERVO_PIN); 
//rotate.attach(R_SERVO_PIN); 
pinMode(X_STEP_PIN  , OUTPUT); 
pinMode(X_DIR_PIN    , OUTPUT); 
pinMode(X_ENABLE_PIN    , OUTPUT); 
pinMode(Y_STEP_PIN  , OUTPUT); 
pinMode(Y_DIR_PIN    , OUTPUT); 
pinMode(Y_ENABLE_PIN    , OUTPUT); 
pinMode(Z_STEP_PIN  , OUTPUT); 
pinMode(Z_DIR_PIN    , OUTPUT); 
pinMode(Z_ENABLE_PIN    , OUTPUT); 
digitalWrite(X_ENABLE_PIN    , LOW); 
digitalWrite(Y_ENABLE_PIN    , LOW); 
digitalWrite(Z_ENABLE_PIN    , LOW);
pinMode(X_MIN_PIN, INPUT); 
pinMode(ex, INPUT); 
pinMode(ey, INPUT); 
pinMode(ez, INPUT); 
pinMode(X_MAX_PIN, INPUT); //X 
EndstoppinMode(Y_MIN_PIN, INPUT);
pinMode(Y_MAX_PIN, INPUT); //Y 
EndstoppinMode(Z_MIN_PIN, INPUT);
pinMode(Z_MAX_PIN, INPUT); //Z 
Endstop 
Serial.begin(9600); 
//plucker.write(p); 
// rotate.write(r); 
Serial.print("Ready to work");// 
Tells program is is ready 
delay(50);} 
void loop () 
{  while (!Serial.available()) 
{    C = Serial.parseInt(); 

//Serial.println(C); 
switch (C) 
    {case 1 : C1(); break; 
case 2 : C2(); break; 
case 3 : C3(); break; 
case 4 : C4(); break; 
case 5 : C5(); break; 
case 6 : C6(); break; 
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}//Serial.print('F'); 
Serial.flush(); 
/* while (Serial.read() != 'L') 
{ delay(50); 
Serial.print('F'); 

}*/  }}
1.2 Case 1
void C1() 
{x = Serial.parseInt(); 
y = Serial.parseInt(); 
z = Serial.parseInt(); 
xaxis(x); 
delay(10); 
yaxis(y); 
delay(10); 
zaxis(z); 
delay(10);} 
1.3 case 2
voidendstop() 
{ //Serial.println("endstopx"); 
digitalWrite(dirPinx,LOW);   
while(digitalRead(ex)==HIGH) 
{   digitalWrite(stepPinx,HIGH);  
delayMicroseconds(1500); 
digitalWrite(stepPinx,LOW);  
delayMicroseconds(1500); } 
digitalWrite(dirPinx,HIGH); 
while(digitalRead(ex)==LOW) 
{digitalWrite(stepPinx,HIGH);  
delayMicroseconds(1500); 
digitalWrite(stepPinx,LOW);  
delayMicroseconds(1500); }} 
1.4 Case 3
voidendstopy() 
{ digitalWrite(dirPiny,HIGH); 
while(digitalRead(ey)==HIGH)  
{digitalWrite(stepPiny,HIGH);  
delayMicroseconds(1500); 
digitalWrite(stepPiny,LOW);  
delayMicroseconds(1500); 
}digitalWrite(dirPiny,LOW); 
while(digitalRead(ey)==LOW)  
{ digitalWrite(stepPiny,HIGH);  
delayMicroseconds(1500); 
digitalWrite(stepPiny,LOW);  
delayMicroseconds(1500); } } 
1.5 Case 4
voidendstopz() 
{digitalWrite(dirPinz,LOW);        
while(digitalRead(ez)==LOW) 
{ digitalWrite(stepPinz,HIGH);  
delayMicroseconds(1500); 
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digitalWrite(stepPinz,LOW);  
delayMicroseconds(1500);} 
int n=0;  
digitalWrite(dirPinz,HIGH); 
while(n<=500) 
{ digitalWrite(stepPinz,HIGH);  
delayMicroseconds(1500); 
digitalWrite(stepPinz,LOW);  
delayMicroseconds(1500); 
n++;}} 
1.6 Case 5
void C5() 
{delay(10); 
r = Serial.parseInt(); 
rotate.attach(R_SERVO_PIN); 
delay(10); 
rotate.write(r); 
delay(1000); 
rotate.detach();} 
1.7 Case 6
void C6() 
{delay(10); 
p = Serial.parseInt(); 
delay(50); 
plucker.attach(P_SERVO_PIN); 
delay(10); 
plucker.write(p); 
delay(1000); 
plucker.detach(); 
}

5 Appendix 2

2.1 Programme for X stepper motor 
voidxaxis(intxs) 
{  if (xs> 0) 
digitalWrite(X_DIR_PIN    , HIGH); 
else 
digitalWrite(X_DIR_PIN    , LOW);   
for (inti = 0; i< abs(xs); i++) 
{ digitalWrite(X_STEP_PIN    , LOW);
delayMicroseconds(1000); 
digitalWrite(X_STEP_PIN    , HIGH); 
delayMicroseconds(1000);} } 
2.2 Programme for Y stepper motor 
voidyaxis(intys) 
{  if (ys> 0) digitalWrite(Y_DIR_PIN    , HIGH); 
else 
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digitalWrite(Y_DIR_PIN    , LOW); 
for (inti = 0; i< abs(ys); i++) 
{ digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(1000); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(1000);}} 
2.3 Programme for Z stepper 
voidzaxis(intzs) 
{  if (zs> 0) digitalWrite(Z_DIR_PIN    , HIGH); 
else { 
digitalWrite(Z_DIR_PIN    , LOW);} 
if (abs(zs) < 501) 

{for (inti = 0; i< abs(zs); i++) 
{digitalWrite(Z_STEP_PIN    , LOW); 
delayMicroseconds(1500); 
digitalWrite(Z_STEP_PIN    , HIGH); 
delayMicroseconds(1500);}} 
else 

{for (inti = 0; i< 250; i++) 
{digitalWrite(Z_STEP_PIN    , LOW); 
delayMicroseconds(1500 - (i * 2));
digitalWrite(Z_STEP_PIN    , HIGH); 
delayMicroseconds(1500 - (i * 2));}
for (inti = 0; i< (abs(zs) - 500); i++)
    {digitalWrite(Z_STEP_PIN    , LOW); 
delayMicroseconds(1000); 
digitalWrite(Z_STEP_PIN    , HIGH); 
delayMicroseconds(1000);} 
for (inti = 0; i< 250; i++) 
    {digitalWrite(Z_STEP_PIN    , LOW); 
delayMicroseconds(1000 + (i * 2)); 
digitalWrite(Z_STEP_PIN    , HIGH); 
delayMicroseconds(1000 + (i * 2));}} 
2.4 Programme for XY combination
voidxycomb(intxs, intys) 
{if (xs> 0) digitalWrite(X_DIR_PIN    , HIGH); 
Else 
{ digitalWrite(X_DIR_PIN    , LOW);} 
if (ys> 0) digitalWrite(Y_DIR_PIN    , HIGH); 
else 
{ digitalWrite(Y_DIR_PIN    , LOW);} 
int extra = abs(xs -  ys), rest = 0;
if (abs(xs) == abs(ys)) rest = abs(xs); 
if (abs(xs) > abs(ys)) 
{ rest = abs(xs) - extra; 
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else 
{ for (inti = 0; i< 250; i++) 
{ digitalWrite(X_STEP_PIN    , LOW); 
delayMicroseconds(1000 - (i * 3));
digitalWrite(X_STEP_PIN    , HIGH); 
delayMicroseconds(1000 - (i * 3));}
for (inti = 0; i< (abs(extra) - 500); i++)
{ digitalWrite(X_STEP_PIN    , LOW);
delayMicroseconds(250); 
digitalWrite(X_STEP_PIN    , HIGH); 
delayMicroseconds(250);} 
for (inti = 0; i< 250; i++) 

      {digitalWrite(X_STEP_PIN    , LOW); 
delayMicroseconds(250 + (i * 3)); 
digitalWrite(X_STEP_PIN    , HIGH); 
delayMicroseconds(250 + (i * 3));}}}
else 

{rest = abs(ys) - extra; 
if (abs(extra) < 501) 
    {for (inti = 0; i< abs(extra); i++) 
{ digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(1000); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(1000); }} 
else 
    {for (inti = 0; i< 250; i++)
{ digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(1000 - (i * 3));
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(1000 - (i * 3));}
for (inti = 0; i< (abs(extra) - 500); i++)
{ digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(250); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(250); } 
for (inti = 0; i< 250; i++) 
{  digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(250 + (i * 3)); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(250 + (i * 3));}}} 

{for (inti = 0; i< abs(extra); i++) 
{digitalWrite(X_STEP_PIN    , LOW); 
delayMicroseconds(1000); 
digitalWrite(X_STEP_PIN    , HIGH); 
delayMicroseconds(1000);}} 

if (abs(extra) < 501) 
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if (rest < 501) 
{digitalWrite(X_STEP_PIN    , LOW); 

digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(1000); 
digitalWrite(X_STEP_PIN    , HIGH); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(1000);} 
else 
{ for (inti = 0; i< 250; i++) 
{ digitalWrite(X_STEP_PIN    , LOW);
digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(1000 - (i * 2));
digitalWrite(X_STEP_PIN    , HIGH); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(1000 - (i * 2)); }
for (inti = 0; i< (abs(rest) - 500); i++)
{ digitalWrite(X_STEP_PIN    , LOW); 
digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(500); 
digitalWrite(X_STEP_PIN    , HIGH); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(500);} 
for (inti = 0; i< 250; i++) 
{ digitalWrite(X_STEP_PIN    , LOW); 
digitalWrite(Y_STEP_PIN    , LOW); 
delayMicroseconds(500 + (i * 3)); 
digitalWrite(X_STEP_PIN    , HIGH); 
digitalWrite(Y_STEP_PIN    , HIGH); 
delayMicroseconds(500 + (i * 3)); 
}}} 

6 Appendix 3

1. 12 g servo motor specification

Operating voltage: 4.5–6.0 v
Operating current: 50–180 mA
Operating speed: 0.09 s for 60°
Torque: 1.6 kg.cm
Weight: 12 g
Limit angle: 180°

2. 9 g servo motor specification

Operating voltage: 4.5–6.0 v
Operating current: 50–180 mA
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Operating speed: 0.12 s for 60°
Torque: 1.6 kg.cm
Weight: 9 g
Limit angle: 180°.
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Optimal Selection of Circular
Interpolation for CNC Turning Centers

Yaser Hadi

Abstract A circular interpolation algorithm used to determine the parameters of
separate circular paths was used to generate round shapes on a computer-controlled
numeric (CNC) turning machine. It is suggested that this calculation should be
included in the CNC lathes’ resident software program. This would decrease the
amount of blocks of data required for part of the program. In a single block, a
complete circular interpolation cycle for the number of passes could be specified.
The suggested algorithm is optimized for minimal machining time and enhanced
surface roughness. The programming of the new interpolation scheme, using circular
and linear segments, must be applied to the specific part.

Keywords Circular interpolation · CNC · Turning machine · Surface roughness

1 Introduction

PC has superseded machine tools that are once installed and powered by hand-
driven models. The product for programming these machines has enabled specialists
to create high-quality components [1]. Reference has been made to the fact that
contemporary machine tool ideas, sophisticated machining procedures, and tech-
niques are essential to achieving general quality and productivity objectives in order
to satisfy future market demands [2]. It is referred to the reality that CNC tool path
capabilities are prevalent in CAD/CAM systems, but STEP-CNC and Super Model
Standards are the basis of technology for programming and monitoring CNC. This
standard will permit software providers to revolutionize computer programming.
The error compensation software system structure that can offset software errors by
recreating CNC programs has been investigated [3]. Error compensation has proven
to be a cost-effective method for improving machine tools precision.

The use of both spiral archimetrium segments and circulatory segments must
be applied to accurate part programming on tri-axis lathes [4]. Where the polar
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coordinate system is more effective than the cartesian coordination for rotating axes
[5]. For the rotated component with steady forms, an optimization model has been
formulated [6]. To study the work carried out on CNC machine devices to minimize
surveillance and contour errors [7]. Experiments are performed in the automatic
five-axis CNC machine for contouring error detection [8]. The recommended vision
and cross-grid encoder are used to evaluate three kinds of paths contouring errors at
distinct feed rates [9] included an assessment of machined pockets surface roughness
after machining and an enhanced pocket surface finish with real spiral tool path was
achieved compared to the other tool paths under examination.

This suggests that CNC code-driven energy demand software which includes feed
axis, vices, and workpieces, the energy demand of the feeding unit for cutting is used
to properly estimate the entire working time of the processing process by means
of energy-efficient machining [10]. Reporting of the establishment, directly from
its representation, of an efficient tool path schedule method, designed and used for
3-axis CNCmachining, for machining free-form surfaces without temporary surface
fitting. The finished cylindrical bar sections are generated by CNC machines. The
completed profiles consist of straight, facial, and circular workmanship [11]. The
programming of circular profiles requires a number of circular passes.

An algorithm was introduced to improve the precision of interpolation in turning
activities [12]. The parts considered shall be formed by the rotation of the free-form
profile, which shall be carried out in terms of the formulation around the center linear
axis. Each pass is linked to a fast cross, an approach, an indirect presentation, and
lastly, a fast exploration. Each of these is shown by a unique piece of data in the
program portion. The program is given these features by free selection. Planning for
such an amount of data squares is particularly annoying. These progressions can be
submitted through the software as a process. The software includes post-processors
with altered CNC lathe. The most important prerequisites for effective concurrent
engineering are integrated design and production procedures [13]. This means that
complex goods like formed rolls, rotating blades, prostheses, etc., are much better
quality.

2 Circular Profile Models

Three models for circular profile machining have been implemented in this paper
as shown in Fig. 1. In the first model, I, the remnant material is expelled through
N passes. Each pass makes the machine bring the tool around the oa-ab-ba linear
route. The leg from the fundamental position to the “a” is made at a fast cross-rate
to generate a depth per pass. For each pass, this depth is held steady. The “a-b” leg
is made at feed rate using the appropriate methodology. Create a lingering material
expulsion for a particular pass. The tool is withdrawn back to “a” at that stage. Each of
these threemovements is stated by a separate information block in the CNC program.
The value of Xi and Zi is required for the pass amount in the block:
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Model I Model II Model III 

Fig. 1 Different models of machining methods used for circular interpolation

Xi = XF + XE − XF

N
(N − 1) (1)

Zi = ZE +
√[

R2 − (Xi − XF )2
] + dZ (2)

Total machining time can be calculated as below:

Tm = Rθ

FC
+

N∑
i=1

ZS − Zi

Fa
+

N∑
i=1

ZS − Zi

Fc
+ XE − XF

Fa
(3)

In Model II, the tool path is produced of direct and roundabout passes. The route
cycle of the tool is depicted as in Fig. 1, oa-ab-bc-co. The leg from the fundamental
position “o” to “a” is performed at a speed of rapid navigation. This leg reflects a
sideways depth of cut per pass, which has remained the equivalent for all passes.
This constant horizontal depth will generate a beginning with the deepest outs. The
resulting cuts are produced systematically shallower in radial cuts. This keeps the
rate of expulsion of the inventory continually decreasing as the tool is more deeply
engaged in the job. The a-b leg is the method at the correct feed rate. At that stage, a
round interjection of b-c is used to expel the lingering material for a particular pass.
The tool is withdrawn back to place o at that stage. Each of the four movements shall
be determined by a separate data block in the CNC program as follows:

G00 Xi ZS

G01 Xi ZF

G02 XE Zi

G03 XE ZS

I (XF − Xi ), K (ZE − ZF ) (4)

where:

Xi = XE − i
XE − XF

N
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Zi = ZE +
√[

R2
i − (XE − XF )2

]

Ri = ZE +
√
[(ZF − ZE ) + (Xi − XF )]2

Total machining time can be calculated as:

Tm =
N∑
i=1

XE − Xi

Fa
+N

ZS − ZF

Fc
+

N∑
i=1

ZS − Zi

Fa
+

N∑
i=1

R1iθi

Fc
(5)

where:

θi = θ1i − θ2i sin θ1i = XE − XF

Ri
sin θ2i = Xi − XF

Ri

In the third model, Model III, the lingering material is evacuated in an example
such as Model II, with a distinction in the depth of the cut. The leg from the bottom
position “0” to “a” is selected to produce a coherent radial cut. As needed, this will
generate a start with the shallowest lateral depth. The resulting cuts are produced
gradually in parallel depth. This is the reason for a bit-by-bit increase in the rate of
inventory eviction as the tool is more deeply engaged in the job. Movements require
a lonely cycle for this model, which is similar to Model II. The price of Xi and Zi

for the pass that I need in the blocks is:

Xi = XF +
√[

R2
i − (ZF − ZE )2

]
and Zi = ZE +

√[
R2
i − (XE − XF )2

]
(6)

where

Ri = Ro − i + Ro − R

N
and Ro =

√[
(XE − XF )2 + (Zs − ZE )

]2

3 Experimental Work

In order to make any statistical inference concerning the distinct patterns, a sample
size of “n” is required from each technique. To study the qualitative reaction resulting
from the three patterns of circular machining, an assessment of variance can be
of excellent assistance. Testing the surface roughness factor resulting from three
distinct round machining patterns is a single three-level variance analysis. Five runs
per machining model were used as a sample size. Aluminum compound material
was used for the samples where Table 1 used two groups with three sets for each.
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Table 1 Machining conditions for various machining patterns

Group I Group II

Machining method A B C D E F

Machining model I II III I II III

Feed (mm/min) 100 100 100 100 200 100

Cutting speed (rpm) 900 900 900 1800 900 900

Max. depth of cut (mm) 1.35 1.35 1.35 1.35 1.35 2.8

Machining time (sec.) 82 148 102 82 82 82

Fig. 2 A round sample
performed on the CNC
machine

Machining assignments have been finished with the Emco Concept Turn 155, PC-
controlled CNC-Lath. A 35 mm round, powerful bar was used to machine round
radius R = 17 mm, as shown in Fig. 2. A program [14] was drawn up for each
suggested machining sample using the Xi and Zi characteristics to meet this need.

The technique and the suggested cutting conditions for each proposed machining
sample are shown in Table 1 for the two groups.

The machining time is determined and shown in Table 1. Each of the samples was
machined under the predefinedmachining andmachining circumstances. The surface
roughness was taken using the square root of the arithmetic mean of the squares of
the set of values (RMS). The RMS of the machined surface was estimated using the
Mitutoyo Surftest 301 [15]. Four measurements were done in regions halfway along
the circular surface and 90 degrees were divided. Test printouts for the three specific
group-1 methodologies are shown in Fig. 3. The least significant difference (LSD)
technique [16] was used to compare these measurements for important contrasts in
their impacts. LSD is determined using the mean square error (0.0052) in Table 3.
Such test for the LSD was determined to have a value of 0.1.

Therefore, any set of techniques for any machining instance has a flat comparison
in techniques of more than 0.1 value, which would suggest that the comparison of
pairs of mean populations is fundamentally unique. The difference in techniques for
different sets is as follows:

Unmistakably, the main pair of implies that does not vary essentially is for
machining design “A”, and “C”. At the interim,machiningwith example “B” demon-
strates bigger critical contrasts with either design “A” or “C”. These demonstrate
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Fig. 3 Samples printouts of the surface roughness for the three methods “A”, “B”, and “C”

that both of machining designs “A”, and “C” are factually proportional, and these
watched varieties in the nature of themachined surfaces by these patterns are because
of ordinary test errors as opposed with the impact of the utilized machining strategy
itself. In addition, it is inferred that technique “B” gives a superior surface roughness
contrasted with the other two machining technique “A”, and “C”.

Unmistakably, the primary pair ofmeans that does not differ ismainly “A” and “C”
for machining. In the interim, “B” machining shows greater critical contrasts with
either “A” or “C” design. These show that both the machining design “A” and “C”
are factually proportional, and these observed varieties, in the nature of the machined
surfaces, are due to ordinary test errors, as opposed to the impact of the machining
strategy itself. In fact, it is inferred that the “B” method provides a superior surface
roughness compared to the other two “A” and “C” machining techniques.

In order to increase the additional requirements for the upgrade of these three
suggested machining models, machining time may be used. Examination of the
machining time is determined by the machining time circumstances for each
machiningmodel. It is very clear fromTable 1 that themachining cycle using the “B”
method is very much greater by almost 76 and 45% over the “A” and “C” patterns,
respectively.

The above findings indicate that the predominant quality for surface roughness is
achieved by the round machining of technique “B” which has a progressively drawn
machining time. The author has tried to cope with this problem of either how to use
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Table 2 Statistical results of
surface roughness (RMS) for
Group I

Method A B C

Average (microns) 1.81 1.61 1.81

Variance (microns)2 0.00088 0.007 0.008

“B” design with a shorter machining time that is ideal with the machining time of
“A” or “C”. Dealing with this problem can give rise to the common quality of the
machined surface in a shorter moment, which is the ideal reaction for any technique
of machining when using CNC machines.

Another set of studies was suggested to enhance the machining method by using
the round interpolation calculation of pattern “B” and the fresh features for cutting
circumstances as shown inGroup 2 of Table 1. These fresh features for cutting speeds,
feeds, and cutting depth guarantee a basic machining time of 82 s. A summary of the
verifiable outcomes for the preliminary information obtained to consider the impact
of the modified cutting circumstances is shown in Table 2. Test printouts for the fresh
balanced group 2 method are shown in Fig. 4.

Fig. 4 Sample printouts of the surface roughness for the three methods “D”, “E”, and “F”
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4 Results and Discussion

Table 2 shows measurable test outcomes A, B, and C of group I of Table 1 for surface
roughness, showing that the circular interpolation algorithm can obviously improve
themovement accuracy of a heavy-dutyCNCfloor-type instrument by reconstructing
CNCprograms. In this system, the circular algorithm for interpolation, reconstruction
of the CNC program, simulation of the tool path, etc., can be carried out.

Comparing the average for each method, the “B” technique obviously provides
the surface roughness of the machine a superior value than the other two techniques.
Meanwhile, it appears that the “A” technique causes fewer disparities in output
compared to the “B” and “C” methods. Before a powerful choice for machining
design can be made by “B” method over “A” and “C” techniques, the assessment
is advised. Table 3 shows the delayed implications of the assessment applied to the
information collected from each machining technique. The findings of this inquiry
show that the mean square between the techniques is numerous times greater than
the mean square within the policy. This almost definitely shows that the means of
the multiple methods have not been raised.

From the view of Table 4, the mean of the three methods is unique and has a
critical impact in the delivery of different surface roughness features due to the use
of distinctive circular insertion machining models for the CNC machine. This is a
factual assumption regarding themean anddifference of “A”, “B”, and “C”machining
patterns. In comparison to each other, sets of machining models such as “A-B,” “A-
C,” and “B-C” are used. Return to Table 2,Measurements for the comparison ofmean
and variance for Group II methods “D”, “E”, and “F” and Group 1 methods “B” may
suppose that sample “B” forces the largest value formachined surface roughnesswith
the shortest machining time compared to separate samples from separate techniques.

Table 3 Investigation of the
surface roughness from three
machining techniques

Source of
variation

Sum of
squares

Degree of
freedom

Mean square

Between
method

0.141 2 0.0705

Within
method

0.063 12 0.0052

Table 4 Group II results for
surface roughness

Method D E F

Average (microns) 1.83 3.7 1.67

Variance (microns)2 0.03 0.158 0.0005



Optimal Selection of Circular Interpolation for CNC … 139

5 Conclusions

The technology is used by a CNC turner and is based on various models of circular
passes. The algorithm described uses a CNC interpolator in real time, in order to
provide the highest precision possible for the rotating machine. The entire working
process can be programmed as a sidelong cycle cutting depth that increases the
generation capacity of the current fixed cycles G02/G03 CNC rotation. Three lineal
algorithms of interpolation, liner passes, direct and circular passes, and lingering of
different cutting depthswere proposed and applied in themachination of hemispheric
geometry by CNC machines.

Pattern “II” was discovered to give a superior surface roughness to the machined
surface. This conclusion relied on the measurable derivation of the analysis exami-
nation and the right selection of the LSD method was made. In addition, upgrade the
machining operation as stated by themoment ofmachining. Pattern II was redesigned
with the aim of streamlining its machining time, yielding cutting speed, feed rate,
and cutting depth. It was inferred that pattern II with increased depth of cutting forces
was of the highest quality for machined surface roughness with base machining time.
The calculation of this model is specified as necessary as an optimal round addition
calculation that is appropriate for CNC turning points.

Nomenclature

XE, ZE X- and Z-coordinates of arc end point
XF, ZF X- and Z-coordinates of arc start point
dZ Allowance for final finish pass
Fa Accelerated feed rate
N Number of passes
R Arc radius
θ Arc angle
Zs ZF + approach (dz)
Fc Cutting feed rate.
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Classification of Motorcycles
and Prediction of Indian Motorcyclist’s
Posture at the Conceptual Design Stage

Arunachalam Muthiah and Sougata Karmakar

Abstract It is challenging for a designer/engineer to presume the adopted posture of
a rider on amotorcycle during the 2D sketching at the conceptual phase of the design.
Current techniques followed for predicting rider’s posture include superimposing
2D manikin on the sketch of the motorcycle. To facilitate the designer/engineer,
apart from demonstrating a method for classifying motorcycles, the current research
proposes ‘rider triangle’ (connecting three points located at the handlebar, seat, and
footrest) based alternative posture determination technique for a standardmotorcycle
without the direct involvement of 2Dmanikin. The proposed method deploys regres-
sion models to predict absolute angles of six body joints, namely trunk, thigh, leg,
foot, arm, and forearm. The regression models were validated with negligible (below
10%) errors compared with the posture of real human rider from 2D image analyses.
Although there are various limitations of this technique, it is capable of giving rough
estimates of aforesaid six body joint angles for the rider of average body dimensions.

Keywords Two-wheeler ·Motorbike · Ergonomics · Posture · Biomechanics ·
Comfort

1 Introduction

A motorcycle is a standard mode of transportation in India. The Indian motorcycle
industry is reporting a phenomenal growth over the past few years. Studies by Indices
Analytics (2015) showed a double-digit growth rate with the sale of 10 million
motorcycles during 2009–2010. Their prediction showed a trend towards the demand
of a more powerful motorcycle with 72% in the 125 cc category, 27% in 125–250 cc
category, and 1% in the premium segment. The motorcycle usage includes daily
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commuting on the long way for office going and other works that involve speed and
have time constraints like fast food delivery, speed post, and police patrols [1].

The classification of motorcycles based on ‘put to use’ and ‘intent to design’
includes cruiser, scooters, sports/racer, and standardmotorcycles. Generally, the clas-
sifications are based on motorcyclist’s posture, engine capacity, context of use, and
style. These classifications or nomenclature of the motorcycles are not standardized
across the world [2]. Moreover, there are many approaches to classify motorcycles.
Hale [2] reported the commonality and differences among different types of motor-
cycles. However, the Society of Automotive Engineers [3] provides a classification
method with symbols. These recommended practices offer uniform definitions for
the classification of motorcycles. There are three major classifications: (1) on-road
(designed to ride on a paved surface or public road), (2) off-road (not intended to ride
on the concrete surface or open road), and (3) competition motorcycle (designed for
competitive events). These classification techniques are based on few criteria which
include (1) steeringmeans (handlebar-H,wheel-W, other-O), (2) operator seat config-
uration (straddle seat-S, bench or bucket seat-B), (3) engine capacity (less than 50—
A, 50 to 169.9—B, 170 to 279.9—C, above 280—D, electric—E), (4) maximum
speed (less than 50 km/h–L, 50 km/h, and higher—H). For example, an on-road
motorcycle with two wheels, handlebar mean of steering, designed for two riders,
125 cc engine capacity, and speedmore than 50 km/h, is classified as R1HS2BH. This
symbolic representation-based classification method does not provide any particular
name or term. Thus, it is not suitable or easily understandable for the common
man. To avoid, the name evolved like cruisers, sport, touring, standard, street, naked
motorcycles, etc.

In the USA, the motorcycles are grouped based on intended use, riding posture,
engine capacity, comfort, and price [4]. Thus, 12 groups, namely cruiser, stan-
dard, touring, sport-touring, sport, unclad sport, supersport, chopper, dual-purpose,
scooter, all-terrain vehicle, and off-road, are found. In these groups, many of them
are found to be with minimal differences [5]. In the UK, the motorcycles are grouped
like naked road motorcycle, faired road motorcycle, super sports, tourer, sport-
tourer, endure (large and small), and cruiser, based on intended uses riding posture,
aesthetical style, and aerodynamic architecture.

Among various techniques, the rider’s posture-based classificationmethod is vital
in terms of ergonomics of a motorcycle [6]. According to this technique, motorcycles
are categorized asRIPOCType 1: forward lean riding posture, RIPOCType 2: upright
riding posture, RIPOC Type 3: seat back leg forward riding posture, and RIPOC
Type 4: double forward riding posture. Lai et al. [7] followed a similar technique
for classification of the motorcycle, but the terms used as a cruiser (lean backward
with feet forward), sport (forward leaning), and touring. Generally, motorcycles
popularly used in India are classified based on design styles and appearance [8].Many
customers are also attracted by the aesthetic look and brand name [9], aerodynamics
[10], and engine capacity. The global trend of possessing a motorcycle for style and
purpose [11] is also making the customer’s mindset.
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2 Rationale for the Research

During the conceptualization of motorcycle design, engine capacity and exterior
styling get priority, but due importance is not given to various human factor issues
like body joint angles and postural comfort/discomfort. This leads to early fatigue [1],
joint pain, and sores of the riders. Studies have shown that higher risks are involved
in motorcycle riding [12–15] than four-wheeler. Motorcycle has the highest number
of road accidents among road users [13]. It is a fact that death due to a motorcycle
accident happens once in every hour in India [16].

The specific reasons for road accidents are difficult to identify. However, few
primary reasons mentioned by researchers [14, 17, 18] include motorcycling fatigue,
lack of training, drunk riding, etc. Motorcycling fatigues are caused due to vibration,
bad road condition, poor ridingposture, etc. [15]. The adopted ridingposture is depen-
dent on the dimension and spatial arrangement of motorcycle components, human
anthropometry [2], etc. Body joint angles or the riding postures adopted during riding
has to be comfortable to ensure full concentration and presence of mind on the road
since motorcycle riding involves firm control and steady traveling [1]. The posture of
the motorcyclists has been studied by a few researchers [19–21] using RULA, QEC,
WERA, etc. The aforesaid postural evaluations are generally conducted with mock-
ups/prototypes. Thus, these are not for the proactive ergonomics evaluation tool
for posture evaluation during conceptualization. Although digital human modeling
(DHM) based virtual simulation allows posture prediction and posture evaluation
in the early developmental stage of the design process, it would be only applicable
when the CAD model of the motorcycle is developed.

Hence, it is challenging to assess the posture of the riders on the intended motor-
cycle design during 2D sketching at the conceptualization stage. Current practice for
predicting posture includes superimposing 2D manikin on the sketch of the motor-
cycle. To facilitate the motorcycle designer/engineer, the current researchers have
set the following two objectives.

(a) Proposing ‘rider triangle’ (connecting three points located at the handlebar, seat,
and pedal) based motorcycle classification method.

(b) Proposing ‘rider triangle’ based alternative posture determination technique for
a standard motorcycle without the direct involvement of 2D manikin.

3 Methodology

The methodology followed to fulfill the aforesaid objectives can be described in two
parts: (1) method for classification of motorcycles under study and (2) prediction of
motorcyclist’s posture and validation of the prediction.
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3.1 ‘Rider Triangle’ Based Classification of Motorcycles
Following Photographic Survey

• In a photographic study, motorcycle photographs were randomly collected from
some popular brands (Bajaj, TVS, Royal Enfield, and Hero), which are available
in the Indian market [11]. A total of 31 photographs (right-side-view images) of
motorcycles including images of five-Royal Enfield, eight-TVS, nine-Hero, and
nine-Bajaj models were collected from the company Web sites of the manufac-
tures. All the collected photographs were visually calibrated to make sure of the
availability of perfect side view.

• Following identification of three points of rider-motorcycle interfaces, namely (a)
handlebar point, (b) footrest point, and (c) seat index point from the photographs,
the interface points for each of the motorcycles were connected to develop so-
called rider triangle [22]. The orientation angles of this triangle around the vertical
axis (y-axis) drawn through seat index point (SIP) (as shown in Fig. 1) were used
to categorize motorcycles in various groups, e.g., cruise, sports, and standard
motorcycles and scooters. The two-orientation angles used for this purpose are θSF

(Theta seat-footrest connecting line) and θSH (Theta seat-handlebar connecting
line) (as shown in Fig. 2).

Fig. 1 ‘Rider triangle’ drawn on a typical motorcycle
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Fig. 2 Orientation angles of ‘rider triangle’ around a vertical axis for different types of motorcycles

3.2 Developing Regression Equations for the Prediction
of Motorcyclist’s Posture and Validation of the Predicted
Position

• To delimit the current study, out of different types of motorcycles, posture predic-
tion equations were proposed only for standard motorcycles, as these are the most
widely used/sold all over the world, particularly in India [23].

• The posture prediction of the riders on standardmotorcycles was initiated through
the posture study using online software (available from https://cycle-ergo.com)
[24], which required photographs of standardmotorcycles and side-view image of
2D manikin rider. Different seating positions of the manikins on the seat (center,
back, and forward) of the motorcycle images were defined using the aforesaid
online software. It also enabled to change the stature of the manikin as per the
requirement to define the variation of different percentile values of the stature
(e.g., 5th, 50th, and 95th percentiles).

• Among the 31 motorcycles under study, only 14 standard motorcycles with rider
positioned at the center of the seat were used for posture evaluation with the
help of the previously mentioned software. During this process, the stature of
the rider manikin was changed according to the 5th percentiles (5th p), 50th
percentiles (50th p), and 95th percentiles (95th p), values as per Indian anthropo-
metric database [25]. Next, the image of each standard motorcycle interfaced with

https://cycle-ergo.com
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the 2D manikin of the rider was snipped from the software and saved as image
files.

• The saved images were visually calibrated (using AutoCAD) to have a perfect
side-view photograph for the measurement of six segmental angles (absolute).
The six segments are the trunk, forearm, arm, thigh, leg, and foot. Few segmental
aspects, e.g., neck and wrist, were not considered in the current study.

• The measured six segmental angles were tabulated, and mean values were calcu-
lated in MS Excel. The mean segmental angles of all percentiles manikins are
plotted as the radial graph, as shown in Fig. 3.

• The raw measurements of segmental angle for manikin of different percentiles,
θSF, and θSH data were brought to SPSS software for normality test and followed
by correlation study and regression modeling. The best regression model was

Fig. 3 Segmental angles 2D mankins (with 5th p, 50th p, 95th p stature) positioned on a standard
motorcycle
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selected based on residual value, level of significance 0.05, and correlation (r)
greater than 0.5.

• The selected regression equations for calculating segmental angles were verified
with the measured angles from the collected samples of the photograph of real
standard motorcycles with real riders (50th p stature). The within-sample veri-
fications were made by providing θSF and θSH in the regression equation and
measuring the values of segmental absolute angles.

4 Results and Discussion

4.1 Classification Method of Motorcycles

The 31 motorcycles under the current study were categorized as 6 scooters, 3 cruiser
motorcycles, 14 standard motorcycles, and 8 sports motorcycles based on the value
of orientation angles (θSF and θSH) of the ‘rider triangle.’ The mean and standard
deviation (SD) values of θSF and θSH for all these motorcycles are presented in Table
1. This classification is corroborating with the widely used nomenclature across
different parts of the globe (Europe, Asia, and North America). These terms are
also matching with manufacturer’s selling tags. ‘Bajaj Avenger 220 cruiser’ has
been grouped under the category of cruiser motorcycles (θSF and θSH angle of 40
± 2° and 60 ± 1°, respectively). Sabbah and Bubb [22] proposed a triangle-based
motorcycle classification system, but their classification method does not deal with
the orientation angles of the triangle, and it is qualitative in nature. They used the
terms endure, sports motorcycles and naked motorcycles for classification.

The classification technique described in the present research is based on the
limited number of motorcycle samples. Thus, the values of the θSF and θSH might
be changed slightly if the sample size is different.

4.2 Posture Prediction for the Rider on Standard Motorcycle

The measured mean values of various segmental angles (Table 2) of 5th p, 50th p,
and 95th p 2D manikins on all the standard motorcycles under study were plotted as
the radial diagram for comparative visual representation (Fig. 3). The radial diagram
showed that thigh angles for different percentile manikins varied by an angle of 10°.
Similarly, an angle difference at trunk or torso was also found relatively high. The
difference among the arm angles of three different percentile manikins was rela-
tively less (about 5°) in comparison with thigh and trunk angles. However, the mean
differences at the foot, leg, and forearm angles among manikins of three different
percentile manikins were not much. Sabbah and Bubb [22] also observed a similar
variation/differences in segmental joint angles [26]. Dutta et al. [26] conducted a
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Table 1 Triangle orientation angle for all kind of motorcycles and average/SD for the same

Classified Company Model θSF θSH Average ± SD

θSF θSH

Cruiser
motorcycles

Bajaj Avenger 220 41 60 40 ± 2 60 ± 1

Royal Enfield Thunderbird 350 40 61

Royal Enfield Thunderbird 500 38 60

Scooter Hero Duro DZ 33 67 34 ± 3 70 ± 2

Hero Maestro 38 68

TVS Neo XR 35 71

TVS Rockz 125 32 70

TVS Scooty pep 35 70

TVS Tormax 150 28 72

Standard
motorcycles

Bajaj Discover 125 27 66 30 ± 5 71 ± 4

Bajaj Pulsar 135 LS 33 74

Bajaj Pulsar 150 30 75

Bajaj Pulsar 180 classic 28 69

Bajaj Pulsar 180 DTS-i 24 74

Hero CBZ Extreme 27 74

Hero Glamor 35 67

Hero Hunk 25 76

Hero Ignitor 27 76

Hero Impulse 28 70

Hero Splendor Pro 31 70

TVS Star city 32 68

Royal Enfield Bullet classic 500 42 70

Royal Enfield Classic 350 39 65

Sport/racing
motorcycles

Bajaj Pulsar 220 16 75 19 ± 5 80 ± 3

Bajaj Pulsar 220 DTS-i 15 77

Bajaj Pulsar 350 NS 10 86

Hero Karizma ZMR 23 77

TVS Apache RTR-160 22 80

TVS Apache RTR-160 25 80

TVS Apache RTR-180 25 80

Royal Enfield Continental GT 17 81
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Table 2 Mean and SD values of various segmental angles

Stature
percentiles

Trunk Arm Forearm Thigh Leg Foot

Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

5th p 17 (7) 43 (4) 15 (3) 37 (7) 12 (8) 12 (7)

50th p 10 (6) 37 (5) 17 (4) 24 (5) 9 (8) 14 (10)

95th p 6 (5) 33 (5) 19 (4) 15 (5) 11 (8) 17 (12)

study involving 30 volunteers and three different motorcycles (pulsar, discover, and
glamor). In their research, the shoulder angle was measured but not the trunk angle.
Sabbah and Bubb [22] measured motorcycling posture for five different posture
adjustments using a 3D posture measure instrument (PCMAN) from 39 participants
seated on three different motorcycles (endure, sports motorcycles and naked motor-
cycles or standard motorcycles). The 39 samples were the representative of three
different percentile riders, namely 50th p male and 95th p male and 50th p female. It
was reported that 50th p female had a higher variation of joint angles during riding
compared to 50th p and 95th p male. Specifically, on sports motorcycles, the varia-
tion of the trunk and arm angles of shorter personnel was relatively high. A similar
result was obtained in the current study for the rider of 5th p stature on standard
motorcycles. Moreover, the variations for the different segmental angles were also
high while compared among the riders of different percentile values of stature.

Correlation study and regressionmodels. Normality test was carried out for the
values of θSF and θSH for different standard motorcycles. A Shapiro-Wilk test (p >
0.05) [27] and a visual inspection of the histograms and normal Q-Q plots showed
that the data were almost normally distributed for both θSF and θSH. A skewness of
1.09 (SE = 0.524) and kurtosis of 0.724 (SE = 1.014) were observed for the θSF

while a skewness of 0.448 (SE= 0.52) and a kurtosis of−0.906 (SE= 1.014) were
for the θSH.

The Pearson correlation test was performed for the manikin of all percentiles to
identify the correlation strength between joint angles and θSF/θSH for each of the 14
standard motorcycles under study. The results of correlation statistics are shown in
Tables 3 and 4. The segmental joint angles with orientation angle (θSF or θSH) were
found highly correlated in the case of the 2Dmanikin of 50th p stature compared to the
manikins of other percentile stature (50th p and 95th p). The correlation coefficient
vales were also found significant at p < 0.05 level for 50th p manikin.

Among various regression models (linear, logarithmic, inverse, quadratic, and
exponential), best-suited models were selected based on three major parameters such
as r (correlation coefficient), r2, residual, and significance level. The best-identified
models (either exponential or linearmodel) for the angular prediction of an individual
segment are shown in Table 5.

The predicted/estimated values of joint angles were compared with joint angles
measured from the 2D manikin of 50th p stature positioned of 14 different standard
motorcycles images using the one-paired t-test. Before conducting the analysis, the
assumption of the normal distribution of differences of scores was examined and
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Table 3 Correlation of θSH correlation with body joint angles

Rider’s 
stature

Correlation and
significant level Trunk Arm Forearm Thigh Leg Foot

5thpercen-
tiles

Correlation level 
of significance

0.452 −0.689 0.738 0.029 −0.405 0.399

0.105 0.006* 0.003* 0.923 0.151 0.158

50th per-
centiles

Correlation level 
of significance

0.532 −0.550 0.670 0.334 0.602 0.839

0.050* 0.042* 0.009* 0.243 0.023* 0.000*

95th per-
centiles

Correlation level 
of significance

0.631 −0.452 0.703 0.250 0.853 0.857
0.016* 0.105 0.005* 0.388 0.000* 0.000*

*Correlation is significant at the 0.05 level (2-tailed)

Table 4 Correlation of θSF with body joint angles

Rider’s 
stature

Correlation 
and signifi-
cant level Trunk Arm Forearm Thigh Leg Foot

5th per-
centiles

Correlation 
and signifi-
cant level 

−0.153 0.709 −0.565 −0.443 0.258 −0.210

0.602 0.004* 0.035* 0.113 0.373 0.470

50th per-
centiles

Correlation 
and signifi-
cant level 

−0.229 0.342 −0.771 −0.575 −0.224 −0.601

0.431 0.
0.231

0.001* 0.032* 0.442 0.023*

95th per-
centiles

Correlation 
and signifi-
cant level 

−0.319 0.512 −0.546 −0.661 −0.641 −0.743
0.266   0.061 0.043* 0.010* 0.014* 0.002*

*Correlation is significant at the 0.05 level (2-tailed)

Table 5 Regression equations for prediction of rider’s body joint angles

Model Regression equation r r2 Residual error Sig

Linear �trunk = 0.865 θSH − 51.991 0.532 0.283 389.503 0.050*

Linear �Arm = −0.761 θSH + 91.347 0.550 0.302 273.780 0.042*

Exponential �forearm = 50.753 e−0.036θSF 0.792 0.627 0.277 0.001*

Exponential �thigh = 49.517 e−0.024θSF 0.618 0.381 0.325 0.019*

Linear �leg = 1.248 θSH − 80.325 0.602 0.365 560.874 0.023*

Linear �Foot = 2.263 θSH − 148.139 0.839 0.704 440.698 0.000*

* Significant at the p < 0.01 level (2-tailed)
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found satisfactory as the estimated skewness, and kurtosis level was less than the
maximum allowable values for a t-test (i.e., skew < |2.0| and kurtosis < |9.0|; posten
1984). Significant (p < 0.05) correlations between the predicted joint angles and
measured joint angles were also observed (Table 4).

Themeasured trunk angles (M = 10.07, SD= 6.46) and estimated trunk angles (M
= 10.04, SD = 3.43) were almost equal. A dependent sample t-test was performed.
The skewness and kurtosis level of the estimated trunk angle were noticed as −
0.304 (SD= 0.597) and−1.342 (SD= 1.154), respectively. The difference between
estimated and measured trunk angles was not statistically significant, t(0.02) = 13,
p > 0.05.

The measured arm angles (M = 36.79, SD = 5.494) and estimated arm angles
(M = 36.77, SD = 3.02) were almost equal. The skewness and kurtosis level of the
estimated arm angle were obtained at 0.304(SD= 0.597) and−1.342 (SD= 1.154),
respectively. Following a dependent sample t-test, it was observed that there was
no significant difference between the mean values of estimated and measured arm
angles, t(0.011) = 13, p > 0.05.

The skew and kurtosis level of estimated forearm angles were obtained as−0.647
(SD= 0.597) and−0.236 (SD= 1.154), respectively. Following a dependent sample
t-test, it was found that the difference between the mean values of measured forearm
angles (M = 17.21, SD = 3.64) and estimated forearm angles (M = 17.14, SD =
2.98) was insignificant, t(0.101) = 13, p > 0.05.

The skewness and kurtosis level of estimated thigh angles were obtained as
0.759(SD = 0.597) and −0.052 (SD = 1.154), respectively. Following a dependent
sample t-test, it was found that the difference between the mean values of measured
thigh angles (M = 24.43, SD = 5.25) and estimated thigh angles (M = 23.94, SD
= 2.85) was insignificant, t(0.423) = 13, p > 0.05.

The skewness and kurtosis level of the estimated leg angle were obtained at
−0.304 (SD = 0.597) and −1.342 (SD = 1.154), respectively. The measured leg
angles (M = 9.14, SD = 8.22) and estimated leg angles (M = 14.14, SD = 4.95)
were almost equal. Following a dependent sample t-test, it was observed that the
mean values of the estimated leg angles were not significantly different from the
measured leg angle, t (−0.18) = 13, p > 0.05.

The measured foot angles (M = 14.14, SD= 10.70) and estimated foot angles (M
= 14.15, SD= 8.98) were almost same. The skewness and kurtosis level of estimated
foot angles were obtained as −0.304 (SD = 0.597) and −1.342 (SD = 1.154),
respectively. Following a dependent sample t-test, it was found that the difference
between the mean values of measured foot angles and estimated foot angle was
insignificant, t (−0.005) = 13, p > 0.05.

For the final validation of the predicted joint angles of the riders, an experiment
was conducted to measure the joint angle values of the real riders on a standard
motorcycle during riding and to compare the same with the estimated values. The
real participant (with 50th p stature) was instructed to seat on four different standard
motorcycles. The photographs were taken for the measurement of joint angles. The
measured angles (real human joint angles) from the photographs were compared
with estimated joint angles using a non-parametric statistical test. No significant
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difference was observed among the joint angles obtained from different techniques
(predicted from the regression equation, measured from 2Dmanikin in riding posture
and measured from the photographs of the real rider). Wilcoxon signed-rank test of
independence with p < 0.05 was used as a criterion for the analysis of significance.

5 Conclusion

The methodology for classification for motorcycles based on the orientation angle
of ‘rider triangle’ has been proposed in the present research, and it has also been
compared with the other classification techniques reported by earlier researchers.
The proposed methodology is quantitative in nature as it relies on the values of
two-orientation angles (θSF and θSH), rather than qualitative aspects like design style
or rider’s posture, engine capacity, the context of use, etc. The regression equa-
tions have been developed to predict the average rider’s posture (indicated by six
body joint angles) at the conceptual stage of motorcycle design. These equations
need only the orientation angles (θSF and θSH) of the ‘rider triangle’ as the input.
Although there are various limitations of this technique, still it is capable of giving
rough estimates of aforesaid six joint angles of the rider of average stature. Thus,
it is expected that the automotive designers/engineers can assess the rider’s posture
just after their 2D sketching of the bike and establishing the ‘rider triangle.’ The
estimated segmental angles from regression equations could further be analyzed
for postural comfort using posture evaluation tools or based on the comfort joint
angle database for motorcycle riding. This alternative technique for determining the
rider’s posture during conceptual sketching of the motorcycle would be helpful for
the designer/engineers to consider ergonomics proactively in the design process.
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Performance Enhancement
of Evaporative Cooling Device Using
Silica Gel as an Adsorbent Material

Jasbir Singh, Neeraj Mehla, and Abhit Kumar Sharma

Abstract In this paper, the performance of the evaporative cooler was analysed
when coupled with the silica gel. A bed of silica gel is fabricated and attached with
the three sides of the evaporative cooler. The performance of system was tested at
different flow rates with and without the use of silica gel. Therefore, it was observed
that the performance of the systemwas reliablewith the use of silica gel. However, the
system is not run continuously because the silica gel gets saturated after 15–20 min.
After saturation, there is a need of replacement of the silica bed with regenerated
silica gel, which makes it complicated. Hence, in future the silica bed should be
replaced by the desiccant bed for continuous operation of the system.

Keywords Direct water-evaporative cooling · Adsorbent material (silica gel) ·
Experimental analysis

1 Introduction

Evaporative coolers are utilized to remove the waste heat to the surroundings.
However, the major drawback of the conventional evaporative cooler is that it is
operated in hot and dry season. Hence, to overcome this drawback, in the present
manuscript, the conventional evaporative cooler has been coupled with the adsor-
bent material (silica gel) and then the performance was analysed. Waugaman et al.
[10] reviewed the different desiccant-based cooling cycles. As they reported that,
the desiccant-based cooling systems have an ability to be operated on low-grade
energy. Daou et al. [1] reviewed the operations of desiccant cooling systems. They
studied the solid as well as liquid desiccants and reported that the solid desiccants
are less corrosive and easy to handle. They also reviewed the performance of the
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desiccant wheel (DW) and desiccant bed (DB) and reported that the DW works
continuously while DB works periodically. Parmar and Hindoliya [7] studied the
performance of the solid desiccant-based evaporative cooler in Indian climate and
reported that the performance of the system was high in warm & humid climate.
Varkute et al. [9] created a Peltier-based air cooling system. They concluded that
to accomplish the target of dehumidification & cooling, a Peltier module-based air
cooler combined with a compressor-based dehumidifier was able for indoor cooling.
Mehla and Yadav [6] described the performance of the desiccant dehumidifier and
studied the performance on different parameters at different rotational speeds of
the desiccant wheel. Kashif Shahzad et al. [4] studied the performance of the solid
desiccant dehumidifier coupled with the M-cycle-based heat and mass exchanger
(MC-DAC). They reported that the COP of the MC-DAC was more efficient than
the conventional system. Shamim et al. [8] developed the multi-layered binder free
desiccant-based dehumidifier (MFBDD). They utilized silica gel for the dehumid-
ification and combined it with the conventional vapour compression system. They
reported that the average dehumidification capacity of the MFBDD was higher than
that of a conventionalDW. Fong andLee [2] reported that the desiccant-based cooling
system have an ability to work in hot & humid climatic regions. They reported that
the performance of the system was more at high regeneration temperature. Wu et al.
[11] reviewed the substrate of solid desiccant dehumidification system (SDDS). The
performance of the DW depends upon the substrate having high porosity and high
thermal conductivity. Kabeel and Abdelgaied [3] investigated the performance of
the desiccant-based air conditioning system by using phase change material (PCM).
They reported that the energy saving potential of the configuration having solar
energy electric air heater & phase changing material is used for the thermal energy
source to heat the regeneration air was more as compared to other configurations.
Mehla and Yadav [5] also investigated the performance of solid desiccant-based air
conditioning system and reported the energy and exergy analysis.

2 Description of the Experimental Setup

2.1 Working Principle

Desiccant-based cooling consists of dehumidifying the incoming air stream by
passing it through a silica gel (desiccant material) & then cooling the air to the
desired indoor temperature by spraying the water. The air gets heated when it passed
through the desiccant material as it undergoes chemical dehumidification in which
vapour condenses to liquid giving the heat energy to the air so it should be cooled to
the desired indoor conditions. To use the system continuously, water vapour adsorbed
by the desiccant material must be regenerated so that it can adsorb water vapour in
the next cycle. This can be done by heating the desiccant material to its regeneration
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temperature, which depends upon the nature of the desiccant used. In the present
study, the regeneration of the silica gel was done by using the solar energy. The silica
gel is directly exposed to the sun for regeneration process.

For testing the system, a small room has been taken and the DEC was placed out
of the room over a small table and placed in front of the window. Then, all the open
space of the room has been closed. The experiments have been taken in the month of
March. Firstly, the reading was taken when the water pump off. The cooler switched
on and then, we have measured initial temperature and the airflow rate of cooler
by anemometer. We read out the initial humidity of room as well as date and time.
After running the cooler up to 2–3 h, we noted down the temperature, humidity, and
airflow rate after every 15 min interval and replace the saturated silica gel bed with
the unsaturated silica gel. Thereafter, we switched on the water pump and reading
has been taken after every 15 min for 2 h.

In second condition, we have not made the water pump off. We maintained it on
condition. First, we noted down the initial readings such as humidity, temperature,
date and time, airflow rate aswell andmaintain thewater cooler runningwithout silica
gel. We noted down the alteration of humidity, temperature, and airflow. After that,
we attached the silica gel packing with nut and bolts. We placed the hygrometer in
the inner side of silica gel to measure the reduction of humidity. The second reading
noted down in the month of April. When silica gel absorbs moisture, its colour
changes pink from blue. After saturation, we unattached the silica gel packing and
placed in the sun. Moisture gets evaporated in the sun and colour changes blue.

2.2 Design and Construction of the Experimental Set-up

Figure 1 shows the schematic diagram and experimental set-up of the direct evapora-
tive cooler (DEC). It consists of a simple water cooler of iron casing which contains
a simple water pump and fan and the vanes of fan are made of plastic material. The

Fig. 1 Schematic diagram and experimental set-up of direct evaporative cooler
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Table 1 Specification of the
DEC

Specification Dimensions

Length 40 cm

Width 40 cm

Height 58 cm

Area of window for DEC 35 × 35 cm2

three sets of silica gel holder are constructed to hold the silica gel. The iron meshes
are used to construct the silica gel holder (13 cm × 14 cm). Then, the metal strips
are welded with the DEC as show in Fig. 1. It is used to attach or detached the
silica gel holder by using nut and bolt arrangement with the DEC whenever required
(Table 1).

2.3 Selection of Adsorbent Material (Silica Gel)

To enhance the performance of theDEC, the selection of adsorbentmaterial wasmost
important criteria, which dependence upon the properties of the adsorbent material
such as adsorption capacity, rate of adsorption, etc. Hence, in the present study, to
achieve the dehumidification process silica gel was chosen as an adsorbent material
due to its low cost & satisfactory performance. Silica gel also have good rate of
adsorption.

3 Measuring Devices and Instruments

The anemometer (GM816) is used to measure the speed of air having working range
from 0 to 30 m/s and the accuracy is±5% with resolutions of 0.1 m/s. A hygrometer
is an instrument used for measuring the water vapour in the atmosphere. The relative
humidity (RH) and the temperature of air are recorded by a digital Thermo-Humidity
Metre having working range for relative humidity and the temperature’s as 10–99%
and −10 °C to 50 °C, respectively, whereas the accuracy is ±5% RH and ±1 °C
respectively with resolutions of 1% and ±0.1 °C, respectively.

4 Results and Discussion

The experiments were conducted in the month of April 2018. In the manuscript,
various cases are studied to find the different results.
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Fig. 2 Variation of
temperature and relative
humidity with time at an
airflow rate of 1.7 m/s

Table 2 Recorded data at an air flow rate of 1.7 m/s

Date Time Temperature of
outlet air (°C)

Relative
humidity (%)

Absolute
humidity (in
gm/kg)

Air flow rate
(m/s)

16/04/18 11:30 am 27.9 41 9.610 1.7

16/04/18 11:40 am 27.2 41 9.219 1.7

16/04/18 12:00 pm 26.7 43 9.392 1.7

16/04/18 12:15 pm 26.8 43 9.447 1.7

4.1 With Silica Gel Layer and Water Pump is Switched On

Figure 2 shows the variation of temperature & relative humidity with time at an air
flow rate of 1.7 m/s when water pump is switched on. The minimum temperature of
outlet air was recorded 26.7 °C. Table 2 also shows the absolute humidity with time.

4.2 Without Silica Gel Layer and Water Pump is Switched On

Figure 3 shows thevariationof temperature& relative humiditywith timeat an airflow
rate of 1.7 m/s when water pump is switched on and silica gel layer is removed. The
minimum temperature of outlet air was recorded 26.6 °C. Table 3 also shows the
absolute humidity with time.
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Fig. 3 Variation of temperature and relative humidity with time at an airflow rate of 1.7 m/s

Table 3 Recorded data at an air flow rate of 1.7 m/s

Date Time (pm) Temperature
(°C)

Relative
humidity (%)

Absolute
humidity (in
gm/kg)

Air flow rate
(m/s)

16/04/18 1:45 27.1 38 8.484 1.7

16/04/18 2:10 27.0 40 8.884 1.7

16/04/18 2:25 27.0 42 9.335 1.7

16/04/18 2:35 26.7 44 9.613 1.7

16/04/18 2:55 26.6 41 8.895 1.7

16/04/18 3:10 26.8 40 8.779 1.7

16/04/18 3:40 26.9 40 8.831 1.7

4.3 Without Silica Gel Layer and the Water Pump is Switched
On

Figure 4 shows the variation of temperature & relative humidity with time at an air
flow rate of 2.4 m/s when water pump is switched on and silica gel layer is removed.
The minimum temperature of outlet air was recorded 25.4 °C. Table 4 also shows
the absolute humidity with time. In this case, it was observed that the temperature
is decreasing with increasing the flow rate. In this case, the performance was not
reliable because the humidity is increasing continuously.



Performance Enhancement of Evaporative Cooling … 163

Fig. 4 Variation of
temperature and relative
humidity with time at an
airflow rate of 2.4 m/s

Table 4 Recorded data at an air flow rate of 2.4 m/s

Date Time (am) Temperature
(°C)

Relative
humidity (%)

Absolute
humidity (in
gm/kg)

Air flow rate
(m/s)

17/04/18 10:10 27.6 34 7.808 2.4

17/04/18 10:30 26.1 40 8.419 2.4

17/04/18 10:55 25.4 44 8.891 2.4

17/04/18 11:10 25.7 43 8.845 2.4

17/04/18 11:25 25.8 43 8.898 2.4

4.4 With Silica Gel Layer and the Water Pump is Switched On

Figure 5 shows the variation of temperature & relative humidity with time at an air
flow rate of 2.4m/swhenwater pump is switched on and silica gel layer has been kept.

Fig. 5 Variation of
temperature and relative
humidity with time at an
airflow rate of 2.4 m/s
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Table 5 Recorded data at an air flow rate of 2.4

Date Time Temperature
(°C)

Relative
humidity (%)

Absolute
humidity (in
gm/kg)

Air flow rate
(m/s)

17/04/18 12:00 am 31.1 30 8.440 2.4

17/04/18 12:30 pm 31.4 29 8.297 2.4

17/04/18 1:00 pm 31.5 29 8.345 2.4

17/04/18 1:30 pm 31.7 29 8.441 2.4

The minimum temperature of outlet air was recorded 31.1 °C. Table 5 also shows
the absolute humidity with time. In this case, it was observed that the temperature
is slightly increased by using silica gel and absolute humidity first decreased, then
increased. The performance of the system was more at high airflow rate with silica
gel. Because at low airflow rate, the contact of time between the air and silica gel get
increased and rapidly saturated.

5 Conclusions

In this manuscript, the performance evaluation of the direct evaporative cooler based
on adsorbentmaterial (silica gel) has been carried out successfully. In thismanuscript,
five different cases has been studied at two different airflow rates. The relative
humidity of air (without silica gel) at higher flow rate increases by 4% while relative
humidity of air with silica gel decreases by 1%. Therefore, it was concluded that the
performance of system has been improved by using silica gel. At higher airflow rate,
average relative humidity of air is 42% while average relative humidity of air at low
airflow rate is 30%. Therefore, the saturation of silica gel was more at higher airflow
rate as compared to low airflow rate. Whereas with the increase in air flowrate, the
silica gels get saturated. It was observed from the results that the use of silica gel is
reliable and efficient. However, the major problem faced during the experiment that
the silica gel gets saturated after 15–20 min, which interrupts the operation of the
cycle. Hence, to overcome this problem, there is a need of desiccant wheel in which
both process and regeneration should be taking place simultaneously.

References

1. Daou K,Wang RZ, Xia ZZ (2006) Desiccant cooling air conditioning: a review. Renew Sustain
Energy Rev 10:55–77. https://doi.org/10.1016/j.rser.2004.09.010

2. FongKF, LeeCK (2018)Newperspectives in solid desiccant cooling for hot and humid regions.
Energy Build 158:1152–1160. https://doi.org/10.1016/j.enbuild.2017.11.016

https://doi.org/10.1016/j.rser.2004.09.010
https://doi.org/10.1016/j.enbuild.2017.11.016


Performance Enhancement of Evaporative Cooling … 165

3. Kabeel AE, Abdelgaied M (2018) Solar energy assisted desiccant air conditioning system with
PCM as a thermal storage medium. Renew Energy 122:632–642. https://doi.org/10.1016/j.ren
ene.2018.02.020

4. Kashif Shahzad M, Ali M, Ahmed Sheikh N et al (2018) Experimental evaluation of a solid
desiccant system integrated with cross flowMaisotsenko cycle evaporative cooler. Appl Therm
Eng 128:1476–1487. https://doi.org/10.1016/j.applthermaleng.2017.09.105

5. Mehla N, Yadav A (2016) Experimental investigation of a desiccant dehumidifier based on
evacuated tube solar collector with a PCM storage unit. Drying Technol 35:417–432. https://
doi.org/10.1080/07373937.2016.1180300

6. Mehla N, Yadav A (2018) An experimental investigation on solar powered solid desiccant air
conditioning (SPSDAC) based on regenerative evaporative cooling system with PCM unit. Int
J Ambient Energy, 1–25. https://doi.org/10.1080/01430750.2018.1562969

7. Parmar H, Hindoliya DA (2013) Performance of solid desiccant-based evaporative cooling
system under the climatic zones of India. Int J Low-Carbon Technol 8:52–57. https://doi.org/
10.1093/ijlct/ctr051

8. Shamim JA, Hsu WL, Kitaoka K et al (2018) Design and performance evaluation of a multi-
layer fixed-bed binder-free desiccant dehumidifier for hybrid air-conditioning systems: Part
I—experimental. Int J Heat Mass Transf 116:1361–1369. https://doi.org/10.1016/j.ijheatmas
stransfer.2017.09.051

9. Varkute N, Chalke A, Ailani D et al (2016) Design and fabrication of a Peltier operated portable
air cooling system. Int Res J Eng Technol 03:1801–1805

10. Waugaman DG, Kini A, Kettleborough CF (1993) A review of desiccant cooling systems. J
Energy Res Technol 115:1–8. https://doi.org/10.1115/1.2905965

11. Wu XN, Ge TS, Dai YJ, Wang RZ (2018) Review on substrate of solid desiccant dehumidifi-
cation system. Renew Sustain Energy Rev 82:3236–3249. https://doi.org/10.1016/j.rser.2017.
10.021

https://doi.org/10.1016/j.renene.2018.02.020
https://doi.org/10.1016/j.applthermaleng.2017.09.105
https://doi.org/10.1080/07373937.2016.1180300
https://doi.org/10.1080/01430750.2018.1562969
https://doi.org/10.1093/ijlct/ctr051
https://doi.org/10.1016/j.ijheatmasstransfer.2017.09.051
https://doi.org/10.1115/1.2905965
https://doi.org/10.1016/j.rser.2017.10.021


Design and Analysis of an Air-Purifier
Using Cyclone Separator for Industries

R. B. Ananda Krishnan, Sidharth Vijayakumar, K. Hari Krishnan,
and S. N. Jyothi

Abstract Controlling air pollution is important for healthy well-being of humans
and nature as a whole. The presence of particulate matter in air is a serious matter of
concern as it causes several health hazards. One of the most cost effective and effi-
cient methods to separate particulate matter is by using cyclone separator. Cyclone
separator is a device without any moving parts having tangential inlet velocity of gas
stream transformed into a compact vortex or spiral flow downward between walls of
gas discharge outlet and body of cyclone. The centrifugal force resulted by vortex
or spiral creation leads to coarse particulate separation of particulate matter (24–
30 µm) from the polluted air. This paper presents the design of a 2D-2D cyclone
separator using Lapple mathematical model. Tangential inlet velocity and barrel
diameter of cyclone separator are some of the important factors which collection effi-
ciency depends on. Optimum barrel diameter and inlet velocity for highest collection
efficiency were found by numerical analysis using Lapple model, in which former
parameter was made fixed and latter changed and vice versa. The iteration was
further carried out on four particles of different densities like manure dust, Arizona
test dust, fly ash, and micro-alumina. Collection efficiencies of cyclone separator
were determined for the selected particles above mentioned. It was observed that the
collection efficiency reached a maximum after a size range (24–40 µm) of particles.
The theoretical results obtained were verified with the results obtained in CFD.
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1 Introduction

Air quality is a concern which requires imperative attention. The scientific method-
ologies implemented in various industries have led to the rapid increase of dust parti-
cles which pose a high threat to air quality. When the level of particulates exceeds
a particular range, it is called as pollutants. A range of very different particulates
like smoke, soot, mould, etc., can contaminate air. This can cause serious effect in
the growth of plants and animals, and in plants, it can lead to impair plant growth
and primary productivity (Ulrich 1984); it also causes blockage to stomata which
can affect the photosynthetic cycle. This poisoning also puts the lives of people at
risk, with diseases like silicosis, pneumoconiosis, asthma, etc., caused by inhaling
insoluble dust that lungs cannot remove. To resolve this problem, clean air spots,
free from particulate matters need to be created, and cyclone separators should be
used effectively.

A cyclone separator is a device for improving air quality by separating solid
particulates from gases by using centrifugal force. They have been used for many
decades for removing dust from industrial gas as it has low maintenance cost, simple
design, low capital, and better adaptivity to any surrounding. It has two parts: upper
cylindrical part and lower cone, which are referred to as barrel and cone. Air with
particulates is fed to the cyclone separator tangentially and helical flow is set up
inside the chamber. Since the particulates have greater inertia compared to air, it will
be tight to follow the helical pattern, and as a result, it will hit the wall and collected
outside the chamber. As the flow moves to narrow end, the radius of helical flow
decreases and velocity increases separating smaller and smaller particulates. Owing
to the shape of cyclone separator, the pressure decreases from bottom to top, and as
a result, reverse vortex will be formed at a point carrying dust-free air from bottom
to top (Fig. 1).

Fig. 1 Path traced by air
inside a cyclone separator
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Stairmand (1951) had designed a cyclone separator having eight different ratios
which can be derived from barrel diameter. Most of the designs were formed on
a trial and error basis. 2D2D (Shepherd and Lapple 1939) and 1D3D (Parnell and
Davis 1979) are the cyclone separators normally used. The representation of 2D2D
means having barrel and cone length 2 times greater than the barrel diameter, whereas
1D3Dmeans barrel and cone length 1 and 3 times greater than barrel diameter. It has
been proved that 2D2D and 1D3D cyclone separators are efficient to separate fine
particles [1].

The objective of this paper is to design a cyclone separator to separate particulate
matters of different materials like manure dust, Arizona dust, fly ash, and micro-
alumina from the air with particulates ranging from 2 to 40 µm in size. Lapple’s
2D2D mathematical model is used for designing the cyclone separator. To start with
the design, the barrel diameter needs to be fixed and other design parameters can be
obtained using the barrel diameter. The barrel diameter under consideration is 0.12,
0.18, 0.24, and 0.30 m and the tangential velocities used for calculation ranges from
13 to 16 m/s. The value of barrel diameter and tangential velocity having maximum
collection efficiency is taken and the collection efficiency for the above particulates is
calculated. The design of cyclone separator was done in SolidWorks. Computational
Fluid Dynamics (CFD) was done using Siemens Star-CCM+ software to validate the
theoretical analysis. In this section, using particle injection, the collection efficiency
of cyclone separator for fly ash (ρ = 2700 kg/m3) and tangential velocity (V tan =
16 m/s) have been calculated. It was found that the collection efficiency obtained
from CFD was greater than the theoretical calculation.

2 Methodology

Cyclones can be designed and optimised based on the level of application. Our design
of cyclone is targeted towards removing particulate matter (PM2.5 and PM10) from
theworkplace and thus to create clean air spots in the industries. They consist ofmany
independent units working together with inlet conditions specified in the design. The
publication on optimisation of cyclone separator is less, as there is no single theory
predicting their performance with reasonable accuracy. Hence, the optimisation of
cyclone is done mostly on the basis of experiment or trial and error basis [2]. It
often becomes difficult to conduct experiments by trial and error to find collection
efficiency (CE). As a solution, various pre-determined mathematical models can
predict the CE with practical variations [3, 4]. In our design, we have used classical
cyclone design (CCD), the Lapple model to design the cyclone separator. There are
several challenges associatedwith selection of thismodel; it was determined byWang
et al. [1] that optimum performance of cyclone depends upon inlet conditions and it
does not predict the number of turns required for different cyclones. CCD process
can be used only if the design engineer knows (a) Flow conditions (b) Particulate
matter and (c) The type of cyclone (2D2D) to be designed. After fixing all necessary
parameters, i.e. the particle density (Fly Ash—2700 kg/m3), inlet tangential velocity
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(V tan) (v = 13 m/s), and by determining cut diameter (Cd) using Lapple model,
the CE was determined for barrel diameters (Dc) of 0.12, 0.18, 0.24 and 0.3 m for
average particles size ranging 2–40 µm. Since even the smallest particles had more
CE than the rest, the Dc was selected to be 0.12 m. The selection of barrel diameter
was later followed by optimisation of V tan. The V tan for maximum CE was similarly
determined for average particle sizes.

3 Equations Used

To calculate the number of turn in a cyclone separator

N = 1/Hc(Lb + Hc/2) (1)

where

N Number of turns in cyclone.
Hc inlet duct height.
Lb height of the barrel.
ZC height of the cone.

To calculate the cut diameter of the cyclone separator

Cd =
√

(9 ∗ μ ∗ Bc)/
(
2 ∗ π ∗ N ∗ Vtan

(
ρp − ρ

))
(2)

where

Cd Cut diameter.
μ Absolute viscosity of fluid (Ns/m2).
BC Width of the inlet duct.
V tan Inlet velocity (m/s).
ρp Density of the particle (Kg/m3).
P Density of the fluid (Kg/m3).

To evaluate the CE of the cyclone separator

η = 1/
(
1 + (

Cd/Dp
)2)

(3)

where
Dp Average particle size.
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4 Design of a Cyclone Separator

Design of cyclone separator plays an integral role, so it is essential to select proper
design parameters such that themaximumCEcould be attained. Shepherd andLapple
2D2D model for designing was chosen as a reference. The model was selected
because previous work done by Wang [5] suggested that 2D2D cyclones have more
CE for particles diameter less than 100 µm. D in 2D2D stands forDc of the cyclone.
If a cyclone is 2D2D, it can be inferred that the height of the barrel and cone will be
twice that of Dc. Once we fix the Dc of the cyclone, we can evaluate other design
parameters of the 2D2D cyclone from the image given in Fig. 2.

Fig. 2 Design parameter
relations of 2D2D cyclone
separator (Source [6])
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Table 1 Parameters used to
design cyclone separator

Cyclone
dimensions

Abbreviation Ratio (dim/dc) Dimensions
(m)

Barrel
diameter

dc 1 0.12

Height of
barrel

Lb 2 0.24

Height of
cone

Zc 2 0.24

Inlet height HC 0.5 0.06

Inlet width Bc 0.25 0.03

Outlet length Sc 0.125 0.015

Gas outlet
diameter

De 0.5 0.06

Duct outlet
diameter

Js 0.25 0.03

To find out the suitable value ofDc for the cyclone separator, a study was done by
[5, 7–9]. Dc’s range was found to be 0.12–0.30 m. A study on V tan for the cyclone
was done by [6, 7, 10] and was found to be 5–16 m/s. As we have two unknown
quantities, we cannot vary both parameters; hence, it was divided into two steps (a)
Constant V tan with varying Dc. (b) Most efficient Dc was chosen with varying V tan.

Fly ash (2700 kg/m3) [11] was chosen as the particulate present in the air. Initially,
the CE was determined by fixing (1). Number of turns was found to be 6 and by
substituting the number of turns in Eq. (2), cut diameter was calculated to be 2.373
E−06. Oncewe get the value ofCd byEq. (3), CE of the cyclonewas calculated and it
was found that CE of 0.6150was achieved for particle size 3µm.Similar calculations
were repeated for particle size 5, 8, 14, 24, and 40 µm. After performing the above
calculations,Dc and V tan, which gave the best efficiency, was chosen and the cyclone
was designed. Table 1 has the design parameters used (Fig. 3).

Air can be contaminated by a range of different particles such as dust, smoke, and
ash. Particulates can vary in density and size. From a study conducted, the following
particles were selected: Arizona test dust [6], fly ash [11], manure dust [11] and
micro-alumina [12]. Similar calculations were repeated on these three particles and
by using Eqs. (1), (2) and (3), CE was determined for particle size 5, 8, 14, 24, and
40 µm.

5 Computational Fluid Dynamics (CFD)

The theoretical CE obtained for particulates (fly ash) was validated using STAR-
CCM + CFD package. The gas inlet conditions at atmospheric pressure were V tan

= 16 (m/s) and density = 2700 (kg/m3). CFD consisted of the following steps-
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Fig. 3 Designed cyclone
separator

5.1 Creation of fluid path from design
5.2 Refined meshing
5.3 Selection of proper physics models to solve
5.4 Iteration
5.5 Results.

5.1 Creation of Fluid Path from Design

Initially, the design is done in SOLIDWORKS and is converted to solid model. This
is then imported to STAR-CCM+. It is important to convert all hollow parts in design
into solid parts which define fluid path. Then, the boundary interfaces of flow are
determined and named to be inlet, outlet 1, and outlet 2 (Fig. 4).
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  A – Inlet 
B – Outlet1  
C – Outlet2 

Fig. 4 Creation of flow path

5.2 Refined Meshing

Under OPERATIONS option in STAR-CCM+, we selected appropriate meshes as
shown in Fig. 5. The critical areas where the required data like velocity, pressure,
and mass flow rate to be determined are further meshed to obtain (Figs. 6, 7, and 8).

Fig. 5 Selected meshers
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Fig. 6 Mesh parameters

Fig. 7 Meshed cyclone separator

5.3 Selected Physics Models

In analysis, apart from normal velocity and pressure determination along the cyclone,
fly ash particles of size and density 4 µm and 2701 kg/are injected and in the end,
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Fig. 8 Volume mesh in a
derived cross section

collection efficiency is determined. To obtain results in CFD, numerous models were
used. The flow is assumed to be steady three-dimensional flowwithmach number less
than 0.3 (Segregated flow). The state of flow is turbulent in nature and henceReynolds
averaged Navier Stocks (RANS) model is used. Reynolds stress turbulence model
is used since it accounts for direction effects of the Reynold stresses and complex
interactions within turbulent flows (Fig. 9).

Lagrangian multiphase model is selected since the inlet medium consisted of
two phases, namely air (gas) and dust particles (solid). It accompanies a multiphase
interaction between them along the flow in the cyclone separator. All the particles
injected are considered to be spherical in shape (Fig. 10).

The Track File node, which has properties, represents the Track File model. This
model indicates that the tracks of parcels (parcels are a set of particles) are recorded
in a track file and, if so, what variables are recorded. A temporary track file only is
created while the simulation runs. It is essential to save the simulation so that this
temporary track file is moved to a final file having the same name as the simulation.
Boundary sampling model is used to record parcel states when they interact with
certain boundary conditions. The residence time model makes particles residence
time available as a field function. Erosion modelling predicts the rate of erosion from
particle impact on solid walls. Erosion rate is defined as the mass of wall material
removed per unit area per unit time. An additional turbulent dispersion force in
the phase momentum equations models the effect of turbulence in redistribution of
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Fig. 9 Selected physics
models

non-uniformities in phase concentration. This term arises naturally when Reynolds
averaging is applied to the instantaneous drag force. Pressure gradient force model
includes the force determination in the cyclone due to the pressure gradient. Figure 11
shows the particle injection in the cyclone.

5.4 Iterations

After fixing all inlet conditions (V tan = 16 m/s, ρ = 2700 kg/m3), categorising inlet,
outlet 1, and outlet 2 (as velocity inlets and pressure outlets) and selecting proper
physics models, the stopping criteria is set to 3200 iterations. The simulation is then
initialised and then run (Fig. 12).
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Fig. 10 Selected Lagrangian multiphase models

Fig. 11 Above simulation shows theway particlesmoves inside the cyclone separator after particles
are injected alongwith air. The different colours shows the velocity of particles at a particular instant
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Fig. 12 Iterations

5.5 Results and Discussions

It was found from Eqs. (1), (2) and (3), it was found that cyclones which had least
barrel diameter gave better efficiency; hence, 0.12 m was selected to be the optimum
barrel diameter among 0.12, 0.18, 0.24 and 0.30 m. The graph below shows the
decreasing trend of efficiency with increase in Dp (Fig. 13).

Similarly, Eqs. (1), (2) and (3) were used to find optimum V tan for the selected
Dc. It was observed that higher velocity gave higher efficiency for 2D2D cyclones as

Fig. 13 Variation of collection efficiency with average particle size for different barrel diameter
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shown by [9]. Hence, 16 m/s was selected as the optimum V tan. Graph below shows
the increasing trend of efficiency with an increase in V tan (Fig. 14).

A theoretical study on four different particulates were also done by Eqs. (1), (2)
and (3). Table 2 shows this CE results obtained.

From the above tables and Fig. 15, we can infer that it is easier to separate parti-
cles which have higher density, i.e. above 1800 kg/m3 by using a cyclone separator,
if low-density particles are used, the efficiency has to be compromised. As settling
occurs due to gravity, less dense particle will be difficult to separate by using cyclone
separator. For separating less dense particles, methods like magnetic dust separators
are used. From Fig. 15, it was also observed that after 24 µm, every particle irre-
spective of their density had a CE of 99%. This signifies that cyclone can separate
particles with larger particle diameter. In this case, particles above 24µm for all dust
particles were separated with very high efficiency irrespective of the density.

Fig. 14 Variation of collection efficiency versus average particle size for different velocities

Table 2 Collection efficiency for different particles of different density

Average particle
size (µm)

Collection efficiency (η)

Manure dust
ρ =
1800 kg/m3

Arizona test dust
ρ = 2600 kg/m3

Fly ash
ρ = 2700 kg/m3

Micro-alumina
ρ = 3900 kg/m3

3 0.6482 0.7307 0.7344 0.7998

5 0.8366 0.8829 0.8848 0.9173

8 0.9291 0.9507 0.9516 0.9659

14 0.9756 0.9833 0.9836 0.9886

24 0.9915 0.9942 0.9943 0.9961

40 0.9969 0.9979 0.9979 0.9985



Design and Analysis of an Air-Purifier Using Cyclone … 181

Fig. 15 Collection efficiency versus average particle size for micro-alumina, Arizona test dust, fly
ash, and manure dust

5.6 Computational Fluid Dynamics

(a) Mass flow rates through outlets

This shows that 75.807% of air coming through inlet is passing by outlet1 which
is the gas outlet of a cyclone separator in our design. It happens since there is a
generation of pressure gradient along the length of cyclone. The pressure variation
causes the cyclone to have a reverse swirl flow. It is due to this oulet1 has more
mass flow rate. In Fig. 16, CFD results show that the lowest value of pressure (dark
blue region) in near outlet 1. This is the reason why larger amount of air exists
along outlet 1 as shown in Table 3. Outlet 2 has light blue colour which implies
that pressure is low but not as low as outlet 1, this is the reason why 24.19309%
of air is going out thought outlet 2. Highest pressure is observed along the walls
of the cyclone separator (red region).
From top to bottom, there is a pressure drop, i.e. light blue in bottom area and
dark blue in the upper area. Hence, reverse vortex is formed.

(b) Streamline of fluid path
This shows how the air that reaches a certain point starts to experience a reverse
swing flow which is caused due to the variation of pressure as shown in Fig. 16.
This leads to reverse vortex flow of air and due to the presence of lower pressure
at outlet 1, larger amount of air flow through outlet 1. Figure 17 shows the
streamline path which air takes inside the cyclone separator.
The dark blue indicates zero velocity and the red indicates high velocity. The
flow path of air can be seen with their velocity in different colours.
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Fig. 16 Pressure gradient along the length of the cyclone

Table 3 Percent of flow rates Flow region Flow rate (Kg/s) Fraction of air(%)

Inlet 3.41E−02 100

Outlet 1 2.59E−02 75.80710

Outlet 2 8.25E−03 24.19309

(c) Total erosion plot
Erosion rate is defined as the mass of wall material removed per unit area per
unit time (Fig. 18).

(d) Average collection efficiency
From the simulation, we obtained the average CE of cyclone separator with fly
ash as particulate as 90%. This validates the result obtained from theoretical
analysis (Fig. 19).
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Fig. 17 Streamlines of airflow

Fig. 18 Total erosion plot versus time
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Fig. 19 Collection efficiency plot

Research done by (1) shows that for Lapple 2D2D cyclones has an effi-
ciency of 88% for particulates which has density in the range of 1000–
3000 kg/m3.Velocity and diameter are also comparable hence research done
by (1) can validate our results obtained from theoretical and CFD analysis.

6 Conclusion

There are several serious health hazards because of poor air quality. Apart from
poor air quality index in metro cities, the employees working in various industries
are having serious health threat due to ill-managed particulates in the air. Aggra-
vated cardiovascular and respiratory illness, damaged cells in the respiratory system,
asthma, bronchitis, emphysema, and possibly cancer are some of the complicated
diseases. Hence, creating good air quality is vital to ensure safe working environ-
ment for employees. In most agricultural industries, cyclone separator is used for
separating different particles of different density. This property of cyclone separator
can be exploited for air purification in industries with very poor air quality. In our
work, we have designed a cyclone separator with good collection efficiency. For
that, we determined the optimum barrel diameter and tangential inlet velocity for
our application using Lapple model. Then, according to standard design procedures,
the entire dimensions for the cyclone separator was calculated. After design, theoret-
ical collection efficiency was calculated for different particles like micro-alumina,
Arizona test dust, fly ash, and manure dust using Lapple model. The theoretical
collection efficiency for fly ash (a random particle) was validated by computational
fluid dynamics. This study has proven that CE increases with increase with increase
in tangential velocity in particle density and for all particulate matter above 24 µm
CE is 99% irrespective of their density. According to theoretical analysis, CE of the
cyclone for 4 µm fly ash is found to be 83% and from CFD analysis, it is found
to be 90%. Hence, CFD analysis is in agreement with theoretical results. The study
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will be extended to design an air purification system. The particulate free air which
comes out of the cyclone separator is passed through a series of adsorbent beds which
adsorbs and brings down the concentration of toxic gases like CO, SO2 and NO2.
Adsorption of toxic gases will be done as future work.
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Development of a Surge Tank
Set-up and Its Utilisation in the Diesel
Engine for NOX Emission Reduction

P. Sharma, J. Hira, and P. Anand

Abstract Modern vehicles are the major source of air pollution and diesel engines
are the at most pollutant with emission of NOx ranging from 500 to 1000 ppm. NOx
is the most harmful pollutant amongst various other emission such as HC, CO2, CO,
PMand soot. In this researchwork, an experimental investigation has been performed
on a single cylinder direct injection compression enginewith power capacity 3.5KW.
A surge tank set-up has been developed through which cooled EGR will be utilised
for reducing the NO. The results of the engine performance and emission have been
investigated at different loading conditions with EGR ranging from 10% to 20%.
From the experimental analysis, it has been found out that with 20%, EGR the NO
emission level has been reduced by 72% that is from 290 ppm to 83 ppm on full
loading conditions.

Keywords EGR · NO emission · Diesel engine · Surge tank

1 Introduction

Reducing pollution is a significant job in developing ICEngines.As theworld person-
alitymobility is rising and the transport industry is increasing, it is essential to restrict
the effect of vehicles on both the atmosphere and people’s health. Concern over global
warming and health has made the policy-makers to implement most stringent emis-
sion norms and set regulations for automobile industry to introduce cleaner vehicles.
Diesel engines have lowmaintenance cost and greater fuel economy, butmost engines
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have higher combustion flame temperature and the reason is presence of O2 and N2

[1]. They create nitric acids and associated salts that react with humidity and produce
unstable organic compounds in the presence of sunlight, resulting in the creation of
ground-level ozone that lastly reaches the earth’s surface together with rain or as
mist, dew, or dry objects. [2]. To overcome this problem, alternative fuel and pollu-
tion reduction techniques come into play. Exhaust gas recirculation (EGR) is one
of the established technology that may be effective in heavy-duty diesel engines. In
EGR, some part of the exhaust gas is recirculated and transferred to the intake mani-
fold. The exhaust gas gets mix with the fresh charge sucked in by the engine and then
flow into the cylinder where they dilute and cool the combustingmixture of gases [3].
The specific heat of the surrounding atmosphere is lower that the EGR. Therefore, the
heat capacity of intake charge increases and for the same heat output, the maximum
temperature is reduced. Fresh air entering into the chamber is displaced by CO2

and water vapours present in the exhaust because of which the quantity of oxygen
present in the air fuel mixture decreases. Effective air fuel mixture also gets reduced
which affects exhaust emission substantially. EGR increases heat capacity of intake
mixture, which results in decreasing flame temperature and NOx formation reactions
[4]. Based on how the exhaust gases are transferred, there are two EGR techniques,
Hot EGR and cooled EGR.When the exhaust gas is recirculated to the intake directly,
it is called Hot EGR andwhen and EGR cooler is used before transferring the exhaust
gases it is called cooledEGR.Also, dependingon the operating pressure, there are two
types of EGR used: low pressure loop EGR and high pressure loop EGR. Nowadays,
most diesel engine uses cooled EGR technique to reduce the exhaust gas tempera-
ture before sending it into the intake manifold, resulting in higher EGR rates and
lower operating temperatures, hence even lower NOx formation [5]. By increasing
the portion of low pressure EGR for three operating conditions under steady-state
engine operations, resulting in lower pumping losses and intake charge temperature,
the relationship between NOx emission and break specific fuel consumption could
be improved [6]. By incorporating cooled EGR, the NOx emission decreases from
850 ppm to 310 ppm at 20% EGR rate without significant penalty on brake specific
fuel consumption and HC emission [7]. Higher cooling rates result in decreased NOx
emission comparably at all loads. The cooling of the combustion chamber reduces the
temperature, thus reducing NOX emissions. Optimum EGR rate is observed at 15%
as there is a noticeable increase in thermal efficiency as well as decrease in harmful
emission [8]. With the increase in the load, the NOX reduction is high, and the main
reason behind the reduction is the reduced oxygen concentration and also decreased
flame temperature in the diesel engine combustion chamber. Oxygen is available in
ample amount at part load. But at higher loads, oxygen reduces remarkably, that is
why NOx reducedmore at higher loads than part loads [9]. At low EGR rates, there is
no change in the engine power and torque with fluctuating EGR. But at higher value
of EGR rates, both the power and the torque decrease sharply because the combustion
gets worse and internal power work increases [10]. The effect of EGR on a variable
compression ratio engine is positive as the brake thermal efficiency of the engine
is increased at higher loading condition without affecting the volumetric efficiency
[11]. This could happen due to reigniting of hydrocarbon in the combustion chamber
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sucked in during recirculation [12]. The local NO concentration increases when the
residual gas enters following start of combustion to a peak point where burned gases
equivalence ratio varies from a rich mixture to a lean mixture [13]. Turbo-charged
engine develops less NOx as compared to normal engines and its value ranges 0.4–
1.2 kg/hr at 100% load [14]. The NOx emission has been reduced substantially from
a value of 662 ppm to 503 ppm, respectively, using karanja biodiesel as fuel with
15% EGR value [15].

From the above literature review, it has been found out that EGR is the most
prominent technique for reduction in the NO emission. So keeping in view, our main
objective is to design and develop a cooled EGR surge tank set-up for measuring the
engine performance and emission characteristics.

2 Experimental Set-up

In this research work, an air-cooled single cylinder marshal diesel engine has been
used at a consistent speed of 1500 rpm. The set-up used in this work consists of EGR
surge tank, air filter, rotameter, water pump, thermocouple arrangements, control
valves and EGR flow pipes. The concept of surge tank is introduced to damp the
vibrations and fluctuations caused by the recirculated exhaust gases which in return
provides a smooth flow of gases into the intake manifold (Table 1).

Aluminium ranks are used for the development of surge tank set-up. The flow of
the exhaust gases recirculated is controlled by the control valves. High temperature
exhaust gases are cooled down to a certain limit by the cold water, flowing through
the surge tank. An air filter is used to purify the cooled exhaust gases by trapping
some of the pollutants and fed the clean air back into the engine. A rotameter is
utilised to measure the discharge of recirculated outlet gases. Thermocouples are
installed at the two ends to measure the hot gas temperature at the exhaust manifold
and cold gas temperature at the inlet manifold. The diesel is fed to the graduated

Table 1 Diesel engine
specifications

Sl. No. Description Data

1. Name of engine Marshal engine

2. Type of engine Vertical 4 stroke, CI diesel
engine

3. Number of cylinders Single cylinder

4. Bore 80 mm

5. Stroke 110 mm

6. Cubic capacity 0.555 L

7. Compression ratio 16.5:1

8. Rated power 5 BHP

9. Type of cooling Air cooled
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cylinder and the volumetric flow was measured using stop watch. The load on the
engine is applied with a load bank and multimeters are used to measure current and
voltage at the corresponding loads. An AVLDIGAS 444 gas analyser is employed to
analyse the concentration emission such as CO, CO2, HC and NO from the engine.
The experiment is conducted at three different loading conditions: no load (0 W),
half load (1200 W) and full load (2400 W). The test is performed for 10 min on
each load with different EGR percentages regulated by the control valves and the
fuel consumption is measured with the help of measuring cylinder for ten minutes.
Following steps were performed during the experiment:

1. The engine was made to run on diesel without incorporating EGR, to create the
baseline data at different loads.

2. To calculate the performance parameters current and voltage were noted down
for the corresponding loads.

3. Emission readings were taken from the gas analyser at each load.
4. EGR set-upwas installed and continuous flowofwater is provided for the cooling

of exhaust gas.
5. All readings were obtained while using EGR set-up.
6. Emission readings and performance parameters were calculated using respective

formulae and the results were compared.

Figure 2 shows the developed EGR set-up which has been utilised for the experi-
mentation including performance parameters and emission characteristics. It consists
of arrangement including the surge tank and rotameter to measure the flow of exhaust
gas inside the combustion chamber (Fig. 1).

3 Development of Surge Tank

Figures 3 and 4 show the designed surge tank set-up. The set-up consists of aluminium
tanks and pipes of copper and steel. The smaller tank is of five litres and placed inside
the bigger tank of capacity 10 litres. The copper pipe is concentric with the steel pipe
and the set-up acts as a concentric tube heat exchanger having the copper pipe inside
the steel pipe. The copper pipe goes through the outer tank and is connected to the
inner tank while the steel pipe is connected to the outer tank. In the developed heat
exchanger set-up, the hot exhaust gases flow through the copper pipe and gets cooled
by the water flowing through the steel pipe. The unsteady flow of exhaust gases
causes unwanted vibrations in the set-up and, therefore, has to be eliminated. The
sudden increase in the flow area helps in maintaining a steady flow, which eliminates
the vibrations. Hence, the surge tank set-up is utilised to decrease the vibrations and
to provide a continuous flow of the gases.
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Fig. 1 Schematic diagram of the surge tank set-up

4 Results and Discussions

The diesel engine was being run at various loading conditions, also with varying
the EGR % ranging from 0 to 20% for investigating engine performance and emis-
sion parameters. The diesel engine performance and emission have been represented
graphically for brake thermal efficiency, brake specific fuel consumption, volumetric
efficiency, and various emission parameters.

4.1 Performance Parameters

Brake-Specific Fuel Consumption. Figure 4 indicates the variations in break-
specific fuel consumption with increasing EGR rate at different loads. As the EGR is
increased, there is a notable improvement in fuel usage on high loading conditions.
Reduction of pumping work could be the major reason for that effect as the amount
of EGR rate is increased. Due to the reduction in pumping work, the entire inlet
charge passed the throttle. This has led to increase in the value of break-specific fuel
consumption.

Break Thermal Efficiency. The break thermal efficiency for various loads have
been shown in Fig. 5. The brake thermal efficiency has been found using the ratio of
actual brake work to the diesel fuel inlet as input value. It has been found out that
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Fig. 2 Developed set-up with surge tank

with the increase in the EGR% the brake thermal efficiency also increases. The main
reason is the induction of exhaust gases in the intake manifold.

Volumetric Efficiency. Volumetric efficiency indicates the breathing capacity of
an engine. The power output of the engine totally depends upon the utilisation of
the air. Figure 6 shows the variation in volumetric efficiency of the test engine with
different EGR rates at different loads. It has been observed from the experimentation
that with the increase in EGR rate, volumetric efficiency decreases. Reason behind
the reduction in efficiency is the replacement of fresh air charge with the exhaust
gases due to the implementation of EGR. The intake air mass flow decreases with
the increase in EGR rates.



Development of a Surge Tank Set-up and Its Utilisation … 193

Fig. 3 a Pictorial representation of surge tank with inlet and outlet water flow b Copper with steel
pipe connections transferring EGR and water flow
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Fig. 4 Variation in BSFC with different EGR rates on different loads

4.2 Emission Parameters

NO Emission. Figure 7 shows the difference in the NO emission values by using
EGR and it is has been observed that with increase in the EGR%, the NO emis-
sion decreased. The reason behind that could be the reduced flame temperature and
oxygen concentration in combustion chamber. Flame temperature is reduced because
recirculated exhaust gas helps in increasing the specific heat of the intake air. It is
clear that without EGR, NO emission had a maximum value of 290 ppm at full load
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Fig. 6 Variation in volumetric efficiency with different EGR rates at different loads

and after using 20% EGR, it is reduced to 83 ppm. Maximum reduction of 90.18%
is observed at 10% EGR on half load.

HCandCOEmission. Figures 8 and9 shows the variation inHCandCOemission
with EGR rates at different loading conditions. It is found that the amount of HC
and CO increases with increase in the EGR rate. This could be due to reduction in
oxygen concentration which results in rich air fuel mixture at different places inside
the combustion chamber. This heterogeneous mixture does not combust completely
and results in higher HC and CO emissions.
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5 Conclusions

The experimental work was carried out on single cylinder diesel-fuelled CI engine
at a steady speed of 1500 rpm. The developed cooled EGR set-up was utilised to
control the flow of EGR and also reducing the NO emissions. From the experimental
investigation, following conclusions are emerged.

• The engine performance parameters (a) BSFC: it increases with increase in the
percentage of EGR and is maximum at 15% EGR, i.e. 546.17 gm/KWh, (b) BTE:
it also increases with increase in EGR rate and at 20% EGR it is maximum, i.e.
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20.03%, (c) VE: Volumetric efficiency decreases with increase in EGR rate and
it is minimum at 20% EGR, i.e. 70%.

• The NO emission is significantly reduced through the utilisation of cooled EGR.
With 20% EGR, the NO emission was reduced by 71.37% at full load without
effecting the performance of the engine.

• The surge tank set-up has with aluminium and copper material has proven to be
an effective set-up for transferring the exhaust gases and temperature reduction
device for achieving the desired engine temperatures.
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Numerical Study of Swan Neck Rear
Wing for Enhancing Stability of Ground
Vehicle Bodies

A. Mathur , A. Mahajan , A. Aggarwal , C. Mishra , and A. Roy

Abstract Lift generated on ground vehicles moving at high speeds has always been
a major concern for aerodynamicists and designers. A proven way out is to use
passive lift mitigating strategies for generating additional downforce on the vehicle
for regaining the loss of stability. A rear wing helps in rectifying such trouble of
handling cars at high speeds by generating negative downward force which improves
overall stability of the vehicle. A new dual wing spoiler is designed for thementioned
purpose in this work. The spoiler is fitted on a generic ground vehicle having slant
edge angle of 35°. Innovative swan neck linkage has been used to connect the rear
wing with the vehicle. Numerical investigations have been performed on symmetric
models of the vehicle with and without the new wing at different length-based
Reynold’s numbers ranging from 1.98 × 106 to 4.76 × 106 using two-equation
realizable k-ε eddy-viscosity turbulence model. The observed data showcased an
increment of 20% in drag coefficient on the entire vehicle. At the same time, it was
found that there is a drastic decrement in lift coefficient in comparison to the baseline
values of the vehicle, albeit it showed a minor increase with increase in Reynold’s
number.
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1 Introduction

Safety and stability of vehicles existing in the modern world have been among the
most critical design considerations, besides making them more energy efficient.
Safety of passengers and driver is further compromised when we deal with the case
of vehicles moving at very high cruising speeds. This is primarily because of high
amount of lift generated due to flow of air over the vehicles at the considered range
of velocities. Numerous cases of accidents have been reported till date in the motor-
sports industry due to instabilities caused as a result of high speed. Thus, in addition
to a judicious need to increase the efficiency and performance of vehicles, attention
is warranted by research and studies on active or passive lift prevention mechanisms.
The aerodynamic design of a vehicular body is of prime importance as it is directly
associated with ameliorating the performance and thus contributing significantly for
a greener and safer transportation system. As a majority of the transportation system
consists of cars and other ground vehicles, this study focuses on improving the aero-
dynamic performance of simplified ground vehicle body, in other words, also known
as Ahmed Body [1], which consistently replicates the realistic car geometry flow
phenomena. Thus, analysis on this body can be generalized for most of the ground
vehicle bodies.

Although a decent amount of research has already been done on Ahmed body
[2] with flaps for lift mitigation, such as the one done by Beaudoin and Aider, and
Katz [3, 4], we perform computational simulations on a novel rear wing design fitted
on to an Ahmed body in this study. Downforce generated by any passive method
counteracts the effect of lift and contributes to the stability of the body. To generate
downforce, there are certain aerodynamicmodifications possible on the surface of the
vehicle which improve the flow of air over the vehicle. Spoilers are the devices which
are installed at the rear of a vehicle, also known as rear wings and they contribute in
generating a significant amount of downforce as quoted by Toet [5]. In this work, we
analyze the effect of using an innovative swan neck design [6] of rear wing onAhmed
Body [2]. Hamut et al. [7] elucidated that using a spoiler makes flow separation occur
further behind the vehicle. Effect of the proposed wing design and its repercussion
on flow separation and finding the resulting changes in drag characteristics is one of
the primary objectives of the present work. Whenever a rear wing is installed on a
ground vehicle for increasing downforce on the same, a certain amount of penalty in
the form of drag addition needs to be paid. This is mainly because of two contributing
factors, namely frontal area increment and wake region modification. Both, increase
in frontal area and inception of vortices resulting alterations in wake zone of the
vehicle translate to additional form drag.

Several design decisions on aerodynamics of the rear wing were carefully
analyzed, as will be explained in detail in the upcoming section. Numerical simu-
lations have been conducted on baseline as well as modified cases of Ahmed body
to carefully study the enhancement of downforce alongside the drag penalty. Slant
angle for the Ahmed body has been taken as 35° throughout this study because of
the proven ability of turbulence models to accurately capture the flow separation
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caused over backlight region [8–11]. Rear wing which is used for spoiler design
carries the profile of S1223 airfoil, which was first proposed by Selig and Guglielmo
[12]. Inception of vortices emanating from the rear wing and changes in wake region
compared to baseline case and its effect on drag has been presented for Reynold’s
number in the range of 1.98 × 106 and 4.76 × 106, both values included.

2 Design

The design of rear wing under consideration will be explained in this section. For
high-speed sports car, a rear wing helps in mitigating lift by creating a downforce
component that gives better traction control thus improving handling. A dual element
wing is selected for the airfoil. Multi element wings create more downward force
as compared to a single element wing and have a better downforce to drag force
ratio. For designing the wings of the spoiler, S1223 airfoil is chosen [12], the profile
of which is shown in Fig. 1. Since the chosen airfoil is an asymmetric airfoil, it
was turned upside down in order to generate negative lift. The width of the upper
wing is 0.75 times the width of the lower wing. The upper wing is inclined at 7°
angle of attack and the lower wing is at 0° angle of attack. The lower wing has been
kept at the mentioned attack angle in order to reduce the risk of excessive induced
flow separation at the rear of the car while the upper wing has been inclined at the
mentioned angle of attack for generating adequate amount of negative lift. The choice
of airfoil promises ample amount of downforce component even at 0° attack angle.
Inclining the upper wing at the mentioned attack angle ensures a greater amount of
effective surface area for encounter of fluid which further translates to higher amount
of lift.

In a transverse sense, span of the dual wings is equal to width of the Ahmed body.
As can be seen from Fig. 2, strategically shaped end plates have been provided at the
sides of both the wings, keeping in mind certain aerodynamic considerations. In case
of rear wings in automotive applications, high-pressure region is generated at the
top surface of the wing and a resulting low-pressure region is generated at the lower
surface of the wing. Air would always have a tendency to move from a region of
high-pressure to a region of low-pressure due to an assumption of incompressibility
of fluid. Because of its motion of free flow, air tries to move from the top face towards
bottom face from the sides. This results in additional vortices from the sides of the
upper and lower wings. Allowing this would further increase the intensity of C-pillar
vortices emanating from the vehicle. Although these vortices cannot be completely

Fig. 1 Profile of S1223
airfoil with chord length of
1 m
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Fig. 2 Design of swan neck
rear wing

prevented, employing end plates restricts their formation of some extent, thus further
enhancing the downforce to drag force ratio.

The placement of this dual wing on the Ahmed body is done with the help of
swan neck linkage. According to classical laws of flow physics, any hindrance in
the free path of fluid flow would generate a wake region behind the hindrance body
at the considered range of Reynold’s number. Thus, it becomes needless to say
that the linkages establishing connection between the wing and Ahmed body would
themselves produce their own wake region which happens to lie in the wake region
of the Ahmed body as a whole. A swan neck linkage reduces the induced drag
component by shifting its wake region away from that of the vehicle body. This helps
in reducing the adverse pressure gradients developed. As a result, the additional drag
penalty is reduced to some extent by using swan neck linkages. This governs our
choice of selection of the same in the wing design. The two connections of linkage
on the wings was at lower wing where each connection was at one fourth length of
the wing from sides. Placement of the spoiler was 30 mm above the roof of Ahmed
body.

3 Grid Discretization and Numerical Solution

Acuboidal computational domainwas defined around the vehicular bodywith dimen-
sions set according to literature [13]. In order to avoid the risk of flow recirculations
at the domain outlet, domain length behind the Ahmed body was taken as five body
lengths (one body length is equal to 1044 mm, which is the total length of the Ahmed
body). In the front it was taken as three body lengths whereas extents towards sides
and the top were kept as two body lengths. It is necessary to define several smaller
regions within the domain according to priority of mesh refinement. These are called
bodies of influence. In our analysis, three bodies of influence were used for refining
the mesh in regions vicinity of the car and separately focusing on underbody and
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wake zone, respectively. Finest mesh sizing was provided to the wake region of influ-
ence, followed by underbody and car box regions of influence respectively. Hexa-
hedral structured elements were employed for capturing the boundary layer flow
phenomena around the vehicular body whereas unstructured tetrahedral elements
were used for discretizing the domain at all locations away from the boundaries
of the car. All the tetrahedral elements were converted to polyhedral elements, the
usage ofwhich reduced total number of cells in the domain, thus decreasing computa-
tional effort. Moreover, polyhedral elements improved the overall mesh quality thus
resulting in more accurate solutions and faster convergence. Literature suggests that
the eddy-viscosity turbulence models are adequately well equipped in capturing the
flow phenomena associated with an Ahmed body having slant angle of 35° [8]. The
realizable k-ε model proposed by Shih et al. [14] has been employed in the present
work for conducting numerical simulations and modeling the Reynold’s stresses
according to Boussinesq hypothesis. In this model, while the equation for turbulent
kinetic energy (k) remains identical, a new equation for turbulence dissipation rate (ε)
and a new formulation for the eddy viscosity was implemented. The eddy-viscosity
is no longer a constant but rather variable, depending on mean rate of rotation tensor.
This allowed for a better ability of the model to catch separated flow regimes fairly
accurately. In addition to the fundamental equations shown by Eqs. (1) and (2), all
the other model specific relations can be referred to from the work of Shih et al. [14].
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Standard velocity inlet and pressure outlet boundary conditions were specified
in the domain. Velocity was varied from 27.78 m/s to 66.67 m/s keeping density,
dynamic viscosity and characteristic length identical. Density of air was set as
1.225 kg/m3 and dynamic viscosity was taken as being equal to 1.79 × 10−5 kg/m-
s. No-slip conditions were specified for the walls. Second order discretization on
pressure-based coupled solver ensured accuracy in solution, the convergence crite-
rion for which was set as 10−4 for continuity equation and 10−6 for all the other
equations. Grid dependence study was performed on the Ahmed body geometry
with rear wing attached using four types of grids having different element sizes. The
extra-coarse, coarse, medium and fine meshes consisted of 1.8 million, 2.5 million,
3.4 million and 4.1 million cells respectively. Error percentage between drag coeffi-
cients predicted by extra-coarse and coarse meshes was 2.67%, that between coarse
and medium meshes was 0.91% whereas that between medium and fine meshes
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was a mere 0.16%. Considering the factors of minimal difference between results
produced by medium and fine grids and increase in the capacity of computational
resources required, the medium grid configuration was chosen for carrying out all
the simulations.

4 Results and Discussion

This section discusses the results obtained by implementing a dual rear wing with
swan neck linkages on an Ahmed body. Results will be talked about pointing out
clear references with suitable contours obtained from CFD simulations. Finally,
a note on drag and lift variations will be presented and compared with baseline
Ahmed body simulations. As mentioned above, calculations were carried out for
eight values of Reynold’s number ranging from 1.98 × 106 to 4.76 × 106, both
values included. Experimental validation was conducted for baseline case of Ahmed
body without spoiler with the work of Meile et al. [15] who conducted experimental
as well as numerical investigations a simple Ahmed body having 25° and 35° of
slant angle. They carried out experiments in an open test section wind tunnel with
closed return. We found a disagreement of 0.43% in value of drag coefficient predict
by our numerical model from the reference experimental values, which instilled in
us motivation to proceed with our numerical solution setup. It is to be noted that
all contours shown in this section are for cases having inlet velocity of 44.44 m/s
(160 kmph). This has been done to maintain uniformity and avoid confusions while
referring to the figures.

Figure 3 shows velocity contours plotted on the symmetry plane for baseline and
new configurations. Velocity contour for the baseline case indicates a fully detached
flow forming the wake region behind the vehicle. An important point of difference
may be pointed out between Fig. 3a and b. It is evident that the wake region formed in
case of Ahmed body having rear wing is significantly bigger than baseline case. This

Fig. 3 Velocity contour on symmetry plane at 44.44 m/s velocity for a baseline and b modified
case
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Fig. 4 Pressure contour on a
plane passing through center
of linkage

is because of a multitude of reasons. Firstly, airstreams follow a diverging path after
interacting with the wing and secondly, airfoil theory comes into picture when we
consider the aerodynamics introduced by rear wing airfoils. When airstreams hit the
leading edge of the wings, some amount of air flows towards the top surface while
some turns towards the lower surface. High velocity region can be seen beneath the
airfoil and low velocity region can be seen as being existent on the upper surface
of both the wings. The lower wing introduces a highly negative low-pressure zone
near its lower surface and this explains why an appreciable amount of air is suctioned
towards it, thus increasing the size of the wake region. Figure 3b also shows how flow
remains attached on the lower surface of the lower wing because of it being inclined
at 0° attack angle. On the other hand, relative flow separation can be seen to be
taking place on lower surface of the upper wing because of its higher angle of attack.
Although this translates to a slight increase in drag component, it is compensated
by an even more significant increase in downforce component. Curves showing drag
and lift coefficients at various Reynold’s numbers will be presented in the upcoming
paragraphs. Figure 4 shows pressure contour mapped on a plane passing through one
of the linkages. After passing through the backlight region, airflow encounters the
linkages prior to coming in contact with dual wings. Stagnation zone is thus formed at
the onset of linkages, which is represented here in red colored high-pressure region.A
very interesting flow phenomenon taking place here is that while the stagnation zone
should be uniform for the whole linkage, we can rather see an uneven distribution of
high-pressure zone only towards the top. This is primarily because of the interaction
with reversed airstreams approaching the backlight region from back of the vehicle.
Proof of this fact can also be seen from the gradually increasing intensity of high-
pressure zone as we move up the surface of linkage. In case of simple flow past a
cylinder, high-pressure stagnation zone is encountered at the front of the cylinder
whereas a low-pressure wake region is realized at the back. The example of a cylinder
was taken as reference to explain the flow physics taking place at the back of the
linkage. Linkage-contributed wake region can be seen as being proportional to the
stagnation zone developed. A reduction in the extent and size of linkage-contributed
wake region results in a decrement in drag addition in our case. This itself is the point
of advantage of using swan neck linkages for establishing connection between rear
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Fig. 5 Pressure contour seen from back of the car at distance of 0.15 m a, d, 0.25 m b, e and 0.3 m
c, f for baseline and modified cases

wing and the car. Had the linkage been moved further downstream to be connected
to the lower surface of lower wing, the stagnation and wake zones would have been
larger thus contributing to a greater addition in drag. Moving towards the wings,
we see the formation of a high-pressure zone on top of the upper wing. This is
because of the uninterrupted encounter of airstreams onto the top surface of the
wing which primarily contributes to downforce addition. In a general sense, the
lower wing having a similar airfoil profile must also generate an identical downforce
component as a result of pressure distribution but we see that this is not the case.
The top surface of the upper wing has a high-pressure region and the lower surface
has a low-pressure region which is tantamount to negative lift creation. The effect of
low-pressure region of upper wing is translated to the top surface of the lower wing.
However, a significant low-pressure region is seen in the vicinity of bottom face of
the lower wing. A cumulative effect of high and low-pressure gradients generates a
significant amount of downforce as will be evident from lift coefficient plot.

Figure 5 shows pressure contours mapped in the wake region on planes at the
back of the vehicle body for both, baseline (Fig. 5a–c) and rear wing (Fig. 5d–f)
cases respectively at three distances of 0.15 m, 0.25 m and 0.3 m from the rear face
of the car. Although of low intensity pressure gradients, one can see the two C-pillar
vortices emanating from two sides of the car at the rear in baseline case. It can be
pointed out from modified cases that pressure gradient associated with the wake
region in this case is more adverse than baseline case and also that wing vortices
can be seen originating from sides of the wings. Both of these factors add up to
unavoidable drag increment on employing a rear wing which in our case, has not
been excessively high because of the design decisions taken. Effect of wake region
dies out as we keep on moving behind the car. It may be said that rear wing case
shows its effect till farther back. This kind of critical difference between pressure
distribution at the rear of the vehicle points to the reasons behind drag addition as a
result of wing implementation.
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Fig. 6 Plot of a CD versus Re and b CL versus Re for both cases

Figure 6 shows variations of lift and drag coefficients for both the investigated
configurations (black for baseline case and red for rear wing case) at all considered
Reynold’s numbers. Drag and lift plots follow an almost constant variation along the
investigated range of Reynold’s numbers and this follows the prescribed trend by
Bayraktar et al. [16] for Ahmed body. Mean percentage increase in drag coefficient
is found to be 20.87% which is subject to variation based on slant angle of the
Ahmed body. While there is some increase in wind resistance due to increment
in drag coefficient, there is a demonstrated addition in downforce as can be made
out from the negative lift coefficients. Since, the 35° slant angle case is a low-lift
configuration, it would be an exaggeration to point out the percentage decrement in
lift coefficient. It can be seen that there is a significant decrease from an average
value of 0.03 to −0.35. In realistic car geometries, such an extent of lift decrement
at high cruising speeds would ensure both safety and stability. This kind of a rear
wing design not only helps in improving driving safety in motorsport cars, but also
common passenger cars travelling at relatively lower cruising speeds.

5 Conclusion

Design of a dual rearwingwith aerodynamically shaped end plates has been proposed
in this study which is fitted on to the body of generic ground vehicle with the help
of a swan neck linkage. Benchmark simulations have been reported for validation
of numerical model used. Effect of changes seen in the wake region compared to
baseline case of Ahmed body has been pointed out and carefully studied. While the
resulting increase in size of wake region along with the inception of wing vortices
translate to an additional drag on the body, placement and design of the linkage help
in limiting the linkage-induced drag to some extent, as was seen above. In addition
to this, a drastic decrement in lift coefficient was seen which proves the fact that
utilizing such a wing design having an S1223 airfoil with the said linkage would
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prove to be very useful in enhancing the overall stability of a vehicle moving at high
cruising speeds. This study provides basis to car designers for considering the usage
of an S1223 airfoil in a dual-wing setup with swan neck linkage for enhancing the
downforce characteristics of ground vehicles intended to ply at high speeds.
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CFD and Thermal Analysis of the Flat
Plate Collector—Solar Water Heater
Under Steady-State Conditions

A. Bharti, B. Sharma, and M. K. Paswan

Abstract This project involves the study of the outlet water temperature, Nusselt
number, heat transfer coefficient and efficiency of a flat plate collector–solar water
heater having a straight riser and header set-up. Records of mass flow rate were
maintained and its effects on the outlet temperature of the water and the thermal
efficiency were observed. ANSYS Fluent was employed for predicting the Nusselt
number, heat transfer coefficient, outlet temperature of water and efficiency using the
experimental values of solar radiation, ambient temperature and the temperature of
the water at the inlet. It was found that the thermal efficiency of the solar water heater
increases with mass flow rate of water to achieve a long and stabilized efficiency
curve. Nusselt number shows gradual increase with the increasing mass flow rate.
The resultswere validated by the experimental results obtained from the experimental
set-up situated on the roof of Mechanical Engineering Department.

Keywords Flat plate collector · Experimental · ANSYS · Efficiency · Nusselt
number · Heat transfer coefficient

1 Introduction

Current energy demands are primarily derived from the fossil fuels. The demand
for energy has been on the rise since the past decade. Overpopulation has led to
overutilization of our natural resources and we now face the danger of depletion of
these resources. To progress along the lines of sustainable development, we now have
turned to renewable sources of energy; such solar energy can be harnessed using a
solar flat plate collector.

A solar water heater was designed by [2] and its cost and thermal efficiency were
determined. Studies and research indicated that solar flat plate collector that hadmetal
absorber plates and covers was one of the most effective means of converting solar
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energy into heat in a practical and judicious manner without destroying the atmo-
sphere [7, 8]. [9] analysed the effect of various parameters that affect the performance
of the system and observed that the performance of the collectormajorly depended on
the type of collector and the tilt angle of the set-up. Further research by [10] and [12]
showed the effect of surface coatings with different properties on the solar radiation
that is incident on the collector surface and the resultant heat resistance capacity of
the system. [3] employed lumpedmethod for their studies and deduced the expression
for the temperature of the working fluid along with the temperature of the absorber
plate of the solar collector. [5] typified the performance of the solar collectors by
carrying out studies based on the two-dimensional finite element method. [14] opti-
mized the design parameters for obtaining the maximum performance of the solar
water heater using TRNSYS.

Sultana et al. [17] used a Computational Fluid Dynamics software to examine
the thermal performance of the solar collector by deducing the heat loss, radiation
and convective heat transfer coefficient and went on to find the maximum overall
thermal efficiency. [13] adopted a numerical method for the analysis of the single
glazed flat plate collector and predicted the temperature of the water at the outlet
with the help of a Computational Fluid Dynamics software. A fair agreement was
obtained between the CFD results and experimental data in case of their studies.
[4] employed CFD and showed that the model that was developed was successful
in anticipating the performance of the system with minute errors. [11] analysed the
polymer solar collectors using CFD software to examine the effect of factors, such
as the rate of flow, temperatures, the solar insolation, on the thermal efficiency of the
set-up. The experimental and simulation results were shown to agree fairly.

1.1 Flat Plate Collector—Solar Water Heater

A flat plate collector can be defined as a box made up of a metal that has a glazing
(glass cover) on top followed by an absorber plate which is usually dark in colour.
In order to reduce the heat losses, the surface of the collector (sides and bottom) is
insulated. Sunlight enters the flat plate collector–solar water heater through the glass
cover and falls on the absorber plate, heating it in the process. Thus, the solar energy
is converted into heat energy. This heat energy is passed on to the working fluid
flowing within the pipes, attached to the absorber plate. Since surface coatings, such
as black paint, capture and preserve heat in an enhanced manner, absorber plates are
generally painted with these coatings as shown in Figs. 1 and 2.
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Fig. 1 Schematic of flat
plate collector–solar water
heater

Fig. 2 Experimental set-up
of flat plate collector–solar
water heater

1.2 Experimental Set-up

As shown in Fig. 2, the experimental set-up consists of the following:

1. Glass plate (glazing)
2. Headers
3. Pipes/Tubes
4. Absorber plate
5. Reflector plate
6. Glass wool
7. MS Cladding
8. Water supply tank

The data in Table 1 was obtained from the experimental set-up situated on the
roof of the Mechanical Engineering Department, National Institute of Technology,
Jamshedpur.

The water is stored in the overhead tank. Water enters the flat plate collector from
the bottom. When the temperature of the water begins to increase, the hot water rises
up in the tubes owing to a decrease in its density. The cold and dense water goes
down and takes its place. For a tilt angle of around 23°, this natural circulation gives
rise to a small mass flow rate of about 0.0051 kg/s and the heated water eventually
leaves the flat plate collector from the top at about 60 °C. The experimental data for
solar radiation were obtained from SRRA for a span of 15 days from 01.09.2018 to
16.09.2018.
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Table 1 Experimental data
of flat plate collector–solar
water heater

Dimension Data

Glass plate thickness 10 mm

Header outer Dia. 23.6 mm

Header inner Dia. 23.4 mm

No. of tubes 10

Tube inner Dia. 8 mm

Tube outer Dia. 10 mm

Absorber plate thickness 1 mm

Absorber plate length 1695.6 mm

Absorber plate width 835 mm

Tube length 1715.6 mm

Reflector plate thickness 1 mm

Glass wool thickness 50 mm

MS cladding thickness 3 mm

Water tank height 1.2 m

2 Methodology

For the research work conducted, properties, such as density and thermal conduc-
tivity, of the absorber plate, riser tube and water were assumed to be constant. The
bottom most wall had been modelled as insulated and water is incompressible in
nature.

For Re <2300, the flow has been considered laminar. The number of elements for
the entire domain was kept less than 51,000. A constant solar flux is applied on the
absorber plate and the heat that the solar plate absorbs can be calculated from the
equations suggested by [1, 15, 16]:

Iabs = α τ(I ) (1)

In the above equation,

I = Radiation intensity of collector, W/m2

α = Absorptivity of the absorber plate
τ = Transmissivity of the absorber plate

Further, the efficiency η is calculated as given in [1] by:

η = Quseful

Qoverall
(2)

where
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Quseful = ṁcp(Toutlet − Tinlet) (3)

Qoverall = AI (4)

In the above equation,

Q = Heat transfer rate, W
ṁ= mass flow rate, kg/sec
cp= Specific heat capacity, J/kg-K
T = Temperature, K
A = Collector area, m2

The Reynolds number Re values were calculated from the following equation:

Re = v × d

v
(5)

Here, d is tube diameter in m, v is velocity in m/sec and ν is kinematic viscosity in
m2/sec. Prandtl numbers were taken from the data book. Values of Nusselt number
N u for a range of mass flow rates were obtained and heat transfer coefficients were
calculated as follows:

Nu = 0.023Re0.8
0.4
Pr (6)

Heat transfer coefficient is calculated as,

h = Nu× k

L
(7)

Here, L is length of the tube, h is heat transfer coefficient in W/m2-K and k is
thermal conductivity in W/m-K.

3 Results and Discussion

The set-up was modelled in SolidWorks and then imported to ANSYS Fluent for
thermal analysis. The number of elements was limited to 51,000 in the ANSYS
Fluent (student version), as shown in Fig. 3.

For a tilt angle of 23°,when the flow rate is varied, the efficiency being a function of
the mass flow rate and the outlet temperature, gradually begins to increase. But after
a certain point in time, the efficiency attains a constant value of 0.47 and undergoes
a long period of stabilization. As shown in Fig. 4

The plot of experimental and CFD values of efficiency vs mass flow rate curve
for the SWH is shown in Fig. 4. The CFD value of efficiency gradually begins to
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Fig. 3 Solar water heater
meshed in ANSYS Fluent

Fig. 4 Efficiency versus
mass flow rate curve for the
SWH

increase with an increase in mass flow rate and this trend was already reported by
[6]. The experimental value of efficiency initially increases with an increase in mass
flow rate and attains a peak at a mass flow rate of 0.0058 kg/s and then decreases.
Since the CFD analysis was based on the assumption of a perfect contact between
the absorber plate and the tube, better heat transfer occurs between the plate and
the tube compared to the actual case. Hence, the experimental value of efficiency is
lower than that of the CFD value.

Figure 5 shows the plot of experimental and CFD values of outlet temperature vs
mass flow rate curve for the SWH. It can be seen clearly from the figure that, the outlet
temperature decreases from 358 K to 308 K. With increase in mass flow rate the heat

Fig. 5 Outlet temperature versus mass flow rate curve for the SWH
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transfer rate increases leading to decrease in the absorber plate temperature. This
results in decrease of the outlet temperature. The figure indicates good agreement of
experimental and CFD values.

Plot of experimental and CFD values of Nusselt number vs mass flow rate curve
for the SWH is shown in Fig. 6. The experimental values of Nusselt number were
calculated using Eq. (6), and it shows a good agreement with the CFD values.

Figure 7 shows the plot of experimental andCFDvalues of heat transfer coefficient
vs mass flow rate curve for the SWH. The thermal conductivity varies little within
the given range of temperature so the heat transfer coefficient shows a similar trend
as Nusselt number. The non-agreement in CFD and experimental values arises due
to assumptions considered in the numerical and computational analysis like constant
solar radiation, ambient temperature, steady-state analysis, properties such as density
and thermal conductivity of the absorber plate, riser tube and water were assumed to
be constant. These assumptions are inherently the part of experimental results.

Fig. 6 Nusselt number versus mass flow rate curve for the SWH

Fig. 7 Heat transfer coefficient versus mass flow rate curve for the SWH
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4 Conclusions

1. The variation of efficiency with the mass flow rate for the solar flat collector was
obtained at a tilt angle of 23°.

2. For a convenient outlet temperature of around 333 K, a mass flow rate of
0.0051 kg/s should be optimum for the given experimental set-up.

3. The Nusselt number increases gradually with an increase in mass flow rate in
case of the solar water heater.

4. Heat transfer coefficient increases gradually with an increase in mass flow rate
in case of the solar water heater.

5. The CFD results were validated with experimental results obtained from the
solar water heater set-up, situated on the roof of the Department of Mechanical
Engineering.

6. This current model could be implemented as a source of renewable energy in
areas where sufficient sunlight is available.
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Performance Comparison of Refrigerants
HFO1234yf and HFO1234ze in a Vapour
Compression Refrigeration System
Operating Under Fouled Conditions

Naveen Solanki , Akhilesh Arora, and Raj Kumar Singh

Abstract In this paper, fouling’s effect on performance of a vapour compression
refrigeration system is evaluatedby changing evaporator and condenser conductances
individually, and simultaneously between 0 to 50% and also by variation in Tin,cond

(i.e. coolant inlet temperature of condenser at 35, 37.5 and 40 °C), for refrigerants
HFC134a, HFO1234yf andHFO1234ze, while keeping the Tin,evap (i.e. evaporator air
inlet temperature at 0 °C) and constant ηcp,isn (efficiency of compressor, i.e. 65%). A
simulation programming is done on EES for computing the results. It is observed that
the decrease in COP is more when conductances vary simultaneously in comparison
with evaporator and condenser conductances that are varied individually, although
fouling of condenser has larger effect onW cp%, as it increases up to 9.12 and 7.41 for
refrigerantsHFO1234yf andHFO1234ze,whereas for refrigerantHFC134a, its value
increases up to 7.38 with varied coolant inlet temperature of condenser (Tin,cond). It
is observed that the second-law efficiency (ïII) is decreased and HFC134a can be
replaced by refrigerants HFO1234yf and HFO1234ze.

Keywords Vapour compression · Compressor · Evaporator · Fouling · R1234yf ·
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1 Introduction

The harmful effects of global warming and ozone depletion of chlorinated and fluo-
rinated refrigerants, i.e. CFCs, HCFCs and HFCs, have led the scientist to look
for alternate refrigerants. Calm [1] addressed future direction for the next genera-
tion of refrigerants. Currently, HFO1234yf and HFO1234ze are gaining popularity
because of their lowGWP values (refer Table 1). Brown et al. [2] valuated thermody-
namic properties for eight fluorinated olefins by using the Peng–Robinson equation
of state and compared it with R134a. Brown et al. [3] evaluated the potential of
HFO1234ze (Z) in high-temperature heat pumping applications. They calculated the
COP for R114 and HFO1234ze(Z) is 3.24 and 3.40, respectively, and volumetric
heating capacity for R114 and HFO1234ze(Z) is 1667 kWm−3 and 1645 kWm−3,
respectively. Thus, HFO1234ze(Z) could be a possible replacement for R114. Reasor
et al. [4] described R1234yf has a low GWP, and their results showed the compar-
ison between the thermo-physical properties of R1234yf, R134a and R410. Karber
et al. [5] reported refrigerants R-1234yf is good replacement for R134a in domestic
refrigerators, while R1234ze performs favourable in terms of energy consump-
tion. Devecioğlu and Oruç [6] studied a comparison of low GWP refrigerant like
R450A, R513A, R1234yf and R1234ze (E) with R134a, DR-33, L40, DR-7, etc., in

Table 1 Thermophysical and thermodynamicproperties ofHFC134a,HFO1234yf andHFO1234ze

S. no. Description R134a R1234yf R1234ze

1 Refrigerant
name

Tetraflouro ethane Tetraflouro
Prop-1-ene

Tetraflouro Propene

2 Chemical
formula

C2H2F4
(CF3CH2F)

C3F4H2
(CH2 = CF CF3)

C3F4H2
(CHF = CHCF3)

3 Ozone depletion
potential

0 0 0

4 Global warming
potential

1430 4 6

5 Tc (K) 374.21 367.85 382.52

6 Pc (Mpa) 4.06 3.38 3.63

7 Molecular mass
(kg/kmol)

102.03 114.04 114.06

8 Liquid density,
kg/m3 (25 °C)

1207 1094 1163

9 Vapour density,
kg/m3 (25 °C)

32.4 37.6 26.4

10 Boiling point
(°C)

−26 −29 −19

11 Stability Single bond makes
it stable

Double bond makes
it unstable in atm

Double bond makes
it unstable in atm

12 Safety group A1 A1 A1
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terms of liquid density and viscosity properties. Their results showed that R444B,
HFO1234yf, L40 andDR-5 refrigerants canbegood substitute toR22,R134a,R404A
and R410A, respectively. Jankovic et al. [7] presented two different analyses (first
on equal temperatures of condensation and evaporation and other in condenser’s
equal cooling medium conditions) of HFO1234yf and HFO1234ze (E) as drop-in
replacements for R134a. Miranda et al. [8] experimentally evaluated and compared
the performance of HFO1234ze(E), HFO1234yf and R450A as alternatives to R134a
in a variable speed compressor and their results showed a diminution in the cooling
capacity and COP values obtained with HFO1234ze(E), HFO1234yf and R450A
and in comparison with R134a. Sánchez et al. [9] compared alternatives refriger-
ants (low GWP) R290 with R600a (HCs), R152a (HFCs) with HFO1234yf and
HFO1234ze(E) with R134a under the same operating conditions, and their results
showed that HFO1234yf and R152a are two potential drop-in alternatives to R134a.

As per literature survey, HFOs are future refrigerants, however their performance
need to be evaluated before putting them into commercial use. Table 1 shows the
thermophysical and thermodynamic properties of refrigerants (R134a, R1234yf and
R1234ze).

Qureshi and Zubair [10] worked on the effect of fouling on the performance of
VCRSand their results proved that the performance ofR134a ismore effective among
R410A, R407C and R134a. Also, refrigerant R717 performed better among R404,
R290 and R717. Qureshi and Zubair [11] experimentally investigated the fouling
effect of condenser on simple VCR system performance, by using HCFC22.

Currently, the performance of system is evaluated by using two approaches, viz. (i)
first-law analysis and (ii) exergy analysis (second-law analysis). The second approach
helps to quantify the irreversibility of the system components. Many studies in past
have been reported which involved exergy analysis of refrigeration systems such
as Refs. [12–14]. In one of the notable study, Arora and Kaushik [15] developed a
computational model for first-law (energy) analysis and second-law (exergy) anal-
ysis under actual VCRS and validated that R507A offers better COP and exergetic
efficiency.

Literature survey conveys that the researchers are still focusing on refrigerants
having high GWP. However, the two new alternative refrigerants, i.e. HFO1234yf
andHFO1234ze, are potential replacements for R134a that have GWP lower than 10,
and for these two alternative refrigerants, the performance degradation due to fouling
of VCRS has not been studied. Accordingly, in this study, the effect of fouling on
refrigeration system using energy and exergy analysis technique has been carried
out for refrigerants HFC134a, R1234yf (HFO) and R1234ze (HFO). The effect of
variations in evaporator and condenser conductances and Tin,cond has been evaluated
on VCRS performance, and computed parameters are second-law efficiency (ïII),
effectiveness, compressor power, change in Q̇evap and COP.

In refrigeration systems, refrigerant HFC134a is commonly used, however its
GWP is very high, i.e. 1430 therefore requires replacement. HFO1234yf and
HFO1234ze have very low GWP values less than 10 and are used as substitute to
HFC134a in VCRS (i.e. MAC system or house hold air-conditioners). In the present
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study, the effect of change in conductances due to fouling of condenser and evap-
orator on the performance of VCR system has been examined. The motivation of
this study is the fouling which is a very common phenomenon (happen due to scale
formation on condenser and evaporator tubes, offering resistance to heat flow) in
VCRS, which results in drop of its performance over a period of time.

2 Description of Model with Its Validation

A VCR system schematic diagram is shown in Figs. 1, and 2 shows T–S diagram of
VCR cycle. The system works between two temperatures T 1 and T 2.

By applying the first approach, i.e. first law of thermodynamics to the system,
Eq. (1) is obtained

(
Q̇cond + Q̇loss, cond

) − Ẇcp − (
Q̇evap + Q̇loss, evap

) = 0 (1)

Evaporator heat transfer rate,

Q̇evap = ṁref ∗ (h3 − h2) (2)

Q̇evap can be written as in form of effectiveness and minimum heat capacity
(Cmin)

Fig. 1 VCR system diagram
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Fig. 2 T–S diagram of VCR cycle

(3)

• T 2 = Refrigerant temperature entering to evaporator.
• T 7 = Surrounding temperature entering to evaporator (Air).

Condenser heat transfer rate is given below:

(4)

• T1 = Refrigerant temperature exiting from condenser.
• T9 = Surrounding temperature entering to condenser (Air).

Compressor power:

Ẇcp = ṁref ∗ (h5 − h4) = ṁre f (h5s − h4)

ηcp,isn
(5)

State 5 showing actual condition of superheated vapour refrigerant.
By using SFEE, the work input (compressor) can also be expressed as:

Q̇cp − Ẇcp = ṁref ∗ (h5 − h4) (6)

• Q̇cp= Compressor heat transfer to the surrounding.

The suction line heat leaking is
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Q̇sl = ṁref ∗ (h4 − h3) (7)

The discharge line heat leakage is

Q̇dl = ṁref ∗ (h6 − h5) (8)

And

COP = Qevap

Wcp
(9)

The second-law efficiency:

ηII = COP

COPrev
= ηI

ηth,rev
(10)

where

COPrev = T7
T9 − T7

The effectiveness:

(11)

where

The overall conductance (UA), effectiveness and heat capacity are expressed
as (Incropera et al. [16])

(12)

The conductance (in percentage reduction) is given in Eq. (13)

U A% =
(
1 − U A

U Acl

)
∗ 100 (13)

In this paper, EES software program is developed for the above set of Eqs. (1) to
(13), where conductance values (in percentage decrease) have been varied individu-
ally and simultaneously due to fouling from 0 to 50% in evaporator and condenser
heat exchangers. The values of clean condition refer to no fouling, i.e. no percentage
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reduction in conductance. Assumptions made for the analysis are as follow (Miranda
et al. [8]).

(i) The system operates under steady-state condition.
(ii) The refrigerant leaves the evaporator and condenser in saturated state.
(iii) The expansion process in throttling is isenthalpic.
(iv) The pressure losses in connecting pipe lines and different components of the

system are negligible.
(v) In suction line and discharge line, heat leakage is negligible.
(vi) The change in K.E. and P.E. are neglected.

3 Model Validation

The data of ref. [10, 17] have been used for the validation purpose of the current
model. Tables 2 and 3 represent the data for model validation.

4 Results and Discussion

Performance ofVCRShas been computed using the thermodynamicmodel presented
in above section. The performance is measured with three refrigerants (HFC134a,
HFO1234yf and HFO1234ze). The results obtained are discussed below. The input
parameters, for computing results, are mentioned in Table 4 [18].

Condenser and evaporator fouling effect on compressor power (Wcp %)

Figure 3 represents the effect on Ẇ cp with variation in T9 and the combined effect
of fouling of condenser and evaporator for refrigerants HFC134a, HFO1234yf and
HFO1234ze. It is observed that with decrease in conductance (or increase in fouling),
the compressor work decreases.

Tables 5, 6 and 7 at condenser inlet temperatures of 40, 37.5 and 35 °C show the
comparison of results of change in compressor power with condenser and evaporator
fouling for refrigerants R1234yf, R1234ze and R134a, respectively. It is ascertained
that at Tin, cond = 35 oC, refrigerant HFC134a has maximum decrease in the value of
change Wcp%. Refrigerant R1234ze is the second lowest followed by R1234yf.

Condenser and evaporator fouling effect on cooling capacity

Figure 4 represents the effect on cooling capacity with variation in T9 (condenser
coolant temperature) and the combined effect of fouling of condenser and evaporator
for refrigerantsHFC134a,HFO1234yf andHFO1234ze. It is found thatwith decrease
in conductance (or increase in fouling), the cooling capacity decreases.

Tables 5, 6 and 7 show the comparison of results of change in Q̇evap with condenser
and evaporator fouling at T9 (40, 37.5 and 35 °C) for refrigerants HFO1234yf,
HFO1234ze and HFC134a. It is observed that at Tin, cond = 40 °C, refrigerant
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Table 3 Data comparison of condenser and evaporator fouling of refrigerant R134a at Te = 0 °C
between Qureshi and Zubair [10] and present model data

Decrease in
UAcond,evap (%)

Variation in Q̇evap
(%)

Variation in Ẇ cp
(%)

Variation in COP
(%)

Error (%)
(COP[10])

Qureshi
and
Zubair
[10]

Current
model

Qureshi
and
Zubair
[10]

Current
model

Qureshi
and
Zubair
y[10]

Current
model

0 0 0 0 0 0 0 0

10 −2.163 −2.160 −0.247 −0.247 −1.921 −1.918 −0.15

20 −4.823 −4.828 −0.572 −0.586 −4.276 −4.276 0

30 −8.134 −8.120 −1.015 −0.989 −7.193 −7.204 0.15

40 −12.319 −12.320 −1.637 −1.636 −10.860 −10.861 0.009

50 −17.694 −17.690 −2.543 −2.541 −15.547 −15.540 −0.04

*Table 3 depicts that the maximum percentage error (in COP) encountered is <1%

Table 4 Input parameters for
result computation

Parameters Values

Temperature of air entering the evaporator (Tin,evap
in K)

273

Temperature of air entering the condenser (Tin,cond
in K)

308–313

Evaporator capacity (Q̇evap in kW) 100

Isentropic efficiency of compressor (ηcp,isn) 0.65

Effectiveness 0.80

[( *Cmin)cond , KW/K] 9.39

[( *Cmin)evap, KW/K]
DOS (Degree of superheat) is neglected in suction
line

8.2

HFO1234yf has maximum decrease in the cooling capacity (%) value. Refrigerant
HFO1234ze shows the minimum decrease in the value of cooling capacity whereas
HFC134a lies between the two alternative refrigerants.

Condenser and evaporator fouling effect on COP

Figure 5 represents the effect onCOPwith variation in T9 (condenser coolant temper-
ature) and the combined effect of fouling of condenser and evaporator for refrigerants
HFC134a,HFO1234yf andHFO1234ze. It is found thatwith decrease in conductance
(or increase in fouling), the COP decreases.

Tables 5, 6 and 7 at T9 (40, 37.5 and 35 °C) show the comparison of results of
change in COP with condenser and evaporator fouling for refrigerants HFO1234yf,
HFO1234ze and HFC134a. It is observed that at Tin, cond = 40 °C, refrigerant
HFO1234yf shows maximum decrease in the COP (%) value, whereas COP (%)
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Fig. 3 Percentage decrease in condenser and evaporator conductances versus percentage change
in compressor work

Table 5 Results comparison of HFO1234yf, HFO1234ze with HFC134a at Tin, cond = 40 °C

Refrigerant Variation in
UAcond&evap (%)

Variation in Ẇ cp
(%)

Variation in Q̇evap
(%)

Variation in COP
(%)

R1234yf 10 −0.18 −2.56 −2.38

50 −2.05 −20.87 −19.20

R1234ze 10 −0.21 −2.14 −1.93

50 −2.52 −17.67 −15.54

R134a 10 −0.25 −2.16 −1.92

50 −2.54 −17.69 −15.54

Values of COP without fouling: R1234yf = 1.338, R1234ze = 1.675 and R134a = 1.664

Table 6 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 37.5 °C

Refrigerant Variation in
UAcond&evap (%)

Variation in Ẇ cp
(%)

Variation in Q̇evap
(%)

Variation in COP
(%)

R1234yf 10 −0.18 −2.44 −2.26

50 −2.27 −19.97 −18.11

R1234ze 10 −0.23 −2.12 −1.89

50 −2.67 −17.47 −15.20

R134a 10 −0.25 −2.13 −1.89

50 −2.70 −17.49 −15.19

Values of COP without fouling: R1234yf = 1.495, R1234ze = 1.808 and R134a = 1.798
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Table 7 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 35 °C

Refrigerant Variation in
UAcond&evap (%)

Variation in Ẇ cp
(%)

Variation in Q̇evap
(%)

Variation in COP
(%)

R1234yf 10 −0.22 −2.37 −2.15

50 −2.55 −19.36 −17.25

R1234ze 10 −0.26 −2.11 −1.86

50 −2.91 −17.37 −14.90

R134a 10 −0.25 −2.11 −1.86

50 −2.95 −17.39 −14.88

Values of system COP without fouling: R1234yf = 1.656, R1234ze = 1.951 and R134a = 1.940

Fig. 4 Percentage decrease in condenser and evaporator conductances versus percentage change
in cooling capacity

value change for R134a and R1234ze is nearly same at different values of T9. One
more important point to note here is the values of COP given below Tables 5, 6 and 7.
The COP values are for unfouled condition. Under unfouled conditions, HFO1234ze
performs better, i.e. its COP is higher than the COP of either of HFC134a and
HFO1234yf.

With reference to above results, following points are observed that COP decreases
at a higher rate in comparison to the case when either evaporator or condenser fouling
is considered. This happens because with the percentage decrease in condenser and
evaporator conductances simultaneously, the Ẇ cp(compressor work) decreases at
a lower rate and Q̇evap reducing highly as compared to condenser and evaporator
fouls individually. Figure 6 represents the p–h diagram of the cycle when (i) there
is no fouling (cycle 1–2-3–4) and (ii) when fouling is 50% (cycle 1′-2′-3′-4′). It
is observed that as the fouling increases, evaporator pressure drops down whereas
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Fig. 5 Percentage change in COP versus percentage decrease in condenser and evaporator
conductances

Fig. 6 Pressure—enthalpy diagram of VCRS

condenser pressure increases. The rise in condenser pressure and fall in evaporator
pressure will result in drop-in COP which indicates that with an increase in fouling
the COP goes down.
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Combined effect on effectiveness of condenser and evaporator fouling

Figure 7 represents the effect on effectiveness with variation in T9 (condenser
coolant temperature) and the combined effect of fouling of condenser and evapo-
rator for refrigerants HFC134a, HFO1234yf and HFO1234ze. It is ascertained that
with an increase in fouling or decrease in conductance, the maximum decrease in
effectiveness is up to 31% of the fouled heat exchanger.

Condenser fouling effect on Wcp,Qevapand COP

Tables 8, 9 and 10 at condenser coolant inlet temperatures of 40, 37.5 and 35 °C,
shows the comparison of results of compressor power (Wcp (%)), cooling capacity
(Qevap (%)) and COP (%) value with condenser fouling for refrigerants HFO1234yf,
HFO1234ze and HFC134a.

Fig. 7 Percentage change in effectiveness versus percentage decrease in condenser and evaporator
conductances

Table 8 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 40 °C

Refrigerant Variation in
UAcond (%)

Variation in Wcp
(%)

Variation in COP
(%)

Variation in Qevap
(%)

R1234yf 10 0.57 −2.01 −1.46

50 7.48 −19.29 −13.25

R1234ze 10 0.70 −1.59 −0.91

50 6.83 −14.47 −8.63

R134a 10 0.71 −1.61 −0.91

50 6.69 −14.49 −8.77
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Table 9 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 37.5 °C

Refrigerant Variation in
UAcond (%)

Variation in Wcp
(%)

Variation in COP
(%)

Variation in Qevap
(%)

R1234yf 10 0.68 −1.93 −1.26

50 8.25 −18.25 −11.51

R1234ze 10 0.80 −1.60 −0.81

50 7.22 −14.17 −7.98

R134a 10 0.76 −1.58 −0.83

50 7.08 −14.18 −8.09

Table 10 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 35 °C

Refrigerant Variation in
UAcond (%)

Variation in Wcp
(%)

Variation in COP
(%)

Variation in Qevap
(%)

R1234yf 10 0.74 −1.85 −1.12

50 9.12 −17.55 −10.06

R1234ze 10 0.87 −1.59 −0.73

50 7.41 −13.88 −7.50

R134a 10 0.79 −1.56 −0.77

50 7.38 −13.91 −7.56

From Tables 8, 9 and 10, it is observed that at Tin, cond = 35 °C, HFO1234yf
has maximum increase in value of Wcp (%) and at Tin, cond = 40 °C has maximum
decrease in value of COP (%) and Qevap (%) value.

Evaporator fouling effect on Wcp(compressor power), Qevap(cooling capacity)
& COP

Tables 11, 12 and 13 at condenser coolant inlet temperatures of 40, 37.5 and 35 °C
show the comparison of results of compressor power (Wcp (%)), cooling capacity
(Qevap (%)) andCOP (%) valuewith evaporator fouling for refrigerantsHFO1234yf,
HFO1234ze and HFC134a.

Table 11 Results comparison of HFO1234yf, HFO1234ze with HFC134a at Tin, cond = 40 °C

Refrigerant Variation in
UAevap (%)

Variation in Wcp
(%)

Variation in COP
(%)

Variation in Qevap
(%)

R1234yf 10 −0.71 −0.41 −1.13

50 −6.64 −3.59 −9.99

R1234ze 10 −0.96 −0.34 −1.29

50 −8.45 −3.04 −11.22

R134a 10 −0.96 −0.33 −1.29

50 −8.41 −2.99 −11.16
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Table 12 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 37.5 °C

Refrigerant Variation in
UAevap (%)

Variation in Wcp
(%)

Variation in COP
(%)

Variation in Qevap
(%)

R1234yf 10 −0.79 −0.40 −1.19

50 −7.49 −3.34 −10.59

R1234ze 10 −1.07 −0.30 −1.37

50 −9.03 −2.90 −11.67

R134a 10 −1.02 −0.32 −1.34

50 −8.98 −2.87 −11.60

Table 13 Results comparison of R1234yf, R1234ze with R134a at Tin, cond = 35 °C

Refrigerant Variation in
UAevap (%)

Variation in Wcp
(%)

Variation in COP
(%)

Variation in Qevap
(%)

R1234yf 10 −0.86 −0.39 −1.24

50 −8.31 −3.08 −11.19

R1234ze 10 −1.17 −0.28 −1.44

50 −9.66 −2.74 −12.13

R134a 10 −1.08 −0.31 −1.39

50 −9.63 −2.71 −12.08

From Tables 11, 12 and 13, it is observed that at Tin,cond = 35 °C, HFO1234ze has
maximum decrease in compressor power (Wcp (%)) value, cooling capacity (Qevap
(%)) value and at Tin, cond = 40 °C refrigerant HFO1234yf has maximum decrease
in COP (%) value.

At condenser coolant inlet temperatures (Tin, cond) of 40, 37.5 and 35 °C, the
comparison of results of ïII (second-law efficiency) for unfouled (0%) condition
and at 50% decrease in conductance (or increase in fouling condition) is shown in
Table 14. It is found that ïII decreases most when evaporator and condenser (both)
are fouled. However, the effect of evaporator fouling on ïII is less in comparison

Table 14 Second-law efficiency comparison between HFO1234yf, HFO1234ze and HFC134a

Refrigerant Variation in
UAcond, evap (%)

ïII (%) Tin,cond =
40 °C

ïII (%) Tin,cond =
37.5 °C

ïII (%) Tin,cond =
35 °C

R1234ze 0 24.52 24.83 25.01

50 20.71 21.06 21.29

R1234yf 0 19.60 20.53 21.23

50 15.84 16.81 17.57

R134a 0 24.37 24.69 24.88

50 20.59 20.94 21.17
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to condenser fouling (not shown individual effect). In present work, the reduction
in ïII for R1234yf is lowest followed by R134a and R1234ze. Refrigerant R1234yf
shows the minimum change in second-law efficiency at 50% fouling. Even though
the decrease in second-law efficiency is more in case of R1234ze, still it is better
because (even after reduction of second-law efficiency due to fouling), the absolute
value of second-law efficiency of R1234ze is higher than R1234yf (Refer Table 14).

The results presented above substantiate that R1234ze outperforms R1234yf
whether the system is operating under unfouled condition or fouled condition. Thus,
one can easily conclude that HFO1234ze is better than HFC134a for specified
operating conditions, both under unfouled as well as fouled conditions.

5 Conclusions

The effect of condenser and evaporator (both) fouling has been evaluated and the
conclusions drawn for refrigerants HFC134a, HFO1234yf and HFO1234ze are as
follows:

(a) Themaximum decrease inWcp% is observed at Tin,condin,cond = 35 °C. The value
of Wcp% decreases up to 2.91% for R1234ze and 2.55% for R1234yf, whereas
for R134a, it decreases by 2.95% at T = 35 °C.

(b) The maximum decrease in cooling capacity is observed at Tin,cond = 40 °C. The
value of Qevap% decreases up to 17.67% for R1234ze and 20.87% for R1234yf,
whereas for R134a its value decreases up to 17.69% at Tin,cond = 40 °C.

(c) The maximum decrease in COP is observed at Tin,cond = 40 °C. The value of
COP% decreases up to 15.55% for R1234ze and 19.21% for R1234yf whereas
in R134a its value decreases up to 15.54% at Tin,cond = 40 °C.

(d) The maximum decrease in effectiveness of the fouled heat exchanger is
observed up to 31% when its UA% value is halved (i.e. 50%), and the fouled
heat exchanger effectiveness decreases equally (for all refrigerants with same
percentage).

(e) The second-law efficiency (ïII) obtained for R1234ze is the highest
among the refrigerants considered both under fouled and unfouled condition. At
Tin,cond = 40 °C, on the basis of the second-law efficiency (ïII) at 50% decrease
in conductance (or increase in fouling), the refrigerants can be arranged as
R1234yf (15.84%) < R134a (20.59%) < R1234ze (20.71%).

The decrease in conductance (or increase in fouling), decreases the Wcp, Qevap,
COP and ïII of VCRS, and it is found to be severest for refrigerant HFO1234yf
and the results of HFO1234ze and HFC134a are nearly same. Thus, on the basis
of results obtained, it is concluded that the refrigerant HFO1234ze performance is
better in both fouled as well as unfouled conditions in comparison to HFO1234yf
and HFC134a. Hence, it is recommended that HFO1234ze should be used in place
of R134a.
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Nomenclature

HFO Hydro-fluoro-olefin
CFCs Chloro-fluoro-carbons
NBP Normal boiling point
SFEE Steady flow energy equation
COP Coefficient of performance
ODP Ozone depletion potential
C Thermal capacitance rate (kWK−1) minimum value
Q Heat transfer rate (kW)
m Refrigerant mass flow rate (kg s−1)
P Pressure (MPa)
UA Overall conductance (kWK−1)
η Efficiency
m Effectiveness

Subscripts

cl Clean
cl Clean
act Actual
f Fouled state
c Critical
in Entering
isn Isentropic
min Minimum
ref Refrigerant
rev Reversible cycle
sl Suction line
th Thermal
I First law
II Second law
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6. Devecioğlu AG, Oruç V (2015) Characteristics of some new generation refrigerants with low
GWP. The 7th Int Conf Appl Energy 75:1452–1457

7. Jankovic Z, Atienza JS, Suarez JAM (2015) Thermodynamic and heat transfer analyses for
R1234yf and R1234ze (E) as drop-in replacements for R134a in a small power refrigerating
system. J Appl Thermal Eng 80:42–54

8. Miranda JMM, Babiloni AM, Minguela JJR, Carpio VDM, Rodríguez MC, Esbrí JN,
Hernandez CS (2016) Comparative evaluation of R1234yf, R1234ze (E) and R450A as
alternatives to R134a in a variable speed reciprocating compressor. J Energy 114:753–766

9. Sánchez D, Cabello R, Llopis R, Arauzo I, Gil JC, Torrella E (2017) Energy performance
evaluation of R1234yf, R1234ze(E), R600a, R290 and R152a as low-GWP R134a alternatives.
Int J Refrig 74:269–282

10. Qureshi BA, Zubair SM (2011) Performance degradation of vapor compression refrigeration
system under fouled conditions. Int J Refrig 34:1016–1027

11. Qureshi BA, Zubair SM (2014) The impact of fouling on the vapour compression refrigeration
system: an experimental observation. Int J Refrig 38:260–266

12. Akhilesh A, Arora BB, Pathak BD, Sachdev HL (2007) Exergy analysis of a Vapour
Compression Refrigeration system with R-22, R-407C and R-410A. Int J Energy 4:441–454

13. Arora A, Kaushik SC (2008) Theoretical analysis of a vapour compression refrigeration system
with R502, R404A and R507A. Int J Refrig 31:998–1005

14. AroraA, SachdevHL (2009) Thermodynamic analysis of R422 series refrigerants as alternative
refrigerants toHCFC22 in a vapour compression refrigeration system. Int J EnergyRes 33:753–
765

15. Arora A, Kaushik SC (2010) Energy and exergy analyses of a two-stage vapour compression
refrigeration system. Int J Energy Res 34(10):907–923

16. Incropera FP,DeWitt DP, BergmanT, LavineA, (2006) Fundamentals of heat andmass transfer,
6th ed. Wiley

17. Stoecker WF, Jones JW (1982) Refrigeration and air conditioning. McGraw-Hill, New York
18. Khan J, Zubair SM (1999) Design and performance evaluation of reciprocating refrigeration

system. Int J Refrig 22:235–243



Computational Model Sensitivity
and Study of Joint Bias-Perturbed
Grazing Flow Through Perforated Liner

N. K. Jha , Ashutosh Tripathi , and R. N. Hota

Abstract Perforated liners are used to suppress the thermoacoustic instabilities in
jet engines. These are perforated cylindrical sheets traversed by bias flow and grazed
by grazing flow through the orifices. In this paper, time-domain numerical studies
have been conducted to simulate the interaction between sound and joint grazing-
bias flow. Effect of propagation of the sound wave is modeled by giving perturbation
to the mean flow. For this purpose, sinusoidal perturbation of desired frequency is
added to the mean flow by means of user-defined function (UDF) which constitutes
mean and perturbation components of the velocity. Turbulence models mainly stan-
dard k-E, SST k-Ñ, and scale-adaptive simulation (SAS) are compared by assessing
their ability to capture the key flow features of these interactions. Velocity power
difference for with and without perturbation cases are analyzed. The velocity power
difference spectra indicate a relationship between the perturbation energy/acoustic
energy loss and creation of additional turbulent fluctuation components. The present
results thus support the theory of vortex–sound interaction and subsequent dissipa-
tion of sound. On comparison, it is observed that for a transient numerical study
of these interactions, the SAS turbulence model is the best among all the models
considered.

Keywords Liner · Grazing flow · Bias flow · Perturbation

1 Introduction

Bias flow acoustic liners are passive dampers, applied to suppress thermoacoustic
instabilities. These liners, with a mean flow through the perforations, are primarily
applied for cooling the combustor wall. Apart from the cooling function, these are
also well known for having the ability to suppress thermoacoustic instabilities by
providing a substantial amount of acoustic dissipation. The motion of fluid through
the liner is a combination of grazing and bias flow. Damping of sound wave is a
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result of an interaction of the sound wave with grazing and bias flow. According
to vortex sound theory [1], damping of sound occurs by the conversion of acoustic
energy into hydrodynamic energy of the jet before being dissipated into heat. The
sound field can be defined as the unsteady flow part of the total flow field. In some
recent numerical studies [2], [3], propagation of sound wave has been modeled by
imposing sinusoidal perturbed flowof desired excitation frequencies to themean flow
as boundary conditions. The level of perturbation was chosen as 2% [2] and 1% [3]
in the previous studies. Schulz et al. [4] conducted an experimental investigation of
realistic bias flow liner. They investigated the energy transfer between acoustics and
the flow field at a bias flow liner using spectral analysis of the velocity fluctuations
measured by optical techniques in the vicinity of the perforation. Most of the studies
in the literature are limited to considering either grazing or bias flow. Only few
works have been carried out on joint grazing–bias flow interacting with sound. In
the present paper, numerical studies have been conducted on the interaction of sound
(as a perturbation in grazing flow) with grazing and bias flow at orifice junctions.
Different turbulence models are compared based on their ability to capture key flow
features of these interactions. In Sect. 2, the computational domain, generated mesh,
and boundary conditions are described. The numerical methodology is described in
Sect. 3 along with the grid independence test and validation. Section 4 deals with
the implementation of all considered models at a fixed grazing flow of Mach 0.1
and a bias flow jet velocity of 7 m/s. A comparative study is conducted among the
turbulence models. This section also presents the studies of cases considering with
andwithout perturbation. Power spectral density (PSD)of rmsof velocityfluctuations
at different locations in the domain is plotted by acquiring velocity data at certain
monitored points all long the domain.

2 Computation Domain

The 2D computational domain along with the boundary conditions is shown in
Fig. 1. The domain has the dimensions as used by Heuwinkel et al. [5], LD =
80 mm, upstream length Lu = 1015 mm, downstream length Ld = 1015 mm, liner
length Ll = 60 mm, thickness T = 1 mm, and hole diameter D = 2.5 mm.

Fig. 1 Computational domain with boundary conditions
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Fig. 2 a Grid along the domain and enlarged view around the liner b Instantaneous velocity
magnitudes over the liner for various number of elements

Inlet is considered as velocity inlet and outlet as pressure outlet as the boundary
conditions with rest of the boundaries as wall. Grazing flowwith perturbation (acous-
tically excited grazingflow) enters throughone inlet asuu = ū+uwhere ū=34.3m/s,
u′ = 0.343*sin (2π ft), f = 1122 Hz, and a bias flow vB= 7 m/s through each orifice.
Reynolds number based on grazing flow duct dimensions and velocity corresponds
is 1,18,000. The grid-sensitivity test presented in Fig. 2b is carried out by changing
the number of grid elements. The results obtained with 1,25,000 number of elements
is found to be nearly invariant with further grid refinement.

3 Numerical Methodology

The governing equations are solved by a commercial finite volume code, ANSYS
Fluent. In aero-acoustics, where the applications like combustion requires the
unsteady interaction of the flow with other physical effects like sound, RANS solu-
tions are not adequate, as they are of overly diffusive nature, damping out important
flow features. Menter and Erogov [6] introduced SST-SAS, which modifies to the
already resolved scales in a dynamic manner and allows the growth of a turbulent
spectrum in the detached region by the introduction of SAS source term QSAS in the
transport equation for the turbulence eddy frequency. In order to validate the SAS
model incorporated in ANSYS Fluent, works of Zhao et.al [7] have been reproduced
using SAS model as shown in Fig. 3. Time evolution of pressure oscillations down-
stream of the orifices were monitored and found in close agreement with the results
of SAS.
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4 Results

4.1 Comparative Study of Different Turbulence Models

The comparison has been done among different turbulent models, viz. standard k-E,
SST k-Ñ, and SAS. For this purpose, PSDs of rms of velocity fluctuations, transient
velocity signal, vorticitymagnitude, andwake profiles are plotted for these turbulence
models.

Figure 4a reveals that only SAS model captured all the harmonics where the
fundamental harmonics correspond to the perturbation frequency. The predicted
harmonics correspond to the vorticity production and their decay into smaller and
smaller vortices. Only a single peak of lesser strength at the excitation frequency by
using SST k-Ñ model can be observed. The standard k-E model did not capture any
harmonics, suggesting the inability to capture vortex shedding. Figure 4b shows the
transient velocity magnitude signal monitored for all the models at a point closer
to the downstream of the liner. The signals appear to be periodic in nature after the
transition period as the fully developed turbulence. A turbulent flow is featured by
unsteady continuous eddies in motion with each other. Further, these eddies produce
fluctuations in the flow properties like velocity and pressure. Periodic fluctuations of
the velocities are clearly visible using SAS model. The fluctuations produced by the
other twomodels are considerably weaker than SAS. After a certain transition period
of time, the fluctuations are completely regular for the SAS model. This regularity is
due to the constant generation of vortices downstream of the orifice junctions. The
period of oscillation is 0.0009 s, which corresponds to the time taken for one vortex
to move from the recirculation region and is same as the time period of excitation.
According to the vortex sound theory, vortex should shed so that the conversion of
sound energy into the kinetic energy of the flow can take place. For this, the contours
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Fig. 4 a PSD of rms of velocity fluctuations b Transient velocity magnitude profile at a location
x = 1.077 m and y = 2 mm

of vorticity magnitude are shown in Fig. 5 at the same instant, for all the models.
It can be seen that turbulence models other than the SAS are not able to resolve
the regions of circulation. The comparative vorticity magnitude contours support the
argument of Menter and Erogov [5] about the overly diffusive character of RANS
model in the detached regions while the ability of SASmodel to resolve the unsteady
flow fields in the detached regions containing vortices.
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Fig. 5 Vorticity magnitude contours at T = 0.136971 s

The velocity profiles are investigated by plotting the velocity magnitude at four
different cross sections for all the models, as shown in Fig. 6. The flow profile close
to the downstream edge has inflexion points and is well captured by the SAS model
only. Based on the Rayleigh criterion, this indicates an unstable profile. The profiles
are also plotted at four vertical locations above the liner, as shown in Fig. 7. Near the
interaction zone, SAS shows the ability to capture the unsteady flow features while
far from the interaction region it behaves like other RANS models.

4.2 With and Without Perturbations

To get some insight of the effect of perturbation, profiles of instantaneous velocity
magnitude are computed using the SAS model and are plotted for the cases consid-
ering with and without perturbation. In far upstream (Fig. 8a) and far downstream
(Fig. 8c) of the liner, profiles of velocity magnitude are of the same nature for both
the cases. However, in the vicinity of the liner, two inflexion points can be observed
for the perturbed case and only one for without perturbation (Fig. 8c). More inflexion
points for the perturbation case suggests greater instability or shedding of vortices
that can further lead to damping out of the perturbation energy as per the vortex sound
theory. In Fig. 9, PSD of the rms of fluctuating velocity for both cases is shown over
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Fig. 6 Velocity magnitude
profile plotted at different
cross sections for axial
positions a 0.975 m.
b 1.075 m. c 1.085 m, and
d 1.185 m

a frequency range upto 6 kHz. For the perturbed case, the frequency of perturbation
and the decaying harmonics can be observed. The fundamental harmonics are the
same as the excitation frequency, which suggests a maximum production of vortices
at the excitation frequency due to the perturbed unsteady flow. For the case without
perturbation, no harmonics can be seen. In comparison to the non-perturbed case,
gain in energy level with increased turbulence production almost over the entire range
of frequency range can be observed.

4.3 Scale-Adaptive Simulation of Flow–Perturbation
Interaction

PSDs of rms of velocity fluctuations at different axial locations for the fixed vertical
position are computed, plotted and stacked in Fig. 10 to throw some light on the
shedding and dissipation of vortices. Eight such locations were considered: two
upstream the liner (a, b), three above the liner (c, d, e), and three downstream of
the liner (f, g, h). For the locations upstream, no harmonics can be seen as there
are no vortices shed in these regions. One harmonic can be seen for the location c,
indicating the role of bias flow in the formation of the recirculating zone or vortices.
For locations after second, third, and fourth orifices, an increment in the number of
peaks can be seen. PSD at the downstream location ‘g’ shows decay in its strength and
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Fig. 7 Velocity magnitude at different locations along vertical directions

at a far downstream location ‘h,’ no peaks can be detected, i.e., vortices get dissipated
as viscosity dominates in these regions. Further, the power spectra computed from
velocity signal for the non-perturbed case were subtracted from the spectra with
perturbation at a point, x = 1.077 m and y = 2 mm, downstream of the orifice.
The results are depicted in the third octave bands in Fig. 11. The third-octave band
containing the perturbation frequency is the band number 17. This specific band
shows a distinct maximum, indicating the production of vortices in this band.

5 Conclusions

In the present work, the problem of sound–flow interaction at a bias flow liner is
considered. The effect of propagation of the sound wave is modeled as a perturbation
in the mean flow. The inflexion points near the interaction zone are observed for the
perturbed case only. Turbulence models have been compared based on their ability
to capture unsteady flow features. The results of the SAS model are observed to be
very encouraging and show that this model is a better alternative to conventional
turbulence models for the sound–flow interaction case. The dynamic behavior of the
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Fig. 10 a Stacked PSDs of rms of velocity fluctuations at different monitored locations along the
domain b velocity magnitude contour depicting different monitored locations

flow has been captured, providing important information on the flow structure like
vortex shedding and subsequent dissipations. The observed energy difference in the
third octave band supports the assumption of transfer of the perturbation energy into
the turbulent fluctuating energy.
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Fig. 11 Third octave band of power a without perturbation b with perturbation and c difference
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Role of Agitator Diameter and Nusselt
Number for Finding Heat Transfer
Equations in Jacketed Vessel

Pardeep Kumar, Ansar Ali Sk, Sandeep Kumar, and Dinesh Khanduja

Abstract In an agitated vessel for finding heat transfer coefficient, few factors play
important role. For properly mixing of different fluids, the method of forced convec-
tion is used with the help of agitators. For studying the role of agitator diameter and
Nusselt Number, calculations of heat transfer were performed with three different
agitators of different diameters. It was observed that the diameter of agitator, Da

predicts the effect in Reynolds number, an approach has been done for fining the
connection between the agitator diameter and Nusselt Number. A link between
(Nuj/N′′

Pra
1/3 N′′

Rea
2/3) vs Da/DT and (Nuoc/N′′

Pra
1/3 N′′

Rea
2/3) vs Da/Dc in which data

of three fluids (1, 2 and 4% CMC-A solutions) have been plotted. Almost negligible
effect of Da/DT is noticed maybe because of very short variation of Da/DT ratio
considered in the current work. Nevertheless, an average line between data points
gives the implication of Da/DT and Da/Dc equal to 0.1. A comparison has been done
between the experimental and calculated Nusselt numbers with standard deviation
found to be 8.03%.
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1 Introduction

In process industry, this is essentially required to do one or various operations in a
agitated container to find correlations. These agitated carrier, performance, whether
operated ongoing or in a steps have many parameters in common [1]. During these
processes, they use negligible amount of energy [2]. All experiments are very rare to
perform and take very long time to accomplish [3]. For any type of operations, there
is always a standard diameter of the agitator [4].

In process industry, heat exchangers are used and the configuration of exchange of
heat in a mechanical vessel using agitator has important attention nowadays. But the
investigators found that there is much difference in the heat transfer equations with
and without using agitator in heat exchanger [5]. This is because of mainly compli-
cations in findings the speed and temperature distribution for the exact mathematical
formulation. The other problem of viscosity for Reynolds and Prandt Numbers has
constructed problems in getting a favorable equation for Power law fluids. It is noted
that the equations delivered for the Power law fluids are constructed fromNewtonian
fluids equations. Reynolds and Prandtl Number constants are almost same for both
types of fluids.

From the previous workers experiments, it is found that the heat transfer equations
are not independent on the diameter of agitator. As big numbers of parameters are
involved, it is quite difficult to find exact correlation between equations. It is noted
that the temperature profile in a mechanical vessel from the surface of the vessel
and from the surface of helical coils, based on speed or revolutions and temperature
close the surface of wall. The velocity plays a role andwhich controls the temperature
profile on the performance of the system.Many factors like diameter, agitators’ type,
location of agitator, and rpm affect the correlations. Also tank size, coil diameter,
turns, and speed play important role in the same way [6].

2 Literature Review

Carreau et al. [3] conducted experimental work and found heat dissipation and loss
in heat had no effect in the heat transfer equation. Local heat transfer coefficient was
foundwith the use of the overall heat equation using amodifiedWilson plot. To deter-
mine Nusselt Number, Reynolds Number equation was used by them. The Reynolds
Number constant was found as 0.66. They suggested the flowing correlations.

NNu = 3.41
(
N ′
Re

) 2
3 (NPr)

1/3 (1)

NNu = 1.43
(
N ′
Re

) 2
3 (NPr)

1/3 (2)
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It is interesting to note that they obtained a single equation for heating and cooling
experiments.

h j DT

k
= 1.474

[(
D2

a N
2−nβ

K

)
8

(
n

6n + 2

)n]0.70

×
(
Cpμd∞

k

)0.33(
μdw

μd

)−0.24/n

(3)

For
Da

DT
= 3

5
, 0.34 ≤ n ≤ 0.63, 100 ≤ NRe ≤ 5000

Skelland and Dimmick [5] suggested with mean variations of ±11.3% and
±18.3%, respectively. It is given by.

NNu = 0.482(NRe)
2
3 (NPr)

1/3

(
μ

μ j

)0.12

(4)

Perarasu et al. [7] conducted experiments and shown that following relation

Nu = 0.0877

(
ρND2

a

μ

)0.64(
Cpμ

k

)0.29( Da

DT

)0.1( D0

DT

)0.5(
μ

μw

)0.21

(5)

Pawar et al. [8] observed that if helix diameter increases, then for constant heat
flow coefficient of heat and dimensionless number like Nusselt Number decreases.
Mohammad Sharifi [9] showed incremental growth in coefficients and Nu using
Power law fluids. The results proved good relationship with the experimental work.
Castro1 et. al. [4] proved that the agitator was convenient to agitate and with the
mixing results heat transfer enhances.

3 Experimental

Three CMC solutions with concentration of 0.5, 1 and 2% and water were used in
the helical coil and 1, 2, and 4% CMC solutions in the test vessel.

The agitator was fitted at the center of the vessel which is used to agitate the fluid
in the vessel. The agitator geometry was given power by a 2 H.P. AC motor and
speed were controlled by gear box fitted with it. Space was provided at the bottom
of the setup to replace different sizes of agitators; for the experiment, three different
agitators were used and four blades were provided. Diameters of agitators were 7.5,
12.7, and 18.35 cm3. and coil tube diameters not changed. The flow constants of the
fluids in the vessel varies from 0.69 to 1 and in the helical coil, from 0.79 to 1. Vessel
bottom inner surface to agitator height should be 5.5–6.2 cm2.
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4 Result and Discussion

For finding the results of agitator diameter, it is required to measure the heat transfer
with three agitator of diameter 7.5 cm, 12.7 cm, and 18.35 cm, respectively. It is
noted that the diameter of agitator emits the effect in Reynolds Number; at the same
time, it was tried to obtain the result of Da/DT on Nu.

Figure 2 helps to find the correlation between (Nuj/N′′
Pra

1/3 N′′
Rea

2/3) and Da/DT

in which plot of three different fluids for Da/DT of the values 0.166, 0.282, and 0.403
have been graphically shown. It was found that there is no effect of Da/DT is observed
as little variation of Da/DT considered in here. An average for data points explained
the index of diameter ratio to be 0.1. Therefore, the overall results of agitator diameter
give.

h jα D1.433
a (6)

In the final stage, Nuj/N′′
Pra

1/3 (Da/DT)0.1 is graphically plottedwith N′′
Rea in Fig. 3

in which water and 1, 2, and 4% CMC solution were considered. Using least square
method, we have.

NNuj = 0.302N ′′2/3
Rea N

1/3
Pra

(
Da

DT

)0.1

(7)

It is quite noticeable that all values of both Newtonian and Power law fluids are
in very good agreement with Eq. (2) for 290 < N′′

Rea < 1.4 × 107; 4.9 < N′′
Pra < 850

and 0.166 < (Da/DT) < 0.403.
Figure 4 shows a comparison of practical Nusselt Numbers with those theoritical

from Eq. (2) the standard deviation obtained as 8.03%. Again, NNuoc/N ′′2/3
Rea N

′′1/3
Pra

when graphically represented against (Da/Dc) as given in Fig. 4, the exponent of
(Da/Dc) obtained 0.10.

C2 constant in the equation for water, and 1, 2 and 4%CMC solutions for agitators
are plotted in Fig. 5 where NNuoc/N ′′1/3

Pra(Da/Dc)
0.1 are graphed against N ′′

Rea (Fig. 6).

NNuoc = C2
(
N ′′
Rea

)2/3(N ′′
Pra

)1/3(Da
/
DT

)0.1
(8)

NNuoc = 0.036
(
N ′′
Rea

) 2
3
(
N ′′
Pra

) 1
3

(
Da

/
DT

)0.1
(9)

Practical values of Nu are compared with theoretical correlates as for 290 < N ′′
Rea

< 1.4X107, 4.9 < N ′′
Pra < 850 and 0.166 < (Da/Dc) < 0.403 with a standard variation

of 15.03% (Fig. 7).
Finally, the Nusselt Number equation for vessel surface and inside the helical coil

has been established as:
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Fig. 1 A experimental setup b experimental setup schematic diagram
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Fig. 2 Heat transfer correlation (effect of diameter)

Fig. 3 Effect of Reynold Number on heat transfer (Jacket to Agitated)

For vessel surface: NNuj = 0.302N ′′
2
3
ReaN ′′

1
3
Pra

(
Da

DT

)0.1

(Standard variation1 8.03%)

For helical coil: NNuoc = 0.036N ′′
2
3
ReaN ′′

1
3
Pra

(
Da

Dc

)0.1

(Standard variation1 5.03%)
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Fig. 4 Comparison between experimental and calculated values of Nusselt Number

Fig. 5 Effect of agitator diameter on heat transfer (coil to agitated vessel)

290 < N ′′
Rea < 1.4x107, 4.9 < N ′′

Pra < 850 and 0.166 <
Da

DT
< 0.403
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Fig. 6 Heat transfer correlation for Newtonian and non-Newtonian fluids (coil to agitated)

Fig. 7 Comparision between experimental and calculated values of Nusselt Number (coil to
agitator)
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5 Conclusions

The data for stirred fluids that is Newtonian and Power law of fluid have finally
established by considering the viscosity of the liquids found at the agitator notch
in a cylinder of radius equal to that of agitator rotating in fluids. Data of 1, 2, and
4% CMC solutions, for different impeller diameters, have been established and it
was found that the Nusselt Number equation is applicable for both Newtonian and
Non-Newtonian fluid with 8.03% standard deviation( for vessel surface) and 15.03%
standard devitation (for helical coil).

With the help of the above results for Reynolds Number (Re) and Prandtl Numbers
(Pr), Nusselt Numbers(Nu), and Da/DT, ratio one can correlate the available previous
researchers data for other Power law fluids which were obtained with different
agitator diameters.

Nomenclature

Da Agitator diameter
Dc Coil diameter
Dt Inside diameter coil tube
Do Outside diameter coil tube
DT Agitated container diameter
hj Coefficient heat transfer for jacketed container wall to fluid, Kcal/hr m2 °C
hoc Coil outside heat transfer coefficient, kcal/hr m2 °C
hic Coil inside heat transfer coefficient, kcal/hr m2 °C
k Thermal conductivity
n Flow behavior number
n’ Generalized flow behavior index
NNu Nusselt Number, h D/k
NNuj Nusselt Number, hj DT/k
NNuoc Nusselt Number, hoc Do/k
NNuic Nusselt Number, hic Dt/k
N’Re Reynolds Number
NPra Prandtl Number
Npr Prandtl Number
N’pr Prandtl Number
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Performance and Emission Testing
of Diesel Engine Using Blends
of Biodiesel from Castor Oil and Neem
Oil Prepared Using Lithium-Doped CaO
Nano-Catalyst

Upender Kumar and Pardeep Gupta

Abstract Biodiesel has been attracting scientist for near about a century, and new
revolutionary research and technical improvement had taken place in this field. But
the basic problem of cost involved in using the biodiesel in engine in place of conven-
tional diesel fuel is lying as such till date. In the present research work, it was tried
to eliminate this problem by using non-edible oils with natural sourced catalyst opti-
mizing certain set of parameters of best biodiesel performance. The biodiesel was
produced from castor oil from highmedia and neem oil secured form S.K. Bioen-
ergy Pune and Paritosh Herbals Ltd., Dehradun, Uttarakhand. A new method of
preparation of nano-catalyst lithium-doped CaO obtained fromMusa balbisiana root
has been suggested and used to prepare biodiesel. The characteristics of biodiesel
producedwere tested according toASTMstandards. Different blends of the biodiesel
are produced using castor oil, neem oil and conventional diesel oil. The engine char-
acteristics running on blended fuel were tested on a C.I. Engine. The trials were
performed on a four-stroke diesel engine operated utilizing various mixes of oil.
Engine speed and load are considered as the parameters of interest. The result is
the optimized running condition at which the engine will give best BSFC and least
pollutants in emission.
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1 Introduction

The requirement of energy has increased drastically across the world in few past
decades. Many factors such as abrupt change and increasing population, industrial
growth and increasing urbanization are the few reasons behind this. According toCIA
factbook, approximately 11 tons of fossil fuels are consumed every year [1]. Due to
large-scale use of the fossil fuel, results will be very alarming in future as the reserved
fossil fuels will be exhausted soon. With (nitrogen oxides), PM (particulate matters)
and unburnt hydrocarbons are increasing increase in the demandof conventional fuels
has also increased harmful content in environment. Exhaust gases like CO2 (carbon
dioxide), CO (carbonmonoxide), NOx are the causes of environmental pollution and
greenhouse effect. Estimates of future international energy requirements predicts
that the energy requirement in 2030 may be 40–70% higher than it was in 2005
due to population rise and improved living standards [1]. Very high rate of energy
consumption leads the world to be confronted with the energy crises. The situation
will be much challenging in future due to surge in the number of vehicles around
the world, when the supply of fuel will become a challenging issue. It has been
anticipated that transportation vitality is with yearly increment of 1.8%, and it is
anticipated that rate will definitely go to an even further higher level in future.

Biodiesel is a renewable and easily biodegradable environment-friendly fuel with
properties comparable to petro-diesel, with which all these problems can be solved to
some extent [2]. Biodiesel is basically a mono-alkyl ester formed through a chemical
reaction between some alcohol and various feedstocks like vegetable oil, animal
fat, waste cooking oil, microalgae, etc [3, 4]. Currently, biodiesel is mostly sourced
from edible vegetable oils. But in a developing country, where large quantities of the
edible oil is imported, conversion of biodiesel from edible oils is not really practical.
On the other hand, India has a large feedstock availability of non-edible oils, which
can be used a low-cost feedstock for producing biodiesel. The vegetable edible oils
are costly too, whereas the cheaper non-edible vegetable oils can reduce the overall
biodiesel cost. Non-edible feedstocksmainly include jatropha, mahua, karanja, neem
oil, castor oil, jojoba, rapeseed oil, etc.

Oil from the seeds of these feedstocks can be extracted using various extrac-
tion techniques which include mechanical extraction, solvent extraction, enzy-
matic extraction. Then this extracted vegetable oil is converted into biodiesel using
various conversion techniques like transesterification based on mechanical stirring,
ultrasonication, enzymatic conversion or cavitation-based conversion.

1.1 Biodiesel

Biodiesel-based engine was first used in 1885 when Dr. Rudolph Diesel ran the
compression ignition engine on a shelled nut oil. The engine built byDr. Rudolphwas
displayed in the Paris exhibition of 1900 and astounded everybodywhen the patented
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engine was run on petrol and shelled nut oil. In 1912 Rudolph diesel expressed that
the utilization of vegetable oils for Internal Combustion Engine may not appear to
be extremely critical right now, yet in future, such oils will have importance as high
as non-renewable energy sources [5]. Scientists over a period of time learned that it
is possible to bring down the viscosity of vegetable oils using transesterification and
that it could work well even in new engines of modern era.

Biodiesel is actually a mix esters of multiple chain lengths along with saturated
fatty acids. Biodiesel can be created from renewable sources, for example, virgin
vegetable oils, utilized cooking oil, fats, and so on. Based on fatty acid components,
they can have different composition [6, 7]. The physical and chemical properties
may vary depending on difference in composition, affecting engine performance,
fuel miscibility, exhaust emissions, lubricity, etc.

Consequently, it is really important to analyze the behavior of engine perfor-
mance and emission parameters with the variation in ester group in chemical struc-
ture, leading to the development of particular fatty acid distribution linked with a
particular biodiesel which in return provides various benefits in the biodiesel used
for alcohol–diesel blends. Edible oil is most commonly consumed household item
which is already undersupplied in India; therefore, the non-edible oils like rice bran
oil, sunflower oil, neem oil, castor oil, karanja, castor, mahua, etc., could be the
preferred source for the production of biofuels [8, 9].

1.2 Introduction to Castor Methyl Ester (CME)

Castor is increasingly favored among the all non-food seeds created in India because
of the high oil substance and enormous biodiesel yield. It is assessed that the castor
seeds contain 40% of the oil that can be effectively removed from it. The vegetable
oil such as castor being highly viscous cannot be directly used in C.I. engine that
directly prevents the atomization of oil. Prevention of atomization directly ceases
the combustion process which may lead to the engine damage. To make it helpful
for the compression ignition engine, it is important to decrease the consistency of a
similar oil which can be accomplished by the procedure of transesterification.

1.3 Introduction to Neem Butyl Esters

The botanical name of neem is Azadirachta Indica. The plant grows in tropical
and sub-tropical regions. India has a suitable environment for the plantation and
growth of neem tree. India is the native country of the neem tree, and the neem
tree has a long productive life span of over a century. Neem seed oil has several
advantages in comparison to other vegetable oils due to its inherent physicochemical
properties. The neem seed oil has very small amount of FFA content which in turn
gives it a low acidity index of 9 mg/g. Small acidity will require smaller quantity of
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Table 1 Properties of diesel,
CME and neem oil butyl ester

Properties Diesel CME Neem oil butyl ester

Density 830 880 872

Kinematic
viscosity

3.5 6.9 4.50

Calorific value
(KJ/Kg)

46,500 38,450 42,600

Flash point (°C) 50 160 164

Cetane no 55 50–55 57

basic solution to neutralize resulting in enhanced productivity in transesterification
reaction. It has low water content (<0.05%) which helps in avoiding soap buildup
during transesterification and alsomaking separation andwater washing easier. It has
very high gross calorific value (39.50 MJ/kg), high flash point (227 °C) and very low
sulfur content (0.11%) making it very good feedstock for biodiesel extraction. Some
of the limitations like high carbon residue content (1.4%) and relatively high viscosity
are detrimental to the use of neem oil for its conversion to biodiesel. However,
viscosity can be reduced either during transesterification or by dilution with diesel.
The physical and chemical properties measured for Castor Methyl esters and Neem
Butyl esters compared to diesel are shown in Table 1.

2 Literature Review

Lin et al. [10] used biodiesel in compression ignition engine to analyze perfor-
mance/emission parameters, and he concluded that the higher engine speed results
in higher thermal efficiency, larger specific fuel consumption and higher temperature
of exhaust gas while decreasing emission levels of CO2, CO and other gases.

Zhu et al. [11] worked on the testing of compression ignition engine fueled
with ethyl alcohol and diesel blends and concluded that the biodiesel alcohol blend
gives lower particulate emission but higher NOx emissions. By adding ethanol along
with Biodiesel, the Biodiesel-ethanol blend gives lower NOx and lower particulate
emission.

Yoon et al. [12] observed the impact of the multiple fuels on the engine perfor-
mance and exhaust emissions characteristics which showed that there was shorter
ignition delay for biogas–biodiesel compared to ultra-low sulfur diesel due to larger
cetane number of biodiesel.

Fazal et al. [13] analyzed the impact of various properties of biodiesel like higher
propensity for auto-oxidation, larger polarity, hygroscopic character, electrical ability
and solubility in biodiesel in comparison to petro-diesel leads to higher corrosion of
metallic parts. It also degrades the quality of rubber components.

Additionally, it has high FFA, and large degree of unsaturation left after refinement
can likewise improve erosion rate in car motor parts.
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Mohapatra et al. [14] used non-edible castor oil in investigating its ethyl and
methyl ester for their performance and exhaust emission in an agricultural diesel
engine. They concluded by saying that a 20% blend of both esters yields proximal
performances to that of petroleum diesel.

Bevinahalli et al. [15] carried out investigation on a single cylinder C.I. engine
fueled with Simboura diesel and biodiesel blends. They prepared four types of blends
with 10, 20, 30 and 100% biodiesel in the blend with diesel, and upon studying the
results found that BTEofB20was almost that of pure diesel but of higher percentages
of biodiesel decreased BTE and increased BSFC. The least emissions were obtained
for neat biodiesel (B100).

Patil and Deng [16] observed that non-edible oils such as jatropha and pangomia
can become a real good feedstock for biofuel production. Biodiesel produc-
tion process was optimized, and both two-step and single-step transesterification
processes were applied. The yield obtained varied from 90 to 95% for jatropha
biodiesel and 80 to 85% for pangomia oil. The fuel properties were compared with
reference to those of ASTM biodiesel standards.

Balat [17] had done an extensive review of past work on biofuel. He observed that
mainly biodiesel is being prepared from the traditional edible oils due to which food
versus fuel issue comes into consideration. Large usage of edible oil for biodiesel
production may lead to the shortage of edible cooking oil. As the availability of
non-edible oil is not yet made to the desired level, the cost of these oils is very high
in the market. Only when extensive use of non-edible oils will be made for biodiesel
production only then the biofuel production will become economically viable for the
long term.

3 Methodology

The following procedure was followed while conducting the experiments under
present work:

1. Preparation of nano-catalyst lithium-doped CaO.
2. Biodiesel extraction using feedstocks, i.e., castor methyl ester (CME) and

neem butyl ester (NBE), from two vegetable oils (castor oil, neem oil) using
heterogenous catalyst nanocrystalline lithium-doped CaO.

3. Measurement of physical properties of prepared biodiesel, i.e., density, kinematic
viscosity, flash point, fire point, etc.

4. Prepare blends of biodiesel (Table 2).
5. Perform the FTIR test on various blends of biodiesel.
6. Testing of the different blends on I.C. engine.
7. Evaluate and analyze the relationship between parameters such as thermal effi-

ciency, specific fuel consumption, temperature difference, volumetric efficiency,
exhaust heat difference, Emissions of different gases and smoke density and
opacity levels, etc.
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Table 2 Fuel used and
blends

Blends Castor methyl
ester (%)

Neem butyl
ester (%)

Petroleum
diesel (%)

B0 0 0 100

B5 2.5 2.5 95

B10 5 5 90

B15 7.5 7.5 85

B20 10 10 80

8. Extract the conclusion from various observations.

3.1 Nano-catalyst Preparation

Nano-catalystwas prepared using the procedure suggested in past literatures in Sarma
et al. [18] andDinesh et al. [19]. For makingMBCUS root ash catalyst, the procedure
devised by Sarma et al. [18] was followed.

1. First, theMusa roots were sliced into thin layer samples (dimension 2.0× 15 cm)
and were sun dried for about a fortnight.

2. These dried slices were then burnt in an open atmosphere to make its ash.
3. The ash obtained were further transferred to the laboratory and processed for

2.5 h in a muffle furnace at 600 °C.
4. The driedMusa balbisiana roots were placed in muffle furnace and were calcined

at 1100 °C in atmospheric conditions with a heating rate concerning 10zC/min
for 4 h. The solid end result was once beaten and after producing the CaO. During
calcination, the remaining composition of ash except the CaO is decomposed,
thus subsequently producing CaO. After calcination is complete, the furnace
temperature was brought down in steps, and when the temperature of furnace
reached150 °C, the samplewas transferred to the vacuumeddesiccator for storage
to avoid moisture pickup and reaction with atmospheric carbon dioxide from the
air before being used [18]

5. Lithium-impregnated CaO (Li–CaO) was prepared by the sol–gel process by
method as recommended in past literature by Kumar et al. [19]. The method
follows the oven drying and the calcination process used to prepare these cata-
lysts. Lithium nitrate is selected as precursor because it is low cost and it has a
higher solubility in water. 7 g of lithium nitrate was dissolved in 5ml of deionized
water, and 10 g of CaO obtained from root ash was uniformly mixed by magnetic
stirrer. The solution was dried up at 120 °C for 3 h and later calcined at 550 °C
for 3 h. XRD analysis of Lithium doped CaO shows the highly crystalline nature
of the prepared specimen (Fig. 1).
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Fig. 1 XRD of
nano-catalyst lithium-doped
CaO

3.2 Biodiesel Preparation from Castor Oil and Neem Oil

Neem oil butyl esters were prepared from neem oil and n-butanol. Two-step transes-
terification was carried out [20–22]. Firstly, the high FFA content of oil was lowered
to less than one percent by esterification. In the second step, the resulting triglyc-
erides were transesterified using butane-1-ol (6:1 molar ratio) and 1.5% w/w CaO
nanocatlyst doped with lithium. 1 L of neem oil was poured in a flask and was
heated for about an hour at 1100 C to remove any traces of moisture (or any alcohol)
present in it. About 1.8 g of lithium-doped CaO catalyst was added in the absence
of moisture. Now, these freshly prepared lithium-doped CaO nano-powder was put
into n-butanol in a moisture-free environment [17]. After the catalyst was uniformly
mixed in n-Butanol, the mixture so prepared was poured in heated oil with constant
stirring. Now the whole mixture was kept in an air-tight vessel with constant stirring
initially using magnetic stirrer and then in probe-type ultrasonicator at a temperature
of 65 °C for about 2 h (Fig. 2).

The mixture was placed in separating flask to settle overnight for separation of
the mixture in two layers to get the ester layer on the top and glycerol on bottom
side, ester layer separated as biodiesel. In order to remove the traces of glycerol still
present in biodiesel, it was water washed and then heated and died.

Similarly, castor biodiesel was prepared using the similar procedure with only
difference is that the ratio of catalyst used was 1% w/w of Li-CaO nanocatlyst with
methanol added in the ratio of 6:1 with castor oil. After two-step transesterification,
the biodiesel was separated from the glycerol.

Biodiesel thus obtainedwas separated from the catalyst using filter paper, and then
remaining alcohol was separated from biodiesel in the rotary vacuum evaporator to
get pure biodiesel. Biodiesel was characterized with FTIR analyser.
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Fig. 2 Experimental setup
to produce biodiesel using
transesterification

Biodiesel yield ranging from 90 to 94% was obtained in different biodiesel
samples.

It is imperative to mention here that the biodiesel yield through probe-type ultra-
sonicatorwas higher thanwithmagnetic stirrer probably due tomore vigorousmixing
of catalyst with alcohol and oil and due to addition effect of ultrasonic cavitation in
the solution.

3.3 Testing of Biodiesel Properties and Testing on C.I. Engine

The biodiesel blend samples were prepared using probe-type ultrasonicator using
ultrasonic cavitation mechanism, and thereafter, biodiesel quality testing was done
for various parameters like density, fash and fire point, viscosity and calorific value.
After quality check, the biodiesel blends were prepared and these samples were used
for testing of the diesel engine at varying process parameters.

The following instruments have been used for characterization of biodiesel
(Table 3).

Table 3 List of instruments used in the present work

S. No Instrument Specifications

1 ABB MB 3000 FTIR Resolution 1 cm−1
, Range:450–4000 cm−1

2 Ultrasonic probe-type sonicator 1–150 °C temp., 30 kHz Frequency

3 XRD Panalytical Xpert-Pro

4 Penskey martens apparatus Flash point apparatus meant for oils. 50° to
200 °C

5 Density meter Portable density meter of metler

6 Viscometer Torsion-type viscometer from ATAGO

7 Calorimeter Digital automatic bomb calorimeter
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4 Result and Discussions

Various fuel quality characteristics of biodiesel blends were analyzed and found to
be within ASTM standards for biodiesel.

4.1 Biodiesel Quality Testing

Density: Estimation of density is significant from the many viewpoints. To begin
with, it is the significant parameter whichwill affect the total amount of fuel provided
to the ignition chamber and furthermore the nature of fuel consumed in the chamber.
Additionally, it influences different properties of fuel like consistency, cetane number,
and warming worth. Biodiesel density is additionally significant for the design of
the engine, stockpiling of fuel and transportation of the fuel. Because of every one
of these reasons, it is imperative to assess the density of the biodiesel [23–25].

Density measurement was done as per ASTM D4052. The principle involved
in the measurement of the density involves the technique using oscillating U-tube
where the frequency of oscillation is measured electronically, and this is converted
into an equivalent value of density. The sample is filled into a vessel with capacity
of oscillation. The eigen frequency of the vessel is dependent on the mass of the
sample. First, the instrument was switched on and allowed to stand for attaining set
temperature 15 °C. Then, the 20 ml sample is taken in a container and the nozzle
is dipped in the specimen. As soon as the start button is pressed, the instrument
automatically collects the sample and measures the density. After measuring the
density, the sample was washed out with the solvent automatically. The properties
of Biodiesel blends from 5% to 20% were measured and found to be near to diesel
(Table 4).

Kinematic Viscosity: The viscosity of the biodiesel was evaluated as per ASTM
D446-12 using viscometer bath. First, the temperature was set at 40 °C. Then, the

Table 4 Various properties of biodiesel blends

Diesel B5 blend (2.5%
CME and 2.5%
NBE)

B10 blend
(5% CME
and 5%
NBE)

B15
blend (7.5%
CME and 7.5%
NBE)

B20
blend (10%
CME and 10%
NBE)

Density (Kg/M3) 830 835 836.75 837.6 837.9

Kinematic
viscosity (Cs)

3.7 3.85 3.90 3.96 4.02

Flash point (°C) 76 81 83 83 85

Calorific value
(KJ/Kg)

43,600 43,393.27 43,182.05 43,175.2 43,171.5

Fire point (°C) 79 85 87 88 90
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half bulb of viscometer tube was filled with a given sample and hold it in the bath for
15–20 min. Then, biodiesel was sucked to smaller tube well above the upper mark.

The time period taken by biodiesel in moving from upper mark and lower mark in
seconds multiplied by tube constant gives the measure of viscosity of the biodiesel
in centistokes(cSt).

Flash point and Fire point: Flash point and fire points are measured as per
ASTMD93-18 standard. Theflashpoint andfire pointweremeasured using aPensky-
Martens closed cup apparatus where the fuel is filled up to the fillingmark and heated
in a brass cup at a rate of 50 to 60 °C per minute. The sample was stirred at one or
two revolutions per second, and when the oil gives out vapor, thereafter the stirring
was stopped and the test flame was introduced above the lid and the temperature
corresponding to the point where the flash flickering sound was produced was noted
down. This is the flash point temperature of the biodiesel. The heating was continued
further until the continuous burning of fuel takes place for at least Five seconds,
which is the fire point of the biodiesel. The test was repeated with fresh oil samples
three times to get the precise average value of the Flash and fire point temperatures.

Calorific value: The calorific value may be defined as the quantity of heat gener-
ated by complete combustion per unit mass of fuel with oxygen. Calorific value of
the samples was evaluated using automatic digital isothermal microprocessor-based
bomb calorimeter.

4.2 FTIR Characterization

In the present work, Fourier transform infrared spectroscopy (FTIR) technique is
used to identify the esters in the final products of transesterification. The dominant
frequency peaks that are formed with respect to the percentage transmittance are all
quantified.

Fig. 3 shows the FTIR spectrum of CME biodiesel, and Fig. 4 shows the FTIR
spectrum for NBE biodiesel produced from castor oil and neem oil, respectively.
From the FTIR analysis in both cases, significant amount of castor methyl esters
and neem butyl esters were confirmed from the corresponding peaks at 1736 and
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Fig. 3 FTIR spectrum of castor methyl ester

Fig. 4 FTIR spectrum neem butyl ester

1173 cm−1 in castor biodiesel and 1744 and 1173 cm−1. Neemand castor oil biodiesel
thus can also serve as the very good potential candidate for eco–friendly alternative
to diesel fuel.
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4.3 Performance Testing on Diesel Engine

The heat balance test on the enginewas conducted, and heat balance chart was drawn.
Various performance parameters were tested at different loads on pure petro-diesel
and blended biodiesel with petro-diesel.

Brake-specific fuel utilization is higher for biodiesel mixes and keeps on in-
wrinklingwith proportionate ascent of biodiesel amount in the fuel blend. The reason
may be the higher oxygen content in biodiesel expands the total burning, lower
calorific value and higher viscosity of the biodiesel when contrasted with petro-
diesel [3, 4]. For the two mixes and the unadulterated diesel, the BSFC continues
diminishing with increment in engine loading (Fig. 5).

Brake thermal efficiency which shows an increasing trend with increasing load,
decreases as the blending percentage increases. But, it is bit higher or almost similar
to pure diesel for B5. This is probably due to change in cetane number during transes-
terification in the fuel leading tomore efficient combustion of the fuel with increasing
load [24, 8, 9] (Fig. 6).

Supplied fuel energy increases with load and blending ratio due to the higher
oxygen availability resulting in complete combustion of the fuel leading to higher
heat energy (Fig. 7).

Heat lost to cooling water is highest in B20 blend and lowest for diesel. This is
due to better promotion of complete combustion process in biodiesel. Due to more
efficient combustion, the in-cylinder temperature also rises, resulting in increased
pressure and larger heat release rate to the cooling water and lubricant when the
engine runs on biodiesel. Another reason might be due to the addition of higher
hydrogen content which has lower quenching distance and higher burning flame
front velocity of the hydrogen (Fig. 8).

The temperature of exhaust gases can be used to give qualitative inferences about
the progress of combustion in the engine [26]. Change in EGT of biodiesel blends
with variation in load is shown in Fig. 9. As the load is increased, the exhaust gas
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temperature also rises. Petro-diesel has the least temperature of the exhaust, and B20
has the highest. The reason behind higher EGT in biodiesel blends is the availability
of more oxygen atoms in biodiesel and lower thermal efficiency of the biodiesel-
based engine. At a lower thermal efficiency, lesser fuel energy is utilized to do work
and most of the heat content is passed to the exhaust system. Also, NME has some
components of higher boiling points than that of the diesel, in addition to oxygen.
This may also lead to higher temperature of exhaust. More fuel is burnt as the load
is increased resulting in more fuel is burnt, which results in further increasing EGT
as the load is increased.

The volumetric efficiency can be described as the breathing ability of an engine.
Volumetric efficiency is the relation between actual and theoretical amount ofmixture
sucked inside the engine. Volumetric efficiency reduces as the load is increased due
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to less suction at high speed in small time interval available for it. Due to higher
heating value of the mineral diesel, it has got the highest volumetric efficiency and
biodiesel blends have a lower volumetric efficiency due to the lower heating capacity
of biofuel as it transfers heat to the cylinder walls and thereby to intake valve which
reduces air density leading less volume of air going in the cylinder (Fig. 10).
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4.4 Emission Testing

Emission analyseswere done using Indus smokemeter andAVLDigas 5GasAnlyser.
Smoke meter is an instrument for measuring smoke density and opacity of

the exhaust fumes from the engine. The smoke opacity increases with load and
decreases with increase in the biodiesel percentage in the blend due to relatively
better combustion (Fig. 11).

The Indus smoke meter has a 4 m long hose pipe with three different-sized probe.
It has the capacity tomeasure smoke density between 0 to 99.9HSU and resolution of
0.1%. Accuracy achievable in the instrument is up to ± 0.1 m−1. For smoke density
measurement, the probe was inserted inside the exhaust pipe. A continuous sample
was passed through a pipe with light source at one end and a photocell at the other
end. The principal of light attenuation was used in the smoke meter to measure the
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Fig. 11 Smoke opacity at different loads of various biodiesel blends
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smoke density in Hartridge Smoke Unit (HSU). It has been observed that the smoke
density is highest in diesel and least in a B20 biodiesel blend with petro-diesel.
This is due to effective combustion in the biodiesel and presence of lesser quantity
of unburnt fuel particles and soot particulates in the biodiesel in comparison with
pure diesel. AVL DIGAS 444 Gas Analyser is used for analyses of various gaseous
exhaust emission during the diesel engine testing.

Carbon Monoxide Emission (CO)
The carbon monoxide is emitted in diesel engine due to incomplete combustion of
fuel which may be due to the lesser oxygen content in the fuel or lesser time available
for completing combustion for oxidation of CO to CO2. Biodiesel blends have lower
CO emission as the blending ratio increases and the pure mineral diesel has the
highest emission of CO due to less oxygen content and incomplete combustion in
diesel (Fig. 12).

Carbon Dioxide Emission (CO2)
The emission of carbon dioxide is higher in diesel in comparison to diesel due
to more efficient combustion in the biodiesel due to the more oxygen content and
proportionately lower quantity of arbon in it (Fig. 13).

Unburnt Hydrocarbons Emission (HC)
In biodiesel due to high content of oxygen, complete and effective combustion of
fuel takes place due to which the unburnt hydrocarbon emission is lower in biodiesel
and higher in pure mineral diesel (Fig. 14).

Nitrogen Oxide Emission (NOx)
NOx emission increases in biodiesel blends with increasing load and increasing the
blending ratio due to higher cylinder peak temperature. As the combustion process
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Fig. 14 Unburnt hydrocarbon emission at different loads of various biodiesel blends

is more efficient and fuel burns completely in bodiesel, the total temperature inside
the combustion chamber is higher in NOx in biodiesel than in diesel (Fig. 15).

5 Conclusion

In this current work, experiments were performed using castor methyl ester and neem
butyl ester blended with petro-diesel and the following results have been concluded
from the experimental analysis.

• The BSFC of the blend is higher than diesel fuel because the calorific value of
blends is less so more fuel is consumed to generate the same power. The results
are in correspondence with the result produced by some other authors in the past
[27–29]. BSFC up to 5% blend ratio is almost equivalent to diesel.
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• As the load and brake power is raised, the thermal efficiency of diesel, CME and
NBE blends also increases. Heat generated inside cylinder rises as soon as the
brake power is raised, and therefore, the thermal efficiency of the engine is also
enhanced.

• There is not much effect of blending on brake thermal efficiency (BTE) as the
BTE of blended fuel is almost same as that of diesel up to 10% blend ratio and
reduces marginally after 10% as compared to petro-diesel as a fuel.

• Biodiesel mixing builds the temperature of fumes and the mineral diesel has the
least exhaust gas temperature (EGT). It ascends with engine loading. Diesel has
minimal temperature of fumes. Lower heat efficiency and higher boiling point
constituents of NBE are the principle explanation for the ascent in the exhaust
temperature with biodiesel mixing.

• The brake-specific energy consumption (BSEC) will be a more precise measure
of performance when multiple fuels of different densities and heating values are
blended together. As the power is raised, the BSEC is reduced. Due to lower
calorific value of biodiesel blends in comparison to petro-diesel for the same
power output, the fuel consumption of an engine will be more with the CME and
NBE blends than with the diesel.

• The brake-specific energy consumption of blended fuel is lower up to 10%
blend ratio after that it increases because specific fuel consumption for blends
is increased as compared to diesel.

• The emission of hydrocarbons, CO2, CO is much lesser in biodiesel blends, and
it is higher in pure mineral diesel. Also, smoke opacity is lesser in biodiesel than
in pure diesel. The results are matching with the findings of the investigation of
past authors [4, 8, 29].
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• NOx emission is more in biodiesel in comparison to pure mineral diesel due to
higher peak temperature level due to more efficient burning of biodiesel.

The experimental results concluded that the natural nano-catalyst lithium-doped
CaO can be effectively used to prepare biodiesel and will result in the lowering of
the overall cost of production. Prepared CME and NBE blends show a good alternate
of the conventional diesel oil as the results show the similar or better performance
as that of diesel.
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Analysis of the Aerodynamic
Characteristics of NREL S823 and DU
06-W-200 Airfoils at Various Reynolds
Numbers Using QBlade

Kanthala Uma Reddy, Bachu Deb, and Bidesh Roy

Abstract Most of the fixed pitched wind turbines, which are used for the small-
scale power generation, typically, are operated at low Reynolds numbers where
the aerodynamic performance of an airfoil can change considerably with Reynolds
number. So that the study of aerodynamics performance of airfoil at various low
Reynolds number is much important. In this paper, such an attempt has been made
through simulating the selected airfoils, says National Renewable Energy Labora-
tory (NREL) S823 and DU 06-W-200, using QBlade open-source software. QBlade
software habits the double multiple stream tube (DMS) algorithms for evaluating the
performance of vertical axis wind turbines (VAWTs) blade element method (BEM)
for the evaluation of horizontal axis wind turbines (HAWTs). The viscous-inviscid
coupled panel process code XFOIL is integrated within the graphical user interface
(GUI) of QBlade for the calculation of lift and drag coefficient of an airfoil at any
angle of attack (AoA). The simulation is carried out at various Reynolds numbers in
the range of 1 × 105 to 3 × 105 for both selected airfoil and compared to each other.
The results show that for every applied Reynolds number, S823 airfoil obtains higher
lift coefficient up to 10° AoA after that DU 06-W-200 airfoil exhibits higher values
and also the same pattern followed for lift-to-drag ratio. Finally, the simulation results
are compared with the identified experimental data for validation purpose, and that
displays good agreement between the QBlade simulation result and experimental
data.

Keywords Reynolds number · Airfoil · QBlade · NREL S823 · DU 06-W-200

1 Introduction

Majority of the people around theworld are realizing the benefits of renewable energy
sources. Several renewable energy sources are being audited, with one of the more
renowned sources being wind. Wind turbines are used to generate power from the
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Fig. 1 Aerodynamic characteristics of an airfoil

kinetic energy of the wind. Large-scale wind turbines and small-scale wind turbines
are becoming viable solutions for the power generation. Particularly small-scale
wind turbines are intended for the application of low average wind speed region.
Small-scale wind turbines are presently not as efficient as large-scale wind turbines
[1]. Subsequently, these wind turbines are subjected to low wind velocity due to
that these turbines produce less than optimum flow conditions and the main cause is
that low Reynolds number flow through airfoil of the turbine. Aerodynamic charac-
teristic of an airfoil (Fig. 1) like lift, drag, moment, pressure coefficient, and pitch
angle transition of an airfoil is highly dependent on Reynolds number. Liu et al. [2]
numerically investigated the effect of Reynolds number on the performance of super-
critical airfoil and concluded that lower surface pressure distribution is not vulnerable
with variable Reynolds number but upper surface pressure distribution and trailing
edge pressure distribution are changing with variation in Reynolds numbers. Kim
and Chang [3] examined the influence of Reynolds number (20,000 < Re < 50,000)
on aerodynamic characteristics of the NACA0012 airfoil through flow visualization
setup and they observed that mushroom structure and verities of airfoil trailing edge
highly depended on the Reynolds number. Geng et al. [4] carried out comparison
between experimental and 2D unsteady Reynolds averaged Navier–stokes (URANS)
results to study the flow in the vicinity of a pitching NACA0012 symmetrical airfoil
at a Reynolds number of 1.35 × 105. They determined that CFD and experimental
result of lift and drag coefficient values of the particular airfoil at low angle of attack
(AoA) almost lie in the same line but at high AoA considerably deviated. Morgado
et al. [5] also conducted the comparison between performance prediction software,
such asXFOIL andCFD, and experimental studies for E387 airfoil and S1223 airfoil.
From the results comparison, they concluded that XFOIL remains the best design
and analysis tool for airfoil. Alaskari et al. [6] conducted blade element momentum
(BEM) simulation for SG6043 airfoil using open source QBlade software. They
concluded that maximum value of lift-to-drag ratio is obtained at an AoA 2°. They
also recommended the QBlade software to design and optimize the rotors and blades
for a variety of wind turbines. Other researchers [7–9] also used QBlade software for
different wind turbine projects. On the basis of that, this paper attempts to analyze
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the effect of various Reynolds numbers on the aerodynamic characteristics of on
selected airfoils using QBlade software.

1.1 Theoretical Formulation

Reynolds number (Re) is ameasure of viscous behavior of air, and it can be defined for
quite a few different conditions where a fluid is in relative motion to a surface. These
definitions usually comprise the fluid properties of viscosity, density (ρ), velocity (u),
and a characteristic dimension. The mathematical expression of Reynolds number
(Eq. 1) defines it is the ratio of viscous force to inertia force [10].

Re = ρul

μ
= ul

ϑ
(1)

Here l is the characteristic length,μ andϑ are the dynamic and kinematic viscosity
of the fluid, respectively.

Fluid flow is passing through any kind of surface of the body and it exerts a force
on that body [6]. Lift and drag forces are perpendicular and parallel components of
this force in the flow direction.

Theoretical formulation for lift (L) and drag (D) of airfoil can be written as
following.

L = 1

2
CLρAv

2 (2)

D = 1

2
CDρAv2 (3)

2 Airfoils Selection

In the period of 1984 to 1993, the NREL has designed and developed 7 families of
airfoil, which consist of 23 verities, suitable for the various rotor diameter. From
the 23 verities of airfoils, NREL S823 airfoil (Fig. 2) was selected on the basis
obtainability of experimental data [11]. The S823 is especially designed for lowwind
speed and used for 2 to 10 meter diameter wind turbine and this was compared with
another selected airfoil DU06-W-200 (Fig. 2), whichwas laminar and unsymmetrical
airfoil, especially designed for VAWTs at Delft University of Technology in 2006
[12]. The geometrical characteristics of selected airfoil are shown in Table 1.
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Fig. 2 Geometry of NREL S823 and DU 06-W-200 airfoils

Table 1 Geometrical characteristics of selected airfoils [13]

Airfoil Maximum
thickness (%)

Position (%
chord)

Maximum camber
(%)

Position (%
chord)

NREL S823 21.2 24.3 2.4 70.5

DU 06-W-200 19.8 31.1 0.5 84.6

3 QBlade Software and Methodology

The QBlade software is an open-source software developed by a team at the Tech-
nical University of Berlin, Germany, for design and simulate the wind turbines.
Many researchers [6–9] have been used the QBlade software for different wind
turbine projects and its parametric investigations.Moreover, several educational insti-
tutes and universities have encompassed QBlade as a perceptive tool to understand
the basic aerodynamic concept of a wind turbine [8]. The functionality of QBlade
Software includes different modules shown in Fig. 3.

The NREL S823, DU 06-W-200 airfoil coordinates taken from the airfoil tools
Web site [13] and saved in a dat file format. Saved dat file is imported into open-
source QBlade software and analyzed several times at various Reynolds numbers.
While doing simulation, the following assumption was defined in the QBlade Direct
Analysis module.

1. Mach number (Ma) = 0 for inviscid flow simulation (Mach number is ratio of
speed of the body/object to speed of the sound in the surrounding medium)

2. The standard and typically used Ncrit value, i.e., Ncrit 9. (Commonly the Ncrit
determines the turbulence level, if it is ‘1′ means lots of disturbance existing in
the flow).

Fig. 3 Different modules in QBlade software [8]
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Finally, the result obtained from the simulation was compared with the available
experimental data which were taken from literature.

4 Results and Discussion

The public domain numerical simulation QBlade software version 0.96 was used to
predict the performance of NREL S823 and DU 06-W-200 airfoils. The following
graphs illustrate the variation CL, CL/CD values of a selected airfoil with AoA at
different Reynolds numbers. Comparison has been made between the CL versus
AoA, CL/CD versus AoA values of NREL S823 and DU 06-W-200 airfoils for the
Reynolds numbers 100,000 (Fig. 4a), 150,000 (Fig. 4b), 200,000 (Fig. 4c), 250,000
(Fig. 4d), and 300,000 (Fig. 4e). For Reynolds number 100,000, the significant drop
in CL occurs between 15° and 20° AoA for NREL S823, 10° to 15° AoA for DU06
W-200 airfoil. This will happen due to flow separation or enlarged separation bubble
which cannot be predicted in QBlade.

Lift and the ratio of lift to drag curves were plotted against AoA from −5° to 20°
for both the selected airfoils, and the lift curves display S823 having high coefficient
of lift up to less than 10° and more than 10° AoA DU06 W-200 airfoil show more
CL value. This was happened due to camber present in the airfoil geometries. For
the Reynolds number 200,000 to 300,000, DU06 W-200 airfoil exhibits constant
maximum CL value, i.e., 1.41. Whereas maximum CL value of NREL S823 airfoil
increases with increasing Reynolds number. Lift-to-drag ratio also follows the same
pattern like lift curves, but maximumCL/CD value of NREL S823 airfoil at Reynolds
numbers 100,000, 150,000, 200,000, 250,000, 300,000 are 40.73 (at AoA 10°), 53.62
(at AoA 9°), 62.47 (at AoA 8°), 68.94 (at AoA 8°), 73.80 (at AoA 8°), respectively,
whereas but maximum CL/CD value of DU06 W-200 airfoil at Reynolds numbers
100,000, 150,000, 200,000, 250,000, 300,000 are 33.11 (at AoA 11°), 42.57 (at AoA
10°), 48.69 (at AoA 10°), 52.09 (at AoA 8°), 57.94 (at AoA 9°), respectively.

Generally, the airfoil which has high CL/CD value is preferred for designing the
blades of the wind turbine.

After analyzing both airfoil, it is clear thatCL, L/D values of both the airfoil design
AoA are reliant on Reynolds number. Modern wind turbine design must consider
this variant of airfoil performance.

4.1 Validation

To explanation for software confines, a standing airfoil with identified performance
is created in QBlade simulation software to allow for assessment between theoretical
and experimental data. For that justification, one standing airfoil (NREL S823) and
one Reynolds number (Re = 200,000) were chosen to validate against the Burdett
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Fig. 4 CL versus AoA and CL/CD versus AoA Graphs a Re = 100,000, b Re = 150,000, c Re =
200,000 d Re = 250,000, e Re = 300,000
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Fig. 5 NREL S823 airfoil
QBlade simulation
Validation: CL versus AoA
curve (Re = 200,000)
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et al. [14] experimental data. The result comparison displays decent conformity
between the simulation result and experimental data are shown in Fig. 5.

5 Conclusion

The NREL S823 and DU06W-200 airfoil were selected and studied the effect of the
Reynolds number on the lift coefficient and lift-to-drag ratio with the help of QBlade
open-source software. With the comparison of both airfoil performance in the basis
of lift coefficient (CL) values and the lift-to-drag ratio (CL/CD) values following
conclusion were drawn.

• NREL S823 airfoil shows higher lift coefficient values for all applied Reynolds
number says 100,000, 150,000, 200,000, 250,000, 300,000 up to AoA 10° after
that DU 06-W-200 exhibits higher coefficient values.

• CL values of NREL S823 airfoil increase with increasing Reynolds number
whereas DU 06-W-200 airfoil shows highest CL value (1.41) for Reynolds
numbers 200,000, 250,000, 300,000.
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• Maximum lift-to-drag ratio value is 73.80 for NREL S823 airfoil which was
obtained with respect to Reynolds number 300000 at AoA 8°, and the maximum
lift-to-drag ratio value of DU 06-W-200 airfoil is 57.94 obtained at sameReynolds
number at AoA 9°.

From the conclusion, it is recommended that both airfoils (NREL S823 and DU
06-W-200) are best suitable for small-scale power generation wind turbines. For less
than 10° AoA NREL S823 is suitable for the VAWTs and HAWTs.
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Design and Simulation of Wind Tunnel
Using CFD Analysis

Ganpati C. Arjune and Shivaji Vithal Bhivsane

Abstract The wind tunnel is proper functioning platform for accurate aerodynamic
research which helps to provides adequate environment condition around scaled
model to the compatible dimension. Wind tunnel data is part of design process that
used to design their model. For correcting wind tunnel data of wall and mounting
effects, very careful techniques are used. But it shows limitation for linear flow
approximation. This research paper proposed first part of the project, i.e., design
calculation and simulation, i.e., flow in wind tunnel and checking incompressible
flow in test section over an airfoil using CFD software. Test section has 0.3 * 0.3 m2

cross-sectional area with 0.5 m length design for proposed wind tunnel. Contraction
cone has contraction ratios 7 and cross-sectional area 0.7 * 0.7 m2 in rectangular
shape. Diffuser outer diameter is 0.4m and length is 1.5m and diffusion angle 5°. The
design philosophy is discussed along method for wind tunnel calculation is outlined.
Simulation of wind tunnel using CFD shows no separation of flow along wind tunnel
at 25 m\s speed of air. The proposed wind tunnel is conformed to design and can be
used for different test in the field of aerodynamics. Wind tunnel design to achieve
40 speed of air with expected low intensity turbulence level. It has available for
education and researching in area such as low speed aerodynamics and fundamental
research in fluid mechanics.

Keywords Subsonic wind tunnel · Aerodynamics · Fluid dynamics · CFD
simulation

1 Introduction

To study the effect of air moving past solid object, wind tunnel is used as a signifi-
cant research apparatus in aerodynamic investigation such as aerodynamic force and
pressure distribution to simulate with actual condition [1]. For aerodynamic research,
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fast, economical and correct way offer by wind tunnel, the most important aspect
of wind tunnel is their ability to accurate recreate the full complexity of full fluid
flow. For solving aerodynamic problems, experimental information required which
obtain in different way like water tunnel test, wind tunnel test, drop test, flight test,
shock tube test, flying scale model, ballistic range, whirling arms rocket sleds. Each
way is best in its sphere of superiority. Among them wind tunnel seems absolute to
solve aerodynamic problems, but still basis and complex aerodynamic problem need
to solve using wind tunnel even though society use computer and high technology
in wind tunnel testing [2].

Flow visualization in wind tunnel is unique which can find critical problem and
solution not seen in the pure numbers but computer provides mostly quantitative data
[3]. Essential lift, drag and efficiency can calculate using complex equation. One of
the important parts of the aerodynamic research is versatility and tangibility which
help to continue to promote wind tunnel testing. All aerodynamic problem could not
solve in one single wind tunnel; hence, wind tunnel needs to classified as: (a) on the
basic of circuit, i.e., open and closed circuit wind tunnel, (b) based on structure, (c)
based on structure material, (d) based on shape of inlet section, (e) based on location,
(f) based on speed of air velocity, i.e., subsonic, supersonic, transonic and hypersonic
wind tunnel, (g) based on anemometer placement [2].

Major parts of wind tunnel are test section, diffuser, contraction, settling chamber
and driving unit say electric motor [8]. Uniform flow within the test section is the
main goal of wind tunnel. Test section dimension design based on size of model
and type of test to be performed and defined rest of wind tunnel dimension. Test
section is key factor in construction and running cost of wind tunnel [8]. Overall
length of the construction can be controlled by optimization the design. The optimum
length is achieved CR only then is the dynamic load and boundary layer growth at
their minimum list value [4]. The power of computing machines and the computer
languages necessary to program the foundational mathematics started increasing
exponentially. To develop such systemwas decreased in an equally trend. The condi-
tion was met for an economical study of fluid flow prediction to evolve into the
field known as computational fluid dynamics. With the help of CFD software and its
complimentary CAD graphic interface, one can accurately design and evaluate the
flow regimes of a highly capable wind tunnel device [1, 3].

2 Design of Wind Tunnel

Wind tunnel design startswith test section on the basis of accessibility and installation
of test model as well as instrumentation. Test section length should be in range of
0.5–3 times of its hydraulic diameter and keep small as possible as for low pressure
loss coefficient. Blockage has negligible effect on test result when it about 10%. Test
section set 0.5 m length, i.e., 1.67 of its hydraulic diameters [1, 3, 10].

Flow accelerates into the test section by contraction. Design criterion of contrac-
tion for desired application that separation is avoided and the exit non-uniformity is
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equal to or less than the maximum tolerable level in shortest possible length [10].
Contraction cones design starts with selection of contraction ratio which should be
in range of 6–9 for small wind tunnel and also length of contraction should be 0.15–1
times of its inlet section hydraulic diameter. Flow separation avoid if contraction is
too large, i.e., pressure drop coefficient decreasing with increase in contraction ratio.
1.05 m contraction length takes to avoid flow separation. Straight contraction shape
uses for easier and cheaper contraction. Internal section of nozzle is identical to the
test section [1, 2, 4].

To decrease velocity flow in shortest distance, diffuser is usedwhich help to reduce
load on drive system [1, 8]. Area ratio, diffuser angle wall contour and diffuser cross-
sectional shapes are key factor of diffuser flow. For controlling flow separation, area
ratio should be less than 2.5 and diffuser angle 5°–7°. Here, diffusion angle considers
as 5°. Calculated length found as 1.15 m, but here considering length is 1.5 m for
better flow quality and area ratio 1.78 [2, 9].

Settling chamber used to place honeycomb and screen which help to reduce flow
turbulence before move into the contraction [9]. Settling chamber cross section is
same as contraction and length took as 0.5 times of the hydraulic diameter of inlet
of settling chamber area, i.e., 0.35 [2, 3].

Primary purpose of honeycomb is to reduce swirl and produce well-conditional
flow which means reduce in variation in mean and transverse velocity without losing
its flexural rigidity under forces during operation. Ratio of length to cell hydraulic
diameter (L\D) and porosity (flow area/total area) is the primary design parameter
for honeycomb [9]. L\D took as 6–8 and porosity as 0.97. Square cross section has
edge 5 mm, 0.075 mm thickness and length 12 mm [1].

Screen located inside settling chamber helps to reduce upcoming air turbulence
level, i.e., breaks large eddies into small-scale turbulent eddies [9]. Porosity above
0.8 has no control on turbulence and below 0.58 lead to flow instability. Hence, it
should be in range of 0.58–8 [2]. Finest screen shows better control over turbulence.
Clearance between screens should be 0.2 times of settling chamber hydraulic diam-
eter. Screen dimensions considered as 2 mm thick wire, cell height 8.9 mm, hence
0.6 porosity and 0.14 m distance from contraction inlet. Another one is 3 mm thick
wire and cell width 10.5mm, porosity 0.65 placed from first screen. The drive system
chooses which has optimum efficiency, RPM and required power to produce 25 m\s
mass flow [1, 10] (Fig. 1 and Table 1).

3 Pressure Losses in Wind Tunnel

At any point in the wind tunnel, the energy loss depends on the cubic velocity at that
point. In diffuser, velocity decreases with minimum loss and higher back pressure
without boundary layer separation. The total losses occurring in the flow through
wind tunnel are equal to the power required to maintain steady flow through the wind
tunnel. Pressure loss for each component of wind tunnel determined to conducting
numerical simulation in order to comprehends the functionality of the circuit [5]. The
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Fig. 1 Wind tunnel design (all dimension in mm)

Table 1 Wind tunnel component dimension

Component of wind tunnel Cross-sectional area (mm2) Length(mm)

Test section 300 * 300 L ts = Dts ∗ 1.5 = 500

Contraction cone 700 * 700 Lcs = Dcs ∗ 1.5 = 1050

Diffuser 400 * 400 DDO =
Dts + {(2 ∗ (Ld ∗ tan θ/2)}Ld = 1500

Settling chamber 700 * 700 Lsc = Dcs
2 = 350

Honeycomb 30 * 30 = 12 (inside settling chamber)

total pressure loss coefficient (ki) which is sum of each section and head losses (h1)
is calculated for upstream and downstream wind tunnel section. Such total pressure
loss is then subtracted from the pressure at the exit of the diffuser, establishing
the pressure at the exit recovery required by the fluid pump. The pressure recovery
required by the fluid pump is calculated on the total pressure loss. The pressure drops
coefficient represent as dimensionless form of the energy loss of each section.

Head loss calculated as:

h1 = k
v2

2g
= �p

ρg
(1)

where V, ρ and k are average fluid velocity in working section, density of fluid, loss
coefficient, respectively.

3.1 Test Section

Design of test section purpose is to maintain approximately constant static pressure
with list change inMach number throughout the test section. Test section has constant



Design and Simulation of Wind Tunnel Using CFD Analysis 291

height. Its upper and lower wall are deflected to prevent boundary layer growth. The
design provides good view to user. Only friction losses find inside test section and k
is function of fraction factor which is calculated as [6].

kts = L ts

Dts
fts (2)

where kts, Lts, Dts and f ts are loss coefficient, length, hydraulic diameter and friction
factor of the test section, i.e., working section. The friction factor calculated as
following Colebrook equation:

1√
fts

= −2 log10

[
ε/Dts

3 · 7 + 2.51

Re
√

fts

]
(3)

ε is roughness and consider as zero in working section.

3.2 Diffuser

The purpose of diffuser is to reduce the power losses due to high flow velocity, i.e.,
decrease in velocity with distance without separation of boundary layer at walls [8].
Vibration of fan causes change in velocity at test section; hence, separation may
occur. Divergence is important aspect for design of diffuser keep small as possible
to ensure separation of boundary layer at wall of diffuser. It means long diffuser for
high aspect ratio and may be costly inefficient [6]. The pressure losses in diffuser due
to skin friction and expansion loss. Equivalent conical expansion angle (θ ) and area
ratio, i.e., ratio of outlet and inlet cross-sectional area of diffuser aremain parameters.
Loss coefficient for diffuser (kd) is sum of these two loss factors [1].

kd = kf + kex (4)

where kf and kex are skin friction and expansion lass factors. They are calculated as:

kf =
(
1 + 1

AR2

)
fws

8 sin θ
(5)

Expansion angle (θ ) may calculated as:

θ = tan−1

(
R2 − R1

L

)
= tan−1

(
1

2

√
AR − 1

Ln
Dws

)
(6)

kex = ke(θ)

(
AR − 1

AR

)2

(7)
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For an expansion angle 1.5◦ ≤ θ ≤ 5◦ke(θ) calculated as:

ke(θ) = 0.1709 − 0.1170(θ) + 0.03260(θ)2 + 0.001078(θ)3

− 0.00090760(θ)4 − 0.00001331(θ)5 + 0.000001345(θ)6 (8)

3.3 Contraction Cone

Only, skin friction loss considers in a contraction cone and it may be calculated as
follows [1, 3]:

kcs = f

4

LCS

DCS − DTS

(
1 − D4

TS

)
D4

CS

)
(9)

where LCS,DCS,DTS and f are length of cc, inlet hydraulic diameter of cc, test section
hydraulic diameter and skin friction coefficient, respectively [1].

3.4 Settling Chamber

Honey comb and screen are two sections which used to decrease the turbulence in
flow and make it straight. To decrease the pressure loss in wind tunnel, velocity at
honeycomb and screen section must be low as possible [10]. Screen and honeycomb
reduce axial and lateral turbulence, respectively. Screen has a relatively large pressure
drop in the flowdirection but honeycombhas small pressure drop. Loss in honeycomb
calculated as [1]:

kh = λh

(
Lh

Dh
+ 3

)(
1

βn

)2

+
(

1

βn
− 1

)2

(10)

Where, λh = 0.375

(
�

Dh

)0.4

R−0.1
e� Re < 275 (11)

λh = 0.214

(
�

Dh

)0.4

Re > 275 (12)

Screen loss coefficient can be calculated as:

km = kmeshkRnσS +
(

σ 2
S

β2
S

)
(13)
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Table 2 Loss coefficient in
wind tunnel section

Wind tunnel component Loss coefficient

Test section 0.0188

Contraction cone 0.0048

Diffuser 0.04271

Honeycomb 0.00049

Screen 1 0.6399

Screen 2 0.7787

Straight section 0.0111

Total
∑

ki = 1.4965

where σ S and βS are screen solidity and screen porosity. k mesh is mesh factor, 1 for
newmetal wire, 1.3 for average circular metal wire, kRn is calculated as [1] (Table 2):

kRn = 0.785 +
(
1 − Rews

354

)
+ 1.01 0 ≤ Rews ≤ 400 (14)

kRn = 1 Rews ≥ 400 (15)

Total pressure loss calculated as power loss in each section of wind tunnel and
fan:

�Pt = 1

2
ρV 2

∑
ki + 1

2
ρV 2

fan (16)

Take 25% safety factor, i.e.,

∑
ki = 1.4854 + 0.37135 = 1.871. (17)

Dimension of fan is same as diffuser outer diameter. Hence, velocity of fan is
calculated as:

AfanVfan = AtsVts (18)

where Afan = Ads = 0.16, Ats = 0.09, V ts = 25 m\s, hence. V fan = 14.0625 m\s
therefore;

�Pt = 806.47Pa (19)

3.5 Power Requirement

To maintain steady flow inside test section, power is required that power is equal
to losses by kinetic energy dissipated phenomenon, i.e., vortices and turbulence [1].
Design of fan may be on the basis of required velocity at test section and to resist
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the decrease in pressure along the wind tunnel. Sum of the pressure drop coefficient
(Ki) in each section of wind tunnel equal to required power for given section size
and flow condition [6].

ηP = 1

2
ρAV 2Σk1 (20)

Power required is sum of total pressure loss in all section of wind tunnel and fan:
-

Preq = Q = AfanVfan�Pt = 1814.55W (21)

Power in Hp is 2.42
For BHP (brake horse power) = 60% approximately;

Then, EFF =
Power in HP

BHP
= P(Hp)

BH P
= 4.03(hp) (22)

Power (4.03 hp) is more than Preq. So, velocity can increase upto 40 m/s in the
test section.

4 CFD Simulation

4.1 Wind Tunnel Simulation

To visualize flow in side wind tunnel or any complex configuration to find a mechan-
ical and flow properties, Ansys use like a tool to represent it. First step is to model
wind tunnel and apply proper boundary condition which are calculated using design
[6]. Steps involve in Ansys are preprocessing, i.e., modeling, boundary condition

Table 3 CFD model
boundary condition summary

Parameter Input values

Discretization scheme Second-order upwind

Algorithm SIMPLEC

Inlet velocity 4.76 m/s

Pressure outlet 105779.4035 Pa

Air density (at 25 °C) 1.18 kg/m3

Gas constant 287 J/kg-K

Kinematic viscosity 1.51 × 10−5 kg/ms

Time Steady state
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(Table 3) and meshing, solution, i.e., fluent as a solver, and for post-processing, CFX
may use.

Total element and node use to simulate wind tunnel are 391,368 and 381,808,
respectively. Ansys solution (fluent) shows constant velocity(25 m\s) along test
section that means good result which indicates prepared design has no separation at
all and no thickening of boundary layer at that region which may face an error in
measurement.

4.2 Airfoil Simulation in Test Section

Flow must be adequate for simulation. Such, flow quality is good in test section.
Model can simulate in the test section of wind tunnel. 2D airfoil model use for it. 3D
model provides same result as per study. 2D model helps to minimise mesh as well
as simulation time. To analyze the aerodynamic characteristics (lift and drag) of 2D
airfoil, use input variable such as experimental measurement (wind tunnel test data)
result and airfoil coordinate. The understanding problem statement that is flow is
external aerodynamic flow so we need to fix the outer airflow boundary, i.e., airflow.
Airfoil and stream condition (flight speed\ air speed) are required to carry out the
analysis. NACA 2412 airfoil coordinates take from UIUC airfoil database.

4.2.1 Flow Consideration

Flow is incompressible and turbulent, i.e., density and viscosity are constant. Only
mass and momentum equation need to be solved. Appropriate pressure velocity
coupling scheme and turbulence model need to be selected. Here, only steady state
analysis is sufficient [5]. Flow is external, as per industry practice, fluid domain
around airfoil can be taken as 15–20 times the chord length. Modeling of boundary
layer is challenging task for flow around airfoil because of severe stalling effect in the
stalling region [8]. Analysis can be fine turnedwithmultiple modeling approaches by
comparing the CFD analysis results with experimental results (wind tunnel test data).
The flow is incompressible and compressibility effects are negligible; therefore, there
will not a shock wave [7, 8].

4.2.2 CFD Analysis Procedure

The first step is to scale themesh to SI (length inmeter) units after importing themesh
to CFD analysis software which include structured mesh with 45,888 quad elements
and 46,440 nodes. In this problem, there is need to scale mesh, because airfoil coor-
dinates are normalized to one-unit chord length for test section analysis model scale
as 1:10. Pressure-based CFD solver, i.e., Ansys fluent, is used as solver, since there
are no severe compressible effects like shock waves. Energy equation and model
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density as a function of pressure, temperature and viscosity selected for analysis.
Reference pressure is as sea level 101,325 pa which needs to consider for environ-
mental flow. We fix the far field boundary condition, wall boundary condition and
solver setting. For test sectionmodel inlet velocity is sufficient. For far field boundary
condition, we need provide gauge pressure, flowMach number, i.e., flow is turbulent
say velocity as 40 m\s and flow direction cosine along with turbulence boundary
condition. X-direction of flow is given by cos (α) and Y—direction flow is sin (α).
Wall boundary condition assigns with no slip, adiabatic boundary condition. Need to
create fluid properties like density, viscosity, thermal conductivity, specific heat as an
air fluid property to all 2Dvolume elements (quad element). Solver setting depends on
governing equation discretization scheme, i.e., second-order upwind scheme which
was selected. SIMPLE algorithm is used for pressure–velocity coupling algorithms.
Under relaxation factor can set solution control. We take residual value like 1e-
10 or 1e-20. Because we know that getting converged solution up to this value is
impossible, but it is a technique to keep the analysis running till we stop based on
our technical judgment. Once the fluctuation stops, we can declare that solution is
converged. Monitor lift and drag coefficient on the curve of airfoil. Very fine mesh
use for turbulence flow. Y plus value between 30 to 300 called as inertia dominant
region. Inertia dominant region use for simulation. This region depend on mesh. To
gain this region we need to check and repeat mesh by changing number of element
untill solution becomes grid independent.

4.3 Post-Processing Result

Velocity profile inside test section need to constant when solving mass conservation
equation. Such Fig. 2 shows more accurate profile for design data.

Stalling angle of attack of NACA2412 is nearly equal to all result with constant
Mach number and Reynold number. It shows that all flow properties at test section,
i.e., wind tunnel are accurately design.

Fig. 2 Velocity profile in complete wind tunnel
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Fig. 3 Lift coefficient versus angle of attack at different model of simulation compare with wind
tunnel data

5 Conclusion

• To obtain velocity up to 40 m/s at test section (0.3 * 0.3) m2, an open-circuit wind
tunnel has been designed and simulated. Power loss in wind tunnel is nearly 0.2
with respect to dynamic pressure at test section and 1 Hp motor may sufficient
to produce 25 m/s velocity at test section. Construction, test work and calibration
will be done in next paper.

• The wind tunnel (Fig. 1) length is 3.7 m and free stream velocity about 25 m/s
which is very much smaller and probably not found anywhere.

• CFD using FLUENT to predict flow around airfoil has been achieved; it is clear
from the result that lift coefficient on airfoil is increase due to angle of attack
increase (Fig. 3) as well as it is noticed that lift coefficient in CFD simulation
comparably accurate as wind tunnel data. The 1:10 scaled model of NACA2412
airfoil shows good result in CFD simulation for flow pattern and force coefficient.

• To avoid traditional approach of wind tunnel experiment which costly and time
consuming, pre-experimental CFD study helps to reduce repetitive experiment.

• Critical study like turbulence intensities where it is important to resort to wind
tunnel experiment.
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Exergy Analysis of Cogenerative Steam
Power Plant

Satpal C. Babre and Kumudini S. Gharge

Abstract In this study, exergy analysis of Sahyadry Sugar Factory (Steam power
plant) located in a karad, Maharashtra, has been done. The data is collected from
power plant and each component present in a power plant has been analyzed sepa-
rately based on exergy. In this analysis, it is observed that the maximum amount of
exergy destructed in boiler; nearly, 199.29 MW exergy is destructed within a boiler
which is 89.4% of fuel exergy input. The second source of major exergy destruction
is condenser where 9.88MWexergy is destructed which is 4.4% of fuel exergy input.
The exergetic efficiency of each component and whole cycle has been calculated.
The exergetic efficiency of power plant is 7.3% which is very less.

Keywords Exergy · Exergy destruction rate · Exergy efficiency

1 Introduction

Exergy is a maximum theoretical work that can be obtained from system, when its
state brings in equilibrium with the reference environment. It is also considered as
maximum work potential that can be obtained from a system [1]. Power generation
system analysis is usually done for its better performance and for increasing its
efficiency. The numbers ofmethods are available to do so, but exergy gives qualitative
improvement in performance and efficiency. This analysis is important for design of
new or existing system, maintenance of equipment or system.

Nowadays, the resources of fossil fuels are drastically decreased and energy prices
are increasing highly. Due to this reason, optimum steps toward energy genera-
tion, energy application and its optimum consumption management methods are
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important. For optimal design and optimization purposes of thermal system, accu-
rate thermodynamic analysis required. Two tools are widely used for analysis of
thermal system, first is energy analysis as per first law of thermodynamic and second
is exergy analysis as per second law of thermodynamics [2]. As exergy analysis
follows first and second law of thermodynamics, it is a powerful tool to analyze
the system to reveal inefficient thermodynamic processes; it has become key source
for the better understanding of processes [3]. Many researchers have suggested that
exergy analysis can be used for the making decisions about allocation of resources
such as research and development efforts, capital, materials, optimization, life-cycle
analysis. [4]. Exergy analysis identifies the locations, type and true value of exergy
destruction. Therefore, it can effectively help in planning and gives guidelines for
more efficient use of energy in existing power plants [5, 6].

The objective of this work is to evaluate exergy, exergy destruction rate at inlet
and outlet of each component of steam power plant present in a Sahyadry Sugar
Factory.

2 Plant Description

The power plant uses five boilers of different capacities, in which B1 and B2 of
25 T/h each, B3 of 35 T/h, B4 and B5 of 50 T/h each. Power house consists of 12
turbines, in which T5, T6 and T12 these three are used for power generation, while
others for running crushing mills.

2.1 Working of Plant

The steam produced in boiler B1 to B5 is super heated in super heater SH1 to SH5.
This super heated steam is collected in a single duct; this collected steam is supplied
to the turbine which are split into two groups, namely T1 to T4 and T5 and T6 as
shown in Fig. 1. The steam produced in boiler B4 and B5 is super heated in super
heaters SH4 and SH5.Again this steam is collected at single duct as shown in Fig. 3.1.
This generated steam is again split into two groups of turbine namely T7 to T11 and
T12. The turbine T1 to T4 and turbine T7 to T11 used to run crushing mills. The
turbine T5, T6 and T12 is used to generate power. The outlet of the turbine is passed
to the single condenser. The condensate is collected in a tank. This condensate is
drawn by a feed water pumps P1 to P5 and supplied to the boiler through economizer
E1 to E5. The fuel used in a boiler is sugarcane bagasse. The bagasse contains 50%
moisture. When the fresh sugarcane is crushed, the bagasse generated is dried 50%
and supplied directly to the furnace of a boilers.
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Fig. 1 Plant layout

3 Exergy Analysis Procedure

If the kinetic, potential and chemical exergy are considered to be negligible, the
specific exergy is defined as by equation [3].

e = h − h0 − T0(s − s0) (1)

Total exergy rate of the system is [3],

Ė = ṁ [(h − h0) − T0(s − s0)] (2)

To carry out exergy analysis of steam power plant, following assumptions are
considered [4, 6]

1. The process is carried out at steady state.
2. Changes in potential and kinetic energies are neglected.
3. There are no heat losses over the surface of the components.
4. Cycle and cooling water are treated as pure.
5. There are no changes of the specific chemical exergies in the cycle.

3.1 Exergy of Fuel (Sugarcane Bagasse)

The ratio (ø) of chemical exergy (e) of dry solid fuels to the net calorific value of
fuel (NCV), with mass ratio of oxygen to carbon (O/C) varies from 0.667 to 2.67 in
general and in particular for bagasse is given by Kotas [7],
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Table 1 Formulae being used for calculation

Component Exergy destruction rate Eq. Exergy efficiency Eq.

Boiler İboiler = Ėfuel + Ėin − Ėout 05 ηexB = Ėout−Ėin
Ėf

11

Pump İpump = Ėout − Ėin + Wp 06 ηexP = Ėout−Ėin
Wp

12

Heater İheater = Ėout − Ėin 07 ηexSH = 1− İheater
Ėin

13

Turbine İturbine = Ėin − Ėout − WT 08 ηexT = ẆT
Ėin−Ėout

14

Condenser İ c = Ėin + Ėout 09 ηexC = Ėout
Ėin

15

Cycle İcycle = ∑
İallcomponent. 10 ηexCycle = Wnet

Ėf
16

φdry = 1.0438+ 1.0882
(

h
c

) − 0.2509[1+ 0.7256
(

h
c

) + 0.0383
(

n
c

)

1− 0.3035
(
O
C

) (3)

If moisture (W ) of the fuel is considered, the chemical exergy Ė of wet bagasse is

Ė = [
NCV+Whfg

]
ødry (4)

The properties of sugarcane bagasse are as follow (Table 1),

W = 0.5; NCV = 7130KJ/Kg : c = 22.04; h = 2.72; n = 0.15; S = 0.02; O = 21.07

4 Result and Discussion

At reference environment P0 = 101.325 kPa and T0 = 298.15K, using exergy
analysis procedure, following results are obtained (Table 2):

4.1 Exergy Destruction Rate of Cycle

Figure 2 represents exergy destruction rate of a steam power plant cycle. It can
be observed that boiler destroying major amount of exergy followed by condenser.
Exergy destruction rate of a pump is negligible compared to the other plant compo-
nents. Exergy destruction rate of condenser is also significant, whereas exergy
destruction rate of superheater is moderate. The exergy destruction is mainly caused
due to irriversibity in a plant.
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Table 2 Results obtained through analysis

Sr. No. Pressure
(bar)

Temperature
(°C)

ṁ
(kg/s)

h
(kJ/kg)

s
(kJ/kgoC)

E
(kJ/kg)

Ė
(MW)

1 0.72815 91 9.72 382.1 1.204 27.78 0.27

2 34.34 139 9.72 585.86 1.7285 75.16 0.73

3 20.6 272 5.8 2949.7 6.6322 976.96 5.67

4 31.39 317 5.8 3032.15 6.5583 1081.44 6.27

5 0.70109 90 9.72 376.9 1.193 25.86 0.25

6 34.339 101 9.72 425.32 1.314 38.20 0.37

7 20.6 265 5.83 2938.4 6.6014 974.84 5.68

8 31.39 321 5.83 3042.8 6.6049 1078.19 6.29

9 0.70109 90 9.72 376.9 1.193 25.86 0.25

10 34.39 108 9.72 454.87 1.396 43.30 0.42

11 20.6 280 8.097 2973.75 6.6685 990.19 8.02

12 31.39 341 8.097 3091.45 6.6856 1102.79 8.93

13 18.62 279 3.82 2974.89 6.6913 984.53 3.76

14 0.9 96.71 3.82 2669.56 7.3944 469.57 1.79

15 19.65 285 3.82 2989.77 6.7169 991.78 3.79

16 0.8 93.15 3.82 2665.4 7.442 451.22 1.72

17 20.601 280 2.8 2974.85 6.6645 992.48 2.78

18 0.9 96.71 2.8 2668.23 7.3942 468.29 1.31

19 20.601 290 2.8 2998.69 6.7112 1002.39 2.81

20 0.7 89.96 2.8 2658.1 7.4791 432.86 1.21

21 20.601 330 3.82 3090.86 6.8789 1044.57 3.99

22 0.8 93.15 3.82 2665.4 7.4998 433.98 1.66

23 20.601 328 2.8 3086.24 6.8631 1044.66 2.93

24 0.9 96.71 2.8 2670.1 7.3954 469.81 1.32

25 0.72815 91 25 382.7095 1.2028 28.74 0.72

26 34.339 110 25 463.69 1.4161 46.13 1.15

27 31.39 334 12.197 3074.5 6.6675 1091.22 13.31

28 31.39 383 12.197 3188.79 6.8409 1153.83 14.07

29 0.75606 92 25 385.4 1.217 27.20 0.68

30 34.339 112 25 455.29 1.3926 44.74 1.12

31 31.41 297 12.65 2981.91 6.5112 1045.25 13.22

32 31.39 380 12.65 3183.2 6.8303 1151.39 14.57

33 31.39 370 3.82 3164.2 6.8114 1138.03 4.35

34 0.9 96.71 3.82 2669.69 7.3985 468.48 1.79

35 31.39 368 3.82 3155.2 6.7981 1132.99 4.33

(continued)
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Table 2 (continued)

Sr. No. Pressure
(bar)

Temperature
(°C)

ṁ
(kg/s)

h
(kJ/kg)

s
(kJ/kgoC)

E
(kJ/kg)

Ė
(MW)

36 1 99.63 3.82 2674.64 7.3647 483.51 1.85

37 31.39 371 2.8 3161.93 6.7854 1143.51 3.20

38 0.8 93.15 2.8 2664.78 7.5432 420.43 1.18

39 31.39 370 2.8 3160 6.7842 1141.94 3.19

40 0.9 96.71 2.8 2669.69 7.3944 469.71 1.32

41 30.41 371 5.24 3164.1 6.8951 1112.98 5.83

42 1 99.63 5.24 2674.89 7.3598 485.22 2.54

43 31.39 372 3.82 3164.3 6.8215 1135.12 4.34

44 0.8 93.15 3.82 2665.4 7.442 341.68 0.002

45 10.027 180 42.16 2776.2 6.582 818.43 34.50

46 1.9854 120 42.16 2704.88 7.1294 583.89 24.62

47 0.72815 91 79.16 381.1 1.243 15.15 1.19

48 29.43 96 9.72 404.4 1.2594 33.56 0.33

49 29.43 94 9.72 395.9953 1.2366 31.95 0.31

50 34.34 95 9.72 400.5737 1.2477 33.22 0.32

51 47.1 97 25 409.9506 1.2695 36.09 0.90

52 47.1 96 25 405.75 1.2581 35.29 0.88

199.29 
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Table 3 Exergy efficiency of
boiler

Boiler Exergy efficiency (%)

B1 15.1

B2 16.2

B3 16.6

B4 18.6

B5 18.6

Figure 3 represents exergy destruction rate in terms of percentage. It can be
observed that out of total exergy 89.4% of exergy is destroyed in a boiler which indi-
cates that boiler is much poor to utilize available energy and there is need to improve
the performance of a boiler. As a boiler is major source of exergy destruction, there
is scope of improvement of a boiler.

4.2 Exergy Efficiency of Boilers

Table 3 represents exergy efficiency of boiler which ranges in between 15 and 18%.
These efficiencies are low because of entropy generation and high irreversibilities
present in a boiler. The irreversibilities are due to uncontrolled combustion, chemical
reaction, heat transfer through conduction from the wall of boiler.

4.3 Exergy Efficiency of Turbine

The exergy efficiency of turbine is in between 59 and 75% as represented in Table 4.
The decrease in exergetic efficiency is due to friction in turbine, friction is reduced
by increasing temperature in a turbine within, metallurgical limit.

4.4 Exergy Efficiency of Super Heaters

See Table 5.

4.5 Discussion

The power plant was analyzed using exergy analysis procedure; the environment
reference temperature and pressure are 298.15 K and 101.3 kPa, respectively. The
exergetic efficiencymeasures ideality of process or deviation of process from ideality.
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Table 4 Exergy efficiency of
turbine

Turbine Exergy efficiency (%)

T1 59.3

T2 60.0

T3 58.5

T4 59.7

T5 69.7

T6 72.4

T7 73.8

T8 73.8

T9 68.8

T10 72.9

T11 75.0

T12 72.3

Table 5 Exergy efficiency of
super heaters

Super Heaters Exergy efficiency (%)

SH1 89.3

SH2 88.8

SH3 88.6

SH4 94.3

SH5 89.8

Exergy and exergy destruction rate is calculated as presented in a table. It is observed
that the exergy destruction rate of the boiler is maximum compared to other compo-
nents in a power plant. It measures alone 89.4% of losses in the plant, followed
by condenser. The exergy destruction rate of the condenser is 4.4%. If we consider
first law, major losses are occurred in a condenser; in reality, it happens in a boiler
where major amount of entropy is generated. This implies that significant improve-
ments should be done in a boiler instead of condenser. The exergetic efficiency of
the power cycle is 7.3%, which is very low. This indicates that tremendous opportu-
nities are available for improvement, redesign and for optimization of the processes.
However, this irreversibilities cannot be avoided because of physical, technological
and economic constraint.

Irreversibilities can occur in a plant due to many reasons but irreversibility due
to chemical reaction is significant. It mainly occurred in boiler due to which major
amount of exergy is destructed within a combustion chamber. There is also a signif-
icant effect of air to fuel ratio; if it is not controlled or maintained properly, uncon-
trolled combustion takes place which destroys maximum useful energy in a combus-
tion chamber itself [8]. Heat transfer to finite temperature difference, friction between
atoms in a chemical reaction, heat conduction throughwall of a boiler also cause irre-
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versibility. In a turbine, exergy is destructed due to friction; friction ismaximumwhen
temperature inside turbine is low. If the temperature inside the turbine is maintained
within metallurgical limits, exergy destruction rate can be minimized [9].

5 Conclusion

In this study, exergy-based analysis is carried out. This analysis shows that energy
lost in a condenser device is very less and insignificant compared to the boiler as the
quality of energy in condenser is low. The summation of exergy destruction rate in
all boilers is about 199.29 MW; in terms of percentage, it is 89.4% of the fuel exergy
input to the cycle which is very high. Next to it was the condenser where 9.88MWof
exergy is destroyed; this represents 4.4% of the total exergy. 4.2% exergy is destroyed
in a turbine and 2% exergy is destroyed in all heaters and pumps. Exergetic efficiency
of power plant is 7.3% which is very low. It means that lot of scope is present to
modify the plant or redesign the components. As the chemical reaction is most
significant source of exergy destruction, most part of exergy is destroyed in a boiler.
Excess air fraction and inlet air temperature are significant to exergy destruction in
combustion chamber. The main source of exergy destruction in turbine is friction; it
can be reduced by increasing temperature in a turbine within metallurgical limits.

Nomenclature

ṁ Mass flow rate (kg/s)
e Specific exergy rate (KW)
Ė Total exergy rate (KW)
h Specific enthalpy (J/kg)
s Specific entropy (J/kg K)
T Temperature (K)
P Pressure (bar)
NCV Net calorific value
Ø Mass fraction
İ Exergy destruction rate (KW)
ηex Exergetic efficiency
o Dead state conditions
i Inlet
e Exit
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