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Preface

The Third International Conference on Recent Innovations in Computing (ICRIC
2020) targeted researchers from different domains of advanced computing, intelli-
gent networking, image processing and computer vision, e-learning, cloud and big
data, security and privacy, and Digital India on a single platform to showcase their
research ideas. This is the ongoing event in continuation of its previous version of
ICRIC 2019 from Springer. The conference aims to be an annual ongoing event
inviting researchers to exchange their ideas and thoughts. We hope that it will
continue evolving and contributing in the field of computing technologies. The
Third International Conference on Recent Innovations in Computing (ICRIC 2020)
was hosted by Central University of Jammu, Jammu and Kashmir, India, during
March 20–21, 2020. We are thankful to our valuable authors for their contribution
and our Technical Program Committee for their immense support and motivation
toward making the 3rd ICRIC 2020 a successful event. We would like to express
our sincere gratitude to our keynote speakers—Dr. Zdzislaw Polkowski, Jan
Wyzykowski University, Polkowice, Poland; Prof. Manu Sood, HPU, Shimla; Prof.
Neeraj Kumar, Thapar, Patiala; Prof. Vinod Sharma, University of Jammu, Jammu
and Kashmir; Prof. Meenakshi Sood, NITTTR Chandigarh; and Prof. (Dr.) Sudeep
Tanwar, Nirma University, India. We are also thankful to the vice-chancellor of the
university, Prof. Ashok Aima, for extending his continuous support to make this
event happen. We express our special thanks to Prof. Devanand from CUJ, Jammu
and Kashmir, for his valuable suggestions and help during the technical program
schedule. We are also thankful to our various session chairs for sharing their
technical sessions and enlightening the delegates of the conference. We want to
express our thanks to Dr. Arvind Selwal, Dr. Deepti Malhotra, Dr. Bhavna Arora,
Dr. Sudhanshu Tyagi, Prof. Devanand and many more professors for spending their
valuable time during the paper presentations. Selected papers were presented in
various parallel tracks in six sessions during two days of conference. We are deeply
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indebted to our sponsor SERB, DST, Government of India, for providing fund and
supporting this conference. We express our sincere gratitude to our publication
partner, Springer, LNEE Series, for believing in us.

Central University of Jammu
Jammu and Kashmir, India

Yashwant Singh
Pradeep Kumar Singh

Maheshkumar H. Kolekar
Arpan Kumar Kar

Jitender Kumar Chhabra

March 2020

Abhijit Sen
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Performance Analysis of Commodity
Server with Freeware Remote Terminal
Application in Homogeneous
and Heterogeneous Mutli-computing
Environments

Shamneesh Sharma, Manoj Manuja, and Digvijay Puri

Abstract The technology is bringing new changes rapidly in terms of hardware and
software which leads to the increase in the computing cost. One of the prevalent
challenges involved in the research endeavors of researchers is to diminish the cost
involved in possession of hardware and network technologies. Open source technolo-
gies have tried to cut down costs involve at software level, but learning on the software
technologies is still a challenge. Commodity hardware utilization is still an option to
decrease the hardware level cost. This paper presents the study of the performance of
a commodity hardware server in heterogeneousmulti-computing environment.Using
the commodity hardware of our university and on a client–server-based model, we
have developed a system of remote terminal application on a commodity server in
homogeneous and heterogeneous multi-computing environments. The nodes used in
the current experimental environment are independent of system architecture.

Keywords Hardware cost reduction ·Multi-computing environment · Remote
terminal · Commodity hardware

1 Introduction

Business continuity is the success mantra of most of the organizations. In the educa-
tional institutions, students’ satisfaction is the ultimate goal. Moreover, most of these
institutions adopted the technology and growing at very fast pace. Information tech-
nology is also paying a vital role in the student’s satisfaction by setting up a strong
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feedback system. The past decade is the eyewitness of the rapid growth and change
in the technology. Field of information technology has come up with exciting new
countenances, soothes and well-being to the society. The use of dedicated servers for
every application is not an old story. Some decades back dedicated DR servers were
increasing thehardware cost in the computing environments.Hardware costswere not
optimized due to low utilization rates of these dedicated servers. Technology changed
and dedicated serverswere replaced by shared hosting techniques. Fewyears back the
strategy of running applications on economical devices became very popular. It has
started with the creation of powerful computing nodes that could be linked together
and perform as equal an expansive server [1]. There is a challenge for the organiza-
tions to replace the existing IT hardware in case of technology changes. The computer
nodeswith exhausted storage capacity need to be upscale, but this is possiblewhenwe
have compatible motherboard with the available storage device. We have discussed
a case study for the use of commodity server in the laboratory of an educational
institution. The rationale behind the commodity hardware utilization in the cluster
computing is to employ large numbers of non-accessible computing components
to obtain the computation power at an economical cost. The heterogeneity in a
distributed system comes at a cost as distributed system engrosses different types
of nodes with diverse software systems. Commodity hardware utilization is one of
the methods to cut this cost.

2 Related Work

In the paper [2], authors discussed that cloud services using commodity hardware
are the idea with the help of which a huge idle computational power can be made
accessible through the network which remains unused in the ideal system. An ideal
processing power of aworkstation in any organization commonly remains vacant 50–
70% of time [3]. The computing capacity of desktops is increasing at a good pace
these days, and this growth is still not ended. Most of the researchers have focused
on the cloud services using commodity hardware [4]. A lot of research has been done
on the unstable computational environments. The resilience of the algorithms on the
unstable computational environments [5] shows that these environments used intri-
cate methods to solve the complex patterns. The cluster-based technologies are also
useful in the field of multi-computing environments; the cluster-based approach is
used by researchers in news technologies like WSN and IoT also [6, 7]. In the paper
[8], authors discussed the factors affecting the selecting of a cluster interconnec-
tion network technology. They have also discussed the scalable coherent interface
in the field of cluster computing. In the year 1999, authors of [9] have coined a
term Commodity-Off-The-Shelf (COTS) which was for free hardware components.
This research study also brought the new development techniques for supercom-
puting. Clustering with commodity hardware can change the concept of use of high-
performance processors and memory components for computing. The applications
of the commodity hardware are up to the use and intentions of the researchers and
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users. Some of the researchers are using it for cloud solutions [10], some are using it
for low cost clustering [11], and some are using it for cyber-attacks [12]. The business
continuity of prevailing enterprise is dependent on some essential processes like data
storage management, virtual machine management, network traffic management and
backup management [13]. For small organizations, the commodity IT infrastructure
is beneficial, but when it comes to the large organizations, it cannot be opted for the
applications, where we need monitoring, managed services, security, performance
and visibility to the future [14]. Not only is the hardware but commodity software
industry alsomaking an impact in this field. Infrastructure can be seen as the vertebral
column of any organization. The work has been done on the network performance
using the commodity hardware.

The paper [15] presents a commodity hardware solution for the improvement of
packet capturing solution. The authors of [16] have identified the principles for the
edifice of elevated functioning of software router organisms on commodity hardware.
The level of commodity platforms has reached at a place where the production of
low-cost hardware with viable alternatives is very much possible with their imple-
mentation to the real-time network functionswithout forfeiting the performance [17].
Further development of these systems needs secure environment where old hardware
can be used as effective infrastructure. In the paper [18], authors have presented a
comprehensive study of the features of commodity hardware for its use in the various
applicable environments. Low-cost and potent embedded microprocessors have also
facilitated an innovative generation of economical six-degree-of-freedom (6DOF)
[19] which are suitable for molecular apparition in desktop environments. When
most of the systems are moving toward cluster-based solution in cloud environment
[20], there is a need of server-based computing in educational institutions.

Findings and Research Gaps

• To repair and replacement of the faulty IT infrastructure is a challenge to the
educational organization as an additional cost to be spent on infrastructure needs.

• The proper utilization of the hardware in the educational institutions is still a
challenge as technology change can ask the organization to replace the existing
IT infrastructure at any time.

• Commodity hardware utilization techniques can overcome this overburden from
the organizations.

3 Experimental Setup and Methodology

On a client server model, we have installed 16 nodes of different processing capa-
bilities with a server. These nodes come from different vendors and have different
specifications. The main thing that is kept under the consideration these nodes has
low computing capabilities. These nodes come from different vendors, have different
configurations and generally have low computing power. We have used one 24 port
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D-Link nonmanageable switches of 100 Mbps bandwidth to connect these nodes
with commodity server with cat-6 cabling structure (Tables 1 and 2).

We have installed a freeware remote terminal application (WTWare) on our server
with OS (Windows server 2008) to run critical applications on the heterogeneous
nodes. All the nodes in present system will act as a thin client andWTware as remote
operating system which helps to make the whole system as network boot operating
system. Then, we have performed the performance analysis tests on our commodity
server.We have performed the experiment on real test beds with the setup of 16 nodes
and one server. All the hardware used in this experimental setup was taken from the
waste hardware section of Alakh Prakash Goyal (APG) Shimla University, Shimla
(H.P.), India. All the analysis of commodity server was taken into consideration with
following methodology:

1. Check the analysis of commodity server; we have put all the nodes of type A,
B C and D in the passive mode.

2. Analysis of commodity server when all the nodes of type A are in the active
mode and all other types under passive mode (homogeneous environment).

3. Analysis of commodity server when all the nodes of type B are in the active
mode and all other types under dead mode (homogeneous environment).

Table 1 Configuration of the server

RAM type RAM size HDD type HDD size Processor
name

Processor
speed

Motherboard

DDR3 4 GB SATA 640 GB Intel® Core™
i3 3210

3.20 GHz Simmtronics
H61-MX

Table 2 Configuration of the nodes

No. of
nodes

Node
no.

RAM
type

RAM
size

Processor
name

Core Processor
speed

Motherboard Node
type

4 1, 3, 7
and 10

DDR3 2 GB Intel
Atom™
CPU
D425

Single
Core

1.80 GHz Gigabyte
GA-D425TUD

A

10 2, 4, 5,
6, 8, 9,
12, 13,
14 and
16

DDR2 1 GB VIA C7-D Single
Core

1600 MHz Simmtronics
PC2000E+

B

1 11 DDR3 1 GB Intel
Atom™
CPU
D2550

Dual
Core

1.86 GHz Digilite Fast X
Fast LAN

C

1 15 DDR2 2 GB VIA C7-D Single
Core

1600 MHz Simmtronics
VX900I

D
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4. Analysis of commodity server when all the nodes of type C are in the active
mode and all other types under dead mode (homogeneous environment).

5. Analysis of commodity server when all the nodes of type D are in the active
mode and all other types under dead mode (homogeneous environment).

6. Analysis of commodity serverwhen all the nodes of typeAandBare in the active
mode, whereas nodes of type C and D are kept in passive state (heterogeneous
environment).

7. Check the analysis of commodity server; we have put all the nodes of type C
and D in the active mode, whereas nodes of type A and B are kept in passive
state (heterogeneous environment).

8. Check the analysis of commodity server; we have put all the nodes of type A
and C in the active mode, whereas nodes of type B and D are kept in passive
state (heterogeneous environment).

9. Check the analysis of commodity server; we have put all the nodes of type B
and D in the active mode, whereas nodes of type A and C are kept in passive
state (heterogeneous environment).

10. Check the analysis of commodity server; we have put all the nodes of type A,
B, C and D in the active mode (Table 3).

In most of the infrastructure-oriented networks, data dissemination can be consid-
ered as most important parameter [21], while experimenting in the same way, the
above set of experiments has been carried out in such a way that data will be
rendered frommaster system to slave ones. About 25%energy in computer systems is
consumed by the HDDs [22] in the operations like seeking, rotation, reading, writing
and many more. This research carried out a model where systems are without HDDs.

Table 3 Steps used in methodology

Step Node (type A) Node (type B) Node (type C) Node (type D) Computing
environment

Step 1 Passive Passive Passive Passive NA

Step 2 Active Passive Passive Passive Homogeneous

Step 3 Passive Active Passive Passive Homogeneous

Step 4 Passive Passive Active Passive Homogeneous

Step 5 Passive Passive Passive Active Homogeneous

Step 6 Active Active Passive Passive Heterogeneous

Step 7 Passive Passive Active Active Heterogeneous

Step 8 Active Passive Active Passive Heterogeneous

Step 9 Passive Active Passive Active Heterogeneous

Step 10 Active Active Active Active Heterogeneous
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4 Results and Discussions

After experimenting on the above methodology in the Step 1, by keeping all nodes
in the passive state, we have checked the performance server based on the CPU and
memory usages. In this case, the maximum utilization of processor was 3%, and
memory was 22%.

After this, we have shifter to the second step by logging on with one node of type
A and checked the performance of the server on the processor, memory and network
usages with and without running any application on it (Fig. 1).

Without running any application, the performance of the server was same, but
after running the application on it, CPU usage increased by 2%, and memory usage
reached from 22 to 40%, whereas the network usage was stable on 1% (Fig. 2).

Fig. 1 Server performance when no active user on the network

Fig. 2 Server performance when one active user on the network with the execution of one critical
application
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Fig. 3 Server performance in homogeneous environment without any critical application

To create the homogeneous setup, we have examined the four systems of same
configuration (4, 3, 7 and 10) by logging on themwith and without one critical appli-
cation. While experimenting, we have found that without running any application,
the use of memory was 17% (Fig. 3).

The memory usage has reached to 34% when we executed a critical application
on all the nodes (Fig. 4).

On the logging on of all the 16 nodes on the network without running any crit-
ical applications on it, we have checked the performance of the server in terms of
processor, memory and network usage. The processor and memory usages were
stable, whereas network usage reached up to 15% (Fig. 5).

Fig. 4 Server performance in homogeneous environment with the execution of critical application
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Fig. 5 Server performance when all active user on the network without executing any critical
application

5 Conclusion

Today, the main demand in the field of computing is to reduce the setup cost, so
in this present research, we have tried to check the performance of a commodity
hardware platform. We conclude that commodity hardware is very useful in the
organizations to fulfill the computing demands. It not only performs the computing
tasks efficiently but also reduced the burden of the hardware setup cost.Moreover, the
commodity servers can perform well in the both homogeneous and heterogeneous
multi-computing environments in the small organizations. We recommend the use of
this model for the setup of small labs with 25 nodes (maximum) with one server of
same configuration. After the addition of more nodes, the performance of the server
gets reduced to 58%. The best results can be achieved with the node size 15–20
with current configuration. So, a low cost and small setup of IT laboratories can be
implemented in the organizations for providing the students with better computing
skills. It will not only reduce the cost but also prepare a center forwaste IT accessories
management.

6 Future Scope

There is a need to do a lot on commodity hardware. The need of computing is
growing day by day so the resources, but the cost of hardware and network setup
is also increasing at a parallel pace. Researcher needs to focus on the reduction of
this setup cost. The present work focuses on a client server computing model setup
on a commodity hardware platform. Use of different networking topologies in the
computing environments can lead to more experimental setups and exciting results.
The distributed computing model can be tested on the same platform. With the uplift
in the server configuration, more experiments can be done in homogeneous and
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heterogeneous environments. Single point of failure is the problem with the current
setup, so one more step toward this problem can lead to a research problem.
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Machine Learning-Based Information
Retrieval System

Manpreet Singh Bajwa, Ravi Rana, and Geetanshi Bagga

Abstract Themachine learning-based information retrievalmodelwould encourage
the user(s) to register on a user platform by authentication of identity information
by assigning them a unique membership number. The platform would register the
user(s) for a paid membership. The user would be able to search for da keyword(s)
or phrase(s) on which the platform would apply auto-correction and clustering of the
keyword into the databases would be done. The user would be alerted on his search,
and the information would be displayed to the logged-in user, using a plagiarism
detection algorithm. This system would come on handy as a tool for efficient search,
the results displayed are more to the point and of significant relevance of the keyword
or phrase entered by the user. The platform would integrate machine learning-based
search giving benefits to students, teachers and scholars as awayof efficient searching
protocol.

Keywords Machine learning · Information · Retrieval · Keyword ·
Auto-correction · Clustering · Plagiarism

1 Introduction

Information retrieval is as much essential as information storage. An information
retrieval software (IRS) is not where the data is stored, but it acts as a platform to
access the data stored in another remote database. The data is linked to the IRS using
metadata. The said platform would require the user to register on it with a user Id
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and password which would be verified by an authentication mechanism. The user
would search the IRS using keyword(s) or phrases. The above-mentioned platform
would use various machine learning algorithms to cluster the keyword, suggest auto-
correction and implement them to search the database and would provide user(s)
with a most suitable match.

Keyword-based searching is the basis of searching today. Many times, it happens
the right keyword is not found in the search query, due to this, the conventional
systemsmay display mismatched or no results at all. In situations like this, a machine
learning-based IRS would come in handy. A machine learning-based IRS would
extract keywords andwouldwork on sequence prediction to predict themost relatable
keyword froma cluster of similar queries andwould display themost accurate/precise
results.

2 Objective

The main objective of implementing a machine learning-based information retrieval
system is to make searching easier in a large pool of data. Another objective of
implementing this system is for online science journals, and this system could be
used as a better approach for a user to get the most accurate result.

3 Information Retrieval System

A traditional information retrieval system (IRS) is a method to retrieve/search
information from a database.

A database is a collection of images, videos, data and spreadsheets. In general, a
database is collection of information units containing similar and related information.

An IRS does all the difficult work for us, i.e., collecting relevant and desired
information from the greater pool of data, i.e., a database. An IRS reduces the time
for searching a query in the database by gathering the closest data matching the query
[1]. An IRSworks on “attributes” closest to the search query. There are different kinds
of attributes on which the IRS works, few are listed below:

1. Use Attributes—Field Retrieval
2. Relation Attributes—Boolean Retrieval
3. Truncation Attributes—Truncation Retrieval
4. Completeness Attributes—Exact and Fuzzy Matching
5. Structure Attributes—Search terms types
6. Position Attributes—Whether search terms exist in the fields or subfields.

These attributes work in a specific way which is mentioned against them.
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For large-scale information retrieval, we use “Distributed Information Retrieval”
[2]. This method is generally employed in distributed environments, and a primary
example of a distributed environment is on a multiclass database model. Amulticlass
model is a model where the contents of the database are copyrighted or owned by a
group.

By calculating mutual independence through constructing class, output received
is classes of independence which will help in need of information and its easy access,
but this system will have low efficiency with the increasing amount of data [6].

For the sake of clarity in this paper, wewould exclusively talk about a set of objects
in a relational database schema format called interactive book format (IBF) and the
system software which is based on machine learning approaches controlling it. This
format helps in viewing books in a manner that organizes additional information
and provides interaction with the original book, also not hindering with the original
published book and would protect the copyrighted publication from privacy by using
industry standard digital rights management security features.

4 Machine Learning

Machine learning is a buzz word today in the field of computer and data science. It
is a concept that opened the portal of mass opportunities and has a wide range of
applications around the globe.

Machine learning is the direct application of artificial intelligence (AI). It allows
the machine/program to learn on its own. It eliminates the need of explicitly or
exclusive programming. All you have to do is provide data to your machine learning
model, and it would train on the patterns present in your data.

The most common models of machine learning applications are prediction, clas-
sification, clustering and regression. The need for a model to be applied to a problem
is purely a use case scenario. You can use a single model on a problem or work upon
a hybrid approach.

A machine learning model is capable of learning its own. We just need to find out
which model is to be used that would fit into our problem. In the case of IRS, we
would use clustering and classification.

Clustering would be used in case of similar queries matching a dataset. For
example, we need to search for the query “data science” in our database, and our
clustering algorithmwould cluster all the queries which would contain the term “data
science” and would show results accordingly [9]. Whereas in our case of clustering
of the common words, we use unsupervised machine learning, we would use Elman
recurrent neural network, in which there are hidden node activators that are latched
and are connected to the input sequence, by applying this technique, we make our
model ready to use the current data for clustering by identifying temporal features
in the input query.
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Classification is used for auto-correction and predictive keyword. Classification
is a general way of implementing several techniques that would help us in auto-
correction and prediction. Techniques such as the KMP algorithm, Hash map and
Trie (digital tree) would be applied for the above-mentioned practices.

If used together, these two powerful algorithms would work wonders in our favor.
Machine learning is the perfect choice for the implementation of searching and
integrating relevant information from a wide pool of information bucket.

5 Need to Implement Machine Learning Based IRS

The primary purpose of this Web portal is to reduce search time and provide better
results, content to the user.Wide range of keywords in the database allows user to have
an efficient search which leads to better search time. More precise auto-corrections
and suggestions. Search results are in the form of videos, images and news.

6 Conventional IRS Versus Machine Learning Based IRS

As mentioned above, machine learning algorithms would be a powerful optimiza-
tion in searching. In conventional IRS, if one individual searches for a query, the
most recently updated data is shown on the result page. Indexing of searches in a
conventional IRS is usually based on alphabetical sorting or date wise sorting. The
problem which arises in situations like these is the most relevant search the result is
hidden from the user just because it was uploaded a long time ago or alphabetically
its precedence is low. These two problems could be combined, and the user would
be deprived of the best possible match for his query just because he does not look
for it through an enormous figure of pages.

Figure 1 is the pictographic representation of the conventional IRS model used in
basic Web search engine [3].

Many techniques are used for optimizing the search results for a user the most
common being search engine optimization (SEO), but the main drawback of SEO-
based optimization in Internet-based search engines is its use by many advertising
agencies to claim traffic to their Web sites which may often lead to false information.

Fig. 1 Representation of a conventional information retrieval system
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Machine learning is the next level approach for optimizing the results given by
an IRS. As mentioned above, we would talk about the implementation of machine
learning exclusively on IBF. In addition to that, we would talk about a platform
on which the user would search. Implementation of machine learning on IBF is a
three-step process.

1. Entering of the search query by the user—The user would enter the desired query
in the search bar, on which auto correct would be applied (if any grammatical or
spelling error is present).

2. Application of machine learning algorithms—The search query would be clas-
sified using classification algorithm, then it is clustered to the most suitable
category of previously indexed searches.

3. Display of results to the user—Most suitable result(s) would be displayed to the
user, and in case if the query is not found in the database, the most suitable match
would be displayed by the application of KNN algorithm.

7 Rank Power of the Search Results

As suggested in the paper on performance measure for information retrieval systems
byMeng [4], expected search length ESL and average search length are very affective
key features of single-valued search in information retrieval systems [5]. A hybrid
approachwith a comparative study using SVM, PSOwould be usedwhich focuses on
ranking with the newmethodology, with appropriate parameters for finding potential
solutions. Comparison between different models of Boolean, vector and probabilistic
for query search is done.

8 Implementation of Machine Learning in IRS

As mentioned above, the implementation of machine learning in IRS is a three-step
process.

• When a user enters a search query onto the platform, the auto checking algo-
rithm(s) present in the platform would first of all search the query for any possible
grammatical or spellingmistakeswhichwould be corrected automatically. In addi-
tion to auto checking, the platform would also suggest the related search queries
to the user, the algorithms used for auto checking and suggestions would be KMP,
Hash maps would also be used along with TRIE.

• When the search query is entered onto the platform and various checks and sugges-
tions are made, the classification algorithm(s) would classify the query according
to its nature, for instance if a query named “Data Science” is present, the algo-
rithm could classify the query into various previously defined indices like “Deep
Learning”, “Machine Learning”, “Economics”, etc. This would help the platform
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to produce a variety of results and that too with the closest resemblance and
similarity to the search query. When the classification would be completed, the
clustering algorithm(s) would first of all compare the query with all of the indices
derives by the classification algorithm(s), then it would cluster the query with the
most suitable index. The algorithm(s) which can be employed for clustering and
classification are DBSCAN, decision tress and Bayesian classification.

• The search results would be displayed by the platform in accordance with the
priority index assigned by the clustering and classifications algorithms explained
previously. Priority index would be assigned in a manner that the most similar
cluster would be given the most priority and the priority decreases for the next
cluster. With the use of priority indices, the index with the most priority is
displayed first, and the next iteration would have priority less than the first one
and so on.

Our platform would use supervised machine learning, i.e., our platform would
be trained by a sample set of data, and then, it would learn by itself using the data
provided to it by its users. This would help it to increase its accuracy in every search
conducted by a user [12]. The machine learning model would be highly optimized
by using PCA such that it results in highly efficient search results with optimized
time.

User needs to enter the keyword or phrase in the search bar to open content-
based pages regarding books, conferences, courses, generals, magazines, authors,
standards, etc. User can also opt for advanced search if unsatisfactory search results
are displayed. Keyword-related content with authors, publishing year, size of the
document, type of document and its copyright terms will be displayed. There will
be an inbuilt plagiarism software to check the originality of the paper that is to be
published. Users can interact with the expert for any kind of advice through a chat-
bot. It will also include personal sign up, account login, registration for membership
and payment options. Search can be more defined either by year or by author.

9 Methodology

The methodology behind the implementation of this system could be summed up as:

1. Query evaluation.
2. Query formulation relevance feedback will be based with synonym, thesaurus,

etc.
3. Feature extraction for extracting the keyword from the search query which would

be used for searching the database, the extracted features would be based on
priority, i.e., low or high.
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10 Literature Survey

We have done a thorough survey on how to implement various algorithms onto the
platform.

As we enter the query into the search box, the first step would be to extract the
most meaningful words from the query, for this, natural language processing (NLP)
would be used with the help of natural language toolkit.

After taking meaningful observations from the query, the platform would cluster
most common words together using the Elman [7] approach in the machine learning
model, we would make an Elman recurrent neural network in which there are hidden
node activatorswhich are latched to the input so that ourmodel could extract temporal
features from the query and cluster the keywords accordingly.

As suggested in Chi-Chun Huang paper on SVM bases Reduced NN Classifica-
tion, we would use instance-based learning (IBL), to classify data in accordance with
the search query and hence display the results in a more organized form [8]. A set of
queries would be collected in accordance with its nearest neighbor or instances, and
this is also known as nearest neighbor rule. A set of search queries would be initially
provided to the model which would be used as the original dataset, the further search
queries would be classified in accordance with the training dataset, the dataset would
be trained in accordance with the Elman approach so that it could learn from different
data and hence provide better classification after every search.

The fault would be minimized in the search results by the implementation of CK
and PCA metrics [11].

For suggestive algorithms, we would again use SVM approach to string together
different words and form a word sequence from the query which would look up
the search query against the databases with respect to the sentences having similar
meaning. Two kernel versions would be used: all common subsequences [9].

(ACS) for counting the number of common subsequences between two queries,
Sequence Kernel (SK) for aggregating the frequency of matching subsequences
between two subsequences [10]. The searching can be done as suggested in the
paper on ternary search, and the query could be implemented as an array and can be
manipulated into three parts for efficient searching, which would take less time.

It is the MLBT architecture which can be used to design and deploy data based on
the MLBT system of research [13]. A conversation and a discussion of various
existing survey are made available. Then, we incorporated ML-BT Taxonomic
approach, countermeasures and aspects of smart systems. A benchmark analyzing
the methodologies and methods necessary is seen in every plane.

Several approaches targeted to machine learning were used for the same reason in
the industry, but small changes that also affect efficiency were not given importance
[14]. In the analysis, this was taken care after. Focus was put on the significance of
preprocessing the data for correct calculation with the accuracy of the dataset being
retained.
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11 The Platform

The platform would be a Web-based application, a typical Web site or a mobile
application which would require an Internet connection to access the data from the
database on which the data in the form of IBF is stored.

A user would be required to register beforehand, the registration would be email
and phone number-based, after successful completion of the registration the user
would be assigned a unique user ID, which would reflect the membership number
of the user. The process of registration would make sure all the searches of a
user are logged, and this would also help the platform to optimize and display
recommendations to a user in accordance with the previous search history.

The platform would be designed to contain a search box, to take queries from the
user. Every user would have his profile on which he could keep track of his previous
searches. The user would also be allowed to analyze the time spent by him on the
platform and his reading habits, and the profile section would also display downloads
made by the user. The user would also be notified with system notifications regarding
download process and completed downloads.

The platform would also help to display recommendations to a user based upon
the data collected by his previous searches. It would also help in improving the
accuracy of the searches by using autofill and predictive text-based algorithm(s).
The search results would also be incorporated with a plagiarism check feature which
would display the amount of plagiarism present in a search result (if any).

Portal will display all the necessary information such as notices, FAQ(s) and
Help. There is also an option of assistant and live chat for the user. Natural language
processing will help you convert your voice commands in queries.

The platform would also be used for the publishing of research papers, and for the
registration on the platform, the user would be directed to a payments page where
he would complete the payment and would be given a unique membership number
which would be his user ID.

The user does not have to jump or hop to different Web sites. Many options are
available for search refining. Paper publishing with plagiarism software ensures the
originality of the paper. The user will put the related keyword in the search box
and select the related checkbox for a refined search. Keyword-related content with
authors, publishing year, size of the document, type of document and its copyright
terms will be displayed. Just to help the user to catch up fromwhere he left, there will
be an option of search history, and to keep him updated, there will be search alerts.
Guidelines will be provided for writing a thesis, submission of thesis, modification
and annexure publication. Search results will be in the form of news, images, videos,
books, etc. (Fig. 2).
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Fig. 2 Representation of machine learning-based information retrieval system

12 Possible Applications

In this paper, we have exclusively talked about the implementation of machine
learning-based IRS on a set of objects in a relational database schema format called
interactive book format (IBF). But this approach could be implemented on any search
query-based system.

The most popular example of where this approach could be used in real world
scenario is thewebbasedon search engines.The retrieval of information fromInternet
would become more accurate and optimized by the implementation of machine
learning-based IRS.

This technique could also be used in various organizations like hospitals, schools
and colleges where data is stored and retrieval of data is needed. Banking is another
sector which would be benefitted from the usage of machine learning-based IRS.

13 Conclusion

Machine learning-based IRS is the next step in the field of information retrieval.
The use of this technology would help in optimizing time and provide better search
results for the user. This technology would also help to provide an enhanced user
experience to the user.
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Abstract Due to the emergence of Internet technologies and service-oriented
computing, there is a rapid growth in the quantity and variety of services on the
web. Discovering the web services as per the request is not an easy task because of
the advancement of service-oriented computing which includes web services, cloud
services, mobile services, etc. These services are dynamic and published according to
the emerging standards in repositories. Web service clustering plays a crucial role in
web service discovery. When services are grouped according to the similarity, then it
reduces the search space and time, so that services can be discovered efficiently.Many
eminent researchers have proposed approaches for efficient web service discovery by
incorporating web service clustering. In this paper, we review different approaches
that are proposed for web service clustering to enhance the discovery process. A
comparison among existing approaches is carried out based on the vector represen-
tation approach, dimensionality reduction technique, method to capture semantic
relationship among features, clustering technique, type of input dataset, number of
web services in dataset and service repository. This reviewwill help the researchers to
understand the existing techniques to group services in similar clusters to improvise
service discovery and the scope for improvement by future directions.
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1 Introduction

With the vast development of Internet technologies and service-oriented computing,
the demand for web services is touching the sky because of its numerous benefits like
reusability, anywhere accessibility, information exchange, data integration, versa-
tility, etc. Various vendors such that Amazon, IBM, Microsoft, etc., are utilizing
the profits of services and delivering services or APIs according to the need for
customers by following the global web service standards. Services are the basic
building blocks of a software system. A service can be described by its functionality,
which is provided by the vendor who is specialized in performing that specific oper-
ation. Web services can be categorized into two segments: Simple Object Access
Protocol (SOAP)-based services and REpresentational State Transfer (REST)-based
services (Web API).

Thepotential of SOAP-basedweb service lies inXMLand three core technologies:
Universal Description Discovery and Integration (UDDI), Web Service Description
Language (WSDL) and Simple Object Access Protocol (SOAP). Firstly, the vendor
develops service and publishes the description file of service in WSDL format in
UDDI,which is a repository to storeweb services.WSDLfile contains documentation
for the functionality of service, its name, bindings, type of messages, etc., which are
generally desired by a customer to get information about that service. The customer
searches web service according to its requirements from UDDI and contacts to the
vendor to utilize that web service by using SOAP messages [1].

REST-based services are mainly depended on URI for resource identification and
interaction, and HTTP for message transmission. These services are described by
XML based languages such as WSDL and Web Application Description Language
(WADL), and often service providers use simple natural language text to explain the
functionality of service [2]. In general, web service discovery under service-oriented
architecture is depicted in Fig. 1. Web service discovery from repository works as a
crucial central point to establish a path between the service provider and consumer.

Fig. 1 Web service discovery
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In today’s world, as people are mainly relying on services for day-to-day work
like fetching geographical location, ordering goods and food online, picture enhance-
ment, video calling, etc., there is a vast proliferation in quantity, quality and variety of
services on the Internet. With the expediting evolution of Web 2.0, many developers
are adopting multifunctional and Internet-based applications known as Mashups by
aggregating existing REST-based services [3–5]. Basically; web services are acces-
sible in repositories like UDDI, search engines, web portals, etc. However, it is
not a piece of cake to discover appropriate and desired service from repositories
as the searching process of services mainly relies on keyword-based matching [6].
With the syntactic analysis of service description files, the discovery process of
the desired service suffers from vocabulary problems, i.e., polysemy, synonymy,
quasi-synonyms [7, 8].

Semantic web services have also evolved for automatic discovery of services
by annotating services [1, 9]. Many eminent researchers have proposed models for
semantically describingweb services likeWebServiceModelingLanguage (WSML)
[10], Web Service Modeling Ontology (WSMO) [11], Web Service Modeling
Ontology for Semantics (OWLS) [12]. However, it is not an easy task to annotate
web services manually, and extensive endeavor is demanded to describe, share and
manage ontologies [13–15]. By considering these constraints, mainly web service
description files represented in WSDL or natural language short text are mainly
adopted for text mining techniques and for extracting semantic meaning.

For web service discovery, current repositories are still relying on keyword-based
searching techniques, which results in low recall and is not an appropriate technique
to discover suitable services. Grouping the service according to their functionality
is a proficient way to improve web service discovery. Web service clustering is the
most adoptive way to enhance web service discovery because by generating groups
of similar services according to their functionality, search space and time to discover
service are reduced [16–18].

2 Literature Survey

In this section, literature related to web service clustering to improve web service
discovery is segregated into four subsections. The first subsection illustrates various
methods to represent service in vector space and how similarity among services is
computed to cluster them. The second subsection describes different models that
are used for dimensionality reduction of features and to group similar services in a
cluster. In the third subsection, methods to discover semantic meaning from services
are explored. The last subsection shows themeta-heuristic techniques that are utilized
in the domain of web service clustering to enhance the performance of clustering.
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2.1 Vector Space Representation Methods for Similarity
Measurement and Clustering

Various methods have been proposed for enhancing web service clustering based on
service representation in vector space. Quality threshold (QT) clustering method is
proposed to group up similar service into a cluster by measuring similarity among
features extracted from the WSDL documents [19]. The main shortcoming of QT
clustering method is that it is computationally expensive. In a paper [20], extracted
features are represented in vector space using term-frequency (TF) method. By
computing similarity based on Normalized Google Distance (NGD), K-means clus-
tering is applied to enhance web service discovery. For automated classification of
services, the maximum entropy method is proposed, and features of WSDL docu-
ments are represented using TF method [14]. The limitation of this classification
approach is that the maximum entropy suffers from overfitting issues. TF method for
vector space representation is not an efficient one because this representation method
is unable to find the importance of the term in a collection of documents.

A lexical semantic network is used for automated categorization of services with
TF-IDF method for service representation [21]. In a paper [22], neural network
and K-Nearest Neighbor (KNN) techniques are incorporated with TF-IDF for the
classification of web services.

2.2 Model-Based Clustering

When services are represented in vector space by the TF-IDFmethod, then the gener-
ated matrix is sparse, and there is a requirement to have only relevant features. So to
dealwith this problem, variousmodels are proposed for dimensionality reduction and
extracting semanticmeaning from features of services. For dimensionality reduction,
principal component analysis (PCA)method is used in literature for feature reduction
and to map services from high-dimensional space to low-dimensional space [23, 24].

An efficient search engine is proposed by utilizing the benefits of latent
Dirichlet allocation (LDA) as dimensionality reduction, and the K-Means algo-
rithm is used for clustering [25]. An approach for clustering of Mashup services
is proposed in which the representation of services in topic distribution form is
performed by using LDA, and a combination of K-Means and Agnes algorithms is
used for clustering [26].

2.3 Extraction of Semantically Relevant Words

Literature shows that LDA and its amended methods are widely used to enhance the
clustering performance. However, LDA suffers from the sparsity problem, and it is
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unable to detect noise words. WT-LDA method is proposed to deal with this issue in
which user tags are incorporated with LDA to improve clustering performance [16].
An approach named as Similar Words and TF-IDF Augmented Latent Dirichlet
Allocation (ST-LDA) is proposed to learn similar words and to filter noise due to
unnecessary words [27].

In traditional topic modeling (PLSA, LDA) models, it is observed that these
models provide a discrete topic distributed for every service. In word embedding,
vectors are continuous. So results of topic modeling techniques are not improved
with word embedding. To cope with this situation, Gaussian LDA is proposed with
word embedding techniques in which input words are transformed into continuous
vectors [28, 29]. Another word embedding technique GLoVe (Global Vectors for
Word Representation) is proposed for improving web service discovery by retrieving
relevant services [8].

2.4 Meta-heuristic Algorithms for Web Service Clustering

In recent years, meta-heuristic algorithms are widely adopted for improving the
performance of clustering. Two different hybrid nature-inspired algorithms are
presented for web service clustering in which one is inspired by a bird’s behavior, and
another is based on the practice of ants [30]. For enhancingweb service discovery and
for automatic categorization of web services, the Meta-heuristic Cat Swarm Opti-
mization (CSO) algorithm is adopted, which is further optimized by PCA for dimen-
sionality reduction [24, 31]. In this approach, it is proved that CSO is performing
better than theK-Means clustering algorithm. In a paper [32], bio-inspired algorithms
are investigated in the domain of web service clustering, and a hybrid approach using
Artificial Bee Colony (ABC) is proposed for web service clustering.

A comparison of relatedwork based onweb service clustering is shown in Table 1.
This table refers vector representation approach, dimensionality reduction technique,
and methods to capture semantic relationship among features, clustering technique,
type of input dataset, number of web services in datasets, service repository and crisp
description of the proposed approach.

3 Analysis of Literature

To study the existing work in the domain of web service clustering, the papers
published over ten years are reviewed. After reviewing work, information extraction
and rigorous scanning, total 45 papers in this domain are referenced. In Fig. 2, the
distribution of paper published over ten years is shown fromwhich it is observed that
in the last three years, lot of work is done in this field for improving the discovery
process of services.

Figure 3 demonstrates the types of services used in these referenced papers. From
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Fig. 2 Distribution of published papers over years

Fig. 3 Types of services
used in literature

the content of papers, it is noticed thatmainlynon-semanticweb services are preferred
by the researchers which are in the form of WSDL (44%) and Web API (40%).
Semantic web services, i.e., OWLS, are less preferred because it is not a piece
of cake to annotate services. Different datasets like ProgrammableWeb.com (PW),
Seedka, OWLS-TC4, SAWSDL, etc., are utilized for performing experiments. In
43.5% papers, PW dataset is preferred which is shown in Fig. 4.
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Fig. 4 Datasets used in
literature

4 Future Directions

As the number of web services is increasing day by day, it has become a challenging
task for users to discover appropriate web services. There is a demand for an expand-
able, efficient and expeditious search engine that can deal with the large volume
of web services. When service repositories are appropriately organized according
to the similarity of services, then it automatically boosts up the efficiency of web
service discovery, selection, searching, recommendation, ranking, etc. [46, 47]. In
web service recommendation, from a large pool of the repository of services, the
requested service is selected to be shown in the result of a query on the basis of user
requirement. Service ranking also plays a major role in recommendation of services.
Future work that can be accomplished to enhance service discovery is as follows:

• In web service discovery, services are discovered according to the matchmaking
process. If techniques regarding the service recommendations are also incorpo-
ratedwith service clustering, then themodelwill be able to locate the right services
to the user.

• Quality of Service (QoS) parameters are very essential as non-functional quali-
ties of services are described through these parameters. QoS parameters must be
incorporated in the web service clustering process.

• As various vendors are providing services with similar functionality. So in the
response to customer’s query, the feedback of the previous customer can also be
considered to provide results to the present customer.

• Some malfunctions, viruses or malware can be attached with the service to harm
the customer’s data or to gain some useful information from the customer. So
security factors can be integrated into the clustering mechanism.

• Multi-Criteria Decision-Making (MCDM) techniques, for ranking of web
services, are needed to be more explored in order to arrange the services as per
customer’s requirements.

• The combination of big data analytics,machine learning and deep learning (hybrid
approaches) can be utilized for efficient service clustering.



Web Service Clustering Approaches to Enhance Service … 33

• The approaches which are used to find the similarity between customer’s query
and service need to be more efficient and accurate.

• Semantic-based service discovery is more efficient than a syntactic-based
approach. A model can be proposed to automatically annotate web services to
overcome the limitations of semantic web service.

• Trust, risk and reputation factors can be evaluated before providing the results of
web service discovery to deliver the right service.

5 Conclusion

In this paper, a review of web service clustering approaches to improve web service
discovery is provided. In the presence of various vendors, dynamic nature of service,
service’s functionality description in short natural text, Mashup services, etc., web
service discovery is a prominent field for research. Tremendous work has been
carried out to enhance web service discovery by grouping services in clusters. In this
paper, we have analyzed the different approaches proposed by eminent researchers
in the field of web service clustering by focusing on types of used services, clus-
tering method, semantic similarity approaches, dimensionality reduction techniques,
datasets, etc. From the study, it is observed that much work remains in the area of
web service clustering to improve the efficiency and accuracy of clustering algo-
rithms so that other processes of service like discovery, selection, recommendation,
ranking, etc., can be enhanced. We firmly believe that this paper will not only help
the researchers to study existing techniques in this domain but will also motivate
them to deliver and propose efficient techniques to enhance service discovery.
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Path Finding Using PSO Cooperated
with Randomized Noise Functions

Aridaman Singh Nandan and Geeta Sikka

Abstract Path planning is a crucial navigation technology for routing and shortest
path problems. The paper discusses a modified approach to the collision-free
searching problem using particle swarm optimization incorporated with noise func-
tions like Gaussian and Perlin noise. Aiming at PSO’s shortcoming of quickly diving
into local minima, the added random noise functions escape the local minima in
the convergence process; hence, look for global convergence maintaining fast speed
in the early phase. The random sampling improves the particle update procedure
to look for broader search space, which is otherwise constraint to global best of
population. This variation guarantees solution space exploitation. Particle position
vector precision is improved by adding noise (by some predefined factor), and the
PSO algorithm is run to get the best particle as a candidate solution. Particle swarm
optimization is a low-overhead and easy to implement the technique. Obstacles are
incorporated into the algorithm to improve effectiveness. Particles need to reach the
destination without colliding with any of the obstacles. Finally, simulation scenarios
demonstrate effectiveness considering multiple target positions.

Keywords Enhanced PSO · Path planning · Noise functions · Randomized
search · Gaussian and Perlin noise

1 Introduction

One of the fundamental requirements for planning a search path is to plan a collision-
free path [1]. Path planning can be global, i.e., with known environment or can be
local, i.e., totally unknown environment [2]. Researchers suggest many approaches,
which include the widespread use of genetic and evolutionary algorithms [3–5].
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Compared to GA, PSO is easier to implement with fewer parameters to be adjusted.
It is a simple algorithm with quick convergence. Particle swarm optimization is a
computational method that tries to improve the candidate solution following a given
measurable quantity. PSO has been applied to continuous optimization problems
because of its specific algorithmic structure (updating velocity and position in every
iteration) [6]. This paper studies the problem of path finding where obstacles have
uncertain position [7–10], based on improved PSO algorithm.

First, a workspace is modeled to test the implementation of the algorithm. Obsta-
cles are set at discrete points. A basic particle swarm optimization algorithm is
implemented with three different target points, and solution precision is checked.
This is followed by modifying PSO by adding Perlin and Gaussian noise to explore
the gradient position corresponding to each particle position.

2 Particle Swarm Optimization (PSO)

PSO is a stochastic technique for optimization animating social behavior of bird
flock, as developed by Kennedy and Eberhart, very effective in solving optimization
problems in multi-dimensions. It starts with particles, with random positions and
velocities initialized in search space, which potentially represents an initial candi-
date solution for the problem. To reach an optimal solution, particle velocities are
updated [11], hence positions, in each iteration/generation in a specified manner,
which follows behavior to reach the solution [6]. A fitness measure determines the
fitness of each particle based on its position. The velocity of each particle is updated
by keeping track of two best positions.

1. Best position a particle has traversed so far—This is called pBest value. pBest
value is associated with each particle describing its personal best solution.

2. Best position from the whole population—This is called gBest value. This is
single value describing the best candidate solution so far.

Updation of k’th particle’s position and velocity is done as follows:

velkd = velkd + c1r1(gBestkd − xkd)+ c2r2(pBestkd − xkd); k = 1, . . . ,N (1)

xkd = xkd + vkd; d = 1, . . . , D (2)

where c1 and c2 are positive constants, termed as acceleration coefficients, N is
swarm population and D is dimensions of problem space. Dimension is the number
of parameters of the function being optimized, r1 and r2 are random numbers in
range of 0–1.

Current velocities are calculated using Eq. (1) based on its previous velocity, the
personal best position of the particle achieved so far, and the best from the entire popu-
lation achieved. Equation (2) updates particle’s position in solution space. Learning
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factors c1 and c2 control the influence of pBest and gBest on search procedure. Both
c1 and c2 are taken to be 2 yielding good results. In most of the cases, velocities
quickly attain large values which leaves the particle out of the boundary of search
space. To control this massive increase in velocity, bound velocity check is used in
Eq. (1). Thus, if velocity exceeds a specified maximum value Vmax, then the velocity
is clamped to Vmax. A review of modifications into this basic algorithm can be seen
in 27.

Chaotic Particle Swarm Optimization [1, 12] is one of the modifications adopting
logistic mapping. in chaotic particle swarm optimization (CPSO) approach, the algo-
rithm first finds the gBest position as a candidate solution, and then chaotic space (0,
1) is mapped into neighborhood of this candidate solution. This implies that a better
solution is searched by means of chaos.

3 Noise Functions

Noise algorithms have graphical applications to produce procedural textures, natural
motion, shapes, terrains, etc. Noise is an algorithm for generating wavelets that are
seemingly pseudorandom but mathematically predictable and used for procedural
generation of textures and terrains. What so great about using the noise algorithm to
create underlying data is that it has smoothness and predictability that is not provided
by the random number generation. As you can see from Fig. 1 generated with both
random number and noise, the line being created by the noise algorithm is far more
superior representation of landscape, terrain or valleys.

Noise can be generated in any number of dimensions. 1-D noise appears as a line
graph and is generated using one value as input, i.e., x value. 2-D noise can be used
to generate textures or height values for landscapes.

Fig. 1 Random noise
(yellow) and Perlin noise
(red)
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Fig. 2 Perlin noise with different increment values deciding curve smoothness

Gaussian noise is statistical noise fitting on Gaussian distribution. There is no
minimum or maximum value that Gaussian noise might return. The noise is based
onmean and standard deviation, and there is a very low probability that of returning a
number far from mean, and a higher probability that numbers near mean is returned.
Perlin noise returns a continuous waveform with values between 0 and 1. Because it
is mathematically calculated, it can also be zoomed in. The smaller the increments
sent to the function, the smoother it is. If Perlin noise is generated with an increment
of 0.01, it returns smooth data. If increment is increased, it’s like zooming out, and
returned values give much sharper appearance. The decreasing increment is like
zooming in a particular portion of data. With enormous increment value, minute
details in data are missed, and taking too much smaller value can end up looking for
invalid patterns. From Fig. 2, the Perlin noise wavelet with yellow color looks more
natural.

4 PSO with Noise Functions

The path planning procedure for particles to reach the destination tackling obstacles
is incorporated with the addition of noise values. The velocity vector of each particle
in basic PSO is updated using the acceleration coefficient, random numbers, personal
best and global best. A new noise factor is added in velocity vector update formulae
based on gBest (in case of Perlin noise) and standard deviation (in case of Gaussian
noise). The modified velocity vector formulation searches the environment space
over a much more extensive area, looking for new paths that are not explored by
basic PSO implementation. Hence, velocity vector is updated as:

velkd = velkd + c1r1(gBestkd − xkd)+ c2r2(pBestkd − xkd)

+ noise
(
gBestkd

); k = 1, . . . ,N (3)

velkd = velkd + c1r1(gBestkd − xkd)+ c2r2(pBestkd − xkd)

+ random Gaussian(m, sd); i = 1, . . . , N (4)
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Equation (3) introduces Perlin noise to the velocity vector. The global best among
the swarm population is chosen for generating noise value. This gives a value that
has a minor gradient from gBest position values and might explore an obstacle gap
that was otherwise not considered as one of the possible paths. In elementary PSO,
particles try to reach the gBest position vector. With the addition of noise, the area
around the gBest position vector is explored hence increasing search space without
any over-head. The particles try to converge through new paths and find different
ways to tackle the same obstacle space.

Equation (4) introduces random Gaussian noise to velocity vectors based on the
predefined value of mean and standard deviation. Each particle’s velocity vector is
updated independently of other particle’s position to look for variety in their local
search space. The decision of the range that the particle looks upon in its local search
space is based on the standard deviation of Gaussian distribution.

The more the standard deviation, the more random the particle can go in its local
search space. The divergence from its previous position might be drastic, but new
regions of environment space are explored. Algorithm 1 describes the searching
procedure approach. Only those particles participate in the procedure, which is not
yet hit with any obstacle.

Algorithm 1 Path Planning algorithm using PSO

Step 1: Randomly initialize N particles Xi
d and Vi

d

Step 2: Evaluate fitness and determine best positions: pBesti and gBest
Step 3: Update velocity and position vectors V (k)id and X(k)id in k’th iteration
Step 4: Detect collisions with obstacles and update particle’s hit status
Step 5: Repeat steps 2–4 untilmaximum iteration number is attained or destination
is not reached.

5 Experiment and Simulation Results

5.1 Numerical Simulation

Some simulations are put to illustrate the modified algorithm. A two-dimensional
world with size 100 × 100 is created along with some obstacles, target being repre-
sented as a black dot. Particles are presented in green color, and gBest is distinguished
with blue color. The blue line represents the trace of the gBest during the simulation
to reach the destination. The initial population of particles starts from the bottom left
corner of the experimental system (see Fig. 3). The aim is to reach the destination
without any collision with obstacles by updating the positions as per the PSO algo-
rithm. Three cases with different target positions are considered. Target is placed in
obstacles to test crisp turns. Related parameters are set as: c1 = c2 = 2, N = 50,D=
2 (x and y). The velocity factor of each particle is updated using basic PSO, PSOwith
Perlin noise, and PSO with Gaussian noise and observations are recorded. All of the
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Fig. 3 Beginning scenario:
blue color particle indicate
best fitness till that iteration

particles either collide with obstacles (see Fig. 4), or some of the particles reach the
destination. The more the particle reaches closer to the destination, the more is its
fitness. The corresponding fitness function is taken as

F(i, k) = 1

(distance(particle(i), target))
(5)

The equation describes the fitness of ith particle in kth iteration. The distance value
is squared to distinguish between two particles closer to each other. Two particles
closer to each other have an approximately closer fitness value, but squaring the
distance expands the fitness gap between the particles; hence, particles becomemuch
more distinguished [13].

Fig. 4 Collision scenario:
all particles hit obstacle
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The fitness of a particle needs to be maximized. The particles start moving closer
to the destination by updating velocity, followed by updating the position vector as
per the particle swarm optimization algorithm. Each particle keeps track of its pBest,
and the global best is chosen (blue particle) with maximum pBest fitness value from
the population.

5.2 Trajectory Analysis

The process aims to obtain a collision-free shortest path in the 2-D experimental
system. The addition of random noise to the particle swarm optimization aims to
exploit the solution space to a broader extent. Comparing Figs. 7 and 10, basic PSO
finds a longer path as compared toPSO incorporatedwithPerlin noise. The additionof
Perlin noise explores a broader area and look for alternative paths. The exploration
results in finding a new shorter path (see Fig. 10). Also, the number of particles
reaching the destination in case of Perlin noise updation is more as compared to the
basic PSO procedure. Most of the particles in basic PSO collide with the obstacles
at crisp turns; hence, the algorithm struggles in taking crisp turns (Figs. 6 and 7).
Both basic PSO and PSO with Perlin noise give high solution precision but later
outperforms in terms of exploiting new shorter collision-free paths and failure rate.
Failure rate is the number of times any one of the particles of the population fails to
reach the destination.

5.3 Results

Simulation is carried on three different target positions using basic PSO (see Figs. 5,
6 and 7), PSO incorporated with Gaussian noise (see Figs. 11, 12, 13, 14, 15, 16 and
17), PSO incorporated with Perlin noise (see Figs. 8, 9 and 10).

From Tables 1 and 2, it is clear that the addition of Perlin noise has positively
influenced the result. Time to reach the destination is approximately same but, the
vast difference could be seen in the number of particles alive and their fitness value.
The noise has also handled the crisp turn target position (84, 47) in a better way
as compared to basic PSO. The addition of Perlin noise also allows the particle to
explore the area around the global best particle. Rather than blindly directing to gBest
direction, the particles now make a decision based on gBest position and explore the
region surrounding it. Hence, new paths to reach the destination are foundwith Perlin
noise addition that was otherwise not tracked by basic PSO.

The addition of Gaussian noise increased the time to reach the destination. A
higher value of standard deviation particle tries to explore regions around its position.
Magnitude of region explored directly depends on the standard deviation value. This
exploration time increased the time to reach the destination. The particle trajectory
is distorted or not smooth because it elegantly tries to exploit the region around it
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Fig. 5 Basic PSO and target
at (70, 7)

Fig. 6 Basic PSO and target
at (50, 33)

Fig. 7 Basic PSO and target
at (84, 47)
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Fig. 8 PSO with Perlin
noise and target at (70, 7)

Fig. 9 PSO with Perlin
noise and target at (50, 33)

Fig. 10 PSO with Perlin
noise and target at (84, 47)
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Fig. 11 PSO with Gaussian
noise (m = 1, sd = 1) and
target at (70, 7)

Fig. 12 PSO with Gaussian
noise (m = 1, sd = 1) and
target at (50, 33)

(see Fig. 17). Also, sharp turns are taken by the global best particle to reach the
destination. From Table 3, it can be seen that failure to reach destination increases.
In an attempt to explore regions around its position, a particle hit the obstacle quite
often. Hence, the population dies quite early. The number of particles alive also
reduces as compared to Perlin noise results.

6 Conclusion

Particle swarm optimization is incorporated with Gaussian and Perlin noise to obtain
better result in terms of region exploration and solution precision. Basic PSO and
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Fig. 13 PSO with Gaussian
noise (m = 1, sd = 1) and
target at (84, 47)

Fig. 14 Gaussian noise (sd
= 5) with high variation lead
to collision

one with added Perlin noise get a shorter path with higher solution precision. But,
the introduction of Perlin noise improves the solution by taking crisp turns smoothly.
Obstacle resistance also increases with the introduction of Perlin noise. Compared
to Perlin noise results, Gaussian noise explores more vast space, but in this attempt,
the path to reach the destination gets distorted. The path becomes more extended,
and solution precision decrease by a small factor. But new paths are explored more
with the incorporation of Gaussian noise as compared to other results.
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Fig. 15 PSO with Gaussian
noise (m = 1, sd = 3) and
target at (70, 7)

Fig. 16 PSO with Gaussian
noise (m = 1, sd = 3) and
target at (50, 33)

Fig. 17 PSO with Gaussian
noise (m = 1, sd = 3) and
target at (84, 47)
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Table 1 Simulation results of PSO

Target position Time to reach Alive particles range Fitness Failure to reach

(70, 7) 26 Variable 0.00234 1/50

(50, 33) 17 [1–5] 0.003234 1/50

(84, 47) 20 [2–7] 0.00215 1/50

Table 2 Simulation results of PSO incorporated with Perlin noise

Target position Time to reach Alive particles range Fitness Failure to reach

(70, 7) 25 [9–16] 0.0238 1/50

(50, 33) 17 [11–20] 0.0793 1/50

(84, 47) 21 [12–17] 0.0128 1/5

Table 3 Simulation results of PSO incorporated with Gaussian noise

Target position Time to reach Alive particles range Fitness Failure to reach

Mean = 1, Standard deviation = 1

(70, 7) 27 Variable 0.0310 1/50

(50, 33) 17 [13–27] 0.1235 1/50

(84, 47) 29 Variable 0.0153 2/7

Mean = 1, Standard deviation = 3

(70, 7) 29 [3–8] 0.0490 1/50

(50, 33) 19 [9–13] 0.0224 1/5

(84, 47) 24 [2–3] 0.0264 2/5
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A Comparative Study of NoSQL
Databases

Simmi Bagga and Anil Sharma

Abstract The need and trend of data record analysis has seen an enormous rise in
the past. More andmore organizations are realizing the need for a schematic decision
making procedure which makes them rely on past data to make future predictions. In
this run, the data analysis techniques have also developed alongwith the advancement
of data formats available and now trends are more towards NoSQL (Not Only SQL)
type of data stores than the relational ones. This paper explores the types of NoSQL
which offer high availability, performance, and eventual concurrency applications but
losing the ACID properties of the traditional databases. The authors discuss various
data stores in brief and also compare these data stores based on different aspects.

Keywords No SQL database · Sharding · Scalability · Replication · Consistency ·
Performance

1 Introduction

The business leaders of this dynamic world mostly depend upon the data anal-
ysis techniques for the decision making processes of their respective organizations.
The data that is being analyzed is continuous and related to customer and market
trends which is usually collected from various sources that use different structures to
maintain their database. As a result, a heterogeneous collection of structured, semi-
structured, and unstructured data is obtained. Due to so much complexity in the
format of the data, the traditionally popular RDBMS approach of data analysis is not
applicable universally. Rather, this RDBMS approach has very limited applications
for well-structured data only.
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To overcome the limitations of the RDBMS approach, the NoSQL approach was
developed in 1988, by Carlo Strozzi which can handle structured, semi-structured,
and unstructured data. The main aim was to provide a flexible architecture that could
handle highly scalable and flexible data. Non-relational database fulfilled this aim
because of the provided increased scalability and no rigid schema for inserting data
of different types. Because of the architecture being scalable horizontally, even if
some nodes fail, the overall reliability and consistency of the cluster will remain high.
Although, there can be a problem related to additional storagemay occur because data
is deformalized but the advantages of processing efficiency over RDBMS provide a
comparatively greater advantage. While working with NoSQL, large entities of data
are stored using XML (eX-tensibleMarkup Language) format [1–3]. There are some
major advantages of using NoSQL as listed below:

1. NoSQL database don’t get attached to the relational model. They can either
be Document-oriented, key-value data store, Column-oriented, and Graph Data
Stores.

2. It does not strictly follow any schema structure rather supports flexible schema
that is known as Dynamic Schema Evolution. It allows the insertion of data
without predefines schema, facilitates real-time changes, easy integration and
less database administration.

3. It has scale-out architecture instead of the monolithic architecture of a relational
database.

4. It supports replication which guarantees high availability, fault tolerance, and
disaster recovery.

5. NoSQL does not support ACID property rather BASE (Basically Available,
Soft State, Eventually Consistent) which follows application should always be
available, not all the sites contain current data but the system is in a consistent
state.

6. No SQL does not support join. It does not use Normalization so no need to
support join, group by operation [3, 4].

2 Types of NoSQL

No SQL is a non-relational, open-source, distributed database that can scale-out or
scale horizontally and can deal with the variety of datasets. A non-relational database
is a versatile solution, well adapted for varied data types. It is used to handle Big
Data and other real-time web application data. Different No SQL databases use
different methods of storing data. These databases can handle semi-structured and
unstructured data very easily [4]. Based on the structure of data, No SQL is classified
into four different categories which are:

2.1 Key-Value Datastore
2.2 Column-oriented Data Store
2.3 Document Data Store
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Fig. 1 Types of NoSQL

2.4 Graph Data Store

The key-value data stores share similarities with hash tables. Both use keys as
indices, which result in speed improvement over RDBMS. Thus, this data model
resembles a dictionary or a map where values can be addressed using the specified
keys. Document-oriented database are well suited for the applications in which data
available is not uniform-sized fields, rather data is in the form of a document having
distinct characteristics. Column-oriented data store stores data in the tables and
perform better than traditional row-oriented database systems. The goal of Column-
oriented data stores is to efficiently read and write data. The Graph datastore easily
handle interconnected large amount of data but does not support the scalability [4,
5] (Fig. 1).

3 Literature Review

Tauro et al. explained the limitations of Relational databases, i.e., SQL when used
with data aggregation. InNoSQL, a large volumeof data can be aggregated because of
an efficient framework. The data query, replication, and consistent models of various
NoSQL databases are compared in this paper. NoSQL Databases are useful when
there is a need to price a huge volume of datawith high scalability. This researchwork
also provides key points that are to be needed to select the database and efficiently
using it [1].

Kaur and Rani explained the development of non-relational databases over the
traditional model. This includes the enhancement in scalability, flexibility (no rigid
schema) to insert data, and easiness in capturing data of dissimilar types. This
improvement in scalability, performance, and flexibility is achieved on the tradeoff
of additional storage as data is de-normalized. The four classes of NoSQL that are:
Column-oriented databases, Document Databases, Key-value databases, and Graph
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Databases are also introduced by the authors, however, only document-oriented
and graph-based databases are discussed in the paper. The authors also discussed
a case study related to data modeling. For their study, they have chosen three
main languages that are Postgre SQL, MongoDB and Neo4j as relational databases,
document-oriented databases, and Graph database respectively [4].

Patal et al., explains the flexible architecture of NoSQL databases for highly
scalable data storage needs. Authors also explained that with the advent of NoSQL
databases, RDBMS databases don’t come to an end. The Authors have considered
the polyglot persistence of NoSQL and RDBMS ad the future of data management
[6].

Moniruzzaman et al. explained the present state of NoSQL databases along with
the characteristics, classification, evaluation, and comparison of NoSQL. The author
gave information about the need for understanding the weaknesses and strengths of
different NoSQL databases [7].

Kumar et al. highlighted the need for the NoSQL database to substitute the rela-
tional model to fulfill the modern-day database requirements. MongoDB, a new
NoSQL platform is mainly highlighted by the authors. A comparative study is made
with MySQL and it is justified that why MongoDB is liked over MySQL. Finally,
towards the end of the paper, it is suggested that a middleware metadata can be
introduced between the database layer and the application layer to integrate these
different technologies. An open-source language like PHP can be used for this [8].

Merlin Shalini et al. compared two database models to identify which one has
better performance and scalability over the other. The finding was that MongoDB is
a better database for complicated queries. But this could be achieved at the cost of
data redundancy [9].

Venkatraman et al. explained about different NoSQL data models. Authors also
explained the difference between SQL and NoSQL based on their performance
and found that NoSQL performs better in various business analysis situations
where business demands high performance and scalability in the simplicity manner.
However, the authors sum up by saying that NoSQL would still exist with SQL as
its complement [10].

Lourenco et al. compared the performance of various NoSQL database engines.
The author used the basis like most useful use case situations from the programmer
viewpoint, benefits, and disadvantages, etc. to make comparisons. Authors demon-
strated that there is no significant difference between a column-based database
such as Cassandra and SQL Server, i.e., between the relational database and the
document-based database. The conclusion was that every database user’s require-
ment is different and operations systems also differ from one another. These factors
have an extreme impact on the database selection [11].

Mohamed et al. gave a brief introduction to the basic concepts of relational and
non-relational databases. The contrast between relational datamodels and theNoSQL
type model is shown by highlighting some key points like Transaction Reliability,
Data Model, Scalability, Cloud Suitability, Big Data Handling, Crash Recovery, and
Security. Also, the paper focused on security because it is an underlying feature.
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Finally, the author concludes by discussing the future scope of NoSQL databases
[12].

Gupta et al. begin by defining relational databases and how they need NoSQL
databases to arise by telling the importance of the NoSQL database in the current
industrial scenario. Different types of NoSQL databases with a software example of
each are given. These types are further compared with each other based on different
application requirements [13].

Engle et al. start by discussing what is the need for NoSQL databases by their
basic feature discussion. Then the general aspects of different types of NoSQL are
mentioned comprehensively. The NoSQL databases are single boxes evaluated as
per the parameters like Storage, Retrieval, Cross-Aggregate consistency, data type
enforcement, small and large transaction performance, manipulation, and plasticity
[14].

Sharma et al. started with how NoSQL came into existence and how it evolved.
Types of NoSQL are explained and the difference between SQL and NoSQL is given
based on certain characteristic features. The CAP theorem gave information about
consistency, availability, and partial tolerance of distributed systems [15].

Mitreva and Kaloyanova presented the basic terms that should be known to
study the big data along with the NoSQL model. Further, the types of NoSQL
databases were studied highlighting their features like Indexing, Searching, Usage,
and Joins. The research was concluded by giving the note that NoSQL can offer
better optimizations over ACID properties of Relational Databases [16].

4 Comparison of Various NoSQL Databases

There are many parameters based on which NoSQL Databases can be studied
and compared. These are Replication, Consistency, Complexity, Query Processing,
Sharding, Performance, Speed of accessing, etc. But in this study, only the following
parameters are taken into consideration.

4.1 Replication

Replication helps tomaintain high availability anddurability in the case of any failure.
On the other hand, when the same data is being stored on different machines it leads
to the problem of consistency and is required to perform multiple updates. There is
a tradeoff between consistency, latency, and availability. The two main methods of
replication used by different databases are Synchronous and Asynchronous. There
are other categories of Replications that are: Master-Slave scheme and Multi-master
scheme. Various NoSQL databases use different methods of replication.
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MongoDB follows an asynchronous replication method where only one node is
dedicated for write operation called a primary node and the other is the secondary
node that applies operations from the primary node. It provides up-to-date primary
node to give local consistency. The replica set provides automatic failover and
automatic recovery [2, 17].

CouchDB can replicate synchronously. CouchDB uses two different methods
of Replication: Transient and Persistent Replication, Triggering, Stopping, and
Monitoring Replication.

HBase uses the Asynchronous replication method where clusters are distributed
geo-graphically and the link between the clusters need not be online. The rows
inserted on the master cluster are not immediately replicated to the slave clusters. So
there is a weak level of consistency known as eventual consistency. HBase replication
on each regional server is based on HLogs [18].

Riak supportsMulti-datacenter replication that provides twomodes of replication:
Full sync and Real-time sync. In full sync mode, replication from the primary site
to the secondary site is performed on suitable intervals and the default interval is
taken six hours. During the replication process, the key block value is computed
and compared with replicas. Any missing or updated block of the primary cluster
is needed to modify the secondary cluster. In Real-time sync when any updation is
done in the primary site, it is followed by sending the same updation in real-time to
the secondary sites. Multi data center replication helps to maintain the backup and
to meet disaster recovery easily.

Redis replicates all data from the master node to slave node asynchronously,
i.e., the slave does not always contain update data. While modifying, the process
of replication copies the modification data to all copies. There is no provision of
selective replication of data. The slave node always listens to the master node for
updation. If any new updation is available in the master node, the slave node also
updates automatically.

Neo4j supports replication for more reliability but the cluster replication is
synchronous.

4.2 Consistency

Consistency means after performing operations like update or write, the database
must be inconsistent form. It means that when users try to access or fetch data from
any node then the same data should be displayed and any update performed to one
node should be automatically updated to all other nodes. Most NoSQL databases
follow BASE properties. There are two main types of Consistency that various
databases follow, i.e., Eventual Consistency and Strong Consistency.

Riak supports the Eventual consistency model in former versions but Riak 2.0
uses a strong consistency system. In Riak, there is a tradeoff between availability
and consistency. The fine-tuning of consistency sacrifices that availability.
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Redis supports object-level atomic updates to achieve strong consistency that
guarantees consistent updates to every single object replica that is atomic. Redis is
Eventual Consistent when read is performed from the replica node by Client. For
strong consistency in a distributed environment, it is required to configure access
to the quorum for read and write. Redis does not support the setting to a specific
quorum for reads and writes. In Redis, specifying the number of replicas to reads
and write is not possible.

Cassandra can be strict consistent data to an eventually consistent system. If it
follows strict consistency then it gets the latest data while any read request and old
data are sometimes provided in the case of eventual consistency. In the case where
read operation and write operations greater than the number of replication then the
database provides strong consistency.

CouchDB provides eventual consistency when the replication feature is used in
the master-master setup but it provides strong when uses a master-slave setup.

HBase is strictly consistent when data is not replicated. It guarantees eventual
consistency when the replication of data is enabled [18].

MongoDB provides eventual consistency. It has no version of concurrency
control. Read operations from the client provide consistency control [17].

4.3 Sharding

Sharding refers to the splitting of data acrossmultiplemachines. The sharding process
helps to reduce the load in the existing machines by adding new machines. NoSQL
databases can easily handle scalability by increase the nodes in the cluster. This is
because NoSQL follows more of a peer-to-peer architecture with all the nodes being
the same which speeds up the read/write operations and don’t take overhead costs.

Riak scales with additional nodes and automatically rebalances immediately at
the time of node failure. Thus, it guarantees high availability and reliability.

HBase supports the concept of scaling by adding more nodes to the cluster. This
helps in reducing the load on the servers and speeds up both read andwrites operations
on the cluster [18].

MongoDB uses auto sharding. MongoDB supports horizontal scaling and
distributes load to thousands of nodes through automatic sharding. A MongoDB
shard cluster includes three main components that are shard, mongos, and config
servers. MongoDB automatically detects the imbalance among shards and automati-
cally rebalances the load by adding more machines. MongoDB support two sharding
strategies one is Hashed Sharding and the other is Ranged Sharding [2, 4, 17].

CouchDB does not support the sharding mechanism inbuilt but can be achieved
by using two projects The Lounge and The Cloudant.

Cassandra has a special design feature that is it has the facility to scale
incrementally. It scales dynamically when the load increases.
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Redis support sharding to reduce load from a single machine. The sharded cluster
can be set up to storemore that cannot be handled by a single node. The setup sharded
cluster is done by dividing the keyspace into the same number of parts.

4.4 Performance

MongoDB Performs well in the cases where data is rarely read but frequently
changing data is required. MongoDB also supports dynamic queries. It also retains
some properties of SQL so it performs well when data is available in the form of
documents. MongoDB uses a replica set to achieve replication for high availability
and disaster recovery [19, 20].

Cassandra is a column-oriented data store best suited for the situations where
writes are more often than reads. Cassandra provides high availability, partition
tolerance, and concurrency control [21].

Redis falls in the category ofKey-Value data store and performswell for the statis-
tical rapidly changing data and needs more frequent updates where a read operation
is rarely required. Redis performs write operations very fast.

HBase falls in the category of a column-oriented database and can handle and
store a huge quantity of data. It works efficiently where random reads and write from
large databases are required.

Riak is a key-value database andusedwhere the high availability ismost important
to apply. Riak is a Fault-tolerant system and has not any single point of failure which
guarantees high availability [22, 23].

CouchDB is easy to use and consistent where data changes are done with prede-
fined queries. CouchDB provides high availability, fault tolerance, and concurrency
control.

Neo4j is a graph-based data store that is suitable for highly connected data like
Facebook. The query time of the graph data store is constant and does not depends
upon the size of the database.

5 Contributions

Different NoSQL has different features. They are compared based on some common
features like replication, Availability, Scalability. Some data stores like MongoDB
are popular for document type data storage where frequent data modification and
dynamic querying are often required. On the other hand, some data stores like
Cassandra are there that provide benefits like high availability, partial tolerance,
concurrency control and write frequently in a column bases database architecture.
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Redis is preferable where data is rarely read but frequently updating because it
is very fast updating data. Redis replicates all data from the master node to slave
node asynchronously, i.e., the slave does not always contain update data. For random
read/write from a large Column-oriented database, HBase is preferable. For high
availability, Riak is more preferable as it is fault-tolerant and has no single point
of failure. On the basis, some common features comparison of some datastore is
presented in the table.

6 Conclusion

In the study of different types of NoSQL databases and the review of some major
vendors of each type of database, it has been identified that, in general, no database
is suitable for all applications because these databases were built to satisfy a partic-
ular class of users’ needs. As was shown in the comparison table (Table 1) of
NoSQL, different data stores are suitable according to different purposes and features
demanded in the user’s problem; the choice ismade in favor of the database that offers
the appropriate features. The Non-relational database is yet not as much developed
to have an ideal NoSQL database management system. Although some of the appli-
cations are more popular and practical among the others (like document type is most
popular these days), giving their data stores greater popularity. Also, it is important to
note that how these databases achieve the basic features of NoSQL like replication,
sharding, consistency, etc. for handling the big data. This study can extend the help to
know about the tradeoffs being made while choosing the database. So, it is important
to understand the correct need for using the database and then make a wise choice
to suit application needs.
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SMT Versus NMT: An Experiment
with Punjabi–English

Kamal Deep , Ajit Kumar, and Vishal Goyal

Abstract In this paper, a comparison of the Statistical machine translation (SMT)
and neural machine translation (NMT) for Punjabi to English in the fixed domain
of health and tourism is provided. We have tried to answer does NMT perform
equivalent well or better with respect to the SMT system? We have developed the
three base models viz., SMT-based model using the Moses toolkit, followed by
long short-term memory (LSTM) model and bidirectional LSTM model using the
OpenNMT toolkit. All three models used the Punjabi–English parallel corpus of
TDIL health and tourism. Finally, the quality of translation is validated using the
automatic parameter like the BLEU score and the TER score. We observed that
bidirectional LSTM performs better than simple LSTM an SMT system.

Keywords SMT · NMT · TDIL parallel corpus

1 Introduction

Machine translation (MT) is a computer software-aided translation system. A
computer program is used to translate one natural language (like Punjabi) to another
natural language (like English). The translation is a complex task for humans as
well as for computer machines. Accurate translation needs a syntactical and seman-
tically understanding of both source and target languages. Research in MT started
with a rule-based approach [1, 2]. Primarily, for building MT systems, corpus-based
approach is used [3]. The corpus-based approach uses two techniques to develop
the MT system. One is statistical techniques and the second is artificial neural
network-based techniques [4, 5].
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MT system developed using the statistical techniques is known as statistical
machine translation (SMT) system and developed using the artificial neural network-
based techniques is known as neuralmachine translation (NMT) system. SMTsystem
uses the source-target language parallel corpus and monolingual target language
corpus to develop the statistical models [6, 7]. The decoder decodes the input
sentences using these statistical models. SMT has provided good outcomes for the
pair of the language that has the same sentence structure as Hindi and Punjabi have
sentence structure of Subject-Object-Verb (SOV). But in our case of Punjabi and
English sentence, structure is different. Punjabi has Subject-Object-Verb (SOV)
structure and English has Subject-Verb-Object (SVO) [8]. So reordering is also a
major problem in the Punjabi to English SMT system.

NMT is a relatively new way to develop a neural machine translation system.
NMT has a limited vocabulary due to the use of softmax function in the last layer
of the neural network [9]. There is a problem of out of vocabulary words in the case
of the NMT system. Researchers [10, 11] have given global and local approaches to
resolve this problem.

In this research, the performance of SMT and NMT is tested by using Punjabi–
English corpus provided by TDIL [12]. The whole paper is divided into various
sections. Section 2 is about corpus preparation. The corpus used in the training,
tuning and testing is discussed. Section 3 explains the experimental setup for the
SMT and NMT system. Section 4 describes the evaluation of the output with respect
to various metrics and Sect. 5 finally draws the conclusion.

2 Corpus Preparation

To provide an accurate comparison for SMT and NMT system, the same data sets
are used in each approach. We have downloaded the Punjabi-English parallel tagged
corpus of the health and tourism domain from TDIL [12] website. Tags are removed
from a parallel corpus. Corpus is manually checked and incorrect or incomplete
sentences are removed from the corpus. Table 1 shows the domain wise count of the
parallel sentences.

This parallel corpus is divided into three files: training, tuning, and testing. A
tuning file is used as a validation file in the NMT system. The corpus statistics are
shown in Table 2.

Table 1 TDIL health and tourism corpus

Corpus Parallel sentences Tokens (English)

TDIL health 24,605 421,825

TDIL tourism 26,823 459,433
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Table 2 TDIL corpus is divided into training, tuning, and test sets

Parallel sentences Tokens (English) Tokens (Punjabi)

Training 50,323 849,152 883,210

Tuning 969 16,322 16,929

Testing 969 16,638 17,347

3 Experiment Set-Up

There was a need for three experimental models: one for training SMT system and
another two for training different NMT system. All set-ups are discussed below one
by one.

3.1 SMT

Moses [13] is an SMT system that by use of parallel text allows the training of the
translation model. After the SMT model is built, the decoder uses the beam search
algorithm to translate one language text to another language. Beam search algorithm
finds the highest probability translation among the exponential number of choices
[14].

3.2 SMT Training

In the SMT system, there is a need for language model (LM) and translation
model(TM). The language model is built using the target language, English is the
target language in our proposed model. LM helps to ensure fluent output. To develop
LM, KenLM was used. Giza++ was used to learn word alignment. SMT is trained
using the Moses toolkit (see Fig. 1) depicts the whole process.

Todevelop theSMTsystem,weusedPunjabi as the source language andEnglish as
the target language. There is a need for pre-processing before to train the SMTsystem.
Various pre-processing steps are performed on the source and target language.

1. Tokenization: it is a process of divided text into a set of meaningful pieces. These
pieces are called tokens. Tokens are words, numbers and punctuation marks in
case of languages. Tokenization is performedonbothEnglish andPunjabi parallel
corpus.

2. True casing: it is the problem of finding the proper capitalization of words within
a text where such information is unavailable. For English, all text is lowercased.
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Fig. 1 Statistical machine translation system

3. Cleaning: the length of a sentence also affects the quality of the translation
model. So long sentences (# of tokens > 40) were removed from the corpus. After
cleaning, # of sentences in the training file is 49,432 from 50,323 sentences.

3.3 NMT

NMT [15] is based on the artificial neural network. NMT system use encoder and
decoder architecture to learn the translation. Encoder reads the source text. This text
is encoded into a vector of fixed size. The decoder decodes this fixed-size vector
into target text which is of variable size and completes the whole translation system.
Recurrent neural network (RNN) [16] is used in encoder and decoder of the NMT
system.

Let S and T be the source and target sentence pair with S as s1, s2, s3, …, sx and T
as t1, t2, t3, …, ty. Here x and y is the number of words in source and target sentence.
An encoder converts the source sentences S into the fixed-size vector. The decoder
uses the conditional probability to output one word at a time.

P(T |S) = P(T |S1, S2, S3, . . . , SM) (1)

Here S1, S2, S3, …, SM is a fixed-size vector encoded by encoder. The chain rule
is applied to the above Eq. (1) and it is converted into a new equation.

P(T |S) = P(ti |t1, t2, t3, . . . , ti−1; S1, S2, S3, . . . , SM) (2)
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Decoder predicts the next word using words predicted till now and by source
sentences S.

There are two types of encoders used to develop two models: long short-term
memory (LSTM) [17] and bidirectional LSTM [18]. Bidirectional LSTM has the
advantage of learning the sentence from both directions left to right as well as the
right to left [19].

3.4 NMT Training

OpenNMT [20] toolkit is used for training the two NMTmodel, one by using LSTM
and another by bi-LSTM. Both proposed model is shown in (see Figs. 2 and 3).
Tokenization, true casing and cleaning were also performed as a pre-processing step
to train both NMT models. Vocabulary size of 34,000 words for Punjabi language

Fig. 2 NMT model by using LSTM as encoder and decoder having two hidden layers

Fig. 3 NMT model by using bidirectional LSTM as encoder and LSTM as decoder having two
hidden layers
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and 35,000 words for the English language, respectively, is developed. A batch size
of 64 and 102 epochs for training is fixed. The activation function used as softmax,
sgd as an optimizer and the loss calculation at each step was done using categorical
cross-entropy. In onemodel, two layers for LSTMencoder and decoderwith 500 cells
at each layer are used for training. In the second model, two layers for bidirectional
LSTM encoder and LSTM decoder with 500 cells at each layer are used for training.
Training time depends upon whether the model is developed using the CPU or GPU.
We have used 4 GB NVIDIA GeForce GTX1050Ti GPU to fast the training. LSTM
model took the 6.8 h to train and the Bi-LSTM model took the 7.4 h to train full
baseline models.

4 Result and Analysis

We have tested all models on the same test set that was discussed earlier in Sect. 2
of corpus preparation. BLEU and TER score is used as the automatic evaluation
parameter for MT. The result is shown in Table 3 and Fig. 4.

The results show that for our proposed Punjabi to English SMT (Model 1) and
NMTwith a bidirectional LSTM encoder (Model 2) produces the approximate same
BLEU score. But this score is more than Model 2. The translation error rate is less in

Table 3 BLEU and TER score for SMT and NMT models

Model BLEU TER (%)

SMT (Model 1) 38.39 60.75

NMT (2 layer LSTM encoder, Model 2) 29.97 62.59

NMT (2 layer bidirectional LSTM encoder, Model 3) 38.46 53.84

Bold shows the best value of the BLEU and TER
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Fig. 4 Bar graph displaying the BLEU and TER score for all the three proposed models



SMT Versus NMT: An Experiment with Punjabi–English 69

bidirectional LSTM encoder NMT (Model 3) as compared to the other two models.
Thismeans that the third proposedmodel is giving amore accurate output as compare
to the other two models.

4.1 BLEU Score on the Sentence Level

To gain insight into the specific difference between all three proposed models for
Punjabi to English, sentence-level BLEU score is checked. It is checked on the health
and tourismdomain separately. First, two sentences are taken from the health domain.

1. Source Text:
English Reference: this apple is full of minerals and vitamins.
SMT: this is the apple is full of minerals and vitamins.
NMT (LSTM): this apple is rich with minerals and vitamins.
NMT (bidirectional LSTM): this apple is full of minerals and vitamins.

2. Source Text:
English Reference: pyrrheodontist does the treatment of gums.
SMT: the treatment of gums.
NMT (LSTM): pyrrheodontist is the treatment for the treatment of tap.
NMT (bidirectional LSTM): pyrrheodontist does the treatment of gums.

In example 1, NMT with bidirectional LSTM provides the exact output as given
in the reference output. SMT system also shows the correct output but it is showing
“is” also with “this.” The “ ” is translated into “rich” by the NMT with LSTM
encoder. It is also the correct meaning of the word “ ,” but “full” fits more in
this context as compared to “rich” for the word “ .”

In example 2, the SMT system is not able to translate to English
and moreover sentence structure is not correct. A simple LSTM system has given
incorrect output. Looking at bidirectional NMT system output, it is completely accu-
rate and matches with reference also. Now, we are taking sentences from the tourism
domain to see how each of three systems performs with smaller, medium and longer
sentences.

3. Source Text:
English Reference: billour of jammu and kashmir is a pilgrimage.
SMT: of jammu and kashmir is a pilgrimage.
NMT (LSTM): charar-e-sharif of jammu and kashmir is chalets.
NMT (bidirectional LSTM): the interiors of jammu and kashmir is a pilgrimage.

4. Source Text:
English Reference: the ropeway of auli is the longest and highest ropeway of
asia.
SMT: the ropeway of auli is the longest and highest ropeway.
NMT (LSTM): the ropeway of auli is the longest and highest ropeway of asia.
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NMT (bidirectional LSTM): the ropeway of auli is the longest and highest
ropeway of asia.

5. Source Text: , ,

,
English Reference: besides this brahma mandir, shri damodar mandir, shri gopal
ganapati mandir, 800 years old shri kalika devi mandir are extremely famous.
SMT: besides this brahma mandir, shri damodar mandir, shri gopal ganapati
mandir, 800 years old shri kalika devi mandir are extremely famous.
NMT (LSTM): apart from this brahma temple, shri damodar temple, shri gopal
mandir, meera devi temple, 800 years old shri kalika devi temple are very famous.
NMT (bidirectional LSTM): besides this brahma temple, shri damodar temple,
shri gopal ganpati temple, 800 years old shree devi temple is very famous.

In example 3, all threemodels are not able to translate the word “ .” SMT has
given “ ” as such in the output whereas Simple LSTM translated “ ” into
“charar-e-sharif” and bidirectional NMT system translated “ ” into “interiors.”
It is an out of vocabulary problem. In example 4, the SMT system has skipped the
translation of “ .” Both the LSTM system yields the correct translation.
Example 6 is a longer sentence from the tourism domain. The word “ ” is
correctly transliterated by the SMT and LSTM encoder but bidirectional LSTM
encoder has skipped it. “ ” is translated to “apart” by LSTM encoder
and into “besides” by other two models. But both are the correct translations of the
word “ .”

5 Conclusion

This research uncovers that the proposed NMT system with bidirectional LSTM as
an encoder produces a better translation quality as compare to the NMT system with
simple LSTM as an encoder and SMT system. We have observed that many words
are translated incorrectly in the bidirectional NMT system as the translation error rate
is 53.84%. In the future, we plan to find methods to incorporate into the bidirectional
NMT system so that it will give a high BLEU score and low TER score as possible.
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Performance Enhancement of MIMO
Configurations in FSO System Under
Different Weather Conditions

Arjun Dubey and Harmeet Singh

Abstract Free-space optics (FSO) is an optical wireless communication tech-
nique in which free space (air, outer space or vacuum) acts as a medium between
transceivers, and for the effective transmission of the optical signal, line of sight
(LOS) is necessary between the transceivers. FSO works as same as in optical fiber
communication but in this optical beam propagates over free space rather than cores
of fiber. FSO communication is also known as terahertz communication and optical
wireless communication (OWC). Weather condition (clear air, haze and fog) is one
of the main impairments affecting free-space optical communication. In this simula-
tion model under different weather conditions such as clear air, haze and fog, the two
systems MIMO-FSO (4 × 4) and MIMO-FSO (8 × 8) have been analyzed. Free-
space optics emerged as one of the various merits over the radio spectrum. FSO can
achieve high capacity with huge unlicensed optical spectrum and less operational
costs and the MIMO technique in wireless communication systems is widely used
because it provides huge data throughput and increased link range without the addi-
tion of neither bandwidth nor transmitted power. To bring out results under different
weather conditions (clear air, haze and fog), simulation model has been analyzed for
an array of 1 km at the frequency of 193.1 GHz. The parameters of the MIMO-FSO
system, i.e., Q-factor and BER, have been analyzed for MIMO-FSO (4 × 4) and
MIMO-FSO (8× 8). In this, we analyze the difference between the twoMIMO-FSO
(4 × 4) and MIMO-FSO (8 × 8) system and this shows that 8 × 8 MIMO-FSO has
better performance to the 4 × 4 MIMO-FSO system in different weather conditions.

Keywords Free-space optics · MIMO · Bit error rate · Wireless communication ·
Q-factor · OptiSystem 13.0
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1 Introduction

1.1 FSO

Day by day our modern digital infrastructure is growing rapidly and the demand for
huge data rate access is also growing rapidly, and to fulfill this,we need faster commu-
nication access [1]. But in these days, we have many communication technologies
such as coaxial cable, copper wires and optical fibers. In optical fiber communica-
tion, we have attained a very high amount of data rates because of the light beam as
a source of propagation [2]. These advances in communication have few constraints,
i.e., congested spectrum and range, low information rate, costly authorization, secu-
rity issues and high cost of establishment and installment [1]. FSO works as same as
in optical fiber communication but in this optical beam is propagates over free space
rather than cores of fiber [3]. The beauty of this technology is that it utilizes license-
free spectrum band, i.e., no need to buy spectrum or other types of authorization for
installation [1]. But this technology has demerits as well, in which transmission is
affected badly due to attenuation of the signal. Attenuation arises when the atmo-
sphere is cloudy, foggy and rainy outside [4]. Other factors are also affecting the
transmission are, flying birds can also block a single beam for a short period of time
which arises only very short interruptions and then transmissions of signals are auto-
matically resumed [5]. Beam spreading and roving due to propagation through the
air packets of fluctuating temperature, density, and refractive index and scintillation
but these effects are temporarily smaller than atmospheric turbulence [6] (Fig. 1).

Fig. 1 Block diagram of free-space optical communication (FSO)
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1.2 MIMO Technique

MIMO technology is considered as the most widely used technology in wireless
communication [7]. MIMO systems are the most favorable strategy to achieve excel-
lent performance and exceptionally high efficiency. The communication system
using NT, i.e., number of transmitting Tx antennas at transmitter and NR number of
receivingRx antennas at receiver is generally referred to as amulti-inputmulti-output
(MIMO) system [3–5].

• The special caseNT =NR = 1 is called a single input single output (SISO) system.
• NT = 1; NR ≥ 2 is called a single input multiple output (SIMO) system.
• If NT ≥ 2; NR = 1, then system is denoted to as multiple input single output

(MISO) system.
• The resulting spatial channel in a MIMO system is termed as MIMO channel [8].
• In a MIMO network with NT, i.e., transmitter antennas and NR, i.e., receiver

antennas, we denote the corresponding low-pass channel impulse response
between the antenna transmitting ‘jth’ and the antenna receiving ‘ith’ as hij (τ ; t)
(Figs. 2, 3 and 4).

where ‘τ ’ is called ‘delay’ variable and ‘t’ is called ‘time’ variable.
Hence, the system model for received sample signal is expressed by:

y = Hx + n

where y symbolize the received and x symbolize the transmitted vectors [3]. H is
the channel matrix and n is the noise vector.

2 System Design Model

FSO optimal design in the software (OptiSystem 13.0) is done by two different
systems, i.e., SISO and MIMO, firstly we use single input single output (SISO) in
which only single transmitter and single receiver are installed in the system model
[9]. But inmultiple inputmultiple output (MIMO), there aremultiple transmitters and
receivers respectively in the system model. In the below MIMO-FSO design model,

Fig. 2 SISO (existing
technology)
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Fig. 3 SIMO and MISO
(smart antenna systems)

we use 4 × 4 MIMO-FSO and 8 × 8 MIMO-FSO, i.e., there are four transceivers
and eight transceivers, respectively, in the system model [10].

2.1 4 × 4 MIMO-FSO Systems

There are three sections in the FSO design model, i.e., transmitting section, channel
mode, i.e., FSO and receiving section. In the system model, the transmitting section
consists of following elements, i.e., continuous wave (CW) laser, non-return to zero
(NRZ) pulse generator, pseudorandom bit sequence (PRBS generator) and MZM
(Mach-Zehnder modulator).
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Fig. 4 MIMO systems

In the transmitting side, the signal is modulated by the use of MZM modulator
using the most accepted modulation method (intensity modulation). Laser source
(CW laser) in the transmitter section converts electrical signal into optical signal.
And the fork module in the system model is the number of output ports which came
from the previous module with same value. Several laser beams are formed by the
fork module and the power combiner through FSO channel combined all these laser
beams [11]. Through the avalanche photodetector (APD) and low-pass Bessel filter,
the optical signal is received and then the simulation is carried out to analyze ‘BER
analyzer’ in the software. The calculation of Q-factor, BER, eye height, eye diagram,
etc. is done by the BER analyzer automatically. Figure 5 is the simulation layout of
4 × 4 MIMO-FSO in the software.

Fig. 5 4 × 4 MIMO-FSO system
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2.2 8 × 8 MIMO-FSO Systems

In Fig. 6 system layout, there are eight transceivers. All the components and their
parameters are the same as in the 4 × 4 MIMO-FSO system layout. The only differ-
ence is that there are eight transceivers in the system model of 8 × 8 MIMO-FSO
(Tables 1 and 2).

Fig. 6 8 × 8 MIMO-FSO system

Table 1 Parameters for the MIMO-FSO system

Parameters Value

Data rate (in Gbps) 10

Wavelength (λ) 1550 nm

Extinction ratio 30 dB

Transmitter aperture 2.5 cm

Transmitter loss 1.8 dB

Receiver aperture 5 cm

Receiver loss 1.8 dB

Additional loss 1 dB

APD gain 3 dB

Table 2 Attenuation of weather conditions for different MIMO-FSO configurations

Weather conditions Attenuation (dB/km)

Clear air 0.304

Haze 4.319

Fog 15.56
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3 Simulation Results and Discussions

3.1 Eye Diagram Analysis of MIMO-FSO System
in Different Weather Conditions

3.1.1 Clear Air

Under clear air atmospheric conditions, the atmospheric loss associated with visi-
bility is minor. But in the air, we experience other adverse effects such as scintillation
and fading of the signal [12]. Due to solar heating, wind, heat from the air condi-
tioning ducts, etc. give rise to the variation in the refractive index of the air along the
transmission path which results in a change of amplitude and phase of the received
signal, i.e., channel fading.

Under constant distance 1 km and constant data rate of 10 Gbps from Fig. 7a, b we
conclude that under attenuation 0.304 dB/km of clear air, the Q-factor and BER of 4
× 4 MIMO-FSO are 28.421 and 4.32914 × 10−178, respectively, and 8 × 8 MIMO-
FSO have 37.9249 and 4.144 × 10−315. Here, the performance of 8 × 8MIMO-FSO
is better than the 4 × 4 MIMO-FSO system under clear weather conditions. And we
see that there is 4.144 × 10−315 BER in 8 × 8 MIMO-FSO system which shows that
the efficiency of this system model is better than the other.

3.1.2 Haze

Haze is an atmospheric change in which dust, sand storms, mist, smoke, smog and
other types of dry particulates suspended in the air which affects the visibility or
clarity of the sky (Fig. 8) [13].

In this,we conclude that under attenuation 4.319dB/km, theQ-factor andBERof 4
×4MIMO-FSOare 16.104 and1.06167×10−058, respectively, and for 8×8MIMO-
FSO is 25.6477 and 1.8618 × 10−145, respectively. Here also, the performance of 8
× 8 MIMO-FSO is better than the 4 × 4 MIMO-FSO but here the performance of
Q-factor under haze is lower than the Q-factor of clear air, i.e., 25.6477 which shows
that we have better results in clear air.

3.1.3 Fog

FSO performance’s significant downside is fog because the particle size of the cloud
is close enough to the wavelength of the transmitted signal used in free-space optical
communications. The absorption occurs in near-IR occurs due to the presence of
water droplets in fog and this absorption increases as the size of water droplets
increases as such in case of rain and snow [14].
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Fig. 7 a Eye diagram of 4 × 4 MIMO-FSO, b eye diagram of 8 × 8 MIMO-FSO for clear air
0.304 dB/km
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Fig. 8 a Eye diagram of 4 × 4 MIMO-FSO, b eye diagram of 8 × 8 MIMO-FSO for haze
4.319 dB/km
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In Fig. 9a, b we conclude that during harsh weather condition, i.e., fog having
an attenuation of 15.56 dB/km is degraded in 8 × 8 MIMO-FSO system model.
The Q-factor and BER of 4 × 4 MIMO-FSO are 2.44677 and 7.02588 × 10−03,
respectively, and for 8 × 8 MIMO-FSO is 4.05579 and 2.46682 × 10−005. From
here, we analyze that 8 × 8 MIMO-FSO system model has better performance than
the 4 × 4 MIMO-FSO.

4 Q-Factor and BER of MIMO Configuration Under
Diverse Weather Conditions

MIMO configuration Weather condition Range = 1 km

Q-factor BER

4 × 4 MIMO-FSO Clear air 28.421 4.32914 × 10−178

Haze 16.104 1.06167 × 10−058

Fog 2.44677 7.02588 × 10−03

8 × 8 MIMO-FSO Clear air 37.9249 4.144 × 10−315

Haze 25.6477 1.8618 × 10−145

Fog 4.05579 2.46682 × 10−005

5 Conclusion

The tests of optical 4 × 4 MIMO-FSO and 8 × 8 MIMO-FSO were inferred in
this paper by using OptiSystem software 13.0 at a constant data speed of 10 Gbps,
constant distance, i.e., 1 km and also under different weather conditions (clear air,
haze and fog). From the simulation results, we examine that the Q-factor and BER
of 8 × 8 MIMO-FSO have better performance under all weather conditions and we
also analyze that under clear air, the performance of the system is better one.
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Fig. 9 aEyediagramof4×4MIMO-FSO,b eyediagramof8×8MIMO-FSOfor fog15.56dB/km
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A Low-Power Hara Inductor-Based
Differential Ring Voltage-Controlled
Oscillator

Misbah Manzoor Kiloo, Vikram Singh, and Mrinalini Gupta

Abstract The most important component needed for all wireless and communica-
tion systems is the voltage-controlled oscillator (VCO). In this paper, a four-stage
low-power differential ring voltage-controlled oscillator (DRVCO) is presented. The
proposed DRVCO is designed using new differential delay cell with dual delay
path and Hara inductor to obtain a high frequency VCO with low-power consump-
tion. Results have been obtained at supply voltage of 1.8 V using 0.18 µm TSMC
complementary metal oxide semiconductor (CMOS) process. The tuning range for
the proposed VCO varies from 4.6 to 5.5 GHz. This low-power VCO has a power
consumption of about 5–10 mW over a control voltage variation of 0.1–1.0 V. The
proposed VCO circuit at an offset frequency of 1 MHz achieves a phase noise of −
67.9966 dBc/Hz. The figure of merit of proposed circuit is −135 dBc/Hz.

Keywords Active inductor · Differential ring voltage-controlled oscillator
(DRVCO) · Low power · Voltage-controlled oscillator (VCO) · Wireless
communication

1 Introduction

The integrated circuits using CMOS technology have enacted an active role in the
rapid expansion of the wireless communication field and other diverse applica-
tions. Fast speed, cheaper analog signal processing, low production cost, etc. are
the notable features that popularized CMOS technology [1–7]. The multi-purpose
radio frequency block of modern communication network is the VCO. It is a special
type of oscillating circuit which varies output signal over a dynamic range which
is driven by input voltage and presents a linear relation of output frequency to the
input voltage [4]. VCO finds application in clock recovery circuits [8], disk drives
[9], frequency synthesizer [4], clock synchronization [10], phase-locked loop [11].
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The two primary ways of modeling VCO are: resistor–capacitor (RC) network and
inductor–capacitor (LC) network [12]. Ring oscillators, a type of RCoscillators, have
become a popular building block in many digital and communication systems due to
their integrated design, wide tuning range, ease of manufacturing process [13, 14].

Ring VCOs output voltage should be configured to have quick rising and falling
edges so that the transition period during which circuit noise contributes the most is
minimized. The reduced delay can be achieved by employing active inductor. The
active inductor network shows inductive characteristic within a narrow frequency
range under certain dc biasing conditions and constraints of signal swing [15].
Compared to their passive equivalents, the key advantages of active devices are
reduced layout area, adjustable self-resonant frequency, increased gain, increased
inductance, enhanced bandwidth and quality factor with the ability to adjust all
parameters and full compliance with digitally operated CMOS technologies [16].
The ignited interest in the design of VCO using active inductor over last few years is
due to enhanced achievable tuning range and reduced power consumption [17, 18].
This paper illustrates a VCO design consisting of following sections. Section 2 illus-
trates VCO using active inductor and presents the proposed VCO design along with
corresponding results. This section finally presents the comparisons with existing
VCOs and concludes the design.

2 VCO Using Active Inductor

Hara inductor is a gyrator-C active inductor [16, 19]. The Hara inductor and its
equivalent small-signal model are depicted in Figs. 1 and 2, respectively.

Due to the feedback used in Hara inductor, increasing input current results in an
increase in voltage at the input node. The voltage at the gate is maintained at V dd and
V gs is reduced, which tends to lower the current flow from the active inductor. The
small-signal model gives an expression for calculation of input impedance as:

Fig. 1 Hara inductor
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Fig. 2 Small-signal model
of Hara inductor

Z ≈
(

1

RCgsCgd

)
sRCgd + 1

s2 + s gm
Cgs

+ gm
RCgsCgd

(1)

Considering Cgs � Cgd and gm � go further simplifies the expression of
impedance. The self-resonant frequency can be described as:

ωo = √
ωtωz (2)

where ωt = gm/Cgs and ωZ = 1/RCgd The value of resistance is expressed in Eq. (3)

R = (gm + ω2C2
gsR)/(g2m + ω2C2

gs) (3)

The inductance of Hara inductor is

L = Cgs(gm R − 1)/(g2m + ω2C2
gs) (4)

ProposedVCODesign This paper implements a four-stage differential ring voltage-
controlled oscillator by employing Hara inductor. The schematic of the proposed
VCO delay cell is shown in Fig. 3.

The control voltage (V c) is applied across a pair of PMOS transistors (M9 and
M10) and drain ofM7 andM8. The variation of VC enables us to obtain a tuning range
of frequency. The expression for calculating oscillation frequency of ring oscillator
f osc = (2Ntd)−1 depicts that the frequency is limited by number of delay cells (N) and
propagation delay (td) [12]. The drawback of conventional VCO can be overcome by
employing negative skewed delay technique, which in this case is provided by (V IN2−
and V IN2+) toM11 andM12 [18]. This ensures that PMOS is turned on preemptively
and thereby improves the performance. The PMOS transistors M7 and M8 act as
inversion-MOS (IMOS) varactor capacitances at the differential output terminals
and are controlled using the control voltage (V c). This series configuration tends
to decrease the overall capacitance and thereby tends to increase tuning range. The
transistors M9 and M10 are acting as load. The active inductor biasing is provided
by Hara inductor. The transistorsM11,M12 act as a series resistance of the inductors
formed by M5 and M6.
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Fig. 3 Proposed delay cell

The four-stage schematic of designed VCO is shown in Fig. 4. The dotted lines in
Fig. 4 represent the skewed signal path. Table 1 gives the aspect ratio of the transistors
used in the proposed VCO delay cell.

Fig. 4 Four-stage skewed delay VCO

Table 1 Size of transistors

Transistors W (µm)/L (µm)

M1, M2 5/0.18

M3, M4 1.5/0.18

M5, M6 1/0.18

M7, M8 2/0.18

M9, M10 4/0.18

M11,M12 1/0.18
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Fig. 5 a Transient analysis of proposed circuit. b Phase noise of proposed circuit

Results and Discussion The proposed DRVCO is designed using TSMC 0.18 µm
CMOS technology. The transient analysis and phase noise of proposed DRVCO are
depicted by Fig. 5a, b, respectively. The figure of merit (FOM) can be calculated
from the expression [20]:

FOM = L( f0,� f ) − 20 log

(
f0

� f

)
+ 10 log

(
PSupply
[mW]

)
(5)

where the phase noise is represented by L(f 0, �f ) in dBc/Hz, f 0 is the carrier
frequency and PSupply is the power dissipation in mW. The simulation is carried
out at V dd = 1.8 V and over control voltage (V c) varied from 0.1 to 1.0 V.

The power dissipation over control voltage ranging from 0.1 to 0.8 V at width of
1µm, 2µmand 3µm for NMOS active inductorsM11 andM12 is depicted in Fig. 6a.
The result presents a maximum power dissipation of 7.91 mW at width M5 and M6

= 3 µm for control voltage 0.1 V. The minimum power dissipation of 4.78 mW is
obtained at widthM5 andM6 = 1 µm for control voltage of 0.8 V. The result depicts
an increase in power dissipation with increase in width of NMOS transistors M5

and M6. The increased power dissipation tends to decrease as the control voltage
is increased for individual width. This effect can be understood by expression (4).
The increase in width of NMOS transistors M5 and M6 decreases the inductance
value and this eventually leads to decreased power dissipation with increased control
voltage.

Figure 6b presents frequency variation over control voltage ranging from 0.1 to
0.8 V at width of 1 µm, 2 µm and 3 µm for NMOS active inductors M5 and M6.
The result depicts a decrease in tuning range with the increase in width of NMOS
transistors M5 and M6. The maximum tuning range of 4.6–5.5 GHz is obtained at
a width of 1 µm for NMOS transistors M5 and M6. The decreased tuning range
can be explained as: The increase in width tends to increase the transconductance
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Fig. 6 Effect of variation in width of M5 = M6 at 1, 2 and 3 µm: a power versus control voltage,
b output frequency versus control voltage

which tends to increase the inductance which is evident from Eq. (4). This increased
inductance will tend to decrease the frequency tuning range.

The power dissipation over control voltage ranging from 0.1 to 0.8 V at width
of 1 µm, 2 µm and 3 µm for PMOS active inductors M5 and M6 is depicted in
Fig. 7a. The result presents constant power dissipation at different widths ofM5 and
M6 which can be understood from small-signal model of active inductor. The result
presents a maximum power dissipation of 6.06 mW for control voltage 0.1 V. The
minimum power dissipation of 3.40 mW is obtained at control voltage of 0.8 V.

Figure 7b presents the frequency variation over control voltage ranging from0.1 to
0.8 V at width of 1µm, 2µmand 3µm for PMOS active inductorsM11 andM12. The
result depicts a decrease in tuning range with the increasing width. The maximum
tuning range of 4.6–5.5 GHz is obtained at a width of 1 µm for PMOS transistors
M11 andM12. The decreased tuning range can be explained as: The increase in width
tends to increase the transconductance which tends to increase the inductance which
is evident from Eq. (4). This increased inductance will tend to decrease the frequency
tuning range.
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Fig. 7 Effect of variation in width ofM11 = M12 at 1, 2 and 3 µm: a power versus control voltage,
b output frequency versus control voltage

The effect of increase in temperature (−40 to 50 °C) for control voltage range of
0.1–0.8 V over the power dissipation is shown in Fig. 8a. The result depicts constant
power dissipation over different temperatures. The result presents a maximum power
dissipation of 6.06mWat 0.1V andminimumpower dissipation of 3.40mWat 0.8V.

The frequency variation over range of temperature (−40 to 50 °C) with control
voltage spread from 0.1 to 0.8 V is presented in Fig. 8b. The maximum value of
frequency is 5.78 GHz for −40 °C at a control voltage of 0.1 V. The minimum value
is 4.80 GHz for 50 °C at control voltage of 0.8 V. The transient response across
different temperatures is presented in Fig. 9.

A description of the performance of the active inductor-based DRVCO presented
in this paper is compared to the recently reported VCOs and the comparison is
given in Table 2. The proposed VCO design presents a least power dissipation in
comparison to [21–24]. It presents a considerable phase noise and FOM. It presents
a wider tuning range in comparison to [25, 26].
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Fig. 8 Effect of variation in temperature at −40, 0, 27 and 50 °C: a power versus control voltage,
b output frequency versus control voltage

3 Conclusion

This paper presents a Hara inductor-based dual delay cell for four-stage DRVCO. A
low-power VCO design with considerable phase noise and FOM is presented. It has
two input voltages. The skewed voltage ensures early turn on of PMOS transistor to
enhance the performance. Active inductor has been employed to achieve a reduced
chip area. The proposed VCO is simulated in 180-nm TSMC CMOS technology in
Cadence Specter RF software under 1.8-V supply voltage. This VCO has a frequency
range of 4.6–5.5 GHz, with phase noise of−67.99 dBc/Hz at 1MHz offset frequency
and FOM of −135 dBc/Hz. The circuit achieves a low-power dissipation of 2.83–
6.06 mW. The proposed VCO finds application in areas with requirements of high
frequency, low power and low area [27].
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Fig. 9 Transient analysis a at −40 °C b at 0 °C c at 27 °C d at 50 °C

Table 2 Comparison of various active inductor-based DRVCO

References Tech.
(µm)

Topology Supply
voltage
(mV)

No. of
stages

Tuning
range
(GHz)

Phase
noise
(dBc/Hz)

Power
diss.
(mW)

FOM
(dBc/Hz)

[21] 0.18 SC3A 2.0 5 4.3–6.1 −85 80 −146.9

[22] 0.18 CO 1.8 2 2.5–9 −82 50.9 −145.9

[23] 0.18 HAI 1.8 4 4.9–5.9 −86.7 8.1 −149.7

[24] 0.18 DI 1.5 3 2.7–4.1 −70 9.5 −135.6

[25] 0.45 FAI 1 – 1.1–1.8 −98.37 1.1 −176.69

[26] 0.35 XG and
NV

1.8–3.3 3 0.34–0.62 – 0.16–1.12 –

This work 0.18 HAI 1.8 4 4.6–5.5 −67.99 6.06 −135

SC3A—source capacitively coupled current amplifier; DI—differential inverter; CO—coupled
oscillators; HAI—Hara active inductor; FAI—floating active inductor; XG and NV—XOR gates
and NMOS varactor
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Design and Simulation of Optimum
Digital Filter for Removal of Power Line
Interference Noise

Shruti Jain, Manasvi Kashyap, Mohit Garg, and Shailu Srivastava

Abstract The optimal digital filter design emerged as one of the key research issues
from the past few years in biomedical engineering field. Digital filters are designed
to preprocess the raw biomedical signal and extract useful information from them.
Generally, all the biomedical signals are corrupted from the power line interference
(PLI) noise. In this research work, an optimal and stable notch filter is designed for
the elimination of PLI noise. The entire simulationswere carried out usingLabVIEW,
and the results are validated usingMATLAB.After analyzing theoretically and exper-
imentally, it is inferred that window techniques perform better as compared to the
existing filter designing techniques. The Kaiser window function gives better perfor-
mance as compared to other traditional window techniques due to its sharp lobe that
helps in reduction of PLI noise. Additionally, tomark the effectiveness of the selected
window function, various parameters like effect of order, threshold frequencies, and
side lobe attenuation are analyzed and compared.

Keywords Digital filters · FIR filters · Window technique · LabVIEW software

1 Introduction

Signal processing in electrical and electronics engineering is based onmodifying and
analyzing different signals such as images, sounds, and biological measurements. To
an electronics engineer, it can be restricted to sampling, digitization, filtering, and
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other spectral analysis [1, 2]. In filters, the finite impulse response (FIR) filters are
considered to be the popular that can be used in the biomedical signal for removing
noise and spectral analysis [3, 4]. The FIR filter is used to select the desired frequency
spectrum that can permit adaptable filtering with better rejection property without
any change in the hardware structure [5]. An FIR filter is a filter that is used to create
frequency response digitally. The filter can be designed using various methods, but
many of them rely onfilter approximation. TheFIRfilter transfer function approaches
to the ideal when the order of the filter increases, but that will lead to an increase in
the complexity and total time needed to process the given input signal.

In this paper, the authors have studied different research papers on FIR filter
design. Park and Meher [6] suggested the efficient FPGA and ASIC realizations of
DA-based reconfigurable FIR digital filter. Ray et al. [7] suggested an efficient shift-
add implementation of FIR filters using variable partition hybrid form structures.
Pun et al. [8] suggested the design and implementation of FIR and IIR digital filters
with variable frequency characteristics. Barnela et al. [9] implemented FIR filter
using MATLAB and evaluated various parameters. The authors in [10] implemented
FIR filter using FPGA. In [11], the author proposed a novel neural network-based
approach for designing FIR filters. The authors of [12] implemented an improved
back-propagation neural network algorithm on classification problems.

As the society progresses, the infrastructure along with technology enhancement
is much important. Nowadays, a technology does not even last few weeks and a
replacement of it in the market is there. Everyone wants things to be done at fast
rate along with best results. This paper mainly focuses on the filtering of power line
interference (PLI) noise from any biomedical signal using window functions. The
research work highlights on the design of notch filter using various window tech-
niques for an upgraded framework of a FIR filter using LabVIEW software. The
results are validated using MATLAB software. The main requirement for the selec-
tion of window function is as follows: The main lobe width should be as narrow as
possible, attenuation (spectral leakage) of the lobes present inside must be minimum
and how fast does the side lobes die out. Later, in this paper, the effect of order,
threshold frequencies, and side lobe attenuation is also analyzed on the output.

The rest of this paper is structured as: In Sect. 2, methodology is discussed; in
Sect. 3, the obtained results using LabVIEW and MATLAB are discussed followed
by a conclusion and future scope in Sect. 4.

2 Methodology

Various types of filters are categorized on the basis of signal processing, elements,
construction filters, impulse response, and frequency range. Figure 1 shows the block
diagram of different filters. Depending upon different techniques used in signal
processing, filters are classified as analog and digital. The filter that works on contin-
uous time signals is known as analog filter. On the other hand, the filter which
is capable of doing different mathematical operations on a discrete time signal is
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Fig. 1 Block diagram of different types of filters

called digital filters. Depending on the type of elements, further filters are classified
into active and passive filters. An active filter comprises with transistors and opera-
tional amplifiers, whereas passive filters utilizes passive elements like resistors and
capacitors.

According to different operating frequency ranges, filters are categorized as low-
pass filter (LPF), high-pass filter (HPF), band-pass (BP), band reject (BR) and all-
pass filter (APF). An LPF is that type of filter which allows passing signals with
a frequency less than cutoff frequency (f c) and truncating signals with frequencies
more than that of f c [13, 14]. A HPF is a filter type that passes signals with a range of
frequencies higher than that of f c and not allows the signals to pass with frequencies
lower than f c. A BPF is a filter that allows certain frequencies within a specified
range and rejects frequencies other than the selected range. An APF is a type of filter
that passes all frequency ranges equally. According to the Impulse Responses, we
have two different types of filters that are IIR and FIR [15, 16].

The computational time and memory consumption are more in FIR as compared
to IIR. Lower order of filter can be used for IIR filter design which needs less
computation to achieve the same results. However, an FIR has linear phase property
and is quite stable, which makes it advantageous over IIR filtering. The linear phase
means that the filter has no phase shift across the band of frequencies.

FIR filter design steps: Various filter design steps are illustrated in Fig. 2 which
includes specification of filter, selection of window, calculation of filter coefficient,
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Fig. 2 Filter design steps

and implementation. To design a FIR digital filters using windowing techniques, it
is important to select the filter order depending upon filter specifications (attenua-
tion factors and selectivity). The design should be such that the filter should have
higher suppression of unwanted spectrum (higher stopband attenuation) and narrow
suppression in the transition region. The filter coefficients depend on the input condi-
tions (such as type of filter). Later, Fourier analysis is performed to get the phase
response and the magnitude of the filter. In this study, LabVIEW software is used
to implement notch FIR filter with the help of different window functions such as
rectangular, Hamming, and Hanning. [14].

3 Results and Discussion

FIR filter design can be done in different ways, namely window method, frequency
sampling, weighted least squares, and equi-ripple filters in the time and frequency
domain. The impulse response of an ideal digital filter can be calculated using the
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Fig. 3 Implementation of notch filter using LabVIEW

windowingmethod. Themain reason to choose a windowing technique for analyzing
any filter is the simplicity in the design. The window functions are widely used
because of its small stopband attenuation for the same number of taps. The charac-
teristic of the FIR filter depends on the chosenwindow. There are number of windows
to achieve the required stopband attenuation. The transition region from passband
to stopband increases as the attenuation increases. So, to shape the response of the
filter, the windows are used.

In this research article, FIR notch filter is designed to remove the 50 Hz/60 Hz PLI
noise from any biomedical signal. The filter is designed on LabVIEW considering
the order of 100, lower cutoff frequency (f c1) as 49 Hz, upper cutoff frequency (f c2)
as 51 Hz, and sampling frequency (f S) as 1000 Hz. The evaluation environment
consists of a PC with an Intel Core i5 processor and 16 GB RAM. Initially, the
results were simulated in LabVIEW; then, the results are validated using MATLAB
2018b software. Figure 3 shows the schematic diagram of the notch filter design in
the LabVIEW software.

To design notch filter, different windows are used, namely Hamming, Kaiser,
Hanning, Gaussian, Blackmann, and rectangular windows.

A. Hamming window is developed by Richard Hamming, who was a member of
the Manhattan Project. Equation (1) shows the Hamming window function:

w(n) = 0.54 − 0.46 cos

{
2πn

n − 1

}
, 0 ≤ n ≤ N − 1 (1)

where n is the value between 0 andN − 1 andN is the order of the filter. This filter
has a narrow transition zone, smaller ripples than Hanning window. Figure 4
shows the LabVIEW and MATLAB results for notch filter using Hamming
window.

B. Hanningwindow has the narrowest transition band, but a large ripple in stopband.
The window function is represented by Eq. (2). Figure 5 shows the LabVIEW
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Fig. 4 Notch filter design at 50 Hz using a Hamming window a LabVIEW, b MATLAB

Fig. 5 Notch filter design at 50 Hz using a Hanning window a LabVIEW, bMATLAB

and MATLAB results.

wHa(n) = 0.5 (1− cos(2πnN )), 0 ≤ n ≤ N (2)

where n is the value between 0 and N − 1 and N is the order of the filter.

C. The Gaussian window is a nonzero function having a bell-liked shape in closed
form that transforms itself. For a given temporal width, it produces the smallest
RMS frequency. Equation (3) represents the function for Gaussian window, and
the simulation results are shown in Fig. 6

wG(n) = e
− 1

2

(
n−N/2
σN/2

)2

0 ≤ n ≤ N , σ ≤ 0.5 (3)

where σ is the standard deviation.

D. Kaiser window is developed by James Kaiser at Bell Laboratories. Equation (4)
illustrates the Kaiser window function. In the stopband region, this window
has small-amplitude ripple and has a wide transition width. Figure 7 shows the
simulation results of Kaiser window.
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Fig. 6 Notch filter design using Gaussian window a LabVIEW, bMATLAB

Fig. 7 Notch filter design using Kaiser window (β = 0.5) a LabVIEW, b MATLAB

wk(n) =

⎧⎪⎨
⎪⎩

Io

(
β

√
1−

(
n

M/2

)2
)

Io(β)
−M−1

2 ≤ n ≤ M−1
2

0 elsewhere

(4)

where M is the order, β is the side lobe attenuation.
E. Blackmann window design has a minimal leakage and is close to optimal.

Figure 8 shows the LabVIEW and MATLAB results. The window function is

Fig. 8 Notch filter design at 50 Hz using Blackmann window a LabVIEW, b MATLAB
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Fig. 9 Notch filter design at 50 Hz using rectangular window a LabVIEW, bMATLAB

expressed by Eq. (5)

wB(n) = 0.42 − 0.5 cos(2πn/N − 1) + 0.08 cos(4πn/N − 1) (5)

for 0 ≤ n ≤ M, where N is the order,M is N /2 (N = even) and (N + 1)/2 (N =
odd), n is the value between 0 and M.

F. Rectangular window is the simplest window and the entire interval has a value
of unity. Equation (6) represents the function for rectangular window, and the
simulation results are shown in Fig. 9

wR(n) =
{
1 −M−1

2 ≤ n ≤ M−1
2

0 Otherwise

}
(6)

TheHanning, Hamming, andBlackmann give a smoother trimming of the impulse
response and do not have a sharp lobe which can be used for the removal of PLI. The
Blackmann window has a wider lobe but comparatively is has lesser ripple content.
It is observed that for side lobe attenuation (β) 0.5, Kaiser window has the sharp
notch on the expense of higher content of ripples which are present in it. Other filters
have no ripple content, but the notch width is much wider as compared to Kaiser
window. After studying and simulating different window functions, Kaiser window
results better because of its sharp lobe that helps in reduction of PLI noise which
occurs in biomedical signals. From the results (Figs. 4, 5, 6, 7, 8 and 9), it is seen that
the gain of notch is not crossing the half power point (the −3 dB point). The quality
factor (Q) is calculated for the designed filter. Equation (7) shows the mathematical
formulation of quality factor, and the calculated values for the Kaiser window is
given in Table 1.

Table 1 Calculation of notch frequency and Q value for the Kaiser window

f c1 (Hz) f c2 (Hz) f 0 (Hz) Q

49 51 50 0.04

59 61 60 0.033
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Q = fc2 − fc1
f0

(7)

where notch frequency f0 = fc1+ fc2
2 .

Different simulations were performed to analyze the effect of the order of the
filter and threshold values on the designed Kaiser window. Also, the effect of β is
analyzed so as to reduce the ripple content.

Effect of order on the gain of Kaiser window: In this paper, the authors have studied
the effect of order on the designed Kaiser window filter, and it is found that as the
order of the filter increases, the notch is sharper and the gain value will be more as
given in Table 2.

From our results, it is interpreted that for the higher order, gain becomes better.

Effect of threshold frequencies on gain of Kaiser Window: By varying the threshold
frequencies of the Kaiser window, it is observed that as the frequency increases, the
notch becomes sharper which results in better gain and reduces the ripples. Results
for variable threshold frequencies are given in Table 3.

From our results, it is interpreted that for f c1 = 45 Hz and f c2 = 55 Hz, the gain
and the notch of the filter show remarkable result as shown in Fig. 10. To further
reduce the ripple content, the authors have also seen the effect of β on the gain.

Effect of β on the gain of Kaiser window: In this research article, the authors have
also seen the effect of β on the designed Kaiser window filter. It is observed that the
ripples are dominating factor as the value of β increases the ripples decreases but the
notch width increases. The authors also studied the effect of β on the gain of Kaiser
window output by keeping the threshold frequency constant as f c1 = 45 Hz and f c2
= 55 Hz. Table 4 tabulates the effect of β on the gain.

Table 2 Effect of order on gain of Kaiser window for f c1 = 49 Hz and f c2 = 51 Hz

Order Gain(dB)

50 −0.899

100 −1.92

150 −2.98

200 −4.25

300 −7.19

Table 3 Effect of threshold frequencies on gain of Kaiser window for β = 0.5

f c1 (Hz) f c2 (Hz) Gain (dB)

45 55 −17.65

46 54 −11.47

47 53 −7.40

48 52 −5.77
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Fig. 10 Notch filter for f c1 = 45 Hz and f c2 = 55 Hz

Table 4 Effect of on gain the output of Kaiser window for f c1 = 45 Hz and f c2 = 55 Hz

β Gain (dB)

0.5 −17.63

1 −15.24

2 −10.98

3 −8.53

4 −7.10

5 −6.19

6 −5.54

It is interpreted that the best results for Kaiser window are shownwhen β = 0.5. If
the β value increases to 6, then no ripples were observed. From all the observations,
it is observed that for better gain and notch, only one parameter β value or threshold
value can be changed.

4 Conclusion and Future Scope

In the processing of signals, the main task of a filter is to discard unnecessary signal
components. Another task is to obtain much important data from the input signal,
such as the information which is present in a specified frequency range. In this paper,
an optimum filter is designed to remove the power line interference noise of any
biomedical signal. This research paper carried out the analysis of various FIR filter
types by simulating in LabVIEW and validates the result using MATLAB. After
simulations, it is observed that Kaiser window results in better performance because
of its sharper notch and β factor which plays major role in reducing the ripples than
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any other window method. To reduce the effect of ripples which are present in the
passband of notch filter, β factor is analyzed. It is observed that on increasing the
order of the filter for the same parameter, the notch is sharper and results in better
gain. The proposed system is reliable and sustainable for the future use. In the future,
the authors will try to have a hardware implementation of the different digital filter
design using field-programmable gate array (FPGA).
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Centralized Blood Bank Database
and Management System

Osunlana Ismail, Sanjay Misra, Jonathan Oluranti, and Ravin Ahuja

Abstract A blood bank is a place where blood is collected and stored to be used by
other individuals who need them either due to health emergencies or blood shortages.
Blood banks are scattered all over places and not easily assessable to donors and
patients who need them. So, it is important to have an organized database to help in
allowing donors easily locate the nearest blood banks and donate blood, and also to
make patients easily access blood when they need them within the shortest possible
time. The aim of this research is to build a feasible system to help in the efficient
management of blood bank activities and also provide easy platforms for patients
to easily access blood during emergencies. This app would be built on the android
platform connected with a secured online cloud-based database to keep the patients,
donors and blood banks’ details safe. This is an efficient management system for
blood banks as their strenuous process is now being made easy using technology.

Keywords Blood · Blood banks · Hospitals · Donors

1 Introduction

Blood is the one of the most important elements in life, and it is often referred to as
the “Essence of Life” [1]. Easy access to blood by patients is a major challenge in
Nigeria. During emergencies, a patient searches through his family members first for
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matching blood type; if he is not able to find, he then starts contacting different blood
banks. It is a strenuous and time-consuming process, and the patient may not get the
blood within the shortest possible time. The task of a blood bank is to organize and
manage blood received from blood donors and ensure that blood is properly kept and
then distributed efficiently to patients who need them. Nigeria currently has about
1.7 million pints of blood as yearly deficits. Out of about 1.8 million pints of blood
being required every year, only 66,000 pints of blood are being met which makes the
deficit about 1.7 million pints [2]. This means a lot of patients are dying daily due to
the unavailability of blood. The blood is majorly used for hemostatic resuscitation
[3]. In developing countries especially Nigeria, it is very difficult getting access to
blood from blood banks as most of their processes are manual. The blood banks do
not have an organized database, they need to manually check all the blood they have
on request, and this may be time consuming for patients who are on emergencies [4].

A lot of research papers have been written about centralized blood bank systems,
with each of them suggesting different models. Most of the suggested models have
been focused on other countries with none focused on Nigeria [5]. Also, the existing
papers have only been proposing models that are not real time and not focused on
security.Also inNigeria, amajor factor that needs to be considered is logistics, andwe
have poor transportation and logistics systems that could impede on blood delivery
time and may be very dangerous for patients who require blood instantly such as
cases of accident victims or bleeding of delivery women [6]. No existing model is
robust enough to cover the challenges peculiar to the Nigerian environment.

Our new system is an android app with a cloud-based database to efficiently
manage all collected data, especially client and donor data. Through this system,
a blood donor can easily create an account as a donor and locate the nearest
government-approved blood bank to go for screening and if successful, he would
donate his blood [7]. Also, the patients can also find matching blood types on the app
and locate the nearest blood banks to get blood [8]. The system is a real-time platform
such that when new blood data are being uploaded, it gets updated immediately in
the database and can be accessed by the donors, patients and blood banks. All blood
banks on this system are government-approved which means that no illegal purchase
of blood would be made. The system is also hosted on a secured online cloud system
to ensure it is not being infiltrated [9].

There are four classifications of blood with each having both positive and negative
variations. All these variations and other relevant blood data like sugar content,
packed cell volume, disease conditions, antibodies are considered when matching
donors to patients [10]. There need to be proper frameworks in place for the storage
of all this information, and there also need to be proper structures in place to ensure
these data can be easily searched and sorted especially by those who are in need
of blood. This project would make blood available for patients in emergencies and
would be of great benefits in saving lives.

The work is sectioned as follows. Section one contains the introduction and
provides justification for the paper. Section 2 contains the literature review and moti-
vation for the study. Section 3 covers the methodologies and materials used in the
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work. Section 4 talks about the design of the work. Section 5 shows the demonstra-
tion and results. Section 6 covers the comparison with other systems, while Section
seven is the conclusion.

2 Literature Review

A lot of research papers have been written about blood bank management systems
with each of them proposing a model that is entirely different from the Nigerian
environment.

Ali et al. [11] developed aWeb application and an android application that allows
blood recipients to be able to search for donors around them. The system makes
use of Google Maps to detect the nearest donor around the blood recipients. The
system gives the recipients all the information about the donors including their phone
numbers and email address. This is a system that cannot be applied in a developing
country like Nigeria where Google Maps is not efficient due to irregularities in our
housing planning [11].Most places in Nigeria have not beenmapped toGoogleMaps
yet. Also, there are a lot of privacy and security issues with this model as private
information is shared. Nigeria is known for its highest numbers of frauds; fraudsters
can use such personal information in perpetuating their evil acts.

Makau et al. [12] proposed aWeb-based model for the implementation of a blood
bank repository system in Kenya. Ibrahim et al. [10] developed an android-based
system that helps in coordinating the activities of blood banks and donation centers.
Their android app allows blood banks and hospitals to be able to manage records of
blood donors and also to send them requests should in case their blood type is being
needed. This system is not as efficient as there is a delay in getting blood across the
recipients. Ashita et al. [13] built an inventorymanagement system for blood banks to
be able to easily gather and manage all blood donor’s information. Their system was
majorly based on information submitted by the donors, and it is divided into three
modules: the patientmodule, the donormodule and blood bankmodule. Their system
lacks a sustainable administration system. Muddu et al. [14] created a system to
aggregate all blood donor’s information in a database and also to consistently inform
them of patient who needs matching blood via SMS. There is no administration
module to completely monitor the entire system and its purely autopilot. Morrisa
et al. [3] conducted a study to investigate the major causes of blood usage during
emergencies in South Africa. They were able to come to a conclusion that trauma
accounts for the highest reason for blood transfusion. The study was conducted on
three secondary emergency centers in Cape Town, and the data were recorded over
three months. A total of 210 emergency situations was recorded, and 329 blood
units were used. Trauma makes up a total of 39% (81), surgical conditions account
for 22% (47), upper gastrointestinal diseases account for 11% (24), while bleeding
accounts for 8% (16). Medical conditions account for 15% (31). The majority of
the emergency blood was used during emergency surgical operating theaters; this
was about 77% (n = 253). Anitha et al. [15] designed and developed an embedded
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system that brings blood donors and blood recipients together. The system allows
blood patients to easily source for blood all over the country. They designed a low-
cost GSM-based Raspberry Pi that allows blood donors and recipients to be able to
communicate via SMS. Their platform aggregates blood donors together and then
allows blood recipients to accessmatching blood donors and communicate with them
via SMS.

Selvamani et al. [16] proposed a novel approach for the management of online
blood bank databases. Their system connects blood donors and recipients in real
time during the urgent need of blood. They created an online database that aggregates
details of blood banks and donors from a variety of sources including NGOs, medical
centers, onlinemediums, etc. Their platformwas created such that the communication
barriers between the blood banks and donors were minimized. Their blood bank
central database platform is beingmanaged by appointed online administrators. Their
system is also being embeddedwith an algorithm that searches the list of blood donors
and recommends the most suitable one to the patients, thereby reducing time spent
searching for donors. The variables considered for recommending suitable blood
donors include nearness to patient’s locations, blood compatibility, availability of
donors. After the selection is being made, the patients can also make a call to the
donor from the app. Clemen et al. [17] designed an information management system
that assists blood banks in effectively managing and optimizing their operations. It is
a central database system with a powerful search and sorting algorithm that enables
you filter through blood bank database records easily. Muhammad et al. [18] created
a blood donor recruitment platform that allows blood banks to easily recruit donor.
In some other related works, the authors have presented electronic health record and
e-healthcare access [19, 20].

Based on the above, themotivation for this project is due to the fact that there are no
existing blood bank management systems in Nigeria, and this system if implemented
would improve existing blood bank efficiency and optimization. This would also
make blood banks more accessible especially during emergencies.

3 Methodologies

Our system would be a mobile app that allows hospitals and patients to be able
to get access to blood in the shortest possible time. The front end which is being
accessed by the hospitals, blood banks and patients is an android-based application.
While the back end which allows for the storage of data and information is being
implemented with Firebase Real-time Database. This system is designed to ensure
seamless searching and sorting of blood information. It is also designed to maintain
privacy and data security.

Firebase Database: Firebase is a real-time online database hosting platform created
and maintained by Google. This database is targeted at mobile platforms and apps.
Firebase is a back-end platform that allows data to be synced in real-time across
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multiple devices. UnlikeMySQL database, Firebase is a NoSQL database that makes
real-time syncing of data possible across all users, thereby making collaboration
easier. Also, it has an offline cache capabilitywhichmeans users can still access infor-
mation without Internet connection [21]. Firebase has a lot of modules or database,
but we are making use of three of its modules as follows.

Firebase Authentication: The Firebase Authentication modules allow us to authen-
ticate users who make use of our app. It allows the implementation of sign-up and
login for our users. The users are being authenticated uniquely with their email
address and password.

Firebase Database: The Firebase Database allows us to store data to be accessed in
real time. We use it to store blood donors, hospitals and blood banks’ details. It is
used to store and sync all our app data.

Firebase CloudMessaging: We make use of the Firebase CloudMessaging module
to message blood donors of their blood testing appointments, pass information to
donors and blood banks, etc. [22].

PHP: PHP is one of the most popular server-side scripting languages mostly used
for Web application development. It is designed as a general-purpose programming
language and widely used all over the world. PHP powers most of the online Web
sites, and it is currently active on about 240 million Web sites and 2.1 million Web
servers.

While PHP is a server site programming language, it is commonly used with
other programming and markup languages like HTML, JavaScript, XML, CSS, etc.
In this app, we would use PHP to create a JSONAPI output to enable our mobile app
to communicate with our online Firebase Database. Our android app needs an API
gateway to be able to communicate with the online database to perform functions
like adding data to the database, fetching data, updating data, etc. The JSON API is
the most efficient API gateway to use, and PHP is a programming language that can
be used to create such JSON API [23].

Android Java: Android is a mobile operating system (OS) used majorly for touch
screen mobile devices. It is based on the Linux kernel and currently developed and
maintained by Google Engineering Team. We would be designing the front end of
this app on the android platform asmobile phones are the easily assessable platforms.
This would allow for patient and hospitals to get access to blood banks and blood
information in real time on their mobile devices [24, 25].

4 Design

The design of the proposed system and flowchart of the blood management
application are given in Figs. 1 and 2, respectively.
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Fig. 1 Database design for the blood bank management app
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Fig. 2 Flowchart of the blood management application

4.1 System Architecture

Admin Module—The admin module is the centralized module that is in charge
of all admin activities which includes: blood bank approval, blood donor approval,
logistic company approval, data management and analysis, blood banks and user
management.
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BloodDonorModule—The blood donor’s module is an important aspect and allows
for—user’s authentication (registration and login), data and information upload, and
blood screening appointment booking.

Hospital/User Module—The hospitals or patients who need blood would be able
to perform the following processes through their module—user authentication, data
and information upload, search blood banks, search donors and request for blood.

BloodBankModule—Themajor function of the blood banks is to be able tomanage
and organize all blood donors’ data. The blood bank is also in charge of scheduling
and conducting tests for blood donors to ensure theymeet blood donation requirement
and are fit to donate blood. The blood bank module would contain the following—
blood bank authentication, schedule of blood test date for donors, blood data and
information upload and blood donor information update.

Logistics Module—The logistics company is in charge of delivering blood in the
shortest possible time. The logistics company would get requests from the blood
banks, and then they pick the blood up and deliver to the hospitals or patients who
need the blood. The logistics company would be able to perform the following func-
tions through their module—authentication (registration and login), receive delivery
requests from blood banks, manage deliveries in real time.

Table 1 shows the database table structure for the blood donors. This table contains
all blood donor information. It also keeps tracks of donor login seasons, donation
days and their personal details. Table 2 shows the database table structure for all
registered blood banks. This table majorly contains the contact details of the blood
banks and also keeps records of the blood banks’ available bloods. Table 3 shows the
database table structure for blood screening and donation appointment bookings. It

Table 1 Database design for
blood donors

Name Data type Constraints

Email_id varchar(100) Primary key

Name varchar(100)

Phone number varchar(100) Allow null

Sex varchar(100) Allow null

Religion varchar(100) Allow null

Location varchar(100) Allow null

Picture Image Allow null

Blood group varchar(100) Allow null

Blood type varchar(100) Allow null

Username varchar(100)

Password varchar(100)

Blood_Donated varchar(100) Allow null

Date donated varchar(100) Allow null
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Table 2 Database design for
blood banks

Name Data type Constraints

Email_Id varchar(100) Primary key

Blood_bank_name varchar(100)

Approval_No varchar(100)

Approval_Details varchar(100) Allow null

Phone_Number varchar(100) Allow null

Location varchar(100)

State varchar(100) Allow null

Table 3 Database design for
blood donation appointment

Name Data type Constraints

Email_id Int Primary key

Donor_name varchar(100)

Phone_Number varchar(100)

Location varchar(100)

Blood_Group varchar(100)

Amount_Donated varchar(100)

Appointment_Date varchar(100)

Date donated varchar(100) Allow null

keeps records of all appointment dates. This table is used by the blood banks to send
reminders to blood donors.

The software packages and frameworks used in this system are Android Studio,
SQL Studio, PhpStorm, Postman, Firebase.

5 Demonstration and Results

After testing, the blood bank applicationwas able to achieve all its intended purposes.
Figure 3 shows the authentication system that allows users to register. Blood donors,
hospitals and patients can create account after which they can log in to access the
dashboard.

Figure 4 shows the blood donor page where patients can search for matching
donors around them. The patients can make searches selecting his/her nearest local
government area (LGA). All listed donors are verified donors that have gone through
the necessary medical checkups and are deemed fit by government-approved hospi-
tals. Figure 5 is the Blood Request Page where patients can confirmmatching donors
and contact them. The patients or hospitals can either contact the donor through
phone calls, SMS or email. After putting a call through to the donor, the patients can
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Fig. 3 Authentication page
for blood donor/patients

Fig. 4 Search page
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Fig. 5 Blood Request Page

then make negotiations with the donor to come to the hospital for donation or locate
the nearest blood banks for the donation.

Figure 6 shows the appointment booking page for interested donors to book
appointments with the nearest blood banks so as to confirm their eligibility and also
donate blood. When appointments are booked, the respective blood banks receive a
notification via mail and can prepare for the donors’ visit. An interested donor would
need to first book a screening appointment date, and then subsequently he can start
booking donation dates.

6 Discussion and Comparison

There exist similar systems to this work, but most of the proposed systems have
been implemented by developed countries and none has been tailored to developing
African nations. This system tends to put into considerationsAfrican local challenges
like logistics challenges, poor network coverage, etc.

Ibrahim et al. [10] developed a similar system, and their project was an android-
based app that allows patients to request the blood solely online with GPS function-
ality. This would not be efficient in the African environment due to poor Internet
connection and unreliable GPS data.
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Fig. 6 Appointment
Scheduling Page for
interested donors

Muhammad et al. [18] developed a similar system, but their platform is only based
on SMS functionality. Their app only sends SMS messages alone to donors, and this
is not always a reliable means of communication in Africa. This project solves this
challenge by providing diverse avenues for patients to contact donors. The avenues
this project offers include SMS, phone calls and email.

7 Conclusion

A lot of research proposals have been made for the development of online database
to help patients get easy access to blood. All the proposals have been focused on
advanced countries which have different environmental terrains with developing
countries like Nigeria. In this paper, we have discussed the major issues and different
challenges peculiar to implementing online blood bank solutions in Nigeria, and we
have proposed suitable measures to overcome those challenges. This system allows
easy communication between blood banks, hospitals, patients and blood donors.

On a long-term basis, this project can easily be scaled to integrate a lot of func-
tionalities that would make it better. Since this project was about the development
of the android app, in the future, the iOS app can be developed to cater for iPhone
users. Also, GPS tracking can be incorporated into the app tomake location reporting
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possible. This would allow blood banks to see blood donor’s location in real time
and can easily make fast decisions based on the donor’s location.
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Effect of Supercapacitor on Power
Supply for Rechargeable Implanted
Medical Devices

Attah Amarachi Rita, Sanjay Misra, Ravin Ahuja, and Jonathan Oluranti

Abstract The need for medical devices to be planted into living organisms to
perform the function of a dysfunctional body part is increasing by the day. Most
of these devices require power supply of some sort to function appropriately. The
supply can be taken care of by batteries but the batteries have a life span which will
never be long enough, especially if the implant is in a human. This will mean that
every time the battery dies the device will have to be brought out and the batteries
changed. This paper seeks to explore the existing energy storage capacities for awire-
less setup. The addition of a supercapacitor to the battery or replacement in the power
pack was simulated and analyzed. Then, a proffered solution which is introducing
a microcontroller to determine the switching between battery and super capacitor
was proposed. Also some level of communication and control of the implant by the
external circuit through the capacitor.

Keywords Implanted medical devices · Supercapacitor · Batteries

1 Introduction

Devices like implantedmedical devices can be very crucial for the survival of its host.
At the same time can cause more serious complications if not handled appropriately.
Many times as living organisms go about their various activities they are exposed to
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things that could be detrimental to their health and existence. Some of these harmful
circumstances may not necessarily eliminate the organism but could weaken part of
the organism and cause that part to stop functioning. Due to medical advancements,
the dysfunctional part can be assisted or replaced by a device we call implanted
medical device (IMD) [1]. The use of these devices has gone from being an option
to the only reasonable option. Hence, the use has become more popular over the last
years.

Devices like this exist in various forms for different functions. The devices are
sometimes placed inside the organism or attached to a part of the organism. Some
of these devices do not need power or an internal drive to perform its function while
others do. Cochlear implant is a typical example of an IMD that needs power supply,
and these devices are referred to as active devices; others examples are pacemakers
and insulin pumps [1]. While vascular grafts and retinal implants are passive and
do not require energy of any sort. The devices which require power supply usually
require power supply of between milli and micro watts. This power is readily made
available using batteries.

The life span of the IMDs and the batteries is never the same. Usually, the IMDs
are more durable than the batteries in them. The average life span for the batteries in
implanted medical devices in general is between 5 and 10 years [2]. Such batteries
will need to be changed to maintain the function of the IMDs. Most of the active
devices are usually placed inside the living organisms. This means the devices will
need to be brought out for the batteries to be changed. This will require surgery and
expenses all over again every time the battery is to be changed [3]. The employed
solution over the last years to this is providing the IMD with its power supply while
it remains inside the organism [4]. This can be done by either energy harvesting
from body motions or wirelessly transmitting power through the skin to the device in
the body [5, 6]. This will mean the employment of rechargeable batteries [7]. These
batteries must be able to charge fast and discharge very slowly to avoid dependence
on charging unit. The charging has to be both efficient and effective as any losses will
cause a direct harm to the organism. In this paper, pacemakers are used as case study,
the modern day pacemaker is programmable, and depending on its configuration the
energy consumptions are different [8].

In the next section, we will analyze various existing wireless systems and their
various energy storage capacities. Then, we will explore powering the IMD with a
lithium polymer battery, a supercapacitor, and then both with the help of a micro-
controller. The various voltage levels and energy densities were explored together
with time taken for charging to be complete. This paper is structured as follows.
Second section provides a brief introduction of background and the literature survey.
Section 3 presents the proposed systemwhile in Sect. 4 we compare the performance
of a supercapcitor and battery using simulink. In Sect. 5, we discuss the outcome of
the simulation.
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2 Background and Literature Survey

2.1 Wireless Medium

To provide the internal charging of the IMD,many propositions have beenmade. The
most popular is the use of inductive charging system. This is where a primary coil
outside the body induces voltage in a secondary coil inside a recharging circuit inside
the body [9]. Just like a transformer this work employs Faraday’s law of electromag-
netic induction [10]. A primary coil induces voltage in a secondary coil. The primary
coil will be connected to a power circuit which will be in a recharging device. This
device will be external or outside the patient or organism. The secondary coil will
also be connected to a recharging circuit. This circuit together with the battery and
the medical component will make up the implanted device. Through the magnetic
connectionbetween the coils, power canbe transferred from theprimary coil (outside)
to the secondary coil (inside) without wires for electric energy conduction. Another
is the use of the optimum power transfer method using impedance matching external
and internal circuits. The external circuit makes use of both a directional coupler
and an impedance matching circuit [11]. Also the use of laser diode and an array of
diodes has been employed in recent times [12].

2.2 Existing Systems

In general, there are three major divisions when it comes to wireless energy transfer:
far field, non-resonant coupling to near field, and resonant coupling to the near field
[10]. The following reviews will reflect the various classifications. Himanshu Joshi
and his team proposed that the circuit be operated at its resonant frequency. The
method used for determining the resonant frequency in this paper was by having a
sensing or monitoring unit or device in the IMD to indicate when the circuit is in
its resonant frequency. This was done based on the fact that during a duty cycle, the
voltage applied by the recharging circuit to the battery will be the highest when the
signal is at the resonant frequency of the recharging circuit. The sensing unit will then
detect and indicate once there is an alignment. Once the alignment is established,
the charging of the battery begins [9]. However, they had issues with time taken
for alignment, heating involved, initial danger of the circuit to the patient, changing
frequency of the signal coupled may create regulatory problems. Instead of systems
with just two coils, some systems for better efficiency used four coils [13, 14].

In another paper,Mahammademployed clean energy. This is energywas harvested
from human energy or energy in the environment then transduced using piezoelectric
transducer [15] to energy usable in IMDs. This form of energy harvesting will take
care of wireless power transfer that will reach deep into the device and still maintain
very high efficiency. It also makes use of the impedance matching for maximum
power transfer then a rectifier to get a steady DC output. The presence of a capacitor
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in the transducer will limit the output of the transducer and the impedance matching
capability of the circuit. To avoid this, an inductor was added in place of the existing
transducer reactance. This will also boost the input AC voltage to the rectifier. The
inductor size and resonant frequency suitable for an IMD were chosen to reduce
losses and attenuation during energy transfer [3]. The drawbacks here were long
charging time as a result of large time constant external circuit will always need to
be handy, and very low energy is usually gotten from the energy harvesting.

Another system was designed by Pablo Mendoza and his team both for commu-
nication with and powering of the device. The IMD setup was designed in such a
way that it will operate in two modes. In the first, which is the idle mode the power
consumption will be at the barest minimum. During this mode, the device will be
powered by the capacitor so the communication unit will be in shutdown mode. The
low voltage consumption of the device is achieved using a voltage regulator. Then,
during the charging or active mode which lasts for only about 7 ms, the device will
operate normally and consume at its full capacity. This setup provides fast charging
time and long-independent operation time. Although the idle time will not allow for
the maximum output of the device at all times [6].

This paper makes use of planar inverted F-antenna to explore the possibility
of using radiation instead of inductive power harvesting. This was used for IMDs
that are implanted deeper than 10 mm. The case study was a device placed in the
muscle tissue. So a three layered phantom was used to represent the arm. This setup
used lower frequency transmission to achieve higher power transmission capacity. A
harvesting system is also designed for the systems using off-the-shelf components.
The inductive coupling is usedwhile the antenna is used to achieve optimum radiation
and DC power harvesting [16]. Areas for improvement are in the long charging time,
and the safety of patient is not at its best. There is also an existing system for near
field charging using round wire coils. This charges a rechargeable battery through a
rectifier [17].

This paper makes use of transferring energy or power through resonance. Using
smaller resonators, they designed a magnetic field for transferring power wirelessly.
There was also the availability of monitoring and displaying the state of the device
inside the body. The internal and external circuits are connected to each other and
can transfer power to each other through the resonators in a strong magnetic circuit.
Software was used to simulate and pick the frequency at which the transmission will
be done (resonant frequency). The receiver unit was tried in three conditions, and
comparisons were made [18]. Temperature rise of battery in the implanted device
will be a problem in this setup, and it may not be so effective for deep implanted
devices.

This setup uses a four-coil system to provide ultra-performance implants with
power supply that needs frequent, fast battery recharging. This design was able to
achieve power transfer wirelessly beyond 1 cm. Within 60 min, a 200 mAh battery
(medical grade battery) will be up to 84% of its capacity. The temperature rise of
the battery is 2.1 °C from simulation results [19]. This setup will need frequent
recharging.
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In this study, resonant coupling technique was also employed but for a brain
implant. The two coils were coupled together using a magnetic field. The power
supply in this setup is very small compared to the one needed in a pacemaker. The
system was able to transfer 160 nW at a frequency of 13.56 MHz with a supply of
1 W from external circuit. These results were found after simulation using orCad
software. In this setup, there could be possible circuit interference from external
circuit [20].

Hafzaliza and others proposed using energy harvesting to acquire energy from
body energy sources and stored the energy using supercapacitors. A simulation was
done with coventorware software, and the supercapacitor was modeled with capac-
itors with capacitance levels of between 0.22 mF/cm−2 and 0.48 cm−2 representing
the planer and double-stacked structure, respectively [21]. The future for implanted
medical devices is the injectable and leadless devices [22].

2.3 Power Storage—Rechargeable Batteries

The type of storage that is applicable to a system like this is one with both high
charging speed and substantial energy discharge time. There are many available
batteries that can discharge at a very slow rate which will be very appropriate for
this application but another consideration is the available size of the devices; for
example, one can get a lithium ion battery with up to 2000 mAh but the size of
the rechargeable battery of this size is too enormous; hence, we maintain below
1000 mAh [23]. Capacitors usually provide very fast charging times. This will make
for more comfort as the patient or organism will not need to be too long while
charging [24]. Batteries on the other hand stay longer after they have been charged.

There are various implantable medical devices with varying power demands
(Table 1). There are also varying power supplies designed to suit the various needs.
Table 2 reflects differents types of power supply and their various capacities. Though
the power supply needed by these devices is small, there a great need for high energy
density. Also the temperature rise of the battery during operations is very critical.
Using pacemakers and defibrillators as a case study for the purpose of this design.

A very important aspect to be considered is the effect of the charging on the human
skin. The effect of temperature rise rays from wireless medium and the time span of

Table 1 Various power
demands from implantable
medical devices

IMD Power demand

Cochlear implants 10 mW

Defibrillator and pacemakers 30–100 µW

Drug pump 100 µW–2 mW

Neurological stimulator 30 µW–10 mW

Retinal prosthesis 40 mW–250 mW
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Table 2 Rechargeable battery types available and properties

Rechargeable battery types available Battery capacity Charging time Discharge time

Lithium ion cell 1000 mAH 2–3 h

Lithium polymer 150mAH 60 min 85 h

Supercapacitor 88 mF 81 s 1 day +
Rechargeable battery types
available

Voltage range Temperature rise (°C) IMD application

Lithium ion cell 1.5–4.2 26–40 Pacemaker, defibrillators

Lithium polymer 3.7 20–60 Pacemaker, defrillators

Supercapacitor 3.3 10–60 Pacemaker

Fig. 1 The graph of the different charging times (in seconds) for different power input and different
capacity values

the charging on the skin. Hence, wireless mediums with low-power densities are the
most appropriate choice [25–27].

This leads to another lapsewhich is the fact that the power gotten from thewireless
communication is usually very small hences longer charging times. As shown from
the chat using supercapacitor as a case study (Fig. 1).

3 Proposed Design

The design (Fig. 2) of circuit operation and circuit components and schematic
diagram for proposed system (Fig. 3) are provided in below subsections.

3.1 Circuit Operation

In this proposed setup, amicrocontroller is used to alternate the power supply between
a supercapacitor and battery. Adding supercapacitors will allow for longer operating
time.Hence, this setup has twomodes: battery powered and capacitor powered.When
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Fig. 2 Proposed design

Fig. 3 Schematic diagram for proposed system

the power supply is available, it powers the microcontroller, battery, and supercapac-
itor. The power supply will charge the battery and capacitor simultaneously. When
the power supply is removed, the super capacitor will power both microcontroller
and pacemaker. Once the capacitor is almost fully discharged, the timer will send a
signal to the microcontroller which will close the switch that connects the battery.
The microcontroller will immediately turn off the capacitor. This will switch the
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microcontroller off as the capacitor is its only back up. Then, the battery will power
the pacemaker till it fully discharges. When it fully discharges, the charging circuit
is applied again and the cycle repeats itself. The power supply from the capacitor
could provide opportunity for communication with the external circuit as regards the
state of the device. While the power from the battery will be strictly used to power
the device as it lasts longer then the capacitor.

The whole circuit will be in two parts: a part that is external to the body and
the internal part of the circuit. The external part of it will be a close-to-infrared
light (transmitter). To be able concentrate the light rays on the particular spot on
the skin, a lens is used. On the receiver side, there is an implanted photovoltaic cell
array which receives the light from the lens. The cells then convert the light rays to
electrical energy (DC) which in turn used to charge the super capacitor and battery
while powering the pacemaker in charging mode. A unidirectional flow of energy
from the charging point is desired and ensured by the presence of a Schottky diode
[28].

3.2 Circuit Components

1. Power supply: The light produced from a laser source (diode) will produce about
5 mW and a wavelength of about 750 nm. Modeled as a 3.7 V battery

2. Lens: The light rays if not converged properly will not have maximum impact on
the PV cells behind the skin. Depending on the shape and size of the PV cells,
the light is usually shaped using the lens and filter.

3. Photovoltaic cells: These are simply an arrangement of photodiodes. About 12
photodiodes (cells) 6 cells in series connection and the other 6 also in series
with each other, then an overall parallel connection to combine the two. After
the cell arrangement, the photosensitive area should be about 90 mm2. To avoid
temperature increase, the other parts of the array that are not photosensitive are
covered with shiny white covering. The area of photosensitivity determines the
output from the PV cells.

4. Switch: This is used to connect the microcontroller to the battery and the capac-
itor. When the device is not charging to prevent the battery from powering the
charging unit and dissipating the energy faster, we use this device [29].

5. Microcontroller and timer: This device counts and sends signals to the micro-
controller to determine when the capacitor goes off and the battery comes
on.

6. Supercapacitor: A large capacitor of about 88 mF connected in parallel with the
battery of the device will provide fast charging and some hours of use without
the transmitter. A capacitor was used to model the supercapacitor.

7. Battery: A 168 mAh lithium polymer battery was used. These batteries have an
outstanding life cycle and acceptable temperature rise during operation. With the
addition of the capacitor when the transmitter (power supply) is off, the capacitor
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will power the battery and give a longer lasting power supply to the pacemaker.
A 300 � purely resistive load was used to model the pacemaker.

4 Experimentation and Validation and Results

The energy and power density for the supercapacitor and small medical batteries
were compared and analyzed. Using Simulink, the power supply from charging
unit was modeled as a simple voltage source. So with equal input power the state
of charge, current, output voltage was compared. The voltage source was modeled
using a DC voltage source (3.7 V battery). The voltage of 3.7 V was used to charge
the rechargeable power supplies to their maximum energy storage capacity since
the medical device to be powered needs an input voltage of only about 3–4 V. The
micro supercapacitor used for this experiment was 100mF. The battery was a lithium
polymer battery of about 168 mAh. The physical measurement of this battery is a
measurement of 24 mm, 18 mm, and 3 mm as the length, breadth, and thickness,
respectively.

The control between the battery supply and supercapacitor was modeled by the
use of a microcontroller and timer controlling a pair of switches. When the power
supply is applied, it will charge both of the storage devices for 81 s; then, the micro-
controller opens the switch to the capacitor, while the battery continues the charge
for the next 1 h. After the charging, the battery is disconnected and the supercapacitor
is reconnected. The power supply is then disconnected, and the supercapacitor main-
tains supply to the controller and pacemaker. This was modeled by measuring the
power storage capabilities of the two storage devices individually on simulink. Then,
a combined display of their individual properties was displayed. The pacemaker was
modeled using a 300 ohms resistor (Fig. 4).

From the simulations done, a comparison was done between the performance of
the supercapacitor and the battery. Inserting a supercapacitor into the system will
increase the operating time to approximately four days which will make for less
dependence on the charging unit. It will begin the cycle with one day in full circuit

Fig. 4 The parallel between the energy densities of supercapacitor and battery
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Fig. 5 The results of the supercapacitor and battery discharge characteristics

operation and the remaining three days in power savingmode. Also the charging time
increases from 1 h to about 1 h and 2 min with the supercapacitor in the system. The
voltage supplied to the pacemaker throughout the standby time will remain constant
from the graphs (Fig. 5).

5 Conclusion and Future Work

This paper presents a system with two energy storage devices. This system switches
from a supercapacitor to a battery in a power saving mode to make for longer stay on
time without the power pack. The simulation demonstrated the effect of the addition
of a supercapacitor to the battery for use as a power supply for the pacemaker. With
the addition of the capacitor, the energy discharge time was increased to 96 h. The
inclusion of the supercapacitor will lead to a slight increase in charging time for the
device from 1 to 1 h 2 min assuming a loss free setup. The pacemaker supply voltage
of 3.7 V is maintained throughout the discharge time.

The switching between the devices will also lead to significant losses. This is due
to an increase in the components and complexity of the circuitry. More work can
be done in the area of loss reduction. This can be made possible by more efficient
switches and switching system. Also a considerable amount of temperature rise will
be present, especially during charging. This will reduce the overall efficiency of the
system over time and could lead to a malfunctioning of some of the components.
The temperature rise can be handled using internal cooling methods making use of
the natural flow of body fluids.
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Particle Swarm Optimization
and Genetic Mutation Based Routing
Technique for IoT-Based Homogeneous
Software-Defined WSNs
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Abstract Recent advancement in wireless sensor network has evolved as an open
system which can be reconfigured dynamically. Generally, these networks have
different limitations and challenges such as energy consumption in data collection,
control node election, load balancing, etc. An efficient load balancing in terms of
data collection and forwarding is depended on the routing techniques which are
responsible to provide an effective path to transmit the collected data such that the
minimumamount of energy should be consumed in the process. The control nodes are
responsible for assigning the task and data transmission in the cluster-based routing
techniques. The selection of the control node is an NP-hard problem. In this paper, an
adaptive particle swarm optimization (PSO) ensemble with genetic mutation-based
routing is introduced to select control nodes for IOT-based software-defined WSN.
The proposed method plays a significant role in selecting the control nodes based on
the fitness value. Fitness value takes energy and distance parameters into consider-
ation. First, the proposed work is implemented for homogeneous nodes that can be
deployed with single and multiple sinks. Further, the proposed work can also imple-
ment for the heterogeneous sensor nodes having different computing power accom-
panied by single and multiple sinks. The simulation result of the proposed method
outperforms over some other existing algorithms under the different arrangements
of the network.
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1 Introduction

In the time of digitalization, everyone is digitally engaged because of the huge
advancement in the technological. It starts from a small programmable chip to a
large space shuttle for space expeditions since science is always laid on the prin-
ciple of creating, monitor, and development. The huge deployment of the sensors in
wirelessmodules, embedded controllers, and the cheap sensors have forced the emer-
gence of the Industrial Internet of Things (IIoT) which is introduced as the fourth
industrialization revolution called Industry 4.0 (e.g., Industrial intelligence robot)
[1]. The sensor node is considered as a complete module, machine, or subsystem
whose intention is to recognize, trace the changes in surrounding conditions. The
complexity of the operations changedwhen themonitoring area changed. Thus, there
is a need to adapt different deployment technologies of sensors which should be a
more flexible and adaptable system. The wireless networks always come into the
picture for the flexible systems in the priority. The WSN is primarily deployed in a
harsh environment. The sensor nodes are neither manageable by the direct human
interference nor with the wired interconnection because, in a harsh environment, it’s
not possible to operate the system manually.

With the evolution of 5G technology and micro-electronics, most of the tech-
nological utilities are shrinking in small devices like smartphones, Notepad, etc.
Integration of the new technology like cloud computing, fog computing, Big-Data,
micro-electronics has led to the new domain for the deployment of wireless sensor
networks which comprises the internet module along with WSN architecture known
as the IoT [2]. These IoT infrastructures have a base of software-defined network and
core module of wireless sensor networks which are broadly required to connect with
the internet so that it can be synchronized with the current technologies. They are
capable of effectively detecting the failure and initiating maintenance and reconfig-
uration process. Here devices can communicate, share, process the collected infor-
mation, and perform decision making. This infrastructure is the service provider
in three phases, like data gathering service, data transfer service, and processing
service. The sensor nodes can be used as a dedicated task monitoring system. Some
regular engagements of sensor networks are military applications, environmental
applications, health applications, commercial applications. The new advancement in
the field of software-defined wireless sensor networks has evolved wireless sensor
technology to a very extent. Wireless sensors, Cloud computing, artificial intelli-
gence, and other supporting technologies have set-up collectively a new paradigm
of information processing as shown in Fig. 1 because of the real-time integration of
the data this transformation has increased the demand for this prototype. IoT struc-
ture was comprised base of software-defined WSNs. It’s an arrangement consisting
of interrelated computing and processing devices, mechanical units, computerized
equipment, that canmove and process the information over the systemwithout human
intervention [4].

It includes artificial intelligence as well as the decision making from the aggrega-
tion of the collected data. IoT is the innovation that can lead the communication of
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Fig. 1 IoT supported SDSWSN architecture

the devices to the next level and it doesn’t limit only for senor network. It includes
smart systems having intelligence, for example, industrial robots, and home automa-
tion systems. Take your smart fitness band, having some sensor to check your heart
rate once you come from the morning walk. It will automatically trace and sends
the information to all household devices. They can adjust themselves according to
the current biological condition of the person like to drop-down or raise the room
temperature.

In this paper, the genetic algorithm is used for the selection of control nodes
along with an effective fitness function. In the proposed method the control nodes are
selected dynamically, and the genetic algorithmhelps to remove the uneven clustering
problem.An adaptive inertiaweight tuner is used for effective convergence. For better
load balancingmultiple sinks, the model is implemented using the genetic algorithm.

Rest of the paper organized as follows: a system model of the proposed method
is discussed in Sect. 2. The literature review is discussed in Sect. 3. The proposed
method is discussed in Sect. 4. Section 5 discusses the performance study of the
proposed and the existing work. Finally, the paper is concluded in Sect. 6.

2 System Model

An IoT supported software-defined WSN model is observed as an operational WSN
architecture as a digraph Gn = (V, L). In the given model V specifies the vertex
set, which having Software-defined WSNs or common nodes, control nodes (CNs),
and the control server (CS) or sinks node. They are randomly distributed within the
specific monitoring area. The L in the Graph specifies the collection of directed
transmission or communication link that is dedicated to the transmission of the
collected data from common nodes to the control node (CN) and the control server
[14].

The assumptions of the SDWSN environment are listed as follows.
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• IoT derived SDWSNs committed to detecting various sensing targets like temper-
ature, moistness, etc. are randomly disseminated inside the equivalent geological
area of the SDWSN.

• The participating IoT enabled SDWSNs must have a universal identification
number (UIN).

• Each unit in the IoT deployment having SDWSN capabilities is dedicated to
sensing the collect the data from the surrounding environment and send that data
to the control node (CN), control server (CS).

• Whether it’s a normal sensor unit or the dedicated sensor unit, each SDWSNs
have equal capability.

• In the unattainable deployment, all units including the control node are equipped
with a non-replaceable battery. The energy distribution within all nodes is fairly
allocated.

• Traditional network configuration suggests that the control server is having
external energy resources since it’s the dedicated server to carry out all processing
of the network.

2.1 Energy Dissipation

The considered environment of IoT enabled SDWSN is most widely adopted data
transmission model which is based on the path loss concept and the model consists
of both multipath (Emp), fading (d4 power loss), and free space (Efs) (d2 power loss)
channel utilization. The energy consumption of the model depends on the distance
(d) between two entities. The ith the transmitter is having the (Xi ,Yi ) coordinate,
and another j th receiver is having the coordinates (X j ,Y j ). The distanced can be
calculated by using the Euclidean distance Formula and is formulated as:

√
(X j − Xi)2 + (Y j − Y i)2 (1)

In this work, we use the power control mechanism if the calculated d is lower than
the threshold (d0), then the free space model is used else multipath model is used
to remunerate the path loss concept [5]. To send a l-bit message over the distanced,
energy dissipation to transmit the data can be calculated for the common SDWSN
node (ETXN_ SDWSN) is given as follows:

ETXN_ SDWSN(l,d) =
{
k × Eelec + k × Efs × d2d ≤ d0
k × Eelec + k × Emp × d4d > d0

(2)

The energy transmission for control node of l-bit data packet is as follow:

ETXN CN(l, d) =
{
k × (Eelec + EDA) + k × Efs × d2d ≤ d0
k × (Eelec + EDA) + k × Emp × d4d > d0

(3)
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TheETXN is known for the energy required for transmission, control node consume
energy EDA for data aggregation whereas the distance between two sensor units of
SDWSNor between nodes to the control server is defined by d. The energy dissipates
per bit to run transmitter, or a receiver circuit is defined by Eelec. It depends on
various factors such asmodulation, digital coding, source coding, filtering, and signal
spreading. Efs and Emp depends on the transmitter amplifier model. Here l is the data
length to be transmitted and d0 is the threshold value for transmission distance and
usually formulated as below

d0 =
√

Efs
Emp

(4)

The radio transmitter consumes the following amount of energy to receive a l-bit
message:

ERXN(l) = l ∗ Eelec (5)

3 Literature Review

The most significant concern in a software-defined sensor network (SDSN) is to
build a routing algorithm that manages an effective consumption of the energy. Thus,
minimum energy consumption is an important objective in a wireless sensor network
(WSN) where one of the possible ways to achieve this objective is efficient routing
for data transmission [7]. The effectiveness of a particular routing algorithm mainly
depends on the capabilities of the sensor nodes, control node, and the dedicated appli-
cation requirements. Clustering plays a very vital role in energy balancing between
the control server, control nodes, and normal nodes [8]. The clustering-based routing
algorithms can be considered as the most sophisticated categories which maintain
load balancing among all types of nodes. Heinzelman et al. introduced a classical
clustered oriented routing algorithm namely “low energy adaptive clustering hierar-
chy” abbreviated as LEACH [7]. It’s still considered as the base for other evolving
advanced clustering algorithms. This technique used a randomization strategy in the
distribution of energy between the nodes of SDWSN by the selection of local control
nodes rotationally. When the control node is far away from the control server then
energy depletion is more, so the distance plays an important role in control node
selection. After solving various state of art in the LEACH there are different LEACH
versions are introduced by the preceding researchers. Ran et al. discuss LEACH-
FL [9] in which they introduced a fuzzy logic-based two-level hierarchical control
node selection techniques. In this work, the probability is calculated by considering
the fuzzy logic which leads to minimizing energy consumption and it prolongs the
lifetime.
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Younis et al. introduce “HEED” a hybrid approach that is energy efficient and
having a distributed strategy based clustering [7]. It included residual energy as the
parameter for control node selection. However, it was introduced for the Ad-Hoc
network, so its effectiveness was not tested against the software-defined wireless
sensor nodes. Xiaorong et al. propose the “Hausdorff clustering” mechanism for
WSN. It considered the node location, network connectivity, and communication
effectiveness as the parameter for control node selection [10]. This clustering-based
algorithm is generally suited for the Ad-hoc network and Wireless network. Singh
et al. propose PSO-C swarm intelligence-based optimization algorithm for control
node selection. Their aim is to localize control nodes surrounding the center density
[11]. Xiang et al. propose a NWPSO which is a variant of PSO. Notably, it depends
on the variance on inertia function as a non-linear weight to select the control nodes
from the network [5]. The later work proposed by Kumar et al. proposed integration
of the genetic algorithm with the PSO for performance enhancement of network [6].
This paper has a trace of different parameter considerations for the control node
selection. The various version of PSO was introduced in recent years since PSO is
now prominently used in the different research work carried out for the software-
based wireless sensor technology. From the above literature survey, we can observe
that the classical techniques for clustering and control node selection are efficient in
the domain of WSN with some restrictions. The changing scenario of sensor leads
this technology to other extends. This type of improvement in the algorithms and
the protocols are necessary with time. Here PSO has played a vital role to provide
a scalable, efficient, and modern protocol approach for the dynamic working of the
network.

4 Proposed GA-Based PSO

In 1995, Kennedy et al. propose a population-based metaheuristic global search opti-
mization technique known as Particle Swarm optimization. Originally, they worked
on a model that describes the social behavior of creatures like a flock of birds and
the school of fishes. However, their model was competent to do optimization test so
they proposed a new optimization technique. The PSO works in a multidimensional
search space were each particle initially consists of two entities, i.e., position vector
and velocity vector. The initial position of the particles is considered as the potential
solution. All particles move continuously towards the best solution by updating their
respective pbest and gbest solution. As the PSO terminated on some defined condi-
tion all the particle is reached nearby to an optimal solution. In PSO position and
velocity is updated using the following formula which consists of previous commu-
nicated learning like pbest, gbest and other factors of particles. The velocity updation
rule of PSO is as follows:

V (t) = ω × Vi (t − 1) + c1 × r1(pbest(t − 1) − Xi (t − 1))
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+ c2 × r2(gbest − Xi (t − 1)) (6)

Position updation in PSO is as follows:

Xi
j (t) = Xi (t − 1) + Vi (t) (7)

4.1 Proposed Method

The SDWSN is equippedwith sensor nodes having two functionalities, i.e., nodes can
collect and transmit the data to control nodes or base stations for further processing.
The control nodes are selected from the common nodes. Startingwith a homogeneous
network having a single sink or control server the proposed PSO is executed with
a predefined number of N particles which is an individual network entity. Particles
are generated randomly were Xi represents the position vector and Vi is the velocity
vector of i th particle at iteration t in j th dimension. Every i th particle attended with a
random number (rvar) of control nodes. rvar is within a range ofminimum (min CN)
and maximum (maxCN) number of control nodes. For i th particle rvari elements are
considered as control nodes. The randomly generated position vector and a velocity
vector of i th particles are of continuous value. The sequence position vector Si (t) as
discrete values are further generated by applying the smallest position value (SPV)
rule over corresponding position vector Xi (t). The primary role of SPV rule is to
assign indexing for the position vector Xi of each randomize generated particle.
Although this sequence position vector is used for the clustering.We pick first rvari as
control nodes from sequence vector indexes. After cluster nodes selection the control
nodes CNi are enumerated with their corresponding common nodes. This grouping
is done by finding the closest control node for each common node. Further selected
rvar used in Fitness calculation of each particle is which is performed by an effective
fitness function. The fitness function is formulated using different parameters of the
network. We have taken distance and the energy into consideration for the fitness
calculation. Sequence position vector and rvari are evaluated using defined fitness
function for each particle of the swarm. The pbest and gbest solution for the swarm
is updated based on the calculated fitness. After executing the defined process by the
proposed method, it exhibits the gbest solution among all particles of each iteration.
The number of iteration is one of the control parameters in the PSO, so after every
iteration, PSO checks for the satisfying criteria to discontinue the process.

Further, in consecutive processing, the updation of the position vector is done
followed by updation of velocity vector using given Eq. 6. The formulation of the
velocity vector in conventional PSO is having fixed inertia weight. Inertia weight
plays an important role in velocity updation of the particle, it is one of the control
parameters. Large inertia weight facilitates greater global search and small inertia
weight is facilitating greater local search therefore proposed method uses adaptively
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tuned inertia. In this approach, at the beginning of process, inertia weight is compar-
atively large, which needs to be slow down in later iterations. We carry out this task
by iteratively damping the inertia weight using Eq. 9. The newly generated velocity
vector further used in Eq. 7 to update the corresponding particle position.

Now fork andmergemodel is starts to execute where the SPV rule is applied again
on the newly updated particle to sustain the individual’s restraint. In a fork, each
particle induces to respective offspring (t % of initial population IP) accompanied
by parent particle using genetic mutation. PSO does not have a selection operator
whereas GA has a selection operator which helps other particles to evolve with
the fittest particle. The genetic mutation operator GMO uses a two-point random
mutation which is the selection feature of a genetic algorithm. The fittest particle
will lead the solution toward a global solution. This genetically muted offspring
particle is only differentiable over sequence position vector, there corresponding
position and velocity vector are the same. Each offspring or sub-particle is having
corresponding control nodes sequence. GMO implemented with sequence position
value accompanied by rvar number of CNs such that it should propagate the good
feature of fittest control node in the offspring. Further, the fitness function is applied
over generated offspring to evaluate the fitness of each sub-particles. All the offspring
and parent particles aremerged into a single particle based on fitness value. This is the
iterative process in each iteration the fittest particle is selected, and that particle will
help to update the gbest and pbest solution for the given population till the termination
criteria do not meet. A single sink network is prone to more energy consumption.
The transmission process will halt if the sink gets damaged or any failure related to
the sink. Load balancing is not possible in this type of network; congestion is also a
major issue. The use of multiple sinks can avoid this problem to some extends [13].
The multiple sinks are deployed over a defined observation area. The workability of
the proposed method is extended for multiple sinks. As the pbest and gbest solution
depend on fitness value given by fitness function and the proposed fitness function
is based on energy and distance parameter of control nodes, control sink, and the
common node. Fitness value F is calculated using Eq. 8.

F = α f1 + β f2 = α ECN toCS
ESDCN to CN

+ β 1
DSDCN to CN+DCN to CS

(8)

Here, DSDCN to CN and DCN to CS describe the average distance within the common
nodes (SDSNs) & the corresponding CN and the average distance within the CNs
& the CS respectively. Furthermore,ESDCN to CN and ECN to CS represent the power
dissipated in data communication between the common nodes (SDSNs) and the
corresponding CN and the power dissipated in data communication within the CNs
& the CS respectively [6]. To make a balanced tradeoff between distance fitness and
energy fitness α, β are set to value 0.5. This modification drastically effects on fitness
value of the network. Control nodes selection is done by taking sink distance into
consideration and clusters are formed. The existing inertia tuner was very complex
and increases the computation time of the overall process. Whereas the proposed
inertia tuner able to perform effectively for both single sink and multi-sink model. It
is having the ability to modify according to the number of iterations. In the proposed
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method inertia weight is adaptively tuned using Eq. 9.

inertia = inertia−δ × inertia (9)

Here δ denotes a seed value (δ =0.02) that can be adjusted on the network
configuration.

Algorithm 1: Proposed algorithm
1. Initialize N number of particles with their position and Velocity vector.

2. Initialize the number of sink (single or multiple).
3. Apply SPV rule over position vector and a sequential vector is generated
4. Find fitness of particle accompanied by number of control nodes 
5. Update pbest solution for a given population 
4. Update gbest solution for the population
5. While termination criteria do not meet
6.     Damping of inertia weight during each iteration 
7 For every particle
8. Update velocity vector 
9. Update position vector 
10. Apply SPV rule over updated vector 
11.     Apply GA
12. Fork t % of the particle of the total population 
13. Apply GMO over current sequential vector and generate offspring from the 

current generation 
14.          Merge the all offspring and parents into single  

Particle based on fitness value 
15.          Update pbest and gbest solution.
16.  End for
17.  Project gbest solution
18. End while

5 Performance Study

In this section, the proposed method is compared with the other exiting methods
on performance matrix of fitness value, stability period, inertia weight, and average
residual energy. The proposed method is implemented using a javascript framework.
The simulation of different scenarios is taken into consideration based on the various
parameters specified in Table 1. WhereN is the number of particles and each particle
is having 100 nodes. The proposed method is tested over a given geographical area,
where particles are randomly initialized. The GMO is a costly operation where t% is
the particle fork percentage therefore, increasing t results in higher computation time
of the proposed method. The experimental result over the different values of t shows
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Table 1 Testing parameters

Type Parameter Value

Network Area (m)
Location of CS
Initial energy
Number of nodes

100*100
(50*175)
2 J
100

Application Data packet size advertisement packet length 100
25

Radio model Eelec
Efs
Emp

Etext DA
d0

50 nJ/bit
10 pJ/bit/m2
0.0013 nJ/bit/m4
5 nJ/bit/signal
75 m

Proposed model IP
Number of iteration
C1
C2
t
The maximum value of ω

50
40
2
2
25%
0.94

that t in range of (20–25%) is having better fitness value for efficient computation
time. Interia weight is initially set the maximum to 0.94 as mention in the base paper
and afterward in each iteration inertia weight is tuned by using adaptive inertia tuner.
This formulation works effectively as compare to other inertia tuners. Further, based
on the optimal number of control nodes, the optimal location for the selected control
node is decided. The result shows that after completing 75% of total iterations, the
network begins to stabilize for a single sink model, but for multiple sink model, it
takes about 80% of the total iteration count. Based on the experiments carried out
over different test cases it was found that the optimal number of control sink can
vary from 4 to 6 for overall convergence over given geographical area. Whereas the
number of sink NS = 4 is taken for effective tradeoff.

The location of the control sink also plays amajor role in overall network coverage
and energy consumption. So, for the moderate effect of location, placing of a control
node in between the corner and halfway from edges is suggested. The proposed
method is analyzed for the fitness value over varying initial population and number
of iterations. Figure 2 describes experimental results which shows that the proposed
fitness function leads to better fitness value for the single sink and multi sink model.
Selection of the optimal number of control nodes and their location results in better
fitness value of the overall network. For a better convergence, an adaptive inertia tuner
is used.Due to the adaptive behavior of proposed inertia, it can dynamically be config-
ured by adjusting seed value. Figure 3 shows a comparative analysis of the existing
inertia tuner and proposed inertia tuner. Results depict that the proposed inertia
tuner can perform quite better without a complex formulation which minimizes the
computation time for the proposed method.
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Fig. 2 Comparative analysis
of fitness value

Fig. 3 Comparative analysis
of adaptive inertia tuner

In the single sink model, it takes about 725–750 rounds and in the multi sink
model, it takes about 954–980 rounds when nodes are starting to drain energy as
shown in Fig. 4. The stability period is affected by the number of control nodes and
the number of sink nodes. Also, the same number of control node stability periods
of the proposed method is greater as compared to existing methods due to two-level
optimization of the proposed method using the genetic algorithm.

The comparative analysis is shown inFig. 5 illustrates that PSObased andNWPSO
have soaring power consumption over other methods this is because this method does
not consider genetic mutation for selecting fittest control nodes. Here the proposed
Method has considerably able to save up to 48.49–51.34% of energy in comparison
with PSO based and NWPSO while they save nearly 25.34–30.87% in comparison
with FJPSO for single sink model and with slighlty greater proportion for multiple
sinks. This improvement is due to better localization of control node using genetic
mutation and particle swarm optimization. Here energy consumption depends on so
many factors such as the distance of control nodes to common nodes, the distance of
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Fig. 4 Comparative analysis—Stability period versus optimal number of control nodes
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control nodes to sink, number of control nodes, load balancing, etc. Themultiple sink
model helps in load balancing which leads to extending the lifetime of the network.

6 Conclusions

In the proposed method, two-level optimization using GMO is introduced which
enables the PSO to work dynamically for control node selection. The proposed
method is tested over the different parameters and in various network arrangements
and the results show this method outperforms on various state of art of existing
methods. The energy consumption and distance tradeoff, inertia tuner, effective
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fitness function of the proposed method significantly perform better than the existing
methods. Themulti-sinkmodel has shown themajor improvement in terms of energy
consumption by the proposed method for homogenous sensor nodes as compared to
of single sink model. This model is flexible and extensively modified for different
scenarios. Observing the results this model can be seen as the most promising in
terms of improving lifespan, energy consumption for the reconfigurable IoT-based
SDWSN.
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Defining and Evaluating Network
Communities Based on Ground-Truth
in Online Social Networks

Sanjeev Dhawan, Kulvinder Singh, and Amit Batra

Abstract A social network is a cluster or aggregation of vertices such as persons
or social entities, and edges which are used to depict personal relationship between
these nodes. Social networks have a noteworthy role in the movement of data, and
social network exploration has gained a focus in research. The analysis of these social
networks has resulted into uncovering of variety of communities in the network. The
main objective of uncovering the structure of a community is to break the network
into dense areas of the graph, and these dense areas represent entities which are
related closely and hence they belong to a community. Plentiful algorithms have
been suggested and recommended, and surveys have been conducted currently. In
this manuscript, we will discuss numerous strategies for uncovering the structure
of communities and techniques which have been suggested so far. We will divide
these algorithms into several categories. These categories correspond to traditional
approach of community detection, overlapping community detection, established
clustering techniques for uncovering the structure of communities, nonclique-based
techniques for uncovering the structure of communities, community detection using
genetic algorithms, improved modularity approach for uncovering the structure of
communities and so forth. We will start by discussing and understanding several
metrics which can be used to ascertain the structure and hence the quality of commu-
nities. We will also compare all these community detection algorithms based on
approaches used, along with parameters these algorithms depend on.

Keywords Community detection · Social networks analysis ·Modularity ·
Normalized mutual information · Clustering · Overlapping community detection
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1 Introduction

Since last many years, community discovery has appeared as a milestone in the
arena of social graph investigation. The community discovery is performed in such
a way that entities or vertices pertaining to a specific community are very alike,
analogous, related and similar while they are disparate from vertices or entities that
belong to the other communities. Plentiful eminent scientists have conducted a study
and stressed on extracting disjoint communities that divide the set of vertices or
entities inside a network. Moreover, researchers have found that there is a growth
in the intracommunity overlap and suggested and recommended several methods
for finding overlapping communities. The networks which present a community
arrangement may sometimes show a hierarchical community arrangement also [1].
This paper shows analysis of social networks [2].

2 Community Discovery Algorithms

Fortunato carried out a full evaluation of community discovery in networks in 2010
[3]. Coscia et al. [4] in 2011, Fortunato and Castellano [5] in 2012, Porter et al. [6]
in 2009, Danon et al. [7] in 2005 and Plantie and Crampes [8] in 2013 are additional
studies in the work.

2.1 Clustering-Based Community Discovery

Out of several most popular clustering-based community structure discovery tech-
nique is the Girvan–Newman Community discovery method. It carries out divisions
among the vertices. Girvan and Newman [9] proposed an algorithm consisting of
following steps:

The edges of the network or graph are removedgradually. The edges to be detached
are selectedby calculating ametric calledbetweenness. Thebetweenness is computed
repeatedly for the deletion of each edge. The Girvan–Newman suggested technique
successively deletes edges of high betweenness.

Three diverse methods of determining the “edge–betweenness” within nodes of
a network have been suggested in the work of Newman and Girvan [10]. Girvan–
Newman procedure has been improved by several writers and made practical to
several graphs [11–18]. Rattigan et al. [11] suggested the cataloging techniques
to decrease the mathematical intricacy of the Girvan–Newman technique consider-
ably. Chen et al. [12] improved the Girvan–Newman technique to divide weighted
networks and employed it to recognize serviceable components in the yeast proteome
graph. They proposed “weak” and “strong” communities. Moon et al. [19] have
suggested and realized the similar form of the Girvan–Newman technique to deal
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with big data. Newman [20] has applied effort to optimize modularity so that the
task of grouping vertices to make communities results in achieving optimal modu-
larity improvement. Newman and Girvan were the first who specified a unit of
measurement popularly known as “modularity” to assess the qualitative feature of
communities or partitions shaped [10]. AdClust technique [21] can mine compo-
nents from intricated graphs with noteworthy accuracy and power. Wahl and Shep-
pard [22] suggested a classified uncertain spectral clustering centered technique. The
density-centered network clustering (DENGRAPH) [23] method employs the notion
of density-centered progressive clustering of three-dimensional information and is
proposed to do the task for big dynamic sets of data containing noise. The Markov
clustering technique (MCL) [24] is a network movement simulated method that can
be utilized to discover groups in a network and is similar to finding of clusters in the
graphs. Nikolaev et al. [25] employed an “entropy centrality metric” centered on the
Markovian method to incrementally discover clusters. The technique suggested by
Steinhaeuser et al. [26] implements several small random walks and infers vertices
which have been visited through the identical walk as alike vertices, which provides
a sign that they pertain to the same cluster (Table 1).

2.2 Modularity Improvement for Community Discovery

Recall, the definition of modularity.

Q = 1

2m

n∑

i j

(
Ai j − ki k j

2m

)
δ
(
Ci ,C j

)
(1)

Algorithm based on improved modularity [32]:
In the above equation of modularity, δ(Ci, Cj) will work only in case Ci = Cj,

meaning that edges inside the communities would be taken into account. One disad-
vantage of modularity is that it performs poorer in terms of small communities. So,
we make changes to the definition of modularity as follows:

Q = 1
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where α and β are the tunable parameters.
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is called as intra-factor and
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β

(
Ai j − ki k j

2m

)α(
1− δ

(
CI ,C j

))

is called as inter-factor. Simulated annealing is a probabilistic technique for compre-
hensive maximization. Guimera et al. [29] employed simulated annealing for modu-
larity maximization. By utilizing these two techniques, we expect a quite fast and
optimal modularity algorithm. In a latest paper, a expandable form of the technique
has been designed employing “MapReduce byChen et al.” [33]. Newman [34] imple-
mented the “betweenness” method in general for “weighted” graphs. Newman [35]
however in anothermethod described themodularitymatrix in forms of eigenvectors.
Clauset et al. [27] employed a method where modularity can be maximized through

Table 1 Community discovery using clustering

Proposed algorithm Strategy Criterion

Clauset et al. [27] Optimal value of modularity
using greedy algorithm

The no. of edges and vertices,
modularity value

Girvan and Newman [10] Disruptive grouping (utilization
of modularity as a structure
measure)

The value of metric called “edge
betweenness”

Newman Optimization and maximization
of modularity

Modularity value, matrix-related
eigenvector and eigenvalue

Blondel et al. (Louvain
Technique) [28]

Analysis of hierarchical cluster How many vertices are there, no.
of edges, value of “modularity”

Ye et al. (AdClust) [21] Grouping Modularity, nodes

Guimera et al. [29], Zhou
et al. [30]

Optimal and maximal value of
the modularity using
probabilistic simulated annealing

Linking probability, no. of
relationships in terms of links,
no. of partitions, how many
modules are there, the value of
the modularity,
“No. of edges, inter- and
intra-aspect”

Wahl and Sheppard [22] “Hierarchical fuzzy spectral
clustering”

“Fuzzy modularity” for fuzzy
community structure, Jaccard
similarity index or coefficient

Duch et al. [31] Modularity maximization How many nodes are there, no. of
relationships or links, degree,
value of “modularity”

Falkowski et al. [23] Density-centered grouping Distance

Steinhauser et al. [26] Consensus grouping to ascertain
community structure, random
walk strategy

Resemblance matrix, random
walks distance

Dongen et al. (MCL) [24] Clustering algorithm based on
Markovian matrix

How many vertices or nodes are
there

Nikolaev et al. [25] Clustering utilizing efficient use
of entropy centrality

A special matrix called transition
probability matrix
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greedy technique to discover clusters for big graphs. “Blondel et al. [28] imple-
mented an repetitive two stage algorithm called as Louvain algorithm”. “Zhou et al.
[30] endeavored to maximize modularity employing simulated annealing, presenting
the notion of intra and inter edges”. Duch et al. [31] suggested a heuristic exploration
centeredmethodology employing an extremalmaximizationmethod in order tomake
best use of the function of modularity having a running time of O(n2 log2 n).

2.3 Community Discovery Using Genetic Algorithms

Pizzuti [36] came with a GA-Net method, which utilizes a graph illustration of the
network which was locus based (Table 2). In another flavor of GA, MOGA-Net [37],
given by Pizzuti maximizes the values of two objective functions. These are respec-
tively known as score and the fitness of the cluster. The maximum and more the
value of the cluster score is, clustering which is obtained is denser [3] and denser and
hence good quality community structures are explored. The value of the community
fitness can be calculated as the total of fitness of vertices corresponding to a group.
As soon as this total achieves its maximal value, the count of exterior relationships
across is reduced to its maximum. Hafez [38] proposed an algorithm which takes

Table 2 Community discovery using genetic algorithms

Proposed algorithm Strategy Criterion

Pizzuti (GA-Net) [36] Fitness function using score of
the community

Score of the community

Hafez et al. [38] “Multiobjective”,
single-objective maximization

How many no. of genes are
there, mutation crossover
operators

Pizzuti (MOGA-Net) [37] Multiobjective maximization Larger the community score
denser is the grouping, as the
value of community fitness
achieves its maximum, no. of
external across links get reduced

Liu et al. [40] GA using clustering Mass of populace, greatest
generation no., optimum no. of
“generations” for unaffected
“fittest chromosome” portion of
extracted centers, how many
clusters are there

Zadeh [42] Multipopulation algorithm Average dependent on trust
space and normative factors

Mazur et al. [39] Fitness functions utilizing cluster
score and modularity

Fitness tasks

Tasgin et al. [41] Optimal value of modularity Mass of populace, no. of
chromosomes, modularity
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both multiobjective optimization and single-objective optimization into considera-
tion for community detection. Mazur et al. [39] have employed the fitness function
of modularity along with the score of the community. Liu et al. [40] employed GA
along with clustering to determine the cluster arrangements in a graph. “Tasgin et al.
[41] have also maximized the graph modularity employing GA”. “A multicultural
method [42] for cluster discovery uses the fitness function specified by Pizzuti [36] in
GA-Net”. A genetic algorithm employing maximization of “modularity,” suggested
by Nicosia et al. [43], was illustrated in the clusters which are “overlapping” in this
paper.

3 Community Discovery Techniques

A latest review by Amelio et al. [44] provides a broad survey of main “overlapping
cluster” discovery techniques; an effort is made to involve a group of “dynamic”
graphs-centered “overlapping community” discovery. Additional work containing
comprehensive survey of techniques for detecting overlapping clusters is performed
by Xie et al. [45].

3.1 Overlapping Community Detection Using
Nonclique-Based Techniques

Fewmore nonclique techniques to detect clusters which are overlapping are provided
inTable 3.A task that employs a technique tooverlying cluster discovery isGA-NET+
suggested by Pizzuti [46]. A method [47] to discover communities in graphs which
can hold several types of network features, for example, edgeweights, hierarchy, edge
direction, clusters which are overlapping, and graph dynamics called “order statistics
local optimization method (OSLOM)” has been suggested. Baumes et al. [48] has
taken into consideration a cluster as a subclass of vertices that persuades a nearby ideal
subnetwork with reference to a special function called density function. Chen et al.
[49] employ a “game-theoretic” technique to report the problem of clusters which
are “overlapping.” In other game-theoretic technique, Alvari et al. [50] suggested a
technique comprising of two subtechniques, “PSGAME” employing “Pearson corre-
lation and NGGAME” employing adjacent resemblance metric. Alvari et al. [51]
suggested a “dynamic game theory” technique “(D-GT),” which considered vertices
as “rational agents.” A “link-clustering”-centered “GA, GaoCD,” suggested by Shi
et al. [52] discovers clusters which are overlapping. The “Overlapping Commu-
nity” Discovery by Local Cluster Extension (OCDLCE) technique [53] for clus-
ters which are overlapping was centered on cluster enlargement. Bhat et al. [54]
suggested a novel density-centered cluster discovery method, OCMiner. Zhang et al.
[55] have incorporated the conception of implied link predictions in their prototype.
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Table 3 Overlapping community detection using nonclique-based techniques

Proposed algorithm Strategy Criterion

Pizzuti (GA-NET+) [46] Genetic algorithm centered Score of the community

Baumes et al. [48] Communities of nodes which are
overlapping

Internal edge probability,
intensity ratio, intensity of
external edge, edge ratio,
intensity of internal edge

Alvari et al. [50, 51] Game philosophy centered Group of “snapshots,” nodes
and links

Xing et al. [53] Cluster discovery Vertices, links, adjacent of
vertex

Zhang et al. [55] “Preference-centered non-negative
matrix” categorization

No. of vertices, edges,
clusters

Whang et al. [57] “Seed growth” Vertices, edges, no. of
“seeds, PageRank link”
resulting metric

“Nicosia et al.” [43] “Modularity” for clusters which
are “overlapping” GA technique

Out degree, belongingness
coefficient, in degree

Lancichinetti et al. [47] Link weights, direction nodes, links, internal and
external subnetwork, degree
of subnetwork

Chen et al. [49] “Game” philosophy centered Set of clusters, loss and gain
function

Shi et al. (GaoCD) [52] “Partition density” as objective task Running generation
proportion of crossover, size
of population, ratio of
mutation

Bhat et al. [54] Density centered Threshold

Kozdoba et al. [56] Community Aggregation Number of components,
probability metrics, threshold
metric

Rees et al. [58] Friendship clusters, ego graphs Number of vertices

In a “clustering-centered” technique, Kozdoba et al. [56] introduced a technique
Community Accumulation for Overlying Clusters (CLAGO) in which the task to
discover overlapped clusters is partitioned into two stages. “Whang et al. [57] have
suggested neighborhood inflated seed expansion (NISE),” a seed-centered growth
technique to discover clusters. Rees et al. [58] have employed in their effort, the
notion of friendship and ego-networks.
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Fig. 1 NMI versus mixing parameter

4 Standard Datasets

Datasets like Zachary [59] Karate club graph which depicts the relationship among
34 people of a karate club come under the category of real-time datasets. Dolphin
social graph illustrates the behavior and social collaborations of dolphins for a dura-
tion of seven years as examined by Lusseau et al. [60]. There are also few more
real-time datasets, for example, the Southern women dataset [61], etc. A technique
to produce standard datasets was suggested by Lancichinetti et al., called as bench-
mark [62]. Another example of real-time input data are American College Football
network [9] datasets. On the contrary, example of artificial datasets can be one given
by Girvan–Newman, where four communities can be identified starting from 128
vertices. Figure 1 depicts how NMI varies with value of mixing parameter.

5 Critical Applications of Community Detection

Cao et al. [63] have utilized a community discovery technique so as to make the
cooperative filtering to do better in the recommendation process. Enhanced fuzzy
C-mean-based cluster discovery has been carried out in social graphs employing
dynamic parallelism by Mahmoud Al-Ayyoub et al. [64]. A novel trust-centered
cluster discovery technique in social graphs has been suggested by Chen et al. [65].
Anew expandable leader-cluster discovery technique for cluster discovery in social
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graphs has been employed by Ahajjam et al. [66]. User interest cluster discovery on
social graphs has been carried out employing collaborative filtering by Jiang et al.
[67]. Emotional cluster discovery in social graphs has been suggested by Kanavos
et al. [68]. An incremental technique to discover clusters in dynamic evolving social
graphs has been suggested by Zhao et al. [69]. Zheng et al. [70] employed privacy-
preserved cluster discovery in online social graphs. The area of cluster discovery has
huge scope of discovering the good quality clusters in several big complex and online
social networks. Furthermore, wireless sensor networks [71] can be integrated with
online social networks to provide insights into the communication links and patterns
between people. Moreover, smart networks can be built by integrating social and
wireless sensor networks as proposed in [72]. The work proposed in [73, 74] can be
utilized in near future for detecting high-quality community structures.

6 Conclusion and Future Research Directions

The field of community discovery has massive scope of discovering the good-quality
communities in several large complex and online social networks. Several basic
concepts like metrics used in community detection and community discovery strate-
gies have been presented in this critical review article. These community detection
techniques can be practical to several “real-world” social “networks like Facebook,
Twitter, Instagram and LinkedIn,” etc. to discover good-quality communities along
with substantial amount of information which helps us to understand and visualize
these networks. Such vast information can serve a useful purpose in different fields
like psychology, sociology, biology and several other fields of science.
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Microstrip Patch Antenna
with Truncated Edges for Bandwidth
Improvement for Wireless Applications

Amandeep Kaur and Praveen Kumar Malik

Abstract In the research article, microstrip patch antenna with truncated edges
is designed. Truncated technique is used for bandwidth improvement. Antenna is
fabricated using Rogers RT Duroid (5880) substrate with h = 1.6 mm and dielectric
constant of 2.2, loss tangent 0.0009.Microstrip feed line used to excite patch.Antenna
overall size is 12 × 35 mm. Proposed antenna simulation is carried out using HFSS
antenna simulation software, and performance is analyzed using antenna parameter
like return loss (S11), VSWR, radiation pattern, Bandwidth, and Gain.

Keywords Gain · Patch antenna · Return loss · VSWR

1 Introduction

The electromagnetic signals are trans-received or broadcast through free space or
atmosphere to in-cooperate two or more than two devices is known as wireless
communication. The task of radiating and receiving the electromagnetic energy is
performed within metallic devices such as a wire, plane sheet or may be a rod is
termed as an antenna per IEEE (1969). For more than last seven decades, the antenna
in the field of technology is one of the vigorous and essential parts inwireless commu-
nication revolution [1]. However, many challenges related to field of antenna are still
facing today like design of small size, wideband, and high-gain antennas. Moreover,
there is need to make them also compatible with small size communication systems
[2]. Nevertheless, as the overall size of communication systems are also becoming
smaller day by day due to advancement in VLSI technologies, there is need to further
reduce the size of antennas by unchanging existing properties. One of the possible
solution to this problem is micro-strip patch antennas (MSPA), which are extremely
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popular for wireless communication due to their special advantages over other type
of antennas [3]. Microstrip patch antenna is in very much demand due to various
advantages like compact in size, light weight, easy fabrication, and integration with
microwave circuits, which is suitable to use on many wireless communication prod-
ucts like mobile phones, embedded, IoT, aircrafts, satellite, and missile applications
[4]. Instead of numerous advantages, microstrip antenna has some shortcomings also
like less gain and bandwidth. In the literature, various techniques are used to improve
gain and bandwidth like use of EBG structures, shorting pins, air as substrate, slots
in patch, defected ground structures, parasitic patch, truncating its corners, using
substrates of high thickness and lower dielectric constant can be implemented [5–7].
In this proposed design, to improvement bandwidth of antenna concept of truncated
techniques is used. Microstrip patch is considered due to its simplicity in design as
base structure. For bandwidth enhancement, all four corners of patch are truncated
with 2 mm. Antenna simulation is done using HFSS, and antenna performance is
analyzed in terms of bandwidth, gain, VSWR, and return loss. Proposed antenna
shows good performance for higher frequencies for wireless applications [8]. Nowa-
days, there is huge requirement of an antenna which is having small in size, light in
weight, high in performance, easy to install, and smooth in shape. So a microstrip
antenna is best suited option which fulfills all necessary requirements [9]. Perfor-
mances of the proposed antenna are compared with that of some already existing
papers in terms of their frequency bands, dimensions, structures, and bandwidth. In
comparison table, we can found that antennas in [10] are single band antenna with
less bandwidth, gain, and large size as compared to proposed design. The antennas in
[11] are multi-band antenna but have large geometry, small bandwidth, and low-gain
contrast with the presented antenna. The two square patches are placed at an edge to
edge distance of 0.012 lambda and center to center distance of 0.027 lambda from
each other. The isolation between the two antenna elements is increase from 2.8
db to 20 dB [12]. Two-symmetrical nine shaped rectangular patch MIMO antenna
for wireless LAN and X band application designed by author. The geometry of the
proposed antenna consists of three slots. First slot at the upper layer and remaining
two slots at the ground planewhich produce defective ground structure. Traditionally,
the technology evolved till 4G was based on hardware improvements and enhance-
ments, which is different when the discussion arises about 5G. The software also
has equal importance and significance in the technology enhancement. The tech-
nology can be used to increase the connectivity of performance with 100 times of
user data rate, better connectivity between devices, and around 1000 mobile data
volume. Multi-hop transmission can help be more effective when the communica-
tion range to be increased. Half-duplex orthogonal cooperative protocol is used to
establish long-range communication in which other nearby vehicles can be used as
transponders [13, 14].
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2 Antenna Design

In proposed antenna design, microstrip patch is considered due to its simple config-
uration and ease fabrication [15–17]. For antenna designing, both patch and ground
consist of copper. Rogers RT Duroid (5880) substrate with thickness 1.6 mm and
dielectric constant of 2.2, loss tangent 0.0009 is used, as bandwidth of antenna highly
depends on substrate thickness, dielectric constant, partial or full ground etc. Dimen-
sions for patch considered are 12 mm × 15 mm with edges truncated. In proposed
design, partial ground plan is used instead of full ground with dimensions 12 mm ×
19 mm, as shown in Table 1. Antenna radiating patch is excited using microstrip feed
line with characteristics impedance of 50 �. Proposed antenna patch and top view
are shown in Fig. 1.

Table 1 Proposed antenna dimensions

Parameters Dielectric constant Substrate material Loss tangent Height of substrate

Value 2.2 Rogers RT duroid 0.009 1.6 mm

Parameters Substrate
length(Ls)

Substrate width
(Ws)

Length of Gnd
(Lg)

Width of Gnd (Wg)

Value 35 mm 12 mm 19 mm 12 mm

Parameters Patch length (Lp) Patch width (Wp) Feed line length (Lfl) Feed line width (Wfl)

Value 15 mm 12 mm 20 mm 2 mm

Fig. 1 a Patch view. b Top
View



168 A. Kaur and P. K. Malik

3 Results and Discussions

To analyzed performance antenna is simulated from 1 to 20 GHz. Proposed antenna
performance is simulated using HFSS antenna simulation software in terms of return
loss, gain, bandwidth, and VSWR.

3.1 Return Loss

Retun loss is the ratio of the reflected antenna power to the antenna incident power,
defined indecibles (dB). Ideally, valueof return loss shouldbe lowbecause it indicates
the reflected power back [18, 19]. Figure 2 depicts the return loss versus frequency
performance of proposed antenna. It is found that antenna resonates at three frequency
bands 10.92GHz, 15.03GHz, and18.66GHzwith return loss of−23.43,−24.86, and
−17.23 dB, respectively. The wide bandwidth achieved is at 15.03 GHz frequency
from 14.27 GHz to 17.99 GHz, i.e., 3720 MHz in comparison to other frequency
bands as reflected in Table 2.

Fig. 2 Proposed antenna
return loss performance

Table 2 Bandwidth achieved
with return loss

Resonating Frequency
(GHz)

Return loss (dB) Bandwidth (MHz)

10.92 −23.43 1620(10.35–11.97)

15.03 −24.86 3720(14.27–17.99)

18.66 −17.23 1430(18.09–19.52)
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Fig. 3 VSWR versus
frequency plot

3.2 Voltage Standing Wave Ratio (VSWR)

VSWR reflects impedance matching between patch and feed line. From ideal condi-
tions, VSWR value lies between 0 and 3 [20, 21]. For proposed antenna, at all
resonating frequency bands values of VSWR lies in range of 0 to 2 that is accept-
able. Value of VSWR achieved for proposed structure at resonating frequencies
10.92, 15.03, 18.66 GHz is 1.17, 0.99, and 2.40, respectively, as shown in Fig. 3.

3.3 Gain

For good antenna performance, gain of antenna should be more than 3 dB. Antenna
gain represents mainly two performance parameters directivity and electrical effi-
ciency. For proposed antenna, figure [4–6] represents the gain versus frequency
response for resonating bands 10.92, 15.03, and 18.66 GHz for different values of
Phi and Theta.

As depicted from Fig. 4, antenna gain at 10.92 GHz resonating frequency with
different values of phi and theta, i.e., Phi= 110° and Theta= 140°, respectively. As
illustrated from graph for resonating band 10.35GHz to 11.97GHz, gain of proposed
antenna varies between 4.44 dB and 4.73 dB, respectively. Maximum gain achieved
at frequency 10.92 GHz is 4.68 dB.

Also, as reflected in Fig. 5, for operating bandwidth of 14.27 GHz to 17.99 GHz,
antenna gain varies from 4.64 dB to 4.24 dB with maximum values of gain achieved
at resonating frequency 15.03 GHz; that is, 4.74 dB at Phi= 300° and Theta= 120°.

Similarly, as illustrated from Fig. 6, at frequency 18.66 GHz, value of gain
achieved is 8.12 dB and varies between 8.16 and 7.34 dB for resonating band
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Fig. 4 Gain at 10.92 GHz
(Phi = 110°, Theta = 140°)

Fig. 5 Gain at 15.03 GHz
(Phi = 300°, Theta = 120°)

18.09 GHz to 19.52 GHz at phi = 70° and Theta = 60°. Maximum value of gain
achieved is at operating frequency 18.66 GHz, i.e., 8.12 dB.

4 Conclusion

New microstrip patch antenna with truncated edges is designed for bandwidth
enhancement for wireless applications. Rectangular patch is truncated to improve
the antenna bandwidth for high frequencies. Antenna results are simulated using
HFSS simulator, and performance is analyzed in terms of gain, bandwidth, return
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Fig. 6 Gain at 15.03 GHz
(Phi = 300°, Theta = 120°)

loss, and VSWR. It is analyzed from simulation results that antenna exhibits multi-
band characteristics that is able to cover large frequency bands from 10.92 GHz to
18.66 GHz. Proposed antenna shows good bandwidth of 1620 MHz, 3720 MHz,
and 1430 MHz for resonating frequencies 10.92 GHz, 15.03 GHz, and 18.66 GHz,
respectively. Antenna shows good performance for these frequency bands for various
wireless applications.
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A Deep Network Model for Paraphrase
Detection in Punjabi

Arwinder Singh and Gurpreet Singh Josan

Abstract Paraphrase refers to the text which tells the same meanings but with
different expressions. It is important in NLP as it deals with many applications such
as information retrieval, information extraction, machine translation, query expan-
sion, question answering, summarization and plagiarism. Paraphrase detection is to
find that given two texts are semantically similar or not similar. Though paraphrase
detection has wide literature, there is no proper algorithm for paraphrase detection in
Punjabi language. A new paraphrase detection model for Punjabi language is devel-
oped in this paper.Weuse twodeep learningmethods tomap sentences as vectors, and
these vectors are further used to detect paraphrases. Despite other implementations of
paraphrase detection, ourmodel is simple and efficient to detect paraphrases. Qualita-
tive and quantitative evaluations prove the efficiency of the model and can be applied
to various NLP applications. The proposed model is trained on Quora’s question pair
dataset which makes new directions for paraphrasing in Indian languages.

Keywords Word embedding · Sentence embedding · Sentence encoding ·
Semantic similarity · Paraphrasing

1 Introduction

Paraphrasing means to rephrase the original text without changing its meaning. Para-
phrasing can be divided into three categories, i.e. paraphrase detection, extraction and
generation. The extraction of paraphrase instances is referred as paraphrase extrac-
tion. Paraphrase generation is to generate new text which will be semantically similar
to original text. Paraphrase detection refers to find that given two sentences are seman-
tically similar or not similar. If both of the sentences convey the same meaning, it is
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considered as paraphrases. The proposed work will focus on paraphrase detection.
The two sentences can be written by changing synonyms or structure. Consider the
following two sentences which are written by changing their structure:

(main apna bhaar kiven ghatavan?) (how do I reduce
my weight?)

(main kiven apna bhaar ghatavan?).

These are the paraphrases of each other. These are interrogative sentences and the
word (kiven) (how) is making the sentences interrogative. The second sentence
is rephrased by changing the position of (kiven) (how) which does not change
the semantic meaning of sentence.

We can achieve various significances by detecting paraphrases as it deals with
various NLP applications such as information retrieval [27], query expansion [5],
question answering [31], summarization [6, 21] and plagiarism detection [11]. The
use ofWeb, smart devices and social media is increasing day by day, and the informa-
tion is easily available on the Internet. People try to use original text in their work due
to easy availability of information by changing synonyms or phrases. So, paraphrase
identification is becoming useful in various NLP tasks.

Paraphrasing can be seen as semantic similarity between two texts. The words
occurred in the similar context tend to convey the similar meaning [26, 28]. Vector
space model (VSM) is a famous approach to deal with semantic similarity from
large unlabelled data. Different approaches are available for VSM, i.e. traditional
distributed semantic models (DSMs) and novel deep neural network (DNN). The
invention of word embeddings [22] leads to major advancements in text processing
using deep neural networks. It represents words with vectors (called embeddings),
groups the similar words and also preserves the semantic relations between words.
The advances in deep learning’s generative models help to implement such complex
tasks.

Just like word vectors capture the semantic similarity of words, we worked to map
sentences as vectors for finding paraphrases from available corpus. In simple terms,
vectors are the numerical representation of the words and sentences. The words are
represented in multi-dimensional vectors, and word vectors are then combined to
form sentence vectors. The two sentences are seen as paraphrases when the distance
between their vectors is minimum. There are traditional [28, 34] as well as neural
network [15, 17, 19, 22, 23, 35] methods to define sentences as vectors. In this paper,
we explored two methods to obtain sentence vectors. The first method is average
word vector model which requires word2vec model. Word2vec is the representation
of words as vectors. It can group the similar words and also preserve the semantic
relations between words. We trained word2vec for Punjabi with continuous bag-of-
word (CBOW) architecture defined by Mikolov [22]. The sentence vector is then
obtained by averaging vectors of words of the whole sentence. The other method is
encoder–decoder with LSTM to generate vectors for sentences. These vectors are
then used to find similar sentences for given sentence by finding cosine similarity
between vectors.
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Research Challenges. So, for a machine, it is difficult to find semantic and syntactic
relations between sentences or phrases. It becomes more difficult to detect para-
phrases from tweets due to structure of sentences, misspelling and style of writing.
It is also challenging to recognize lexical, phrasal or sentential paraphrases in the
corpus. There is a small number of datasets in Indian languages especially in Punjabi.
Traditional approaches were unable to define similarity between synonyms. These
approaches run with data sparseness where feature extraction was time consuming,
where deep learning models work with low dimensions, take short time for training,
can recognize synonyms and preserve the semantic relation between sentences. To
overcome these issues, we propose paraphrase detection model using deep learning
techniques.

Scope of the Study. A document can be seen as set of words or phrases or sentences.
The representation of a document as sentences is an easy way. The proposed work
is also focusing on sentences, and we develop two models to map sentences into
vectors. These sentence vectors are then able to perform different similarity tasks on
unlabelled data. We applied this approach for detecting paraphrases as explained in
Sect. 4. After getting good results in paraphrase detection, we successfully applied
this approach formaking paraphrasing dataset. There are various news are common in
different newspapers. There can be similar headlines or sentences within articles. We
collected similar sentences as paraphrases. Sentiment analysis can also be performed
with sentence vectors. The approach can also be applied for answer selection.

Section 2 will discuss related work in which different approaches are discussed of
word embeddings, sentence embeddings and paraphrase detection. Themethodology
of this work is discussed in Sect. 3 where two datasets, two methodologies for
sentence vector generation and paraphrase detection are explained. Section 4 will
show the evaluation and results. The fifth section represents conclusion and future
work.

2 Related Work

The earlier implementations of vector models were count-based. Latent semantic
analysis was developed [9, 10] in 1980s, and random indexing was proposed by
Sahlgren [25] with a great advantage of low dimensionality. Sentence modelling is
focused to collect n-gram features [20], syntax features [8, 24]and machine transla-
tion features [20]. But the advancement in deep learning changed the scenario from
count-based models to predictive models.

Tau Yih et al. [34] have worked with sentence vectors and generated text as tf-idf
vectors. Their model combined positive and negative pairs in a logistic loss function.
Kiros [18] presented skip-thought algorithm to represent sentences as vectors in
a different way. They have used recurrent neural networks (RNN) and focused to
consider the word orders. Mikolov’s [22] CBOW algorithm was to predict a word
from its adjacent words and produced amazing results in semantic similarity tasks.
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Kenter [16] implemented this approach for sentences and predicted a sentence from
neighbouring sentences.

The weighted average word vectors and parse trees produced word vectors in an
order. Matrix vectors are different models for the representation of sentences and
phrases as vectors. These models were analysed by Kim [17], Lin et al. [19], Yin
et al. [35], Kalchbrenner et al. [15],White et al. [32] whoworked on sentence embed-
dings for the classification of sentences. They tried to find how sentence embeddings
capture the meanings. They used three different models, i.e. unfolding recursive
autoencoders (UREA), PVDM and PV-DBOW (paragraph vector methods) and sum
and mean of word embeddings (SOWE and MOWE) for classification.

Tree-LSTM was proposed by Tai et al. [30] for sentiment classification and
semantic relatedness. The sentences were processed by Tree-LSTM instead of skip-
thoughts or other standard LSTM. The new model was used by them just as a model
which was designed by Kiros et al. [18], but they argued that Tree-LSTM is good for
taking necessary information from sentences as it works on syntactic properties of
sentences. Achananuparp et al. [1] developed a hybrid approach for finding similar
questions. For this, they combined semantic and syntactic similarity to question type
similarity. Their approach measured syntactic and semantic similarity from words
similarity, word orders and part of speech (POS) information and question type with
support vector machine (SVM) classifier.

Periwal [23] proposed RNN-based model to generate similar sentences. He
combined variational autoencoders-long short-term memory (VAE-LSTM) to
produce semantic sentence. The model is implemented with single and double layer
encoders but one decoder with single layer. Zhang et al. [36] worked to encode
sentences with common semantic information into similar vector representations.
The authors used encoder–decoder model to map sentences as vectors and then used
their model for sentence paraphrases and paragraph summarization.

Gharavi et al. [11] followed deep learning’s semantic similarity approach for
plagiarism detection in Persian. Theymapped sentences as vectorswith averageword
vector model and collected similar sentences by performing cosine similarity and
further Jaccard similarity measure was performed. Paraphrase detection has many
implementations which worked well on clean text but unsuccessful to recognize
paraphrases for noisy text. So, Agarwal et al. [2] proposed neural network approach
by combining CNN and LSTM. They worked on social media text such as Twitter for
detecting paraphrases. The recursive neural network used by Huang [13] to collect
phrasal representations. His work mapped phrases as vectors to show that close
vectors are similar. Themost recentwork implementedby [14, 33, 37–40]. Paraphrase
detection has wide literature as summarized in Table 1 but is missing in Punjabi
language which is implemented in the proposed work.
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Table 1 Summary of reviewed literature

S. No. Model Dataset Main objective

1 Similarity learning via
Siamese Neural
Network (S2Net)

Wikipedia articles To generate sentence vectors
for cross-lingual document
retrieval and Ad relevance
measures

2 RNN-based
skip-thought vectors

Book Corpus Representation of sentences as
vectors and evaluated on eight
similarity tasks semantic
relatedness and paraphrase
detection etc

3 Siamese CBOW Toronto Book Corpus To obtain word embeddings to
form sentence embeddings for
semantic textual similarity

4 CNN sentence
classification

Mikolov’s pretrained
word vector on Google
news dataset

Simple CNN model to
represent sentences as vectors
for sentence classification tasks

5 ABCNN attention-based
convolution neural
network

WikiQA, Microsoft
Research Paraphrase
and Sick

For modelling a pair of
sentences further applied for
answer selection and textual
entailment

6 UREA, PV-DM,
PV-DBOW and
SOWE-MOWE

Microsoft Research
Paraphrase and
Opinosis

For various classification tasks

7 Tree-LSTM Pre-trained Glove word
vector model

Trained for similarity tasks, i.e.
classification on movie review
and semantic relatedness on
Sick

8 Hybrid question
similarity approach

Pre-trained Glove word
vector model

To perform similarity tasks for
finding similar questions

9 VAE-LSTM for similar
sentence generation

Cornell movie dialogue
and TV series Friends
corpus

To combine VAE and LSTM to
semantic similar sentences

10 Encoder–decoder
framework for sentence
paraphrases

Visual caption dataset
for paraphrase and
Tacos Multi-Level
Corpus

To form sentences into vectors
for paraphrasing and
summarization

11 Deep learning-based
approach for Persian
plagiarism detection

Persian PAN2016 Two-step method for detecting
paraphrasing in Persian
language

12 CNN-LSTM for
paraphrase detection

Twitter paraphrase
SEmEval 2015 and
Microsoft Research
Paraphrase

Hybrid approach for paraphrase
identification for noisy text
from Twitter

13 Recursive autoencoder
for paraphrase detection

Microsoft Research
Paraphrase and English
Gigaword corpus

Target to detect paraphrases in
short phrases
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3 Methodology

The vectors for sentenceswere generatedwith twomethods, i.e. averageword vectors
and encoder–decoder LSTM.

3.1 Dataset

Two datasets are prepared in the proposed work. To generate sentence vectors with
average word vector, we require a pre-trained word vector model which is not avail-
able in Punjabi language. So, we trained a word vector model for Punjabi. Word2vec
requires large amount of data for training, and we have used Dataset-I for training
word2vec. Dataset-2 is used for sentence vectors.

Dataset-1. We have collected data from two sources. The first source is Ajit news-
paper which has publicly available data about politics, sports and education. The
second source is Wikipedia from where Punjabi poems, stories and novels are
collected.

Dataset-2. Quora released a paraphrase dataset of duplicate questions in January
2017 which contains 400 K pairs. Each of the pair is associated with binary value 0
or 1. 1 indicates that both of the sentences are similar to each other and 0 means they
are not similar. Out of 400 K paraphrasing sentences, we select 36,339 pairs (72,678
sentences) whose binary value is 1. These pairs are in English, so Google translator
is used to translate these sentences in Punjabi language. The dataset is divided into
two parts for training and testing. 71678 sentences are used for training and 1000 for
testing [Tables 2,3].

Table 2 Dataset-I Item Value

Total lines 8,95,256

Total words 1,22,33,081

Total vocabulary 285,672

Table 3 Dataset-II Item Value

Total lines 72,678

Total words 7,89,563

Total vocabulary 24,398

Max length 58
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3.2 Sentence Vector Generation

We work on sentence generation with two different models, i.e. SentVecAve and
SentVecLSTM.

SentVecAve. SentVecAve model is developed in this study to generate sentence
vectors using average word vectors. This model is a two-step process. Initially, we
train word2vec model for Punjabi Language which is a famous technique to learn
wordvectors.Word2vec canbe implemented using continuous bagofwords (CBOW)
and skip-gram. This model is developed by Tomas Mikolov in 2013 at Google [22].
Both of the approaches are able to learnweightswhich is seen as vector representation
of word. For this study, we have opted CBOW which predicts word according to its
context. It is fast to train and also has better representations for frequent words. The
model is trained with Dataset-I with window size 5 and dimension 100.

The second step is to generate sentence vectors for all sentences. The architecture
of sentences generation with SentVecAve is shown in Fig. 1. Our SentVecAve model
reads the input text as sentence and split sentence into words (w1, w2, …., wn).
Then, model reads the embeddings of each word from the trainedword2Vec model.
At the last step, all word’s vectors are then averaged to form a single vector which
considered as sentence vector D. This simple architecture is recursively called to
obtain vectors for all sentences.

D =
∑n

i=1 wi

n
(1)

SentVecLSTM. The advancements in neural networks, specially the generative
models [4, 7] produced good results for solving complex sequence-related problems.
Seq2Seq [3, 29] is a famous technique of recurrent neural network to solve typical

…………….

Read each word’s Embedding …………..

Tokenize sentence into words

Sentence Embedding

Average Word Embeddings

Input Sentence

w1E w2E w3E wnE

w1 w2 w3 wn

Word 
Embedding

Fig. 1 Sentence embedding with average word vector model
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Fig. 2 Sentence embedding with encoder–decoder LSTM

NLP problems such as machine translation, question answering and text summa-
rization. Encoder–decoder architecture is commonly used to implement Seq2Seq
models. Both of the encoder and decoder models are LSTM models as LSTMs [12]
are able to preserve vector representation as internal states. Encoder reads an input
and encodes it into internal state vectors. The decoder takes internal state vector as
an input encoded by the encoder.

As shown in Fig. 2, we use neural machine translation model (NMT) in our
work. We consider same data for source and target language. The encoder reads
some sequence at a time (word in our case). We discard output of each cell and
only preserve internal states. NMT models produces output at decoder side after
reading the entire sentence. The internal states (ht, ct) of LSTM preserve the vector
representation. So, the internal states of the last time step will represent information
about whole sentence. The encoded thought vector of encoder becomes the input
of decoder. Now, decoder is able to generate one output sequence at a time after
reading the complete encoded sentence. For decoder, we add START at start and
END at end of each sentence to tell the decoder where to start and end the sentence.
Here, decoder sets to predict same sentence as input sentence because we assume
that our source and target languages are same. It reads START as the first sequence
and produces (main), and this sequence generation will stop after reading END.
We ignore decoder after training. The encoder’s hidden state vectors are read as
sentence vectors to make paraphrase detections. We train the model with 20 epochs,
512 dimensions and attention mechanism.

3.3 Paraphrase Detection

After generating vectors of all the sentences, the vectors with minimum distance
are seen as paraphrases. The input sentence is first vectorized using SentVecAve
model. This new vector representation of a sentence is compared with all vectors
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generated bySentVecAve. This comparisonmakeswithwell-known cosine similarity
formula (Eq. 2). Two vector representations with minimum distance are read as
paraphrases. The input sentence is further used to find its vector representation using
SentVecLSTM. Again, it is compared with the vectors created by SentVecLSTM.
The cosine angle is calculated to find paraphrases with thismodel. Ourmodel worked
well for finding paraphrases.

sim = a · b
|a||b| (2)

4 Evaluation and Results

We performed quantitative and qualitative evaluations on our model. For quantitative
evaluation, we use BLEU metrics which is famous for machine translation’s evalua-
tions. BLEU is a method to find n-grams between reference sentence and generated
sentence. Some of the aspects were not seen by evaluation metrics so that we had
to move towards qualitative evaluation. We select 1000 sentences from test dataset
and assigned this to three evaluators. The evaluators focus on relevance aspect of
the sentences, i.e. whether the detected paraphrase is semantically similar to input
sentence.

The results for paraphrase detection are shown in Table 4 for each method
SentVecAve and SentVecLSTM. The BLEU score is 0.45 for SentVecLSTM and
0.35 for SentVecAve. The qualitative results show that 70% true paraphrases are
detected by our SentVecLSTM model and 35% for SentVecAve. The evaluators
marked 1 if the detected sentence is true paraphrase of given sentence, other-
wise marked 0. The most of the sentences marked as 1 by all the evaluators.
Some of the detected paraphrases are shown in Table 5. The input sentence “

” (nvan jeevan shuroo karn lai
mainoo ki krna chahida hai?) (What should I do to start a new life?) is detected
by SentVecAveas “ ” (bhaar ghtaun lai mainoo
ki krna chahida hai?) (What should I do to reduce weight?), whereas by SentVe-
cLSTM as “ ” (nvan jeevan
shuroo karn da sabhton vadhia tareeka ki hai?) (What is the best way to start a new
life?). As shown in Table 5, most of the paraphrases detected by SentVecLSTM are
semantically similar to input sentence, but the paraphrases detected by SentVecAve
are not semantically similar to given sentence. The advantage of encoder–decoder

Table 4 Results Evaluation method SentVecAve SentVecLSTM

BLEU score 0.35 0.45

Human evaluation 35% 70%
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model is that it is able to preserve the overall semantic meaning of the sentence, but
average word vector model is unable to do this. SentVecAve model wins the battle
for some sentences. The last sentence in Table 5 detected by SentVecAve is accu-
rate. So, our SentVecLSTM model is powerful to detect semantically similar and
grammatically accurate paraphrases as we get 70% accuracy with human evaluation.

The analysis show that our SentVecLSTM model is better to detect semantically
similar sentences. Most of the sentences detected by this model are readable and
relevant to given sentences.Most of the detected paraphrases are semantically similar
instead of sharing the same words. So, we get low BLUE score as it finds n-grams
with the reference sentences. So, results can be improvedwith clean and large dataset.

5 Conclusion and Future Work

The proposed research focuses on paraphrase detection and its uses in various NLP
tasks.Wework on twomodels to generate sentence vectors: first to generate sentence
vectors by averaging the word vectors. The next model is trained to generate sentence
vectors with encoder–decoder LSTM. Then, these vectors are used to detect para-
phrase. We use two datasets in our work, and we evaluate our model with Quora’s
paraphrase dataset. The model further applies for making paraphrasing corpus. The
comparison shows the limitation of averaging word embeddings this approach is
unable to preserve word orders. Encoder–decoder LSTM is able to preserve semantic
meanings of sentences, and it produces remarkable results. In future, the model will
be applied for sentence matching, sentiment analysis and answer selection and also
will be fine-tuned for improving accuracy of paraphrase detection.
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Design and Development of Software
and Hardware Modules of Bioimpedance
System Using LTSpice

K. M. Brajesh, Kirti Pal, and Munna Khan

Abstract One of the crucial components of each bioimpedance measuring device
is a constant current source. Finite element numerical device simulation was used to
analyze track to track capacitances and compared tomeasurements ondevelopedPCB
with soldering elements. Here, we present an analysis based on a modified circuit
of a single constant current source. Finite element numerical system simulation
was used to evaluate track to track capacitances and compared to measurements on
built PCB without soldering elements. One of the most important components of
the bioelectric impedance devices and Bio-Electrical Impedance Analyzer (BIA) is
the current source circuit. There are many types of circuits, such as current source,
enhanced current source, general impedance convertor, Wien bridge circuit, voltage
pick-up amplifier. This paper presents the modules of bioimpedance creation of
software.

Keywords Bioimpedance converter · Constant current source simulation LTspice ·
PCB design

1 Introduction

Bioelectrical impedance analysis (BIA) is a non-invasive, safe, inexpensive, and
portable technique that requires minimal patient collaboration for rapid assessment
of body composition and body water [1]. The human body has a variety of electrical
features; it is known as bioimpedance as the category of properties related to the
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opposition to an alternating current flow [2]. The way to measure is no different
from the traditional method of impedance calculation, and it consists of applying a
small alternating current signal and measuring voltage differences, and then deter-
mining the impedance by adjusting the amplitude and phase between the original
and the reported signal. The unknown impedance can be determined by possible
methods in any bioimpedance measurement system: either by applying a known
voltage throughout the subject [3]. Instead measure the current through the subject
or inject a known current into the subject and calculate the voltage across the subject
[4]. There is an unknown impedance of contact between the electrode and the subject.
This will degrade the operation of a low impedance voltage source [5]. Analog
devices, pcb sheet and resistors were used to obtain the icop-07; normal saline was
obtained from the local market. The project entitled—developing low-cost portable
joint bioimpedance platform—has been successfully completed with twomajor parts
measuring bioimpedance at constant frequency (50 kHz), and constant current source
4ma [6]. Analog devices, it is usually done in a series of four steps, cleaning,masking,
etching and demasking. Sinusoidal signal wave generator and voltage-controlled
constant current source are the main consideration of circuit creation for impedance
analyzer, but here, we used function generator to generate sine wave signal. The
function generator output was fed into the feedback voltage buffer for unit gain oper-
ating in the non-inverting mode [7]. This voltage buffer reduces the signal gener-
ator’s loading effect. Impedance analysis turns on constant current injection, vari-
able frequencies into the sample and the sample’s subsequent V rms calculation. In the
current study, voltage-controlled constant current source was established. The output
of the unit voltage gain buffer is connected to VCCS that works on the non-invert
mode [8]. The controlled constant AC current was injected into the sample that had
to be tested for impedance. As an impedance analyzer, the combination of unity gain
voltage buffer and VCCS is given. The developed impedance analyzer was then used
to analyze the biological sample’s electrical behavior [9].

1.1 Importance of BIA Technique

The classical air- or fluid-displacement techniques are cumbersome, which greatly
restrict their use outside the laboratory. On the other hand, the BIA technique is
considerably more convenient to use in clinical routine settings [10]. The BIA using
venous occlusion plethysmography showed wide acceptance as a routine screening
test for major thrombosis used BIA to measure minimum venovenous bypass flow
during liver transplantation to account for the inferior vena cava clamping [11]. A
venovenous bypass relieves cardiac pressure and increases cardiac performance. The
BIA thorax monitoring allows continuous determination of the volume of the stroke,
contractility indices such as velocity and acceleration of the blood flow, systemic
vascular resistance and index, cardiac output (CO), and cardiac index (CI), and fluid
content of the thoracic [12]. Belott and Gilbert have further demonstrated that BIA
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provides other hemodynamic indices, such as systolic time internal, left cardiac work
index, and pacemaker clinic diastolic index, and it takes onlyminutes to perform [13].

1.2 Development of BIA Technique

In the late nineteenth century, studies of bioelectric phenomena in human and animal
tissue have begun. Bioelectric impedance (BI) measurements are based on Ohm’s
law: the current in a circuit is directly proportional to the voltage and inversely
proportional to the resistance in a circuit of DC or impedance in a circuit of alter-
nating current. AC is applied to the body or body segment by two electrodes [14]. The
voltage signal from the body’s surface is measured with the same or an additional
two electrodes in impedance terms. In terms of physiological events, the resistance or
impedance information of the body or body portion can be conveyed [15]. Between
1930 and 1950, a significant amount of research was done to develop the funda-
mental uses of impedance for measuring diverse forms of physiology in humans.
The above research discussed the bioelectrical relationships impedance and physio-
logical parameters such as thyroid function, basal metabolism, hormone levels, and
blood flow. BI’s ability to correctly represent shifts in blood volume was the target
of criticism [16].

2 Simulation Using LT Spice Software

2.1 Wein Bridge with V-I Converter

A Wein bridge oscillator is a type of sine wave generating electronic oscillator. It
can produce a wide range of frequencies. A Wien bridge oscillator is a type of sine
waves producing electronic oscillator. It can contain a wide range of frequencies.
The oscillator is based on a bridge circuit for impedance measurement originally
developed by Max Wien In 1891. There are four resistors and two capacitors in the
bridge [17].

2.2 Op-Amp-Based Constant Current Source

This section explains the circuit definition, function and simulations of the basic
current source, modified current source and modified current source mirrored, while
transient simulations display the behavior in the circuit; when a voltage input excites,
AC simulation is conducted to find the range of frequencies for which the circuit
operates as a current source. Current sources are critical to a bioimpedance system
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Fig. 1 Circuit diagram of VCCS

design [18]. It must drive a current of constant ACmagnitude irrespective of the load
connected to it, especially when the load is a human subject where the magnitude
of the load impedance depends not only on the frequency of operation but also on
other factors such as the subject’s state and tissue whose impedance is calculated
(the impedance of the whole body is greater than the impedance of the particular part
of the body, electrode size, electrode form, etc., compared to the load impedance, it
is important that the current source’s output impedance is very small [19]. A load
equal to the current source’s output impedance can vary the circuit’s output current.
In that, the circuit will provide a constant current for the frequency 50 kHz range
[20].

Software Simulation Result of Current Source: The current passed through the
salt solution and the resulting voltage changes were reported at different frequencies
with the aid of the oscilloscope. All measurements were conducted with 1 V input
voltage and between 50 kHz frequency range.

Software: LTSPICE 401, Frequency: 50 kHz, Current: 4 mA.

2.3 Voltage Pick-Up (Instrumentation) Amplifier

The voltage amplifier is used to amplify the voltage of measurement across the
current being applied. Band-pass filter finds the exact sine wave shape; we uses
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Fig. 2 Circuit diagram of impedance analyzer using LTSpice software

a 50–200 kHz frequency band-pass filter [21]. An instrumentation amplifier is an
effective voltage amplifier that amplifies varying voltages and suppresses typical
mode signals. Depending on the topology, an instrumentation offers much higher
typical mode rejection than operational amplifiers, making them a logical choice
when working in noisy or very low voltage environment [22] (Figs. 3 and 4).

2.4 Post-signal Processing Output

Sinusoidal signal wave generator and voltage-controlled constant current source are
the main consideration of circuit development for impedance analyzer, but here,
we used function generator to generate sine wave signal [23]. The function gener-
ator output was fed into the feedback voltage buffer for unity gain operating in
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Fig. 3 Voltage pick-up(instrumentation) amplifier

Fig. 4 Simulation result voltage output

the non-inverting mode shown in Figure. This stress buffer reduces the load signal
generator effect. Impedance analysis turns on constant current injection, variable
frequencies into the sample and the sample’s subsequent V rms calculation. Voltage-
controlled constant current source has been developed in the current study. Unit
output gains voltage buffer connected to VCCS that operates on non-inverting mode.
The controlled constant AC current was injected into the sample that had to be tested
for impedance. As an impedance analyzer, the combination of unity gain voltage
buffer and VCCS is given. The developed impedance analyzer was then used to
analyze the biological sample’s electrical behavior [24].
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Fig. 5 Circuit diagram of impedance analyzer using LT SPICE 11.0 schematic software

3 Hardware Development of the System

3.1 Preparation of Electrodes

Electrode is prepared by two methods; the first is electrode prepared via printing
using eagle and the second is electrode prepared via manually using marker.

3.2 Aluminum Ring Electrodes

Four-electrode BIA is a method of determining joint impedance that is compre-
hensive, reliable, easy to perform and inexpensive. Connected electrodes consist of
material ag/agcl that is primarily used in bioimpedance applications. This proce-
dure consists of applying a current (Io) through two electrodes and measuring the
voltage between two other electrodes, and this approach excludes the impedance of
the electrodes from the calculation of impedance [25]. This is true as long as the
electrodes have relatively low impedance compared to the voltage detector circuit’s
input impedance in case of shallowness [26] (Fig. 6).

3.3 PCB Layout Design

See Fig. 7.
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Fig. 6 Design of electrode shape-1

Fig. 7 Pictorial representation of different steps of electrode preparation. a Design of electrode
using eagle. b Fresh PCB sheet. c Impregnated PCB. d Masking. e Demasking. f 3-well final
electrode

3.4 PCB Design

Cleaning, masking, etching and demasking are usually done in a sequence of four
stages.

A. Cleaning:
It is the first step that is free of chemicals on the surface to be washed. A properly
cleaned surface may result in the masked, poorly cleaned surface being properly
attached, which may result in inaccurate final dimension. The material may
additionally be immersed in basic cleaners or particular de-oxidizing results
[27] (Fig. 8).
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Fig. 8 Layout design of bioimpedance circuit (bottom view) using Ultiboard

B. Masking:
The masking material is added to the surface of the copper laminated PCB sheet
in this process to ensure that only the area is needed for etching (Fig. 9).

C. Etching:
It is the process of applying the masking PCB layer immersed in the solution of
ferric chloride (Etchant) to extract unmasked portion of copper by shaking the
solution

Fig. 9 Layout design of bioimpedance circuit (top view) using Ultiboard
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FeCl3 + Cu → FeCl2 + CuCl

FeCl3 + CuCl → eCl2 + CuCl2

In the above reaction, iron(III) chloride is first converted to copper(I) chloride
and then to copper(II) chloride for PCB chip (Electrode) design [16].

D. Demasking:
Clearing the maskant substance is the combined technique. It is usually removed
with a normal water wash [27].

4 Materıal and Methods

Materials: Analog devices and Noorwood, USA, acquired the IC OP-07. Local
market procured the PCBboard, resistors and regular saline. FromHimedia,Mumbai,
India, Glucose and Luria broth bertani were procured. Honyon International Inc.,
Hong Yang Chemical Corpn., China, received ethanol. During the entire study,
purified water was used.

Methods: The project entitled—Developing Low Cost Portable Platform for
Bioimpedance-based Diagnostics—has two major components; the first is electrode
preparation, the second is impedance analyzer device circuit development, and the
third is sample preparation and impedance analysis.

Required instruments: (1) Function generator. (2) Oscilloscope. (3) Cooling
centrifuge-REMD (C-24BL). (4) Double beam UV spectrometer. (5) Magnetic
stirrer. (6) Orbital shaker. (7) Digital multimeter [28].

4.1 Block Diagram of Bioimpedance System

The objective of the proposed research is to develop a system for measuring body
segment electrical impedance using a combination of some low-cost, portable, reli-
able and easy design circuits [29]. The following diagram shows the machine block
diagram and the configuration of the circuits. Bioimpedance system is designed by
implementing the whole system to find bioimpedance, i.e. by injecting current and
detecting voltage at different frequencies [30] (Fig. 10).

4.2 Experimental Setup for Impedance Analysis and Result

Monitor efficiency in comparison with other technologies is important and satis-
factory. Measurement of bioimpedance is reliable at constant frequency (50 kHz).
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Fig. 10 Block diagram of low-cost bioimpedance measurement device

Monitor-measured impedance is highly accurate. For the measurement of fluid
volume changes in knee (leg), a total of five experiments are carried out in this
project. Joint contact with the elbow.

Impedance expressed in compression and decompression conditions at 50 kHz
frequency varies linearly over time, tested impedance at 50 kHz.

Easily measured with aluminum electrode at 50 kHz frequency, transition in
impedance from standing to sitting state.

Also, IPG technique is very useful in real-time measurement of changes in blood
volume. In the subjects with lower limb knee joint and elbow joint edema due to
hypoactivity, IPG technique is useful for calculating continuous mode changes in
blood volume (Fig. 11).

5 Conclusion

In this paper various current sources that can be used for the calculation of
bioimpedance are discussed. Bioimpedance measurement systems need a stable
current source, have a high output impedance and can cover a wide range of frequen-
cies, for the purpose of designing a 50 kHz frequency current source. The Wein
bridge oscillator circuit for current source architecture has the easiest implementa-
tion among all the current sources. While a drawback is that its maximum frequency
range is limited due to the amplifier’s amplitude and phase shift characteristics, its
many advantages outweigh its disadvantages. Therefore, the optionof themost appro-
priate constant current source, 4 mA BIA, instrumentation amplifier can be made
based on the necessary features. To develop the device that can assess bioimpedance,
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Fig. 11 Experimental setup for impedance analysis

the individual sub-circuits, i.e. the built current source, instrumentation amplifier and
the rectifier circuits, are integrated.
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Investigations on Various Designs
of Dielectric Resonator Antennas (DRA)
for C Band Applications

Dishant Khosla and Kulwinder Singh Malhi

Abstract The overall growth of wireless communication is going on at such a rapid
pace that a lot has been going on day to day basis leading to a number of changes
in antenna designs to make their performance as per the required parameters. In this
communication, various dielectric resonator antenna designs and their performance
parameters like size, shape, feeding mechanism, bandwidth, substrate material and
peak gain are discussed in the C band. DRA antenna has emerged as a good option in
the microwave and millimeter frequency range due to the use of low loss dielectric
material which reduces surface wave losses and metallic losses and in turn increases
antenna efficiency. DRA due to its advantages like small size, wider bandwidth,
much better efficiency, higher dielectric strength, low profile, higher power handling
capacity, easy fabrication and low cost is widely used antenna.

Keywords DRA · 5G · Circularly polarized · VSWR · Dual band ·Wireless
devices · CP · DGS · UWB ·MIMO

1 Introduction

Over the past few years, the technological growth of wireless communication has
drastically increased across the globe [1]. The emphasis today is to develop multi-
band compact antennas with low losses and higher efficiency. DRA antennas are a
better option as it provides higher radiation efficiency and much wider impedance
bandwidth [2]. The DRA geometries, material and feeding mechanism are important
in deciding the performance of the antenna [3]. DRAs can be designed with different
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structures to achieve desired characteristics [4].While designing these antennas, first
conventional structures such as rectangular, cylindrical are selected which are modi-
fied by proper optimization as per required performance characteristic parameters
[5]. An antennamust operate onmultiple bands, so that it could serve numerous appli-
cations [11]. A circularly polarized dual band rectangular DRA characteristics can be
improved by changing the feeding mechanism and introducing a parasitic strip and
using triangular ring-shaped aperture. Impedance bandwidth and axial ratio are varied
by using parasitic strip [10]. Another cylindrical structure is cleaved into two halves
and arranged to form a sigmoid shape, and metallic strip is used to get dual band CP
response [6, 7]. By varying the size & location of metallic strip, the upper band 3 dB
axial ratio is obtained for various 10 dB impedance passbands [8]. In another DRA
structure, a compact dual bandMIMODRA is designed by stacking.Defected ground
structure is being used in this to provide high isolation between the antenna ports [12].
Similarly, a single fed wide CP dual band antenna is designed by cutting two notches
from cylindrical structure and employing arc-shaped slots to increase impedance
bandwidth and axial ratio in the lower band [10]. Investigation of single DRA having
multiplemodes excited to support wideband ormultiband behavior is done to achieve
highly isolated multiple port antenna system [13–19]. Some of the high dielectric
materials available are alumina, graphite, ceramic, etc. Using high dielectric mate-
rials and various gain enhancement techniques such as stacking of different dielectric
materials, high gain (>7 dB) is achieved [20–22]. By using multiple ports to excite
single DRA structure, we achieve wide band behavior (>4 GHz) [23]. For achieving
high efficiency (>80%), DRA structure is designed with proper selection of dimen-
sions, material, feeding techniques, etc. Gain is also an important factor in case of
antenna design [24]. Further, a high gain cylindrical DRA is designed by using a dual
annular patch, and metallic cylinder forms a cavity to achieve high gain and wide
bandwidth. Stable radiation pattern is obtained with this design [25]. The antenna
with large bandwidth is required. A U-shaped ultra-wideband dielectric resonator
antenna is designed that is excited through microstrip feed line [26]. Two cylin-
drical dielectric resonators are fed through aperture coupling to obtain a compact
DRA structure with good impedance bandwidth for wideband applications [9]. A
hemispherical DRA is excited with conformal strips having multiple parasitic strips
[28–31].

In this article, different DRA designs are discussed, and a comparison of their
performance in terms of characteristics parameters is provided. Section 1 gives an
introduction about recent literature of DRA. Section 2 reviews the different DRA
designs. Section 3 compares their performance parameters of DRA design and the
improvements that have been done to improve the antenna characteristics.

2 Various Dielectric Resonator Antenna Designs

A dual-stacked DRA is designed in which sapphire dielectric resonator is placed
on the substrate and above that TMM13i dielectric resonator is placed. With the
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introduction of sapphire structure, the antenna size is reduced. The use of sapphire
provides advantages like thermal insulation, light transmission and durability to the
design [1].

Due to the designs physical properties like resistance to physical changes, chem-
ical erosion and hardness, it is best suited for underground, rugged and long distance
applications [32]. Through the use of stacking, the antenna gain is enhanced. The
advantage of using rectangular DRA is that it provides better fabrication flexibility
as compared to other geometries [33]. The FR4 is used for substrate with dielectric
constant 4.4 & loss tangent 0.002. The substrate size is 50 × 50 mm2. Sapphire
used as lower dielectric has height 2.5 mm & dielectric constant 10. TMM13i used
as upper dielectric has height 2.5 mm & dielectric constant 12.8. Figure 1 shows a
dual-stacked rectangular DRA. The antenna designed works from 6.70 to 7.30 GHz
and provides 5.2 dB gain and VSWR <2. The designed antenna provides a good
radiation intensity of more than 16 dB in E plane & H plane, respectively. Antenna
designed is a good candidate for mobile communication and future smartphones for
5G applications. The feed used is aperture coupled as it provides better isolation
between antenna and feed network and avoids spurious modes. Higher gain, better
radiation and impedance are achieved through this design [1].

An inverted umbrella-shaped dielectric resonator antenna is designed by notching
a cylindrical dielectric from left and right side to form an inverted umbrella-shaped
DRA[2].By cutting the notches of a particular dimension, the permittivity andquality
factor of the material are changed that results in wider bandwidth [34]. Notches
reduce the quality factor and effective permittivity of the antenna and in turn result in
wider bandwidth. An inverted umbrella-shaped cylindrical DRA is shown in Fig. 2.
Impedance matching of −25.68 dB using single stub microstrip feed is achieved.
Rogers RT/duroid 6010 dielectric material used has relative permittivity 10.2, height
5 mm with radius 20 mm and is mounted on the substrate of FR4 material. FR4
has thickness 1.6 mm, loss tangent 0.002 & dielectric constant 4.4. HEM11δ mode is
excited using single stub fedmicrostrip feed line. Feed type, feed location and antenna
structure determine the mode. Both dielectric constant and physical dimension of the
antenna decide its resonant frequency. The designed antenna operates in two bands
(4.73–5.07 GHz and 5.27–6.22 GHz) and provides impedance bandwidth of 5.5%

Fig. 1 Dual-Stacked
Rectangular DRA
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Fig. 2 Inverted
umbrella-shaped cylindrical
DRA

and 16.7%, respectively. Antenna provides impedance matching of−24 and−55 dB
in the frequency band (4.73–5.07 GHz and 5.27–6.22 GHz).

Peak gains of 3.5 and 5.2 dBi are achieved at resonant frequency 4.88 and 5.6GHz.
Low profile, easy to fabricate antenna is designed with CDRA thickness of 5 mm
[2].

A star-shaped dielectric resonator antenna is designed by inserting vacuum slots
in the cylindrical DR, so as to increase resonant frequency by reducing the effective
permittivity of the DRA. FR4 and Al2O3 are the materials used for substrate and DR
having dielectric constant 4.4 & 9.8, respectively [3]. The feeding technique used is
coaxial feed, and it is placed at any desired location to provide improve impedance
matching and gain of the antenna [35]. The FR4 substrate has radius 60 mm and
height 0.8 mm with loss tangent 0.02. The coaxial feed has radius inner conductor
0.6 mm, height 10.835 mm and air gap 11.67 mm, outer conductor radius 1.2 mm,
height 6.3 mm. Inner conductor and outer conductor are made of PEC material and
separated by Teflon. A star-shaped DRA is shown in Fig. 3. The designed antenna
works from 3.516 GHz to 5.936 GHz. The simulated and measured results show
peak gain of 7.8 dB and 6.4 dB, respectively, and 2.42 GHz bandwidth. The designed
antenna is linearly polarized and can be used for military applications [3].

A surya yantra-shaped DRA is designed by using hexagonal-shaped conformal
strip feed that is placed partially on the ground plane [4]. Inserting air gap reduces
the DRAs effective permittivity and in turn increases the bandwidth of the antenna
[28]. Roger duriod RO 3010 and Rogers RT 5880 are the material used for DR and
substrate. Substrate has dimensions of 70× 70 mm2 with permittivity 2.2. Substrate
thickness is 0.8 mm. In this antenna, a rectangular DR is fed by hexagon-shaped
conformal feed that improves 29.6% impedance bandwidth. For bandwidth improve-
ment, Koch fractal type geometry is used that provides 5% bandwidth improvement.
Air gaps are introduced into the DRA with the help of cylindrical slot along with
six triangular slots to further improve bandwidth of the designed antenna. Band-
width of the DRA is decided by properly selecting the size and position of triangular
slots. Height and shape of conformal feed decide the return loss performance of
the antenna. Figure 4 shows a star-shaped DRA. The designed antenna provides an
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Fig. 3 Star-shaped DRA

Fig. 4 Surya yantra-shaped
DRA

impedance bandwidth of 113% from frequency 2.6 to 9.4 GHz. Gain of 4 dBi and
radiation intensity of 98.6% is achieved with this design [4].

A rectangular DRA is designed in which input signal is fed through rectangular
slots and excitation is provided using edge feed rectangular patch. A ceramic dielec-
tric resonator is placed above ground plane & a rectangular feed is placed on bottom
side. A cut in the shape of rectangle has been provided with 2 U-shaped cuts on
ground plane. The substrate is of FR4 material with dimensions 40× 40× 1.6 mm3

and loss tangent 0.02 & dielectric constant 4.4. The dielectric is made up of ceramic
material with dimensions 22 × 22 × 6 mm3 and has dielectric constant 9.8 & loss
tangent 0.002. It provides a gain 4.5 dB at 5.7 GHz. Figure 5 shows a rectangular
DRA. The designed antenna provides good radiation efficiency, enhanced bandwidth
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Fig. 5 Rectangular DRA

and high gain, so designed antenna can be used for radar and satellite communica-
tion. The antenna works perfectly in the two bands (3.8–4.5 GHz and 5.9–6.39 GHz)
[5].

3 Discussions

In this paper, different DRA shapes like dual-stacked rectangular DRA [1], inverted
umbrella-shaped cylindrical DRA [2], star-shaped DRA [3], surya yantra-shaped
DRA[4], rectangularDRA[5] are discussed andhow the changes in design impact the
performance of the antenna in C band. DRA shape, feeding material, DRA material
are the keyparameters that decide the performanceof theDRA. In [1], two rectangular
dielectric materials sapphire and TMM13i are stacked and are fed through aperture
coupling. The antenna designed provides gain 5.2 dB and VSWR <2 and operates
from 6.70 to 7.30 GHz. The designed antenna provides a good radiation intensity of
more than 16 dB in E plane &H plane. Better impedance matching, radiation pattern
and gain are achieved through this design. In another design, by cutting notches in
a cylindrical dielectric from left and right side to form an inverted umbrella-shaped
DRA. HEM11δ mode is excited through single stub fed microstrip feed line. Antenna
operates in two frequency bands (4.73–5.07 GHz and 5.27–6.22 GHz) and provides
impedance matching of−24 and−55 dB. Peak gain of 3.5 and 5.2 dBi is achieved at
resonant frequency 4.88 and 5.6 GHz [2]. In one design, cylindrical DR is modified
by inserting vacuum slots so as to form a star-shaped dielectric resonator antenna.
As per simulated and measured results, peak gain of 7.8 and 6.4 dB is achieved. The
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Table 1 Comparison of different DRA designs

Parameters Dual-stacked
rectangular
DRA [1]

Inverted
umbrella-shaped
cylindrical DRA
[2]

Star-shaped
DRA [3]

Surya
Yantra-shaped
DRA [4]

Rectangular
DRA [5]

DRA
material

Sapphire &
TMM13i

Rogers
RT/duroid 6010

Al2O3 Rogers duroid
RO 3010

Ceramic

Feed type Aperture
coupled

Microstrip feed Coaxial feed Conformal
strip feed

Rectangular
feed

Substrate
Size (mm3)
& Material

50 × 50 × 0.8
FR4

50 × 50 × 5
FR4

Radius = 60
FR4

70 × 70
Rogers RT
5880

40 × 40 ×
1.6
FR4

Band of
operation

C Band C Band S Band & C
Band

C Band & X
Band

C Band

Bandwidth
(MHz)

430 1670 2420 680 700 &490

Peak gain 5.2 dB 5.2 dBi 4.5 dB 4 dBi 4.2 & 4.6 dB

antenna works from 3.516 to 5.936 GHz and provides a bandwidth of 2.42 GHz [3].
By placing hexagonal-shaped conformal strip feed partially on the ground plane,
a surya yantra-shaped DRA is obtained. Antenna provides radiation intensity of
98.6% and gain of 4 dBi from 2.6 to 9.4 GHz. An impedance bandwidth of 113% is
achieved with this design [4]. In one design, the rectangular feed is placed below the
ground plane, the dielectric resonator is placed above that, and two U-shaped cuts
are provided on the ground plane. At 5.7 GHz, the antenna provides gain 4.5 dB and
works perfectly from 3.8 to 4.5 GHz & 5.9 to 6.39 GHz [5]. By varying the basic
DRA shapes like cylindrical or rectangular and introducing notches, parasitic strips,
metallic strips, conformal strips in the basic antenna design its characteristics are
improved to providewider bandwidth, large gain and better impedancematching. The
concept of using two dielectric provides improves radiation efficiency, impedance
bandwidth and gain. The modes of antenna are determined with feed type and its
position.
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Planar Rectangular Micro-strip Patch
Antenna Design for 25 GHz

Amandeep Kaur, Praveen Kumar Malik, and Ramendra Singh

Abstract The research article demonstrates the unconstrained optimization of
planer rectangular micro-strip patch antenna for 5G communications. Proper dimen-
sions of the antenna were adhering as per the accord and analogy of theoretical
concept and adapted. The proposed antenna design is for the operation of the 5G
band, especially at 25 GHz. The design of the antenna and its simulation are done on
antenna simulation software and are optimized to have better return loss, transmis-
sion efficiency, directivity, and gain. For the entire band of operation of frequency
as keen obtained results from the simulation are found close agreement with those
obtained theoretically is unprecedented.

Keywords 5G · Bandwidth · Efficiency · Gain · Radiation power

1 Introduction

Factually, in this modern contemporary word, wireless transmitting devices archival
now becomes compact in size and useful for different aspects of applications like
IoT, artificial intelligence, mobile communication, and satellite communication and
5G networks. One of the significant challenges in wireless communication is the
lack of frequency bandwidth as numbers of users are increasing day by day [1, 7].
To allay this problem, concept of millimeter wave technology and use description,
which works on three different frequency bands 3300–3600 MHz, 24.25–27.5 GHz,
and 27.5–29.5 GHz, is to fulfill the high data rate requirements of users that leads
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Table 1 Antenna design parameters

Parameters Operating
frequency

Dielectric constant Substrate material Loss tangent

Values 25 GHz 2.2 Rogers RT duroid 0.009

Parameters Height of
substrate

Length of Gnd
(Lg)

Width of Gnd
(Wg)

Length of Patch
(Lp)

Values 1.6 mm 12.46 mm 14.34 mm 2.86 mm

Parameters Width of patch
(Wp)

Feed line length
(Lfl)

Feed line width
(Wfl)

Impedance of
patch

Values 4.74 mm 2.156 mm 0.453 mm 144ohm

to challenging network design requirements. Apparently, in this type of structure,
it is necessary to integrate high radio frequency design into a single antenna with
a high degree of compactness [2, 9]. So, perusal based on network requirements
needed for 5G, an antenna with less weight, small in size, and compatible with
microwave circuits are highly regarded. Gravely planer rectangular micro-strip patch
antenna plays a remarkable and veteran role in wireless communications [3]. The
geometric shape of a micro-strip antenna consists of a radiating element on the
dielectric substrate and a ground plane on the other side [13, 14]. There are several
categories of the micro-strip patch antenna depending upon the shape of the patch,
for example, the circular, square, triangular, and semicircular. However, the most
common from all is rectangular patch antenna, as oratory [4, 8].

2 Micro-strip Antenna Design

Agambit rectangularmicro-strip patch antenna for 5Gapplications is proposed in this
article. The antenna has dimensions of 4.74 mm wide and 2.86 mm in length, which
is very small in size. Substrate material used for antenna configuration is Rogers
RT 5880 with a thickness of 1.6 mm, the dielectric constant of 2.2, and having a
loss tangent of 0.0009. The antenna is simulated using antenna simulation software,
and antenna performances are analyzed in terms of S-parameter, VSWR, gain, and
radiation pattern and directivity. The proposed antenna is suitable to be operated in
the frequency range of 5G communication, especially 25 GHz [5, 6].

In Fig. 1, proper validation and hypothesis of mathematical expression are taken
care of cautiously and emphasized while designing the length and width of the
antenna [10]. The impedance of the antenna is calculated certainly with the help of
the transmission line concept. In Fig. 2, the width and length of the transformer are
correctly matching the impedance of the patch by keeping cognizance with the port
of 50 � [15–16].
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Fig. 1 Proposed antenna design top view

Fig. 2 Proposed antenna design patch, feed, and its excitation

Designing the antenna resonating frequency Fr, substrate dielectric constant and
height of substrate h should be known utter. Synthesis of the wavelength of the
antenna done by using the articles [10–12] (Table 1).



214 A. Kaur et al.

3 Result and Discussion

Consequently, the above antenna is designed in an antenna simulation software, and
another performance parameter, including return loss, is verified with the help of a
vector network analyzer (VNA). Performance parameters like gain voltage standing
wave ratio and impedance of the antenna are simulated and reported using the soft-
ware itself. One of the factual parameters which define the reflection coefficient or
return loss of the antenna is shown in Fig. 3. Antenna design parameters are also
listed in table [1–3]. Results obtained after the simulation are discussed as follows.

3.1 Return Loss

Reflection coefficient of any antenna as a performance parameter is defined by the
equation of reflection coefficient. Where Zin is input impedance of the antenna and
Zo is the impedance of transmission lines. Typical values of reflection coefficient are
in between zero and one. Maiden, Fig. 3 depicts the efficacy efficiency return loss
of rectangular patch antenna in dB. The scattering parameter analysis is quintessen-
tial for micro-strip antenna because it represents the loss of power reflected by the
antenna. As per the theoretical analysis, this ratio value should be zero, and practi-
cally, it should be less than −10 dB as it complies in the design. It also reveals the
operating bandwidth of the antenna, extensively from graphs, and it is evident that
for operating frequency at 25 GHz, the value of significant return loss is less than −
15 dB. From the graph, it can also be purportedly stated the antenna resonates for
frequency 23.3–26.9 GHz with return loss less than −10 dB. The value of return

Fig. 3 Return loss of antenna in dB
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Fig. 4 Proposed antenna
design patch, feed, and its
excitation

loss for frequency 23.3 GHz is −10 dB, and till 26.9 GHz, it is −10 dB. With an
important attribute, it is evident that the operating range of antenna would prevail at
3.6 GHz [26.9–23.3 GHz].

3.2 Voltage Standing Wave Ratio

Intuitively appealing voltage standing wave ratio (VSWR) inward is a function of
reflection coefficientwhich is given in equation \ref{abc}, and it is defined in equation
number \ref{abc1}.

In antenna, maximum power can transfer if antenna transmission line impedance
matches the load impedance. The voltage standing wave ratio elicited and shows the
impedance matching of the source with the load. The ideal value of VSWR should
be unity. Figure 4 illuminates the VSWR vs. frequency response of the proposed
antenna. It is found that VSWR for operating frequency 25 GHz is around 2 (2.88).
Deficiency in VSWR is due to the disclaimer of the extended length of the patch.

3.3 Gain of Antenna

Figure 5 illustrates the solemn rectangular plot between the gain and directivity of
proposed design and frequency in terms of GHz. It is perceived that gain should be
more than 3 dB; graph cohesion shows that for the value of theta from−180 to+180,
the highest value of directivity and gain is achieved for the proposed antenna which
is around 4.7 dB at phi zero. Gain and directivity of the antenna, which come from
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Fig. 5 Plot of directivity
and gain versus frequency

the simulated result and measured gain at a different frequency, especially when the
return loss is minimum, are vetted. It is clear from Fig. 5 that gain and directivity
vary from 3.94 to 4.83 dB over the frequency range from 23.3 to 26.9 GHz.

3.4 Polar Plot Radiation of Proposed Design

A dominant gain in terms of the polar plot of the proposed design is shown in Fig. 6.

Fig. 6 Polar plot of
proposed antenna
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Fig. 7 Radiation pattern
(3D)

From Fig. 6, this can be quoted that the antenna is stunning directional in nature,
and maximum radiation is in the direction of phi = 0°. The antenna also radiates
its maximum in the direction of theta −30 to 30°. The value of the maximum gain
elicited is around 4.47 dB readily. It is exciting, and up to the discretion of the reader
to note that in the proposed antenna, there is the very bare value of power which is
radiated in the back lobe, most of the power is transferred in the main lobe.

3.5 3D Radiation Pattern

Figure 7 shows the 3D radiation pattern of the proposed antenna. The discreet 3D plot
shows the relation of strength of EMwaves originated from the antenna is contiguous
and to the source concerning values of theta and phi. As it is ought, antenna to radiate
in one direction is buoyed.

Figure 8 displays the relation of radiated power and efficiency of the proposed
design versus frequency of the operation. As stated earlier in the discussion and
ascertain of return loss, the frequency of operation of the antenna is between 23.3
and 26.9 GHz. Insofar as the plot of radiated power and frequency is consider is
taken between these ranges only. It is quoted that the radiated power of the antenna
in between the ranges of 23.3–26.9GHz is adequate and plenary.Notably, the radiated
power is maximum at the frequency of resonance, i.e., around 25 GHz efficiently. An
essential parameter of the transmitting antenna is its efficiency, and from Fig. 8, it is
observed that in the operating range of 23.3 and 26.9 GHz, efficiency of the antenna
is more than 90%.
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Fig. 8 Plot of radiated
power and efficiency versus
frequency

4 Conclusion

Consequently and unanimously, it is unveiled that a planer rectangular micro-strip
antenna is designed for 5G wireless applications that efficiently operate from 23.3
to 26.9 GHz frequency band. All the performance parameters are also in accord
and harmony with the theoretical concept. Radiation efficiency, gain, and the radia-
tion pattern are the prominent performance of the proposed design. Eventually, it is
speculated that the proposed antenna could be used efficiently for a higher frequency,
especially for 5G in the range of theKu band, as the antenna has suitable performance
parameters for radiation purposes.
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Intelligent Opportunistic Routing
Protocol in Wireless Sensor Networks:
A Security Perspective

Deep Kumar Bangotra, Yashwant Singh, and Arvind Selwal

Abstract Wireless sensor networks (WSNs) applications have grown huge in the
recent years. WSN is very popular due to its abilities to record, process, and transmit
data related to various parameters of the environment. Due to WSN inherent nature,
these networks are vulnerable to various types of attacks, especially at the network
layer of the protocol stack in WSN. In this paper, an analysis about different security
threats w.r.t different layers of the protocol stack using opportunistic routing (OR) is
presented. The wireless nature and broadcast feature of WSN cause many attacks in
the network layer and security of the transmitted data becomes an important issue.
Different machine learning (ML) techniques are used for solving various security
issues of the WSN. Also, in this paper, we focus on the analysis of different ML
methods used for detection of security related attacks on the routing process in
WSN.

Keywords Wireless sensor networks · Opportunistic routing ·Machine learning ·
Trust-based management · Security attacks

1 Introduction

With the ever-increasing demand of data collection for analytical purposes, theWSNs
have established themselves as ultimate solution for monitoring the physical envi-
ronment to record the necessary parameters for data collection. This has become
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possible with the contemporary advancements in the domain of sensor network tech-
nologies. WSN is a collection of autonomous distributed motes scattered spatially in
an environment to record the real conditions.WSNs’ importance can be gauged from
the fact that they are used in almost all applications ranging from civilian applica-
tions to military applications (battle field surveillance, pressure, humidity, moisture,
wind speed, vibrations, heat, noise, etc.). The architecture of WSN is made of five
layerswhere each layer is responsible for performing its intended function. TheWSN
layered architecture is presented in Fig. 1. The protocol stack is composed of five
layers and network layer is one of the most important layers in the overall architec-
ture of the WSN. This layer is responsible for the routing, topology management,
and self-configuration in the WSN. It is responsible for link failures and delivers
consistent updates to adjoining nodes. Though promising network operations at all
times is a big task due to vigorously varying network topology, there is a consider-
able amount of difference between WSN routing protocols and traditional routing
protocols. This leads to the need of optimizing network life by performing intelligent
routing [1].

Routing is the method of finding best route for communication of the sensed data
from source node to the destination node. One of the emerging and energy-efficient
routing protocols for data communication is known as opportunistic routing (OR).
OR is very capable of achieving faster and reliable delivery of data packets inWSN as
compared to traditional routing algorithms. The OR protocol is principally based on
the concept of using broadcast feature of the wirelessmedium. It focuses on choosing
the best relay candidate from the list of forwarder nodes. The OR [1] is basically
composed of three steps, i.e., (a) transmission using broadcast feature, (b) selection
of the best relay candidate (prioritization among nodes using coordination protocol),
and (c) selection of the node with highest ranking. The biggest strength of WSN lies

Fig. 1 WSN layered architecture [2]
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in their abilities to monitor environment and communication of the recorded data. In
contrast, the communication in the WSN is their biggest weakness and many attacks
occur in network layer to disrupt routing and to affect the working of WSN. As
WSNs are large networks composed of huge number of interconnected nodes but the
safety and confidentiality issues avert its wide adoption. As these networks transmit
unintelligible and vital data, the issues pertaining to confidentiality, reliability, and
availability of the sensed data should be principal to their design. Therefore, a robust
security mechanism should be required to mitigate the security issues related to the
confidentiality, reliability, and availability of the sensed data [2]. Thus, security is
very critical to routing in WSN.

In the recent past, many researchers have focused on developing secure routing
by applying traditional methods based on cryptographic techniques. These methods
are not efficient for resource constrained WSN, whereas in OR, a routing metric is
used to decide the potential forwarders. The set of potential forwarders is called the
candidate set. Next-hop forwarder will be a node from this candidate set based on
next-hop selection metric [3]. These metrics are classified into two types, i.e., (a)
end-to-end selection metrics and (b) local selection metrics. These metrics will not
perform effectively, if a node has been affected by a malicious attack. For example,
in a black hole attack, the affected node stops forwarding the packets toward other
nodes. Such type of attacks needs special attention for secure routing algorithms.

The structure of the rest of the paper is as follows. The next section of the paper
presents research related to the OR. The security aspect in WSN is presented in
Sect. 3 including the security solutions for OR in WSN. Section 4 presents machine
learning techniques for security issues in WSN. In Sect. 5, analysis of the presented
work is done. In the end, Sect. 6 concludes the paper and discusses some future
works.

2 Related Work

As far as OR inWSN is concerned, a significant amount of research has been done in
the recent years. This division of the paper presents a brief outline of research work
done by different researchers related to opportunistic routing protocol.

In 2003, Zorzi et al. [4] have developed a geographic random forwarding routing
protocol for ad hoc and sensor networks that terms the forwarding approach based on
the geographic location and the choice of the relay node by contention at the receiver
end. The investigation of the performance in this multi-hop network situation is done
by taking into account the count of steps to get to the destination. In 2005, Biswas and
Morris [5] (ExOR) developed the primary protocol which essentially implements the
opportunistic routing in wireless networks. This was based on the estimated trans-
mission count (ETX)metric. The ETXwasmeasured by hop count from source to the
destination and data packet traveled through the minimum number of hops. In 2009,
Li et al. [6] have worked on another routing protocol known as minimum trans-
mission scheme–optimal forwarder list selection in opportunistic routing (MTS).
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This protocol uses MTS instead of ETX as in ExOR. The MTS-based algorithm
gives scarcer transmissions as compared to ETX-based ExOR, simple, practical,
and effective opportunistic routing for short-haul multi-hop wireless networks [7].
In this protocol, the packet duplication rate is decreased. It is a simple algorithm
and can be combined with other opportunistic routing algorithms. Spectrum-aware
opportunistic routing (SAOR) [8] is another protocol that uses another cost metric
known as the opportunistic link transmission (OLT) for positioning the nodes in
the forwarder list. SAOR gives QoS like a reduced end-to-end delay and improved
throughput than traditional routing protocols. In 2011, Xufei Mao et al. [6] have
developed another energy-efficient opportunistic routing protocol that calculates the
cost for individual node to onwarddata and then arranges the forwarding list. TMCOR
[9] is another protocol that labels the balance between the cost metric and the secu-
rity factor. TMCOR algorithm performs well by prohibiting the malevolent node to
contribute in the network by adjudicating them based on the trust degree. This algo-
rithm enhances security and reduces end-to-end packet delay. In 2015, Luo et al. [10]
have presented ENSOR-Opportunistic Routing Algorithm for Relay node selection
in WSN. This is another algorithm where the thought of energy-efficient node is
implemented. The candidate list creation and arrangement of the nodes in that list
is approved by energy saving via opportunistic routing algorithm. In 2016, Kumar
and Singh [11] developed an energy-efficient opportunistic routing metric for WSN.
This algorithm uses energy depletion factor for selection of the relay node. In 2017,
Bapu and Gowd [12] proposed another algorithm based on quality of link. This link
quality-based opportunistic routing algorithm for QoS provides improved network
life span along with enhancement in security.

There are numerous concerns linked to security are present in WSN. Because of
the absence of the chief authority and random deployment of motes in the network,
the WSN is susceptible to safety fears. The sensor network will have to provide
some security requirements in the form of network availability, data confidentiality,
data integrity, data authentication, source localization, self-organization, and data
freshness [13]. There are various traditional threats in WSN. These are tampering,
exhausting, jamming, collision, routing control information, selective forwarding,
sybil attack, sink hole, wormhole, hello flood, flooding, andmalicious(replica) attack
[14]. Out of many security attacks, malicious attack is one of the common attacks
where a node is compromised and imitates as one of sensor nodes, misleading other
nodes. Different protocols are offered by numerous authors to overcome security-
related problems, i.e., SPINs, LEAP, TinySec, and ZigBee. In 2019, Alotaibi [15]
presented an effective method termed as Hamming residue method (HRM) to lessen
the malevolent occurrences of the security threat.

The security-related protocols for OR are broadly classified into three types, i.e.,
(a) game-based protocols, (b) trust-based protocols, and (c) other protocols [16].
In 2017, a safe and energy capable opportunistic routing protocol was proposed
by Kumar [17]. This protocol is robust in identifying and isolating the malicious
nodes. The trust management metric is used in this protocol. Another protocol, trust
and location-aware routing (TLAR), was proposed [18] to communicate location
apprehensive routing in WSN. SGOR [19] is one more routing protocol that offers
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both scalability and safety in WSN. There is another protocol known as trust-based
security protocol (TSP) [20] which safeguards system from blackhole security threat.
Cao et al. [21] presented a protocol (TDOR) in which the initial node estimates a
secure route to be used to get to the target node plus unchanged path is chosen for
sending ofmessage. Darehshoorzadeh et al. [22] presented a uniqueway to recognize
the performance of foul motes and furthermore support in gauging its impact on
wireless mesh network. Another opportunistic routing protocol which is based on
potential threat (PT) [23] works with a procedure that preferences the inward nodes
on the basis of the features like prompt messages sending, status of motes, and their
history.

OR protocols bank on the fact that all nodes in the network are secure and not
affected by the attackers. However, all nodes in the network are not nonthreatening,
the invaders may attack some nodes, and thus these nodes may go out of order. The
pretentious nodes lead to unnecessary feasting of system assets and therefore affect
the lifespan of theWSN. In order to safeguard theWSN from thesemalicious attacks,
either nodes are to be secured from attacks or the routing is to be secured by using a
new class of protocols, i.e., trust-based, reputation-based, or game-based protocols.

3 Security in WSN

A WSN is typically composed of several tiny-sized nodes which are infrastructure
constrained, i.e., limited capacities in terms of perceiving, processing, storage, and
communication. The sensor nodes are always operated through a small capacity
battery, and they are always power constrained. Data acquired by sensor node is
communicated to servers through the base station [2]. As shown in Fig. 1, the WSN
uses layered architecture which typically comprises of five layers. There are certain
features which make WSN unlike traditional wired network and more susceptible
regarding security threats. These are (a) self-organization, (b) self-adaptive flow
control, (c) resource restrictions, (d) centralized control, and (e) open environment.
All these features require adoption of security mechanism so that WSN become
efficient, secure, and reliable. The features like wireless medium of communication,
the lack of physical protection, and the restrictions in the computing capabilities
make WSN vulnerable to security threats. The majority of the attacks in WSN are
classified as internal or external attacks. The way in which the nodes are controlled
by the attacker decides whether it is an internal attack or external attack. As we are
discussing the layered architecture of theWSN, the attacks with respect to each layer
are presented in Table 1.

It is learned from Table 1 that each layer of the WSN architecture is vulnerable
to security threats and there is an opportunity to develop secure communication
protocols to mitigate the threats and to make the WSN reliable. Out of all five
layers, the network layer is mainly affected by the security threats and requires
attention. As routing is the function of the network layer, the majority of attacks
will affect the routing process. The different attacks in the network layer will lead to



226 D. K. Bangotra et al.

Table 1 Layerwise detail of attacks in WSN architecture

Sl. No. Layer Attacks

1 Physical layer Eavesdropping, basic jammers, sensor tampering

2 Data link layer intelligent jamming and collision

3 Network layer Spoofed information, replay attack, choosy forwarding, blackhole,
sinkhole, Sybil attack, node replication, wormhole

4 Transport layer Desynchronization attack, data integrity, energy drain

5 Application layer Attacks on reliability, malicious code attack

6 Multi-layer attack Denial-of-service (DoS) attack and man-in-the-middle attack

creation of routing loops, increased network traffic, generating false error messages,
and increase in data loss, compromising the transmission routes, eavesdropping on
the falsely created links, undermining cryptographic protection, sending data to the
false destination, and increasing the energy degradation. The special type of any
path routing known as OR will also be affected by these attacks. These attacks are
either internal attacks or external attacks. The attacker launches these attacks for
diminishing the productivity of the network, dipping the routing precision, and poor
usage of network resources. Therefore, to safeguard the WSN, numerous security
procedures are to apply on opportunistic routing protocol for ensuring the security
of nodes and the security of the data communicated.

3.1 Security in Opportunistic Routing (OR)

The broadcasting nature of the opportunistic routing protocol makes it highly vulner-
able to security attacks. Due to this vulnerability, this promising protocol fails to
achieve high reliability in terms of secure transmission of data packets from source
node to the destination node in WSN. The presence of any malicious node in the
network will affect the overall execution of the OR protocol. The OR protocol works
in three steps, i.e., (a) broadcasting the data packets, (b) creation of the candidate list
(prioritization among nodes, and (c) selection of the best node from candidate list to
forward the data packet. All these three steps will not be executed effectively, if there
is presence of malicious or compromised nodes in WSN. Thus, to take advantage
of the basis on which the opportunistic protocol works, security mechanism in the
network layer of the WSN protocol stack should be enhanced or made intelligent.
In this section, different security protocols of OR is presented. Table 2 summarizes
various security attacks on OR protocol that are presented by various researchers.
From Table 2, it is clear that most of the security procedures used to make OR secure
and efficient revolves around trust-based management method. Moreover, the poten-
tial of this method is recognized in the recent three to five years. Hence, there is
not enough research work done on OR protocol security using trust- and reputation-
based methods. From the literature, it is clear that energy efficiency and link state
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reliability have not been considered in case of security as far as OR is concerned.
Therefore, there is a research opportunity to explore security features of OR using
trust-based management metric.

4 Machine Learning-Based Techniques for Secure Routing
in WSN

With the tremendous increase in the application of WSN and the ever-growing use
of machine learning algorithms, the interdependence of both machine learning and
WSN has solved significant issues present in the WSN, i.e., data processing and
network optimization [24]. The machine leaning techniques are used to address
various issues in the network layer especially related to security threats for safe
communication of data in the network. These machine learning-based methods are
used for network optimization and therefore work very well for security of the
selected path for transmission of data in the network. As data transmission is very
important and crucial task in the overall functioning of theWSN, there is a possibility
of data loss or data tampering during transmission due to the possibility of security
threats or attacks. Therefore, there is a need of security mechanism for protecting the
sensed data during the transmission to the sink node in hop-to-hop communication.
Blackhole attack, misdirection attack, wormhole attack, sinkhole attack, and hybrid
anomaly are few attacks that may occur during the transmission of the data in the
network layer.

According to the literature review, machine learning methods are available to
detect different security threats in the WSN and therefore significantly improves
security, reliability, and overall efficiency of the network. Table 3 summarizes various
ML approaches for detecting security attacks in WSN.

From Table 3, it is observed that different machine learning techniques are used
for detecting security attacks in the WSN. The use of these techniques has secured
the data communication and therefore enhanced the reliability of the overall network.

5 Analysis

It is inferred from Tables 2 and 3, that the use of trust management methods for
ensuring security of transmitted data using OR protocol and the use of different
machine learning methods in securing routing process can be used together for
effectively enhancing the security mechanism of OR protocol. As there is very less
research work done for intelligent secure opportunistic routing in WSN, we may use
Bayesian classifier, deep learning, random forest, etc., and machine learning tech-
nique for ensuring safe and secure transmission of data packets in WSN intelligently
using OR protocol.
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Table 3 Machine learning-based techniques for security issues in WSN

Sl. No. Year Authors ML technique Security
attack/model

Remarks

1 2016 Wazid and Das
[27]

k-Means Blackhole and
misdirection
attack

Better accuracy
is achieved

2 2013 Xie et al. [28] k-NN Random faults
and online
attacks

Low time
complexity

3 2013 Garofalo et al.
[29]

Decision tree Sinkhole High detection
rate for
environmental
monitoring

4 2018 Gil et al. [30] SVM + PCA
(hybrid)

Outliers
detection

Better accuracy

5 2017, 2015 &
2018

Feng et al. [31],
Shahid et al.
[32], Saeedi
Emadi and
Mazinani [33]

SVM Anomaly
detection, error
detection and
intrusion
detection

Better accuracy
with reduced
time
complexity

6 2014 Shamshirband
et al. [34]

Q-learning Denial of
service (DoS)

Increase in
lifetime of
network

7 2015 Titouna et al.
[35]

Bayesian Outlier
detection and
trust
management

Better accuracy

8 2015 Haque et al. [36] Regression Anomaly
detection

Better accuracy

9 2016 Ma et al. [37] Deep learning Intrusion
detection

Better accuracy

6 Conclusion and Future Scope

OR protocol provides better energy efficiency, reliability, and increase in network
life time as compared to other routing protocols. This paper presents an analysis
of diverse OR protocols by taking into consideration the security perspective and
an analysis of different machine learning-based techniques for detecting various
security threats at the network layer of WSN layered architecture. The OR protocol
majorly uses trust management and reputation-based methods to provide security
in data transmission. According to the present study, machine learning techniques
are available for addressing security issues in routing but not much work has been
done for securing the transmission of data using OR protocol. Therefore, intelligent
secure opportunistic routing is an interesting research issue that requires attention.
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Future scope of the work includes development of an intelligent and secures trust-
based opportunistic routing algorithm for enhancing the security, energy efficiency,
and reliability of the WSN.
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OSEP: An Optimized Stable Election
Protocol in Heterogeneous Wireless
Sensor Networks

Samayveer Singh, Pradeep Kumar Singh, and Aruna Malik

Abstract The wireless sensor networks (WSNs) are attracting researchers because
of their extensive variety of applications in different aspects. They perform moni-
toring responsibility in all kinds of the environment including harsh environments.
Thus, a stable network is required for gatheringdata for a longduration from themoni-
toring areas. This constancy of the networks depends on the load balancing among
the deployed nodes. The stability of networks can be enlarged by the clusteringwhich
executes a commanding role in the effective exploitation of energy degeneracy of
their batteries and assistances in extending the network lifespan. The communication
among the nodes and sink is consumed the highest energywhich requires a procedure
that can decrease the communication cost. In this paper, we deliberate an enhanced
stable election protocol for improving the lifecycle of the heterogeneous WSNs. In
the optimization of SEPprotocol, three parameters are considered for effective cluster
heads selection, namely the nodes remaining energy, node distance from the base
station, and total network energy. In this methodology, a threshold-based formula
is proposed which considers a different type of energies of the networks such as
current energy of the networks, and preliminary and residual energy of the nodes
which provides even load balancing. The proposed method contributes a dynamic
clustering to lowering energy consumption and avoiding the load over the cluster
heads. The number of active and dead, the sum of energy depletion, and the number
of messages transferred to the control node matrices are considered to examine the
enactment of the proposed scheme by using the MATLAB. After comprehensive
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analysis, it has been evident that the projected scheme accomplishes superior to that
of the existing methods.

Keywords Wireless sensor networks · WSNs · Network lifespan · Efficient
clustering · Energy efficiency

1 Introduction

Nowadays, the collection and transferring information from one place to another
place are automatic means that there is no need for human intervention. Thus, some
lightweight devices are required which easily deployed in the harsh monitoring area
without human intervention. Currently, the solution to this type of problem is wire-
less sensor networks (WSNs). It is one of the most significant challenging fields in
networking. These networks are playing a significant role in industry and academia
specifically in the field of communication, detecting, and calculation [1].

Nowadays, wireless sensor networks (WSNs) are one of the furthermost prevalent
systemswith their advances in electronic technology [1]. It is designed for the remote
and harsh areas in our surroundings. The WSN can be expressed as an autonomous
network of distinct devices that can communicate the actual information collected
from a targeted area through wireless links. A WSN is a structure of dedicated
transducers or sensor nodes with a well-controlled communication infrastructure
for monitoring and collecting parameters from diverse locations where the sensors
have been deployed. Normally, monitored parameters are environment temperature,
a tier of humidity, sound intensity, pressure, illumination intensity, wind flow speed
and direction, power-line drop in voltage, vibration intensity, pollutant tiers, patient
body functions, etc. [2]. A WSN composed of multiple detection stations can be
interpreted as sensor nodes, and each of sensor nodes is lightweight, small in size,
and portable. Every sensor node is consisting of transducer, active or passive power
source, transceiver, and microcomputer. The transducer senses the variations in a
physical quantity from surroundings where they positioned and translate into elec-
trical signs. The power source for each node can be regular supply or battery-based.
The important function of the transceiver is to receive the commands from a base
station or central computer and transmit the data to that location. The duty of the
microcomputer just processes and stores the sensor output for analyzing. Gener-
ally, there are lot of applications, where we can deploy WSNs such as water quality
monitoring, building health structure monitoring, surveillance of various types of
buildings, gas leakage in the various gas and chemical plants, productivity, humidity,
water requirement, fertilizer monitoring in the agriculture monitoring, health moni-
toring in medical application, wild animal monitoring the parks, fire detection in the
multistory building, green park irrigation, and so on [3].

There are two broad categories of the WSNs such as homogeneous and hetero-
geneous. In the first one, all the deployed nodes have the same power capabili-
ties whereas nodes have different capabilities in case of heterogeneous networks
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as energy, link capacity, memory, processing power, etc. Thus, based on the above
discussion, we can categorize the heterogeneity into multiple categories, namely
energy, link, and computational heterogeneity. In case of energy heterogeneity,
heterogeneous networks consist of multiple types of batteries means they have
different–different Volts or Jules batteries. Link heterogeneity means that sensor
nodes have different capabilities of link for transferring data over the deployed
networks like some of the networks have 10 Mbps and some of the links 50 Mbps
bandwidth for transferring information. In the computational heterogeneity, sensor
nodes have multiple types of microprocessor, memories, etc. Based on the above
discussion, we can conclude that the nodes in the sensor networks have many restric-
tions like energy limitation, cost of the nodes, speed, processing power, etc. Thus,
there is a dire need to develop energy effective and efficient algorithm which can
overcome the above-discussed problems of the networks for various applications.
Perhaps clustering plays a very effective role for enlightening the enactment of the
WSNs by effective utilization of the heterogeneous resources like energy limitation,
cost of the nodes, speed, processing power, etc.

In this paper, we deliberate an optimize stable election protocol for improving
the lifecycle of the heterogeneous WSNs. In the improvement of SEP protocol, three
parameters are considered for effective cluster heads selection, namely the nodes
remaining energy, the distance among the base station and node, and total network
energy. In thismethodology, a threshold-based formula is proposedwhich considers a
different type of energies of the networks such as current energy of the networks, and
preliminary and residual energy of the nodeswhich provides even load balancing. The
proposed method contributes a dynamic clustering to lowering energy consumption
and avoiding the load over the cluster heads. The number of active and dead, the sum
of energy consumption, and the number of messages transferred to the control node
matrices are considered to examine the enactment of the proposed scheme by using
the MATLAB. After a comprehensive analysis, it has been evident that the projected
scheme accomplishes superior to that of the existing methods.

The association of the paper is defined as follows: In Sect. 2, the literature reviewof
the existing clustering-based is discussed, and Sect. 3 discusses the various assump-
tion for deploying networks, and radio and energy models. Section 4 discusses the
proposed method. Section 5 discusses the results of the simulation of the proposed
and the existing methods, and paper is concluded in Sect. 6.

2 Literature Review

Currently, WSNs are having many major issues such as limited size, low battery
power, low connectivity, no replaceability of batteries, etc. We need some efficient
schemes which can be implemented for solving the above-mentioned problems. In
the literature, there are numerous clustering-based algorithms which try to balance
the load among the clusters. The first clustering protocols are low energy adaptive
clustering hierarchy (LEACH) protocol which tries to equilibrium the consignment
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among the clusters [3]. TheworkingofLEACHdivided into twophases, namely setup
and steady phase. In the setup phase, nodes are deployed and possible cluster heads
are selected for further processing, whereas the data collection is considered in the
steady phase. LEACH is further improved in the form of power-efficient gathering
in sensor information systems (PEGASIS) protocol [4]. It designed chains in the
networks for gathering the information and data collection always stated from the
farthest nodes to the near node from the base station. It created multiple chains in
this process. The main disadvantage of this method is that these are fit only small
networks, not for large networks. These protocols are defined for the homogeneous
networks but after a time some of the heterogeneous protocols are discussed.

The first heterogeneous protocol is stable election protocol (SEP) which is
discussed for the two-tier and multi-tier heterogeneity. The hetSEP [5] is the exten-
sion of the SEP protocol by integrating the two and three tiers of heterogeneity.
It uses the probability formula for nominating the cluster heads. It increases the
network overheads if the packet transmission is too long. After that, distributed
energy-efficient clustering (DEEC) protocol is discussed by seeing the two and three
tiers of heterogeneity. It also uses a probability formula for choosing the cluster heads
by considering the residual and average energy. In DEEC, the energy of the networks
is not used efficiently. In paper [6], the collection of the clusters is founded on the
outstanding energy of the nodes and the networks. It only considered the three tiers
of heterogeneity of the nodes in the deployed networks. These methods require the
extra energy in the process of reclustering at the time of next rounds. To improving
the further performance of the methods, Maheshwari et al. discussed a two-tier of
grouping for collecting the data by considering the node degree [7]. The method
increases the load of the sink and somehow creates the problem of the hotspot in the
deployed networks. The methods discussed in papers [8–10] are considered hetero-
geneity of the multiple tiers. These papers are not considered the data aggregation
process and chaining approach for efficient collection of data.

In paper [11], a fuzzy-based clustering approach is discussed for prolonging the
lifetime of networks. It considered the numerous parameters for the distance between
the nodes and sink, and residual energy of the clusters for cluster heads election.
However, it agonizes the load balancing during the collection of the data. It is also
not considered the data combination procedure. In paper [12], the authors discuss
the hybrid routing technique based on the zone of the deployed fields. The clus-
tering process is adopted by it is similar as defined in the LEACH protocol. This
approach is not involving normal nodes in the clustering process. This method is
further extended by the [13] by considering hybrid clustering concept and multi-hop
data collection process. It does not use all the methods in the clustering process but
only a few nodes have been used in the clustering process. This method grieves the
consignment balancing the difficulty of the system. The paper [14] is also discussed
for the heterogeneous protocols for prolonging the network lifetime. It considers
the probability function for cluster heads election. It defines the two- and multi-tier
heterogeneity in the deployed networks. The paper [15] discusses a routing-based
technique which collects data on the bases of the chains. There are two phases of the
process. In the first phases, nodes direct their data to the cluster heads, whereas in the
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second phase, clusters heads send their data to the sinks as they received data from
the respective clusters by performing data aggregation. Wang et al. discuss a cluster
routing protocol which elects the cluster head efficiently [16]. It also improved the
node processing and inter-cluster routing problem. Thismethod partially suffers from
an effective cluster and data aggregation. Chen et al. discuss a chain-based hierar-
chical routing protocol in WSNs [17]. It divided monitoring areas into slighter fields
to create restraints. It reduces excessive routes and also recovers energy. This method
created many small chains in the networks. Linping et al. discuss an improved algo-
rithm of PEGASIS protocol which is based on double cluster heads in WSN [18]. It
uses low-tier clusters header for upgraded load balancing. This protocol is useful for
large networks and executes better than the PEGASIS algorithm. The preliminary
installations of this method create high overhead. Nadeem et al. discuss a gateway-
based energy-efficient routing method for WSNs called M-GEAR by dividing the
area into four different logical regions [19]. Saranraj et al. discussed the energy-
efficient CH collection method for called OEECHS. The election of cluster heads
(CHs) is based on consumed battery and distance [20]. This method undergoes from
the load balancing difficult between the nodes. In the subsequent section, we consid-
ered the network conventions, proposed energy model, and energy overindulgence
model which will assist in competent clustering.

3 Network System Assumptions, Energy Model, and Radio
Dissipation Model

The fundamental presumptions of the proposed system model which will be used in
the network design are given as follows:

• All the sensors have an ID and fixed location because nodes are stationary.
• The network consists of two types of the node as homogeneous and heterogeneous.
• The preliminary energies of the nodes are determined by the defined tier of

heterogeneity.
• The connection between the sink and sensors are symmetric, and capacities,

computational and memory powers are asymmetric.
• The sink is positioned in the center of the defined territory.

The proposed technique considered the three-tier heterogeneity networks with N
number of nodes. The energies of tier-1, -2, and -3 nodes are designated as E1, E2, and
E3, respectively, with condition E1 < E2 < E2, and their numbers are designated as
N1, N2, N3, respectively, with conditionN1 > N2 > N3. The energy of the system
is calculated as follows:

ETotal = γ × N × E1 + γ 2 × N × E2 + (
1 − γ − γ 2

) × N × E3 (1)
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ETotal can define tier-1, -2, and -3 heterogeneity using the value of γ which is a
model parameter.

The tier-1 nodes are minimum in number, i.e., γ × N , and having a minimum
amount of energy denoted as E1, where the range ofmodel parameter γ is 0 ≤ γ ≥ 1.
The tier-2 nodes are less in number from tier-1 nodes, i.e., γ 2 × N , and having more
energy from tier-1 nodes denoted as E2. The tier-3 nodes are less in number from
tier-1 and tier-2 nodes, i.e.,

(
N − (

γ ∗ N + γ 2 ∗ N
))
, and having more energy from

tier-1 and tier-2 nodes denoted as E3 that means they have a maximum amount of
energy.

Tier-1 heterogeneity: For γ = 0, Eq. (1) defines the network has only one type of
nodes. Thus, the energy of the networks is as follows:

ETotal = N ∗ E3 (2)

where E3 is the preliminary energy of the nodes. It is indicating the tier-3 nodes
instead of tier-1 nodes. We impose a condition for converting the energy of tier-3
nodes into tier-1 nodes. It can be attained by using the given representation:

γ = E3 − E1

β ∗ f (E2, E3)
(3)

where f and β are the functions of E2 and E3, and positive integer where β > 1.
The function f can have either (E3 + E2)or (E3 − E2).

Tier-2 heterogeneity: For 1 − γ − γ 2 = 0, find the value of γ which defines two
type of sensors, namely tier-1 and tier-2 nodes. The relation 1 − γ − γ 2 = 0 is not
selected arbitrarily which is diminished by the third term of Eq. (1). The relation

1 − γ − γ 2 = 0 gives two solutions that are
((√

5
)

− 1
)
/2 and

((√
5
)

+ 1
)
/2.

Where
((√

5
)

+ 1
)
/2 > 1 is not true by the bound value of the 0 ≤ γ ≥ 1. Thus,

the valid
((√

5
)

− 1
)
/2 is the correct solution. This solution defines two types of

sensor nodes with their preliminary energies E1 and E2.

Tier-3 heterogeneity: We have considered the upper and lower bound value of γ is
0 ≤ γ ≥ 1 but in tier-2 heterogeneity, we have fixed the range value of the upper bond

is
((√

5
)

− 1
)
/2 denoted by γub. Consider the lower bound of γ be γlb, i.e., which

needs to be determined. The range of γ is γlb < γ < γub for three-tier heterogeneity,
and consider function value f as (E3 − E2) and γ from Eq. (3). Thus, the lower
bound as

γlb < γ < γub

Put the values of γ and γub in the above equation and calculate the value of the
γlb as follows:
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γL <
E3 − E1

β ∗ (E3 − E2)
<

((√
5
)

− 1
)
/2 (4)

Let E2 = α1 + E1 and E3 = α2 + E2 and using Eq. (4), we get the following
relation.

γlb <
α2 + α1

β ∗ α2

α2

α1
<

1

β ∗ γlb − 1

−α2

α1
≥ 1

1 − β ∗ γlb
(5)

Subsequently, L.H.S. of Eq. (5) is negative; thus, just put −α2
α1

= 0. We have the
following relation:

1 − β ∗ γlb < 0

1

β
< γlb (6)

Equation (4) can be written as

(E3 − E1) ≤
β ∗

((√
5
)

− 1
)

2
∗ (E3 − E2) (7)

This inequality may be written as

β ∗
((√

5
)

− 1
)

∗ E2 − 2 ∗ E1 ≤
(
β ∗

((√
5
)

− 1
)

− 2
)

∗ E3 (8)

The tier-1, -2, and -3 nodes energy is given as e1, e2 = e1 ∗ (1 + ω), and
e3 = e1 ∗ (1 + η), respectively. And the value of coefficients ω and η are 0.06
and 0.11, respectively. Thus, the above-mentioned procedure defines the three-level
heterogeneity model in WSNs.

Now,we deliberate a debauchery energy radiomodel to compute the energy deple-
tion in the conveying and reception by the nodes during recognizing, transmission,
and computational procedure. The energy collapse for conveying the L-bit message
over the distance d is quantified as follows [3]:

ETXS = L∗ ∈elec +L∗ ∈fs ∗d2 if d ≤ d0 (9)

ETXL = L∗ ∈elec +L∗ ∈mp ∗d4 if d > d0 (10)
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where ∈elec, ∈fs and ∈mp are the vitality/energy decadent and d0 is threshold distance
which is given below:

d0 =
√

∈fs

∈mp
(11)

The energies expended in receiving (ERx ) and in sensing (ESx ) are specified in
(12) and (13) as follows:

ERx = L∗ ∈elec (12)

ESx = L∗ ∈elec (13)

In the next fragment, we deliberate the procedure for optimizing the electing of
CHs which helps in load balancing.

4 OSEP: Optimized Stable Election Protocol

In this work, an enhanced stable election protocol (SEP) using a clustering algo-
rithmic methodology for three-tier heterogeneity is proposed. This methodology
elects appropriate cluster heads (CHs) using the three different parameters, namely
the nodes remaining energy, node distance from the BS, and total network energy.
The selection of the cluster heads method is used as a dynamic clustering procedure.
The aim of this method is to elect cluster heads that consume less energy in inter- and
intracluster communication. The complete process of the proposed method is sepa-
rated into rounds, and CHs are designated for each round. Preliminarily, a defined
percentage is used to electing the CHs, and then, several CHs are added according to
the coverage of the number of deployed sensor nodes. It employes a condition of the
vicinity of cluster heads. A cluster head may not be possible in the vicinity of other
selected cluster heads in this scenario. The decision of selecting the CHs depends on
the threshold value of the tier of the heterogeneity. This threshold value is associated
with an arbitrary number which is generated between 0 and Eaverage - nch/Ei−init. If the
threshold value > the generated number between 0 and Eaverage - nch/Ei−init, then the
sensor node of a particular tier of heterogeneity turnsout to be a CHs for the present
round. The proposed OSEP method threshold formula is given as follows:

Ei = Ei−curr

Ei−init
(14)

Et =
(
Ei−res + r div

1

pi

)
× (1 − Ei−res) (15)
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T (n) =
{ pi

N−pi
[
r mod

(
N
pi

)] × Ei × Et if n ∈ G

0 otherwise
(16)

where Ei−curr, Ei−init, and Ei−res are the current energy of the networks, preliminary
nodes energy, and node residual energy. The N and r are the numbers of sensor nodes
and rounds. The Ei and Et are the constant values which are defined in Eqs. (14)
and (15).

In the proposed optimized SEP, a dynamic range is considered for the comparison
with the threshold value for choosing the final cluster heads which are given as
follows in Eq. (2).

[
0, Eaverage - nch/Ei−init

]
(17)

where Eaverage−nch and Ei−init are the node’s average energy which is not CHs in the
current round and nodes preliminary energy, respectively.

The total energy of the defined network which consists of three types of nodes,
i.e., tier-1,-2, and -3, is represented by ET as given below:

γ × N × E1 + γ 2 × N × E2 + (
1 − γ − γ 2) × N × E3 (18)

N × (
γ × E1 + γ 2 × E2 + (

1 − γ − γ 2) × E3
)

(19)

E1 × N × (
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

)
(20)

Now, wewill discuss the clustering process of the proposed optimized stable elec-
tion protocol (OSEP) which contains three types of nodes. The E1 is the preliminary
energy of the tier-1 nodes. If all the nodes have preliminary energy E1, then the
total energy of the networks is E1 × N . Therefore, there is an increment factor of
the energy according to Eq. (20) as

(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

)
.

Means, heterogeneous nodes have
(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

)

times more energy than the homogeneous nodes.
Generally, every sensor node becomes CH in case of homogeneous networks

after 1/pi rounds. Thus, the average cluster heads for homogeneous networks in a
particular round will be N × 1/pi . But in the case of heterogeneous networks, every
sensor node becomes CH after 1/pi ×

(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

)

rounds. Thus, the average cluster heads for heterogeneous networks in a particular
round will be N × 1/pi × (

γ + γ 2 × E2/E1 + (
1 − γ − γ 2

) × E3/E1
)
.

The threshold values of tier-1, -2 and -3 are fixed according to the prelim-
inary energies of the respective tiers. Thus, each sensor of tier-1 converts
into a CH once in every 1/popt rounds, and tier-2 and -3 sensor nodes turn
into a cluster head (1 + α) and (1 + β) times more than that of the tier-1
sensors in every

(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

)
/pi rounds, respec-

tively. Thus, heterogeneity is despoiled the set constraints which is N × 1/pi . The
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E0/
(
γ × E1 + γ 2 × E2 + (

1 − γ − γ 2
) × E3

)
is theweight of a node in the defined

networks.
In the proposed OSEP protocol, the weighted probabilities of the tier-1, -2, and -3

nodes which are denoted by plevel−1,plevel−2, and plevel−3, respectively, and defined
as follows:

plevel−1 = pi × E1(
γ × E1 + γ 2 × E2 + (

1 − γ − γ 2
) × E3

) (21)

It can be as follows:

plevel−1 = pi(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

) (22)

plevel−2 = pi × E1(
γ × E1 + γ 2 × E2 + (

1 − γ − γ 2
) × E3

) (23)

It can be as follows:

plevel−2 = pi(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

) (24)

plevel−3 = pi × E1(
γ × E1 + γ 2 × E2 + (

1 − γ − γ 2
) × E3

) (25)

It can be as follows:

plevel−3 = pi(
γ + γ 2 × E2/E1 + (

1 − γ − γ 2
) × E3/E1

) (26)

The plevel−1, plevel−2, and plevel−3 are the optimum weighted probabilities for the
tier-1, -2, and -3 nodes. Thus, the threshold value of the tier-1 is given as follows:

T (nlevel−1) =
{ plevel−1

N−plevel−1

[
r mod N

plevel−1

] × Ei × Et if nlevel−1 ∈ G ′

0 otherwise
(27)

T (nlevel−2) =
{ plevel−1

N−plevel−2

[
r mod N

plevel−2

] × Ei × Et if nlevel−1 ∈ G ′′

0 otherwise
(28)

T (nlevel−3) =
{ plevel−3

N−plevel−3

[
r mod N

plevel−3

] × Ei × Et if nlevel−1 ∈ G ′′′

0 otherwise
(29)

where G ′, G ′′, and G ′′′ are the conventional of tier-1, -2, and -3 nodes which have
not become CHs within last 1

plevel−1
, 1

plevel−2
, and 1

plevel−3
rounds, respectively. The

T (nlevel−1), T (nlevel−2), and T (nlevel−3) are the threshold applied to type-1, -2, and
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-3 nodes, respectively. Thus, deployed sensor nodes converted into dynamic clusters
by using their probabilities and thresholds which helps in lifespan prolonging.

5 Experimental Results and Discussion

The simulated results between the proposed schemes with the existing SEP protocol
[15], Mittal et al. [18], and hetSEP [5] are compared by considering the number of
active and dead showing the sustainability and the lifetime of the proposed method in
terms of first, half, and last node dead, the sum of energy depletion as the remaining
energy, and the number of messages transferred to the control node as presenting the
throughput of the proposed method matrices which are considered in this section.
In the optimization of SEP protocol, three parameters are considered for effective
cluster heads selection, namely the remaining energy of the nodes, node distance
from the sink, and total network energy. In this methodology, a threshold-based
formula is proposed which considers different types of energies of the networks such
as current energy of the networks, and preliminary and nodes residual energy which
helps in deciding themost eligible sensor nodes. The proposed network is considered
100 numbers of sensor nodes, sink at the center area, and preliminary energy of the
normal 0.14 Jules, and results are simulated using MATLAB. The proposed network
is considered three levels of heterogeneity by using three types of nodes, namely
normal, advanced, and super as are 50, 30, and 20 in numbers, respectively, and their
energies are 0.10 J, 0.16 J, and 0.21 J, respectively. The power depletion is 50 nJ/bits
in running the circuit, 50 nJ/bit, 10 pJ/bit/m2 to transmit the signal in the shorter
distance, 0.0013 pJ/bit/m4 to transmit signal in the longer distance. The energy
consumption model also considered the packet length is 4000 bits, cluster range is
25 m, and the threshold distance is 75 m. We have commonly used 25 simulations
and taken an average of all the simulations for calculating the final simulation results.

5.1 Performance Estimation for the Proposed Networks

A comparative analysis of the projected method and the SEP protocol [15, 18],
hetSEP [5], existing methods in relationships of the number of active nodes, energy
consumption, packets sent with reference of the number of rounds are discussed in
this subsection. The number of active nodes concerning the number of rounds for
SEP protocol [15], Mittal et al. [18], and hetSEP [5], and the proposed technique are
illustrations as shown in Fig. 1.

The projected technique covers 2624 number of rounds before going to tie every
node in the deployed networks, whereas SEP protocol [15], Mittal et al. [18], and
hetSEP [5] covers 1742, 1819 and 2123 rounds, respectively. The network lifetime
increment in Mittal et al. [18], hetSEP [5], and the proposed method is 04.42%,
21.87%, and 50.63%, respectively, in comparisonwith the SEP [15] protocol. Thus, it
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Fig. 1 Analysis of SEP protocol [15], Mittal et al. [18], hetSEP [5], and the proposed method in
terms of alive sensor nodes and rounds

is evident from the results that the projected technique gives better results in respect of
the existing techniques because the selection of CHs is efficiently due to the selected
parameters. Furthermore, it decreases the communication cost in the data collection
process and increases the lifetime of the networks. The proposed scenario of energy
consumption helps in extending the lifetime by using different energy factors. The
sustainability period of the Mittal et al. [18], hetSEP [5], and the proposed technique
is 26.11%, 61.42%, and 77.45%, respectively, which is calculated by considering the
first node dead information concerning SEP protocol [15]. Figure 1 also demonstrates
the number half node dead for SEP [3],Mittal et al. [18], hetSEP [5], and the proposed
method. Moreover, the half node dead (HND) of the Mittal et al. [18], hetSEP [5],
and proposedmethod outperform by 24.55, 45.98, and 60.86%, as a comparison with
SEP protocol [15], significantly, respectively.

Figure 2 shows the imitation consequences of the total energy dissipation
regarding several rounds of the SEP protocol [15], Mittal et al. [18], hetSEP [5], and
proposed method for three levels of heterogeneity. The total preliminary energy of
the three levels of heterogeneity network is 14 J. The projected method is performing
well than that of the SEP protocol [15], Mittal et al. [18], hetSEP [5], and existing
methods because the proposed method sensing data for a longer period conserves
very less energy during the data collection from the CHs and cluster members. It is
also decreasing the cost of communication in a very effective manner.

The simulation results of the number of packets sent to the BS concerning the
number of rounds are shown in Fig. 3 for SEP protocol [15],Mittal et al. [18], hetSEP
[5] existing methods, and the proposed method using three levels of heterogeneity.
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Fig. 2 Analysis of SEP protocol [15], Mittal et al. [18], hetSEP [5], and the proposed method in
terms of energy consumption and rounds
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The proposed method, SEP protocol [15], Mittal et al. [18], and hetSEP [5] are
sending1.70 × 10−4, 1.80 × 10−4, 2.11 × 10−4, and 2.62 × 10−4, as the number of
packets to the sink, respectively. It is concluded that the proposed method sent more
number of packets to the sink as compared to SEP protocol [15], Mittal et al. [18],
and hetSEP [5] because of the stability period increase by the proposed method. It
is evident from the consequences that the projected method can transmit packets to
the sink as a comparison to the SEP protocol [15], Mittal et al. [18], hetSEP [5],
and existing methods. The more number of packets directed by the proposed method
because of the alive time of the deployed nodes is more concerning other methods
like SEP protocol [15], Mittal et al. [18], and hetSEP [5].

Figure 4 shows the proportional analysis in terms of last node dead (LND), half
node dead (HND), and first node dead (FND) of the lifespan of the network for
SEP protocol [15], Mittal et al. [18], hetSEP [5], and the proposed method. It is
evident from Fig. 4 that the maintainable epoch of the Mittal et al. [18], hetSEP
[5], and proposed method outstrips by 4.42, 21.87, and 50.63% as a comparison
with SEP protocol [15] significantly, respectively. Moreover, the half node dead
(HND) of the Mittal et al. [18], hetSEP [5], and proposed method outperforms by
29.17, 42.28, and 59.37%, as a comparison with SEP protocol [15], significantly,
respectively. Furthermore, the last node dead (LND) of the Mittal et al. [18], hetSEP
[5], and proposedmethod outperforms by 54.50, 67.66, and 86.77%, as an assessment
with SEP protocol [15] significantly, respectively. The throughput for the proposed
method, Mittal et al. [18], hetSEP [5], and SEP protocol [15] is 2.62× 10−4, 2.11×
10−4, 1.80×10−4, and 1.70×10−4, respectively. Thismethod transmits an additional
quantity of packets to the BS as associated with the existing ones. The lifespan
prolonging of the Mittal et al. [18], hetSEP [5], and the proposed method is 26.11,
61.42, and 77.45%, as compared with the SEP protocol [15], deprived of addition
energy of the network, i.e., 14 J, respectively.

It is evident from Table 1 that the maintainable epoch (also called the first node
dead (FND) timing) of the Mittal et al. [18], hetSEP [5], and proposed method
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Table 1 Analysis in terms of the network lifespan, energy dissipation, and throughput for SEP
protocol [15], Mittal et al. [18], hetSEP [5], and proposed method

Protocols Network lifetime Energy
consumption (J)

Throughput % Increment in
network lifetimeFND HND LND

SEP protocol [15] 337 672 1742 14 1.70 × 10−4 –

Mittal et al. [18] 425 837 1819 14 1.80 × 10−4 04.42%

hetSEP [5] 544 981 2123 14 2.11 × 10−4 21.87%

Proposed method 598 1081 2624 14 2.62 × 10−4 50.63%

outstrips by 4.42, 21.87, and 50.63% as a comparison with SEP protocol [15] signif-
icantly, respectively. Moreover, the half node dead (HND) of the Mittal et al. [18],
hetSEP [5], and proposed method outperforms by 29.17, 42.28, and 59.37%, as a
comparison with LEACH [3] significantly, respectively. Furthermore, the last node
dead (LND) of the Mittal et al. [18], hetSEP [5], and proposed method outperforms
by 54.50, 67.66, and 86.77%, as a comparison with SEP protocol [15] significantly,
respectively. The throughput for the proposed method, Mittal et al. [18], hetSEP [5],
and SEP protocol [15] is 2.62 × 10−4, 2.11 × 10−4, 1.80 × 10−4, and 1.70 × 10−4,
respectively. This method transmits an additional quantity of packets to the BS as
compared to the existing ones. The lifespan prolonging of the Mittal et al. [18],
hetSEP [5], and the proposed method is 26.11, 61.42, and 77.45%, as compared
with the SEP protocol [15], deprived of addition energy of the network, i.e., 14 J,
respectively. The lifespan of the half node dead of the Mittal et al. [18], hetSEP [5],
and the proposed method is 24.55, 45.98, and 60.86%, as compared with the SEP
protocol [15], deprived of addition energy of the network, i.e., 14 J, respectively.

6 Conclusion

In this paper, an efficient clustering-based optimized stable election protocol for
extending the lifetime of the WSNs is discussed. It has considered for heteroge-
neous networks and compared with the existing SEP protocol [15], Mittal et al. [18],
and hetSEP [5]. The developed method used the remaining energy of nodes effec-
tively and dynamic clustering technique which helps in increasing sustainable of the
system accomplishment since the choice of nodes in the process of CH election is
efficient which has higher residual energy, node distance from the base station, and
total network energy. The lifespan prolonging of the Mittal et al. [18], hetSEP [5],
and the proposed method is 26.11, 61.42, and 77.45%, as compared with the SEP
protocol [15], deprived of addition energy of the network, i.e., 14 J, respectively. The
simulation results of the proposed method demonstration lifetime are increased by
50.63% for 14 J network energy as compared with SEP protocol [15], respectively.
The throughput for the proposed method, SEP protocol [15], Mittal et al. [18], and
hetSEP [5] methods is 2.62 × 10−4, 2.11 × 10−4, 1.80 × 10−4, and 1.70 × 10−4,
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respectively. This method achieves better results than that of the SEP protocol [15],
Mittal et al. [18], and hetSEP [5] methods.
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Abstract In recent times, the reach and influence of social media have grown
tremendously across the entire globe. The ease of access, simplicity, publicity
and reach offered by giant social networking sites have come to hold immense
value nowadays. However, this has led to the widespread use of fake accounts or
programmed bots in order to inflate one’s social media popularity and further spread
favourable content. Many recent studies have highlighted the impact of such bots in
fields like advertising, commercial promotion and even elections. In this paper, we
propose a method to detect bots on social networking sites and distinguish them from
genuine user accounts by using a stacked learning approach whereby a convolutional
neural network model is trained to feed forward to a machine learning model. This
is achieved by using a supervised learning approach to build a layered classifier that
makes predictions based on a user’s profile information, tweets and activity infor-
mation from a dataset of Twitter users. Our paper also analyses the comparative
performance of many machine learning models applied to this problem.
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1 Introduction

In today’sworld, social networking sites have acquired an integral position in the daily
lives of millions of people globally. Social media has a massive hold on a significant
part of the world’s population and can thus be used, or misused, for influencing them.
Celebrities, politicians and corporations are always looking to expand their social
media footprint and achieve ‘viral’ publicity in order to attract people to their brands.
This is because social media tends to broadcast content to millions of people all over
the world in a matter of minutes. However, due to the massive overload of content on
social media nowadays, people have started resorting to quick and fraudulent ways to
boost their following and popularity. Themost commonway of falsely inflating one’s
online reach has been through the use of bots and fake accounts. ‘Bots’ are simply
computer programmes that automatically produce or repost content and interact with
humans on social networks.

In our system, we analysed the profile details, tweets and tweet metadata of
numerous users on Twitter, including both bots and humans. To achieve this, we
have proposed a layered machine learning approach consisting of stacked convolu-
tional neural network (CNN) and machine learning models, i.e. the outputs of the
neural network are fed forward to a machine learning algorithm to generate final
predictions. This paper demonstrates the improvements in accuracy and efficiency
achieved using this stacked learning model in addition to analysing and comparing
the performance of various machine learning models applied to the problem of bot
detection.

The novel method of bot detection in social networks proposed in this paper
performs exceptionally well on unseen data, giving an accuracy of unto 99% in
predicting whether a user is a bot or a human user. Thus, by deploying our proposed
model, social networking sites can efficiently detect bots and fake accounts with
exceptional accuracy and the nuisance caused by such fraudulent activities can be
curbed.

1.1 Motivation

In recent years, people have realized just how important social networking sites like
Twitter, Facebook etc. are as tools to manufacture and manage public opinion and
narratives to suit themselves. And with the emergence of pre-programmed bots with
which to flood such influential sites, ill-intentioned people and groups have found
this task to be exponentially more comfortable and that much more effective. The
motivation for this paper comes from the growing trend of news reports and studies
highlighting the dire real-world consequences of bot activity on social media lately.
There have been reports of bots spreading misleading information about the coron-
avirus [1], false claims about medicinal properties of cannabis [2], unsubstantiated
conspiracy theories about the Australian bushfires [3] and being involved in many
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other menacing activities. In addition to these, various studies have highlighted and
analysed the large-scale meddling by bots to influence opinions during elections
around the globe in countries like Japan [4] and Finland [5].

1.2 Contributions of This Work

In this paper, we have proposed a system to tackle the problem of bot detection by
identifying Twitter bots using their profile information, tweets and tweet metadata.
The significant contributions of our proposed approach are:

• Cumulative analysis of neural networks and then their results are joined with user
data and fed together into a machine learning model which generates the final
prediction. This technique of feeding forward the predictions of the base model
into another model is referred to as stacking.

• Applying the latest convolutional neural networks (CNN) to analyse and learn
from the massive textual data in the dataset, i.e. millions of tweets posted by
thousands of twitter users.

• Presenting a comparative analysis of various machine learning models based on
their performance as observed in our proposed model measured based on various
indicators such as precision, recall, F1 result and accuracy.

1.3 Research Challenges

The literature of twitter bot detection is vast, but the problem is still a very challenging
task with bots becoming smarter with time. It is relatively simple to detect bots which
show unusual behaviour such as retweeting very frequently. However, smarter bots
curb to show unusual behaviour and act more humanly. It is harder for bots to show
similar tweeting patterns as humans; thus, deep learning models are quite successful
in detecting bot by textual analysis.

The state-of-the-art research approaches such as [6, 7] employ the latest deep
learning techniques like Bi-LSTM-based approach for textual analyses for bot detec-
tion. A similar approach [8] models the user classification task differently at accounts
level and tweet level, and comparisons based on the performance of each level are
made. Our work combines the two levels and attempts to find unusual behaviour in
the engagement of the user and also in tweets of the user. Bi-LSTMs are slightly
better than LSTMs in the sense that each state has a memory of not just previously
occurring series but also the memory of future occurring series. LSTMs perform
well on time series data where the sequence of the sentence is essential. CNN has
performed equally good or even better than LSTMs in text classification tasks [9]
when feature detection is a significant and specific sequence to sequence learning
tasks [10]. In the context of this problem, identification of features such as abuses,
angry terms and hate speech is very useful in understanding the context of the tweet.
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Table 1 Details of the
dataset used for analysis

Class Users Tweets

Fake accounts #1 991 1,610,044

Fake accounts #2 3457 428,542

Fake accounts #3 464 1,418,557

Genuine accounts 3474 2,839,362

Thus, we employed CNN for textual analyses of tweets. Our proposed approach can
achieve competitive performance compared to existing work [6, 7, 8, 11].

2 Dataset

The dataset was acquired from [12], which includes data of manually annotated
genuine and fake twitter accounts along with tweet data corresponding to these
accounts in CSV format. Three CSV files which consist of accounts information are
Genuine accounts, Fake accounts #1, Fake accounts #2 and Fake accounts #3. Table
1 shows the distribution of users among the CSV files and the number of tweets
corresponding to the users of each of these CSV files. The dataset consists of a total
of 8386 accounts and 6,296,505 tweets of the accounts. The accounts’ data initially
consist of 40 attributes, while the tweet data consist of 25 attributes.

The feature selection step is a useful measure while addressing the following two
significant concerns of data processing before training—namely null value cleaning
and model training efficiency. In order to improve model training efficiency, it is
necessary to reduce dimensionality by selecting an appropriate subset of the features
in the dataset without compromising on model correctness and accuracy.

3 Proposed Approach

3.1 User-Level Modelling

Before performing the actual learning on our data, we comprehensively analyse
our dataset in order to identify strongly correlated attributes better, highlight weak
correlations and determine which features are most significant in the prediction of
the target variable, i.e. ‘bot’ of the user metadata attributes, by elementary analysis
tools and intuition, we are able to eliminate some like ‘location’, ‘created_at’, etc.
as these attributes contain either majority. However, feature selection based purely
on correlation is not always reliable. Thus, we apply the chi2 test to determine the
following five best or most reliable attributes out of all the attributes:
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• ‘Follower_count’,
• ‘Friend_count’,
• ‘Listed_count’,
• ‘Favorites_count’,
• ‘Statuses_count’.

3.2 Tweet-Level Modelling

LSTMs evaluate the relationship between consecutive time step data. LSTMs, as
opposed to RNNs, keep a memory of previously occurring series (which here is the
sequence of words) which it uses while feed forwarding from cell to cell. However,
LSTM has a few demerits in the context of the problem. LSTMs are not the best
model where feature detection is paramount. For example, searching for abuses,
angry terms and named entities, ConvNet works better. LSTMs work better in tasks
where the sequence of the sentence is important, tasks such as machine translation
and question answering. Studies in [9] show a clear comparison. Thus, we select
ConvNet as the text classificationmodel. For usingmachine learning or deep learning
algorithms on texts, the necessary step is to apply appropriate language modelling
technique. We used Glove [13] word embedding for language modelling. Glove is a
context-independent open-source embedding provided by Stanford University that
captures semantic similarity between the large vocabulary of words. The input to the
convolutional neural network model used during tweet-level analysis to generate the
first level of predictions based on the textual data can be mathematically represented
as:

Input dimensions = (No of words in text)× (Embedding length) (1)

After applying the NLP pipeline to all the tweets which accomplish the removal
of punctuation and stop words(noise), the length analysis of all tweets individually
revealed that the maximum length of a tweet as in our dataset is 30. Hence, we prede-
fined the input shape of the embedding matrix as 30 ✕ 300 as the glove embedding
length is 300 and max tweet length is 30.

3.3 CNN Architecture

In the proposed model, the input layer receives a matrix of embedding sequences
having dimension 30✕ 300. Five convolution kernels or feature detectors or filters of
heights [2-6] were initially selected. An array of five convolution operations is then
applied to the embedding matrix corresponding to the five kernel sizes (heights) to
extract the features. Each of the five Conv1D operations uses 200 filters to generate
featuremapswhich are further activated using rectified linear unit (ReLU).AConv1D
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operation with kernel height h on input having dimension m ✕ n produces a feature
map of dimensions (m − h + 1) ✕ n. Hence, the dimensions of the feature maps
produced corresponding to the filter height 2, 3, 4, 5 and 6 are 29 ✕ 300, 28 ✕ 300,
27 ✕ 300, 26 ✕ 300 and 25 ✕ 300, respectively. A GlobalMaxPool1D operation is
applied to each of these five feature maps to reduce the parameters in the model. The
pooled feature maps retrieved from these operations are concatenated to generate a
single feature map which corresponds to an average of the five pooled feature maps.
Dropout is an effective regularization technique that reduces overfitting and is used
to decrease generalization error in deep neural networks. The feature map is thus
subjected to a 10% dropout (D1) to avoid any possibility of overfitting the network.
The first fully connected layer or dense layer (C1) along with activation function
ReLU works on this feature vector resulting in a 1 ✕ 128 vectors. This feature vector
is subjected to another dropout of 20% to avoid overfitting of the network. The
next fully connected layer or dense layer (C2) using softmax as activation function
generates a probabilistic output determining whether the given input is a bot or not.
An output greater than 0.5 predicts the input text is more likely a tweet tweeted by a
spambot and an output less than 0.5 predicts that the tweet is more likely a tweet by
a human. The architecture of the proposed convolutional neural network is depicted
in Fig. 1.

The corresponding configurations of the various layers in the convolutional neural
network are elucidated in the following table.

3.4 Methodology

The proposed overall design of our bot detection system consists of a two-layered
stacked generalization ensemble with a convolutional neural network model feeding
forward into amachine learningmodel. The following flowchart depicts the structure
of our proposed model in detail (Fig. 2).

The composition of the stacked layers is as follows:
Level 0—A deep learning convolutional neural network has been used for model

training, with 70% of the tweets with both spambots and non-spam bots sampled
equally in the split. Predictions made with CNN on the remaining 30% tweets will
form a feature for level 1. Feature engineering over tweet metadata (tweet informa-
tion) revealed that the following attributes had a high correlation with our target ‘bot’
attribute:

• ‘Retweet_count’,
• ‘Reply_count’,
• ‘Favorite_count’,
• ‘Num_hashtags’,
• ‘Num_urls’,
• ‘Num_mentions’.
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Fig. 1 Architecture of the proposed CNN used for tweet-level analysis

Since for each user, there are multiple tweets, we took the mean for each of the
above attributes along with CNN predictions for the remaining 30 per cent tweets.
The CNN tweet prediction will be named ‘Tweet_prediction’ as a feature in level 1.

Level 1—At this level, we have a combined dataset of users having user meta-
data attributes ‘Follower_count’, ‘Friend_count’, ‘Listed_count’, ‘Favorites_count’,
‘Statuses_count’ and ‘Tweet_prediction’. Attributes corresponding to tweet meta-
data, namely ‘Retweet_count’, ‘Reply_count’, ‘Favorite_count’, ‘Num_hashtags’,
‘Num_urls’ and ‘Num_mentions’, are also taken as features at this level. This
combined dataset of user metadata, tweet metadata and ‘Tweet_prediction’ is split
into training and test sets with corresponding ratios of 70 and 30, respectively.

Finally, this 70% training dataset is used for training the following classifiers
once using only user metadata and once combining user metadata with tweet meta-
data and the CNN prediction attribute ‘Tweet_prediction’. Further, performances are
compared.

• K Neighbors Classifier,
• Support Vector Classifier,
• Random Forest Classifier,
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Fig. 2 Flowchart depicting the structure of the proposed model

• Ada Boost Classifier,
• Gradient Boosting Classifier,
• Gaussian NB,
• Linear Discriminant Analysis,
• Decision Tree Classifier,
• Multilayer Perceptron.

4 Results

In this section, we have compiled the results obtained for the proposed approaches
as detailed in the previous sections. The performance of each method is measured
based on various indicators including precision, recall, F1 result and accuracy. At
first, we implemented and analysed the performance of a bot detection model based
solely on the user information data without taking into account textual data in the
form of tweets. This is the approach taken by a majority of existing bot detection
solutions. The results achieved using this existing approach have been compiled and
represented below (Table 2).
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Table 2 Results obtained with user-level data only, i.e. follower count, tweet count, activity, etc.

Classifier Accuracy Precision Recall F-score

K neighbours 96.10 96.09 96.10 96.09

Support vector 94.78 94.76 94.78 94.60

Decision tree 97.47 97.48 97.47 97.48

Random forest 97.93 97.98 97.93 97.95

Ada boost 97.87 97.90 97.87 97.88

Gradient boosting 97.53 97.58 97.53 97.55

Gaussian NB 90.02 90.50 90.02 88.87

Linear discriminant 90.02 89.81 90.02 89.24

Multilayer perceptron 97.24 97.24 97.24 97.24

Bold signifies the best accuracy amongst the models

It can be observed that even though the results obtained are right, the underlying
model is unreliable as it is solely based on user metadata which can easily be faked by
buying followers and deploying bots. Thus, we can see that this method of classifica-
tion is not robust since it does not take into account the actual tweets that the user has
posted. The next set of results given below represents the performance of the novel
method of bot detection proposed in this paper. These are the results obtained when
both user-level and tweet-level data are taken into account in the manner detailed in
this paper whereby tweet-level textual data is used in a convolutional neural network
(CNN) classification model whose output is fed as a feature along with the user-level
data features which are then fed together to a machine learning model that makes
the final prediction on whether the user is a bot or a human (Table 3).

Table 3 Results obtained by combining user data with tweet metadata and CNN predictions using
the proposed approach

Classifier Accuracy Precision Recall F-score

K neighbour 96.10 96.09 96.10 96.09

Support vector 94.78 94.76 94.78 94.60

Decision tree 99.48 99.48 99.48 99.48

Random forest 99.54 99.54 99.54 99.54

Ada boost 99.48 99.48 99.48 99.48

Gradient boosting 99.54 99.54 99.54 99.54

Gaussian NB 90.31 90.76 90.31 89.24

Linear discriminant 97.42 97.71 97.42 97.47

Multilayer perceptron 96.67 96.87 96.67 96.73

Bold signifies the best accuracy amongst the models
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Fig. 3 Accuracy comparison of the proposed model with CNN-based stacking (blue line) and
existing approaches without CNN-based text classification and stacking (orange line)

From the above data, it is evident that the approach proposed in this paper shows
significantly improved results in terms of accuracy in generating the required predic-
tions. By incorporating convolutional neural networks in the learning process for
text classification, our model shows ~2% accuracy improvements across the different
machine learning models with a maximum of more than 8% improvement in accu-
racy in the Linear Discriminant Analysis machine learning model. The improved
performance of the proposed model over the existing approaches is represented in
the graph below (Fig. 3).

Therefore, the observed results exhibit that the model proposed in this paper for
detecting bots on social networking sites can help in significantly improving the
existing mechanisms for bot detection. Thus, the technique proposed in this paper
can be effectively used in real-world systems for fighting the menace of bots and
spammers on social media.

5 Conclusions and Future Direction

Our proposed model gave state-of-the-art results with a relatively smaller dataset,
around 3 million tweets of 4 thousand users for each class and several features,
only 12. Some previous works in this also took leverage of oversampling to build
a bigger dataset. Also, we combined the tweet-level and user-level classification by
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building a stacked ensemblemodel of CNN and variousMLmodels, which can prove
to be more scalable and robust on new unseen data. The methods of this research
can be extrapolated to other social media platforms such as Instagram, Facebook
and electronic mail services like Gmail for detecting social spambots, political bots,
malicious propaganda bots, advertisement bots and medical bot. The classifier can
be constructed using ensemble models combining the learning of two or more deep
learning models for further improvement of the text classification model. A more
generic bot detection model can be worked upon that would successfully identify
different classes of bots.
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Internet of Things (IoT): Vulnerabilities
and Remediation Strategies

Pooja Anand, Yashwant Singh, and Arvind Selwal

Abstract Iot being a transformative approach for imparting countless services raises
consequential security flaws as well. These flaws germinate from the embedded
vulnerabilities in IoT devices. The market is flooded with these vulnerable smart
devices, which are easy to play with to remotely enter into an IoT system. This
becomes more serious as communication protocols and Internet technologies were
not devised to support IoT. In this paper, we mainly focus on the evolving vulnera-
bilities in IoT that can affect its sustenance in the long run. We also elaborated on the
remediation strategies to be incorporated to lessen the fertility of the ground to launch
numerous attacks. Finally, we conclude with the challenges and recommendations.

Keywords IoT · Threats · Vulnerabilities · Countermeasures

1 Introduction

The billions of smart devices have come under the IoT realm in 2020. The Internet
of Things (IoT) enables remote controlling and monitoring of the environment by
making sense of the data collected by ground devices like sensors, actuators that are
connected to the Internet [1]. The rising spread of IoT services in people’s lives is
fabricated with numerous threats, specifically concerning security and privacy. The
markets being flooded with insecure ill-designed IoT products raises an alarm to
flesh and blood too. The heterogeneity and resource constraints prevailing in IoT
devices have even turned the standard Internet security mechanisms insignificant for
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them [2]. Furthermore, less-aware IoT manufacturers and users provide the fertile
platform to the potential adversaries by offering their vulnerable day-to-day devices
connected to a global network.

In general, it is found that we connect vulnerable things to the Internet for availing
smart services [3]. The IoT devices with known vulnerabilities like obsolete OS
versions, no update mechanisms, default passwords, and open ports come into the
market [4]. The botnets like Mirai, Brickerbot, and Hijame exploit these loopholes
to create the army of bots to shut down the various services for several hours [5].
Moreover, the hackers exploited baby monitors and toys [6] to get secret information
like videos of baby monitoring [7], millions of voice recordings of parents and their
children, accounts, passwords, etc. The adversaries are even easily reprogramming
the firmware of IoT devices [8]. Consequently, in this article, we primarily focused
on the major vulnerabilities in IoT devices that are being exploited by potential
adversaries. Furthermore,we discussed the remediation strategies that can be adopted
to safeguard from these loopholes.

The subsequent sections are organized as follows. In Sect. 2, we present the
related work. In Sect. 3, we discussed the major vulnerabilities in an IoT system.
Subsequently, we talked about the remediation strategies in Sect. 4. Following this,
we concluded the paper in Sect. 5 with future scope.

2 Related Work

In [9], the evolving IoT vulnerabilities and possible remediation strategies are elabo-
rated. Some attack scenarios are discussed aswell. They have also given a data-driven
empirical assessment focusing on IoT maliciousness. In context to the Cisco 7-layer
reference model, Nia et al. [10] also discussed multiple attack scenarios and their
mitigation ways. On similar lines, Makhdoom et al. [11] emphasized the threats at
the layers of IoT and also discussed the attack approach of various malware. Further-
more, they included the security guidelines based on industry best procedures to
apply the least security criteria in an IoT system.

Some authors, Chen et al. [12], recommended to embed intelligence and modu-
larization in penetration testing tools for discovering vulnerabilities by using active
strategy against IoT systems. In an alternate work, Visoottiviseth et al. [13] worked
out a tool namely PENTOS for penetration testing in IoT devices. This tool has inte-
grated various other tools like Metasploit, Kali, Nessus, etc., to provide a complete
package for finding the vulnerabilities.

By using the three scans, Markowsky et al. [14] scanned the whole IoT system
for vulnerabilities. Shodan was used to target the routers, Nmap to target connected
printers, and Masscan for devices infected with Heart bleed bug. In an alternative
work, Ko et al. [15] proposed a platform that allows sharing the vulnerabilities after
assessing them.

Moreover, vulnerability assessment has become one of the modules in IoT
testbeds. In [16], port scanning, fingerprinting, and vulnerability scanning are an
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integral part of the IoT testbed. Similarly, Siboni et al. [17] IoT testbed contain
plugins like process enumeration, communication tampering, fingerprinting, port
scanning, and vulnerability scan in security testing module.

Few machine learning-based vulnerability assessment solutions have also come
across. The Dojo being an intelligent IoT vulnerability scanner launched by Bull-
Guard is one among them. It is compatible with both Android and ios. It works by
scanning all the devices in the Wi-Fi zone, examines the vulnerabilities, and grades
them on multiple factors. IoTScanner, Censys, SeeSec–IoT Vulnerability Scanner,
Bitdefender, and IotSploit also serve the same purpose.

3 IoT: Vulnerabilities

The security of IoT has become a matter of concern now. The security gaps namely
vulnerabilities in IoT systems and their deployment configurations are exploited
to launch deadly attacks. IoT is on the verge of losing its incredible potentials.
In such a situation vulnerability assessment [18] must be the first thing to start with
safeguarding IoT devices from thesematuring threats. In the sequel, following Fig. 1,
we particularize the vulnerabilities in IoT.

(a) Physical Security of IoT devices
Most of the IoT devices being in unattended surroundings could be exploited to
get the side-channel information like power consumption and processing time
[8]. The adversary can also make clones of IoT nodes which could be further
used to launch several attacks. The credentials of those compromised nodes
could also be easily accessed by them [11].

(b) Open Debugging ports
The open debug ports are exploited in every possible way to regulate the
IoT system. From these vulnerable ports, the intruder can launch attacks like

Physical Security 

Weak Authentication

Open Debugging Ports

No Energy Harvesting

Improper Encryption Unauthorized Access

Insufficient Logging MechanismsImproper Patch Management

IoT Vulnerabilities

Boot Process Vulnerabilities

Fig. 1 Common vulnerabilities in IoT
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injecting malicious code, falsely modifying the firmware, and bypassing their
security [19]. The botnets like Mirai, Hajime, Brickerbot exploited the telnet
port to launch variants of denial of service attacks.

(c) No energy Harvesting
The IoTnodes being resource-constrained aremore prone to resource exhaustion
attacks. As such, there is no way out to regenerate the energy of these power-
constrained IoT nodes [20]. The advantage of this loophole is taken to deplete
the IoT resources like CPU time, bandwidth, energy, and memory. As a result,
legitimate users will be denied for several services as it may lead to battery
drainage [21], node outage [22], and DoS attack.

(d) Weak Authentication
It has created many odds in implementing strong authentication mechanisms in
resource-constrained IoT nodes. The smart actors easily enter the IoT system
avoiding identity checks, thus exploiting the system in multiple ways. Some
of the attacks framed out by ill-using this vulnerability are DDoS Attack,
Dictionary Attack, Sybil Attack [23], Hello flood, and Homing Attacks [24].

(e) Improper Encryption
The wireless communication media creates more concern in terms of data
leakage and privacy. It is found that almost all IoT devices use wireless media.
Being an unreliable medium, personal information of the user is more prone
to spoofing attacks. For instance, leakage of personal information could be
life threatening in smart health services. The strong encryption mechanism
can effectively prevent data leakage. However, implementing a robust crypto-
algorithm becomes tough for resource-constrained IoT devices. This may result
in attacks such as storage attacks, eavesdropping, and man-in-the-middle attack
[9].

(f) Unauthorized Access
The IoT systems and data must be accessible only to authorized entities. For
this, we need to implement a strong credential system. It is found that the IoT
devices do not enforce sufficient complexity of passwords. Even, some devices
continue with the default passwords and thus come in the trap of bad actors.
The manufacturers provide an add-on by shipping devices with hardcoded pass-
words. Hence, easy unauthorized access threatens data and the security of the
entire IoT system.

(g) Insufficient Logging Mechanism
With proper logging mechanism, we could make out intrusions and hacking
attempts [25]. The administrators should log events related to successful
and unsuccessful authentication attempts, login attempts, and authorization
attempts. All the log information must be maintained in an encrypted form
to further prevent the misuse.

(h) Improper patch management
For the smooth functioning of the device, there must be proper management
of patches. These patches enhance the functioning of the device and prevent it
from numerous threats. It is seen that IoT manufacturers do not put much effort
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into providing security patches on time for growing vulnerabilities. Moreover,
most of these devices are without any automated patch-update mechanism. The
integrity of these patches and updates is also a matter of concern to further
safeguard them. The false updates can badly ruin the functionality of the device
and can affect the entire system in multiple ways [26].

(i) Boot process vulnerabilities
By exploiting the vulnerabilities of the boot process, an adversary can take
control of the whole system. He can exploit the boot sequence, firmware,
and the bootstrap loader to enter in. In an experimental setting, an attack was
launched to exploit boot process vulnerabilities against the fitness tracker and
Nest Thermostat [27].

4 IoT: Remediation Strategies

Some of the remediation strategies [9, 28–30] that could be adopted to deal with
these growing vulnerabilities as shown in Fig. 2 are discussed in this section.

• Side-Channel Analysis
We can detect malicious firmware and h/w trojans in a device using side-channel
signal analysis. The signals like power consumption, timing signals, spatial
requirements, and temperature are used for trojan detection. The same is compared
with IC affectedwith trojan and the onewith no trojans. The timing-based schemes
detect trojans byusingdelay tests, the power-based schemesuse activemonitoring,
and the social-temperature based use infra-red imaging mechanisms. On similar
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lines, the side-channel information could be used to find the abnormal behavior
of the machine that symbolizes the presence of malicious firmware in the system.

• Policy-based mechanisms and intrusion detection systems
By incorporating the intrusion detection systems in an IoT environment, we can
safeguard against security and privacy issues to a great extent. These detection
systems can make out if there any essential policies being violated and thus can
detect the intrusions. Furthermore, these systems are proved to be useful to guard
against sleep deprivation and battery-drainage attacks by distinguishing unusual
requests to the IoT node.

• Circuit Modification
The physical, trojan, and side-channel attacks can also be defended by just
changing the circuit. The integrated security mechanism within the physical
hardware of IoT nodes enhances physical protection against those attacks. For
example, in-home automation sensors, like, smoke detectors, many mechan-
ical/electrical tamper-proofing mechanisms are imposed to protect them against
tampering. On similar lines, the side-channel information could also be protected
from adversaries by feeding them with tampered information by modifying the
circuit. Some of the well-known approaches make use of randomized delay,
infused noise, hamming weights, and modifying the cache architecture. Further-
more, by integrating PUF into the circuit, we can enable authentication, trojan
detection, and device identification. A PUF is a physically unclonable func-
tion embedded into an IC, that is physically unclonable, tamper-proof, and
unpredictable.

• Securing Firmware Update
There are two ways to update the firmware either remotely or directly. In the
former, the server broadcasts the signal (CMD) conveying the availability of a new
firmware version. Then, the node with an updated firmware version broadcasts
an advertisement (ADV) to its neighboring nodes. The willing nodes with ADV
message compare the new firmware version with the existing one. If they need
an update, they send the request (REQ) and thus will receive an update file. To
securely update the firmware remotely, all these packets CMD, ADV, REQ, and
data packet must be authenticated. For the direct firmware updates, e.g., via a
USB cable, the firmware integrity, and the user’s authentication, must be taken
into consideration. The failure to thismay enable an adversary to put themalicious
one in place of legitimate device firmware.

• Cryptographic Schemes
At the communication level, we can use cryptographic schemes, like, strong
encryption, as a defense mechanism against attacks, like eavesdropping and
routing attacks. The old cryptographic techniques could not be used to address
these issues in resource-constrained IoT nodes. These techniques raise memory
usage, power consumption, loss of packets, and delay.A lotmany efforts have been
put to develop lightweight cryptographic techniques for securing communication
in IoT, e.g., PRESENT and CLEFIA. Still, there is a lack of public-key encryption
techniques to meet lightweight IoT requirements while ensuring privacy.
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• De-patterning and decentralization
Another defense mechanism against anonymity and side-channel attacks is de-
patterning and decentralization. By altering the traffic pattern of the data transmis-
sions through fake packets, we can protect against side-channel attacks. Further-
more, decentralization ensures anonymity, inwhich the sensitive data is distributed
through a spanning tree to not let any node a complete picture of the original data.

• Software Assurance:
The software assurance lessens the vulnerabilities in both source and binary code
of IoT software. Moreover, there is an alarming impact of ill-using IoT software.
Thus, it must be an integral part of the software development life cycle. To handle
these issues,Costin et al. have given an automated scalable framework for dynamic
analysis. This framework aims at discovering the vulnerabilities in the embedded
IoT firmware images. For the same, the authors used emulating firmware and
Arachni the free penetration tool [28].

• Security Protocols:
The resource-constrained nature of IoT devices makes them more and more
vulnerable, as limited security mechanisms could be incorporated in them. To
this end, efforts are put to develop energy-aware IoT ecosystems. One such archi-
tecture, i.e., 2EA architecture, is developed by Balasubramanian et al. In Energy-
Aware-Edge-Aware (2EA) architecture, the IoT sensors can harvest their energy.
For each sensor in an IoT network, the energy profile with power metrics is main-
tained. In the case of energy depletion, the victim node queries the energy profile
and gets the most reliable node nearby. The optimal resource utilization is ensured
by this scheme, based on the task arrival process.

5 Conclusion

The IoT based application has becomemore evident in this decade.With them, comes
the growing cyber-attacks in terms of security and privacy of common people. In this
paper, we discussed the major IoT vulnerabilities and their possible remediation
strategies. We have found that there is a lack of remediation strategies for preventing
physical access to the IoT devices, proper firmware updates, and managing the
debug ports. Further, large-scale implementation and evaluation of these strategies
in tangible IoT realms must be carried out soon.
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DACHE: A Data Aggregation-Based
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Election Routing Protocol for HWSNs
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Abstract Most of thewireless sensor networks (WSNs) are having intrinsic resource
limitations such as energy, link, and computational resources since energy is
consumed by all the resources. Thus, there is a dare need to develop energy-efficient
protocols that escalate the longevity of the network for collecting data over a long
time. In this work, we propose a data aggregation-based effective and optimized
CHs election routing protocol for heterogeneous WSNs. These networks consist
of three levels of heterogeneity. In this method, a threshold-based formula is used
which helps in optimized cluster heads (CHs) election. A new chain-based data
aggregation process is also discussed in this paper which helps in the effective data
gathering process. This threshold formula considered three criteria namely node and
sink distance, node remaining energy, and total networks energy which decreases
the energy depletion in both inter and intra communication between the sensor, CHs,
and sink. This efficient data gathering process also removes the duplicate at the time
of data collection from the deployed nodes and reduced the energy depletion and
network overheads. The number of alive and dead, the sum of energy depletion, and
a number of the message transferred to the control node matrices are considered to
investigate the enactment of the proposed scheme by using the MATLAB. After a
comprehensive analysis, it has been evident that the proposed method accomplishes
healthier than that of the existing methods.
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1 Introduction

Generally, the necessity of instant information is one of the most important needs
of human beings in the current livelihood for taking instant decisions. Human gets
instant information through some processing devices which can collect information
and process it and then send that information to the other processing devices. In
that way, humans can get information in a comprehensible manner and take instant
decisions, accordingly. Nowadays, wireless sensor networks (WSNs) are one of the
utmost popular systems with their advances in electro and mechanical technologies.
These technologies help a momentous enlargement inWSNs in the arena of commu-
nication, sensing, and computation in industry and academia especially. Generally,
the WSNs can survive in very different environmental conditions like in fire, flood,
etc. [1]. Generally, there are lot of applications, where we can deploy WSNs such
as water quality monitoring, building health structure monitoring, surveillance of
various types of buildings, gas leakage in the various gas and chemical plants,
productivity, humidity, water requirement, fertilizer monitoring in the agriculture
monitoring, health monitoring in medical application, wild animal monitoring the
parks, fire detection in the multistory building, and so on.

WSNs consist of low power, low size, and low complex devices which are
deployed in the monitoring environment for collecting the information. The sensor
nodes have small computing power, microprocessor, and bandwidth. Most of the
sensors nodes have self-organizing capabilities means they have enough capabilities
for self-automatic configuration. After deployment sensor nodes gathered data from
the field, they forwarded that information to the base station. The sink or base station
forwards that data to the server through the Internet or some other media where it is
the further process. It is not essential that all the sensor nodes required to work at the
same time. Some sensor can perform monitoring or some of the sensor nodes may
go into the sleep state as required [1].

There are two broad categories of the WSNs such as homogeneous and hetero-
geneous. In the homogeneity, all the deployed nodes have the same power capabil-
ities, whereas nodes have different capabilities in case of heterogeneous networks
as energy, link capacity, memory, processing power, etc. Thus, based on the above
discussion, we can categorize the heterogeneity into multiple categories namely
energy, link, and computational heterogeneity [2]. In case of energy heterogeneity,
heterogeneous networks consist of multiple types of batteries means they have
different-different Volts or Jules batteries. Link heterogeneity means sensor nodes
have different capabilities of link for transferring data over the deployed networks
like some of the networks have 10 Mbps and some of the links 50 Mbps band-
width for transferring information. In the computational heterogeneity, sensor nodes
have multiple types of microprocessor, memories, etc. Based on the above discus-
sion, we can conclude that the nodes in the sensor networks have many restrictions
like energy limitation, cost of the nodes, speed, processing power, etc. Thus, there
is a dire need to develop energy effective and efficient algorithm which can over-
come the above-discussed problems of the networks for various applications. Perhaps
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clustering shows a very effective role for improving the enactment of the wireless
sensor networks by effective utilization of the heterogeneous resources like energy
limitation, cost of the nodes, speed, processing power, etc. [2].

Mostly, the sensor nodes are deployed in the environment using two different
categories namely deterministic and non-deterministic which is based on the various
applications. In the case of deterministic, all the nodes are deployed manually,
whereas sensors are positioned randomly in the case of non-deterministic environ-
ment. Based on the above discussion, we can say sensor nodes have very limita-
tions such as storing data capacity, batteries, bandwidth, and connections. Thus,
an efficient and effective system is required for required which can remove such
type of limitations. In this work, we propose a data aggregation-based effective and
optimized CH election routing protocol for heterogeneous WSNs. These networks
consist of three levels of heterogeneity. In this method, a threshold-based formula is
used which helps in optimized cluster heads (CHs) election. A new chain-based data
aggregation process is also discussed in this paper which helps in the effective data
gathering process. This threshold formula considered three criteria namely node and
sink distance, node remaining energy, and total networks energy which decreases
the energy depletion in both inter and intra communication between the sensor, CHs,
and sink. This efficient data gathering process also removes the duplicate at the time
of data collection from the deployed nodes and reduced the energy depletion and
network overheads. The number of alive and dead, the sum of energy depletion, and
a number of the message transferred to the control node matrices are considered to
investigate the enactment of the projected technique by using the MATLAB. After
a comprehensive analysis, it has been evident that the projected technique achieves
healthier than that of the existing methods.

The arrangement of the paper is as follows. Section 2 deliberates the literature
review. In Sect. 3, the various assumption for deploying networks and models are
deliberated. In Sect. 4, the projected optimized cluster head election routing protocol
is discussed. Section 5 discusses the data collection with the data aggregation process
at cluster heads. Section 6 deliberates the outcome and discussions. Lastly, Sect. 7
deliberates the achievements of the paper.

2 Literature Review

In WSNs, the extreme depletion of energy is in the transmission and reception of
information instead of the sensing, computing, ideal, and others. There are many
other limitations of the WSNs are as non-rechargeability, the limited size of nodes,
non-replaceability of the nodes, batteries of nodes, etc., where everything depends
on the batteries only. However, for solving such problems, there is a need for energy-
efficient techniques which can solve such types of problems. There are a lot of energy
balancing techniques among the sensor nodes which can equilibrium the load and
helps in prolongation of the system lifetime. This load balancing can decrease the
energy dissemination in the networks. The first clustering protocols are low energy
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adaptive clustering hierarchy (LEACH) protocol which tries to balance the load
among the clusters [3]. The working of LEACH distributed into two phases namely
setup and steady phase. In the setup phase, nodes are deployed, and possible CHs
are selected for further processing, whereas the data collection is considered in the
steady phase. LEACH is further improved in the form of power-efficient gathering
in sensor information systems (PEGASIS) protocol [4]. It designed chains in the
networks for accumulating the information and data collection always stated from
the farthest nodes to the near node from the base station. It created multiple chains in
this process. The main shortcoming of the method is that it is not appropriate for the
huge size of networks. These protocols are defined for the homogeneous networks,
but after a time, some of the heterogeneous protocols are discussed.

The first heterogeneous protocol is stable election protocol (SEP) which is
discussed for the two-level andmulti-level heterogeneity. The hetSEP [5] is the exten-
sion of the SEP protocol by incorporating the 2 and 3 levels of heterogeneity. It uses
the probability formula for electing the cluster heads. It increases the network over-
heads if the packet transmission is too long. After that, distributed energy-efficient
clustering (DEEC) protocol is discussed since the 2 and 3 levels of heterogeneity.
It also uses a probability formula for electing the cluster heads by considering the
residual and average energy. In DEEC, the energy of the networks is not used effi-
ciently. In paper [7], the selection of the clusters is based on the nodes remaining
energy and the networks. It only considered the three-level of heterogeneity of the
nodes in the deployednetworks. Thesemethods require the extra energy in the process
of reclustering at the time of next rounds. To improving the further performance of the
methods, Maheshwari et al. discussed a two-level of grouping for collecting the data
by considering the node degree [8]. This method increases the load of the sink and
somehow creates the problem of the hot spot in the deployed networks. The methods
discussed in papers [9–11] are considered heterogeneity of the multiple levels. These
papers are not considered the data aggregation process and chaining approach for effi-
cient collection of data. In paper [12], a fuzzy-based clustering approach is discussed
for prolonging the lifetime of networks. It considered the many parameters for the
distance between the nodes and sink, residual energy of the clusters for cluster heads
election. However, this method undergoes load balancing during the data gathering
and did not deliberate the information accumulation procedure.

In paper [13], the authors discuss the hybrid routing technique based on the zone
of the deployed fields. The clustering process is adopted by it is similar as defined in
the LEACH protocol. This approach is not involving normal nodes in the clustering
process. This method is further extended by the [14] by considering hybrid clustering
concept and multi-hop data collection process. It does not use all the methods in the
clustering process, but only a few nodes have been used in the clustering process. It
suffers the load balancing problem of the system. The paper [15] is also discussed
for the heterogeneous protocols for increasing the network lifetime. It considers the
probability function for selecting the cluster heads. It defines the two and multi-level
heterogeneity in the deployed networks. The paper [16] discusses a routing-based
technique which collects data on the bases of the chains. There are two phases of
the process. In the first phases, the nodes direct their statistics to the master heads,
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whereas in the second phase, clusters heads send their data to the sinks as they
received data from the respective clusters by performing data aggregation.

Wang et al. discuss a cluster routing protocol which elects the cluster head effi-
ciently [17]. It also improved the node processing and inter-cluster routing problem.
This method partially suffers from an effective cluster and data aggregation. Chen
et al. discuss a chain-based hierarchical routing protocol in WSNs [18]. It divided
monitoring areas into minor fields to create chains. It reduces excessive routes and
also recovers energy. Thismethod createdmany small chains in the networks. Linping
et al. discuss an improved algorithm of PEGASIS protocol which is based on double
cluster heads in WSN [19]. It usages low-level clusters header for upgraded load
balancing. This protocol is useful for large networks and executes better than the
PEGASIS algorithm. The initial installations of this method create high overhead.
In [20], authors discussed many research issues related to energy consumption prob-
lems of the wireless sensor networks such as clustering, load balancing, multiple
sink concepts, heterogeneity, and hot spot problem in the networks.

3 Network, Energy, and Radio Dissipation Model

In this section, the fundamental assumptions of the proposed systemmodel are given
as all the sensors have an ID and fixed location because the nodes are stationary, the
sensor nodes can be heterogeneous its on the level of heterogeneity, the sensors have
symmetric in terms of resource capabilities like connections, capacities, compu-
tational and memory powers, and the BS is situated in the middle of the defined
territory.

A three-tier heterogeneity model which consists of N sensors is discussed in
this section. The energies of level-1, -2, and -3 nodes are represented as e1, e2,
and e3, respectively, with conditione1 < e2 < e2, and their numbers are denoted as
N1, N2, N3, respectively, by way of conditionN1 > N2 > N3. The network energy
is as given as

(1)

eTotal can define level-1, -2, and -3 heterogeneity using the value of which is a
parameter of the energy model.

The level-1 nodes are minimum in number, i.e. and having a minimum
amount of energy denoted as e1 where the range of model parameter is .
The level-2 nodes are less in number from level-1 nodes, i.e. and having
more energy from level-1 nodes denoted as e2. The level-3 nodes are less in number
from level-1 and -2 nodes, i.e. and having more energy from
level-1 and -2 nodes denoted as e3 that means they have a maximum amount of
energy.
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Level-1 heterogeneity: For , Eq. (1) defines the network has only one type of
sensors and the total network energy as given below:

eTotal = N ∗ e3 (2)

where e3 is the nodes preliminary energy. It is indicating the level-3 nodes instead
of level-1 nodes. We impose a condition for converting the energy of level-3 nodes
into level-1 nodes. It can be attained by using the given representation:

(3)

where f and β are the functions of e2 and e3, and positive integer where β > 1. The
function f can have either (e3 + e2) or (e3 − e2).

Level-2 heterogeneity: For , find the value of which defines two
type of sensors namely level-1 and -2 nodes. The relation is not
selected arbitrarily which is diminished by the third term of Eq. (1). The relation

gives two solutions that are
((√

5
)

− 1
)
/2 and

((√
5
)

+ 1
)
/2.

where
((√

5
)

+ 1
)
/2 > 1 is not true by the bound value of the 0 ≤ γ ≥ 1. Thus,

the valid
((√

5
)

− 1
)
/2 is the correct solution. This solution defines two types of

sensor nodes with their initial energies e1and e2.

Level-3 heterogeneity: We have considered the upper and lower bound value of
is , but in level-2 heterogeneity, we have fixed the range value of the

upper bond is
((√

5
)

− 1
)
/2 denoted by . Consider the lower bound of be ,

i.e. which needs to be determined. The range of is for three-level
heterogeneity and consider function value f as (e3 − e2) and from Eq. (3). Thus, the
lower bound is

Put the values of and in the above equation and calculate the value of the
as follows:

(4)

Let e2 = α1 + e1 and e3 = α2 + e2, and using Eq. (4), we get the following
relation.
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(5)

Subsequently, L.H.S. of Eq. (5) is negative, thus, just put −α2
α1

= 0. We have the
following relation:

(6)

Equation (4) can be as

(e3 − e1) ≤
β ∗

((√
5
)

− 1
)

2
∗ (e3 − e2) (7)

This inequality may be written as

β ∗
((√

5
)

− 1
)

∗ e2 − 2 ∗ e1 ≤
(
β ∗

((√
5
)

− 1
)

− 2
)

∗ e3 (8)

The energy of the level-1, -2, and -3 nodes is given as e1, e2 = e1 ∗ (1 + ω), and
e3 = e1 ∗ (1 + η), respectively. Consider the value of coefficients ω, and η are 0.06
and 0.11, respectively. Thus, the above-mentioned procedure defines the three-level
heterogeneity model in WSNs.

Now, we deliberate the energy dissipation model which compute and analyse the
energy depletion in signal transmission and receiving for L-bit message over distance
d. The energy collapse for transmitting is quantified as follows [3]:

ETXS = L∗ ∈elec +L∗ ∈fs ∗d2 if d ≤ d0 (9)

ETXL = L∗ ∈elec +L∗ ∈mp ∗d4 if d > d0 (10)

where∈elec,∈ f s and∈mp are the energy decadent and d0 is the threshold, respectively.
The d0 is defined as follows:

d0 =
√

∈fs

∈mp
(11)

The energies expended in sensing (ESx )and receiving (ERx )are quantified in (12)
and (13) as follows:

ERx = L∗ ∈elec (12)
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ESx = L∗ ∈elec (13)

In the next section, we deliberate the procedure for optimizing the electing the
CHs which helps in load balancing.

4 Optimized Cluster Head Election Routing Protocol

In this work, we have optimized the Wang et al. protocol [17] using a clustering
algorithmicmethodology for three-level heterogeneity. Thismethodology elects suit-
able cluster heads (CHs) based on the three criteria namely the nodes remaining
energy, node distance, and total network energy. The selection of the cluster heads
method is used as a dynamic clustering procedure. The aim of this method is to
elect cluster heads that consume less energy in inter and intracluster communication.
In the proposed work, a data collection process with data aggregation is discussed
that helps in lowering energy consumption during communication. The complete
process of the proposed method is distributed into rounds, and CHs are selected for
each round. Initially, a defined percentage is used to selecting the cluster heads, and
then, several cluster heads are added permitting to the coverage of the number of
deployed nodes. It employes a condition of the vicinity of cluster heads. A cluster
head may not possible in the vicinity of other selected cluster heads in this scenario.
The decision of selecting the CHs depends on the threshold value of the level of the
heterogeneity. This threshold value is associated with an arbitrary number which is
generated between 0 and eaverage - nch/ei−init. If the threshold value is > the generated
number between 0 and eaverage - nch/ei−init, then the sensor node of a particular level of
heterogeneity converts the CH for the present round. The proposed method threshold
formula is given as follows:

ei = ei−curr

ei−init
(14)

et =
(
ei−res + r div

1

pi

)
× (1 − ei−res) (15)

T (n) =
{ pi

N−pi
[
r mod

(
N
pi

)] × ei × et if n ∈ G

0 otherwise
(16)

where ei−curr, ei−init, and ei−res are the current energy of the networks, nodes prelimi-
nary energy, and node residual energy. The N and r are the numbers of sensor nodes
and rounds. The ei and et are the constant values which are defined in Eqs. (14) and
(15).

In the proposed method, a dynamic range is considered for the comparison with
the threshold value for choosing the final cluster heads which are given as follows in
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Eq. (2).

[
0, eaverage - nch/ei−init

]
(17)

where eaverage−nch and ei−init are the node’s average energy which is not CHs in the
current round and preliminary energy of the nodes, respectively.

The total energy of the defined network which consists of three-types of nodes,
i.e. level-1, -2, and -3, is represented by eT as given as follows:

(18)

(19)

(20)

Now, we deliberate the clustering process of the projected method which contains
three types of nodes. The e1 is the preliminary energy of the level-1 nodes.
If all the nodes having an initial energy e1, then the total network’s energy is
e1 × N . Therefore, there is an increment factor of the energy according to Eq. (20)

as . Means, heterogeneous nodes have

times more energy than the homogeneous
nodes.

Generally, every sensor node becomes CH in case of homogeneous networks after
1/pi rounds. Thus, the average cluster heads for homogeneous networks in a partic-
ular round will be N ×1/pi . But in the case of heterogeneous networks, every sensor
node becomes CH after rounds.
Thus, the average cluster heads for heterogeneous networks in a particular round
will be .

The threshold values of level-1, -2 and -3 are fixed according to the
initial energies of the respective levels. Thus, each sensor of level-1 becomes
a CH once in every 1/popt rounds, and level-2 and -3 sensor nodes turn
into a cluster head (1 + α) and (1 + β) times more than that of the level-1
sensors in every rounds, respectively.
Thus, heterogeneity is despoiled the set constraints which is N × 1/pi . The

is the weight of a node in the defined
networks.

In the proposed method, the weighted probabilities of the level-1, -2, and -3 nodes
are denoted by plevel−1,plevel−2, and plevel−3, respectively, and defined as follows:

(21)

It can be as follows:
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(22)

(23)

It can be as follows:

(24)

(25)

It can be as follows:

(26)

The plevel−1, plevel−2, and plevel−3 are the optimum weighted probabilities for the
level-1, -2, and -3 nodes. Thus, the threshold value of the level-1 is given as follows:

T (nlevel−1) =
{ plevel−1

N−plevel−1

[
r mod

(
N

plevel−1

)] × ei × et if nlevel−1 ∈ G ′

0 otherwise
(27)

T (nlevel−2) =
{ plevel−2

N−plevel−2

[
r mod

(
N

plevel−2

)] × ei × et if nlevel−1 ∈ G ′′

0 otherwise
(28)

T (nlevel−3) =
{ plevel−3

N−plevel−3

[
r mod

(
N

plevel−3

)] × ei × et if nlevel−1 ∈ G ′′′

0 otherwise
(29)

where G ′, G ′′, and G ′′′ are the conventional of level-1, -2 and -3 nodes which
have not become CHs within last 1

plevel−1
, 1
plevel−2

, and 1
plevel−3

rounds, respectively. The
T (nlevel−1), T (nlevel−2), and T (nlevel−3) are the threshold applied to type-1, -2 and
-3 nodes, respectively. Thus, deployed sensor nodes converted into dynamic clusters
by using their probabilities and thresholds which helps in lifespan prolonging.

5 Data Collection with Aggregation Process at Cluster
Heads

In this section, a data aggregation method is discussed which can be applied during
data collection from the monitoring filed. In this process, the duplicate or redun-
dant data which is collected by the cluster heads will remove at the cluster heads by
performing simple computations. This process only forwards the identical data to
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the next cluster heads, nodes, or sinks which will be the next nodes in the chaining
approach. Let N be the number of sensor nodes in a specific cluster (α) that products
the information packets αp1, αp2, αp3, . . . , αpδ . The DA1, DA2, and DA3 are signi-
fied the normal, sum, and sum of the accumulated data messages, respectively. The
comprehensive impression of the information accumulation of the packets is given
below:

6 Simulation Outcomes and Discussions

In this section, the proposed method outcomes are analysed with the existing Wang
et al. [17] andheterogeneousWang et al.methods by considering in terms of first, half,
and last node dead, sum of energy consumption as the remaining energy, and several
messages transferred to the control node as displaying the throughput of the proposed
method matrices. Wang et al. is a new chaining methodology that diminishes power
depletion for homogeneous networks [17]. First of all, we have implemented three
levels of heterogeneity in the Wang et al. method called Hetero-Wang et al. method.
The projected method has also applied for three-level of heterogeneity as well as
chain-based data aggregation process is discussed. The proposed network is consid-
ered 100 numbers of sensor nodes, sink at the middle of the area, initial energy of
the normal 0.5 Jules and outcomes are simulated using MATLAB. The proposed
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network is considered 3 levels of heterogeneity by using 3 types of nodes namely
normal, advanced, and super as are 50, 30, and 20 in numbers, respectively, and their
energies are 0.5 J, 1.0 J and 1.75 J, respectively. The power consumption is 50 nJ/bits
in running the circuit, 10 pJ/bits/m2 to transmit the signal in the shorter distance,
0.0013 pJ/bits/m4to transmit signal in the longer distance. The energy consumption
model also considered the packet length is 4000 bits, cluster radius is 25 m, and
the threshold distance is 75 m. We have commonly used 25 simulations and taken
an average of all the simulations for calculating the final simulation outcomes. The
analysis of the outcome of theWang et al. [17], Hetero-Wang et al., and the proposed
method is deliberated by considering several active and dead, the sum of energy
consumption, and a number of the message transferred to the control node matrices
are considered to investigate the enactment of the proposed scheme.

Figure 1 shows the simulation outcomes of the projected technique and the Wang
et al. [17], Hetero-Wang et al., existingmethods in terms of alive nodeswith reference
of several rounds. The proposed technique covers 3530 number of rounds before
going to die every node in the deployed networks, whereas the Wang et al. [17]
and Hetero-Wang et al. existing methods cover 2748, and 2272, number of rounds,
respectively. The network lifetime increment in Hetero-Wang et al. and the projected
technique is 19.07%, and 24.37%, respectively, in comparison with the Wang et al.
[17] method. Thus, it is manifested from the simulation outcomes that the projected
technique gives better outcomes in respect of the existing techniques because the
choice of CHs is efficiently due to the selected parameters. Furthermore, it decreases
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Fig. 1 Analysis of Wang et al. [17], Hetero-Wang et al., and proposed technique in the view of
alive nodes versus rounds
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Fig. 2 Analysis of Wang et al. [17], Hetero-Wang et al., and proposed technique in the view of
dead nodes versus rounds

the communication cost in the data collection process and increases the lifetime of
the networks. The proposed threshold-based formula helps in extending the lifetime
by using different energy factors. The sustainability period of the Hetero-Wang et al.
and the projected technique is 20.95%, and 28.45%, respectively which is calculated
by considering the first node dead information concerning Wang et al. [17]. Figure 2
shows the simulation outcomes of the proposed method and the Wang et al. [17],
Hetero-Wang et al., existingmethods in terms of dead nodes with reference of several
rounds. The half node dead period of the Hetero-Wang et al. and the projected
technique is 18.67% and 35.25%, respectively, which is computed by considering
the three-level of heterogeneity concerning Wang et al. [17].

Figure 3 shows the imitation outcomes of the total energy dissipation concerning
the number of rounds for three-level of heterogeneity. The initial total energy of the
three-level of heterogeneity network is 50 J. The proposed method is performing
well than that of the Wang et al. [17], Hetero-Wang et al. existing methods because
the proposed method sensing data for a longer period and conserves very less energy
during the data collection from the cluster heads and cluster members.

It is also decreasing the cost of communication in a very effective manner.
The Wang et al. [17], Hetero-Wang et al. existing methods did not perform any
data aggregation process at the sensor or cluster heads during data collection and
communication using chaining approach.

Figure 4 indicating the normalized average energy dissipation regarding the
number of rounds of the Wang et al. [17], Hetero-Wang et al., and the proposed
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Fig. 3 Analysis of Wang et al. [17], Hetero-Wang et al., and proposed technique in the view of
energy depletion versus rounds
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Fig. 5 Analysis of Wang et al. [17], Hetero-Wang et al., and proposed technique in the view of
packets sent to BS versus rounds

method. Here, the proposed method has a more sustainable period than that of the
Wang et al. [17], and Hetero-Wang et al. mean it collects data from more number
of rounds. Thus, this data collection process saves energy while collecting the data
from the environment and reducing communications cost networks.

The simulation outcomes of the quantity of packets sent to the BS regarding
the number of rounds are shown in Fig. 5 for Wang et al. [17] and Hetero-Wang
et al., existing methods and the proposed method using three-level of heterogeneity.
The proposed method, Hetero-Wang et al., and Wang et al. [17] are 1.72 × 10−4,
1.32 × 10−4, 1.10 × 10−4, the quantity of packets to the sink, respectively. It is
evident from the outcomes that the proposed method can transmit more quantity
of packets to the sink as a comparison to the Hetero-Wang et al., and Wang et al.
[17] existing methods. The more quantity of packets sent by the proposed method
because of the alive time of the deployed nodes are more concerning other methods
like Hetero-Wang et al. and Wang et al. [17].

Figure 6 shows the qualified investigation in terms of last node dead (LND),
half node dead (HND), and first node dead (FND) of the system lifespan for Wang
et al. [17], Hetero-Wang et al., and proposed method for three-level heterogeneous
networks. Figure 4 shows the ecological period (also called the FND timing) of
the Hetero-Wang et al., and proposed method outstrips by 20.95%, and 28.45%, as
a comparison with Wang et al. [17] significantly, respectively. Moreover, the half
node dead (HND) of the Hetero-Wang et al. and proposed method outperforms by
18.67%, and35.25%, as a comparisonwithWanget al. [17] significantly, respectively.
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Fig. 6 Comparative analysis of Wang et al. [17], Hetero-Wang et al., and proposed technique in
terms of FND, HND, and LND in terms of network lifespan for three-level heterogeneous networks

Furthermore, the last node dead (LND) of the Hetero-Wang et al. and proposed
method outperforms by 19.07% and 24.37%, as a comparison with Wang et al. [17]
significantly, respectively.

Table 1 shows thepercentage an increase in the lifetimeof thenetwork, throughput,
energy dissipation, the lifespan of the networks for Wang et al. [17], Hetero-Wang
et al., and proposed a technique for three-level heterogeneous networks. The number
of packets sent to BS for the projected technique, Hetero-Wang et al. and Wang
et al. [17] is 1.72 × 10−4, 1.32 × 10−4, and 1.10 × 10−4, respectively. This method
transferred the more number of packets than that of the existing methods, and the
increment in the stability of the proposed method and the Hetero-Wang et al. is
28.45% and 20.95% than that of the Wang et al. [17], respectively, for three-level
heterogeneous networks.

Table 1 Comparative analysis of the proposed technique, Wang et al. [17], and Hetero-Wang et al.
in terms of the network lifetime, throughput, energy dissipation, the lifespan of the networks for
three-level HWSNs

Protocols Network lifetime Energy
consumption (J)

Throughput % Increment in
network lifetimeFND HND LND

Wang et al. [17] 734 937 2272 50 1.10 × 10−4 –

Hetero-Wang et al. 874 1112 2748 50 1.32 × 10−4 20.95%

Proposed method 1087 1504 3530 50 1.72 × 10−4 28.45
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7 Conclusion

In this paper, a data aggregation-based effective and optimized CH election routing
protocol for HWSNs is recommended. It considered homogeneous and heteroge-
neous networks for the proposed technique, Wang et al. [17], and Hetero-Wang et al.
method. This method used a threshold-based dynamic clustering technique which
efficiently elects the cluster heads. This method also proposed a new data collection
method which aggregates the data at the cluster heads or the sensor nodes at the time
of information gathering. The proposed scheme prolonged the sustainability period
because of the collection of nodes for cluster heads in an efficient manner which
has higher residual energy, node distance, and total network energy. As shown in
the simulation outcomes, the lifetime is increased by 19.07% and 24.37% for 50 J
energy of the network in the situation of Hetero-Wang et al. and projected technique
concerning Wang et al. [17], respectively. The throughput for the projected method,
Hetero-Wang et al. andWang et al. [17] is 1.72×10−4, 1.32×10−4, and 1.10×10−4,
respectively. This projected technique achieves superlative among the Wang et al.
[17] and Hetero-Wang et al. method.
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A Hybrid Approach with Intrinsic
Feature-Based Android Malware
Detection Using LDA and Machine
Learning

Bilal Ahmad Mantoo

Abstract World is becoming small with the increase in the number of mobile phone
users. The most influential and having huge market amongmobile phones is android.
Android is a software used in nowadays smart phones, which not only consists of
operating system but also myriad number of key applications. These applications
make large number of day to day tasks easy. There aremillions of android applications
in the market with over 3 billion or more downloads. The growing market of this
platform not only invites smart phone users, but it also becomes a point of interest
for black hat hackers. Hackers use this technology for large number of activities by
spreading the android applications in this platform which are not actually android
packages rather malicious codes or malware. Therefore, these malwares must be
handled in a smart way; otherwise, they lead to huge loss. Different techniques
have been used for detection of android malware which consists of network traffic
analysis, static analysis, and dynamic analysis. In this paper, a combined approach
of static, dynamic, and intrinsic features for android malware detection using k-
nearest neighbor (k-NN), random forest, decision tree, SVM, and ensemble learning
techniques. The calculation uses a publicly available dataset of Androtrack. The
estimation results shows that both the decision tree and random forest classifiers
produced accuracy of 99%. With the help of newly added feature and a different
approach of preprocessing, i.e., linear discriminant analysis.

Keywords Dynamic analysis · Static analysis · Intrinsic features

1 Introduction

Malware or malicious software is defined as software intended to misrepresent and
interrupt the mobile or computer applications, gather important information, and
hence carry out malicious operations. These malicious operations consist of gaining
access to secret information; stealthily steal the valuable information from the system,
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show undesirable advertisement, and spy on the activities of the users [1]. Malware
poses a huge threat to every technological field like cyber security of national infras-
tructure, service areas, commercial sectors, etc. Mobile devices like smart phones,
tablets are performing almost all the tasks that a normal computer could perform.
Android uses many open sources softwares, such as Torrents, play store, or directly
downloads from third party markets, etc. [2]. Organizations like bank, intelligence,
defense use applications that are implemented on this device. Confidential informa-
tion is easily accessible via these devices that are fetched from the cloud.There is an
increase in the number of malwares attacking these devices reported by AV-TEST.

2 Related Work

Plenty of studies have been voted for out on the detection of malwares. Some of the
research paid responsiveness to the analysis of the evolution of malware ecosystem.
Some paid a keen interest toward the behavioral, taint, and static analysis.In this
section, we are going to brief about the approaches used in malware detection in
android platform in various researches; first, we discuss about the static approaches,
and dynamic approaches will be overviewed later.For detecting malware, various
approaches have been proposed but the most important among these are static
analysis-based approaches and dynamic-based analysis approaches.

2.1 Static Analysis-Based Approaches

There are various static-based approaches proposed so for detecting androidmalware
using android manifest file. One of the research performs the static analysis on
3258 android applications. Extract permissions from all these applications and apply
various machine learning algorithms. Naive Bayes classifier was found to be the best
classification model among the classifiers applied [3]. Androtrack based on static
analysis uses serial number from the certificates issued from certificate authority as a
feature. This approach mainly checks the suspicious behavior of SMS hiding detects
the malicious code commands in the code and analyzes the permission request [4].
Uses permissions and intents as features from different downloaded applications the
feature set created was reduced using information gain algorithm. This dataset was
given to different algorithms J48 and ID 3 classifier, and the result obtained shown
that J48 algorithm gives the accuracy of 94% [5].

Machine learning technique uses permissions, intents, and API function calls
as static features for malware detection [6].These features are combined, and then
different algorithms have been applied including support vector machine, random
forest, and neural networks. Results obtained from the experiments show the greater
abilities for detecting android malware. Another simple low-cost approach for
malware detection using manifest files. The results obtained show the method traces



A Hybrid Approach with Intrinsic Feature-Based Android Malware … 297

unknown behavior of malwares [7]. Randroid, in this approach permission, API’s,
and other key features using machine learning automatically detect malware and
normal android applications. Various machine learning algorithms have been imple-
mented like Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest
(RF), and Decision Tree (DT) to perform malware detection [8].

2.2 Dynamic Analysis-Based Approaches

Various dynamic analysis-based approaches for malware detection uses run time
behavior of android applications. A novel-based approach for malware detection
using the framework of client–server model for malware detection on server side.
Client side watches on the applications, and the server side looks at the traces by
means of suffix algorithm [9]. DroidScope provides the semantic view of detecting
android malware by monitoring system calls in addition to process threads, moni-
toring kernel semantic changes [10].Another approach that creates a dataset from
system call and applies three machine learning algorithms. Experiment shows the
system call dataset and shows the better accuracy because of the implementation of
Chi Square filtering [11].

Androidmalware detection using system call co-occurrencematrix and the results
obtained from the experiments show that the co-occurrence matrix extracts more
useful information than simple system call vector. Co-occurrence matrix shows the
positive impact on TPR and negative impact on FPR [12].The system call frequency
based on normalization which improves the accuracy of android malware detection.
Results show that the system call frequency of some applications varies hugely.
Some of them range between 10 K-20 K. However, some applications system calls
frequency value reaches 200 K or even more [13].

3 Data Description

The dataset consists of 1552 applications which are obtained from Androtrack,1 an
open platform for malware and genuine applications are downloaded from Google
Play store during the year 2018. For every application, we have extracted not only
intrinsic features like size, versionCode, number of applications present in manifest
file but their dynamic as well as static features. The picture of the suggested approach
is given Fig. 1.

1www.malgenomeproject.org.

http://www.malgenomeproject.org
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Fig. 1 Diagramatic view of malware detection

3.1 Static and Dynamic Application Features

The dataset consist of 20 dynamic features of different benign and malware Android
applications. These attributes are extracted using variety of softwares that are present,
like Gennymotion by installing each android apk file in the environment of Genny
motion studio using strace command. These system calls are placed in an excel file
for later processing as shown in Table 1. The dataset consists of 7 static features of
1552 applications containing equal sizes of individual classes. The static features are
extracted using APK tool using command apktool-d [apk name] which decompiles
the application and extracts the manifest file. The permissions present in manifest
file are recorded in the same file Table 2.

3.2 Intrinsic Application Features

Intrinsic features consist of a brief information of android application,which includes
size of an application, versionCode, andnumber of applications inmanifest file shown
in Table 3. These features are extracted using the APK tool.

4 Data Preprocessing

Preprocessing is a datamining approach that engulfs changing or converting raw data
into desirable format, so that our machine learning algorithmworks in better manner.
Good results from machine learning algorithm can only be achieved by removing
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Table 1 Dynamic features
used in this work

S. No. Feature Type

01
02

Close
Read

Int64
Int64

03
04

Get time of day
Futex

Int64
Int64

05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20

Clock get time
Mprotect
Epoll_pwait
Receive from
Send to
Ioctl
Write
Pread64
Clone
Writev
Getsockopt
Getuid32
openat
socket
dup
prctl

Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64
Int64

Table 2 Static features used
in this work

S. No. Feature Type

01
02

SMS
Phone

Int64
Int64

03
04
05
06
07

Storage
Contacts
Location
Camera
Microphone

Int64
Int64
Int64
Int64
Int64

Table 3 Intrinsic features
used in this work

S. No. Feature Type

01
02
03

Size
versionCode
No. of files in manifest file

Int64
Int64
Int64

inconsistant, incomplete, null values from data, and this is done by using prepro-
cessing approach. In data preprocessing, data goes via large number of steps like
data cleaning which includes filling null values, data integration which includes that
conflicting data should be combined, data transformation where data is normalized.
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4.1 Linear Discriminant Analysis

Linear discriminant analysis is considered as an important approach of data prepro-
cessing for pattern classification scenarios. The method works by plotting the higher
dimensional data space into lower dimensional space with a greedy approach of
finding best class of separable attributes that dips the computational cost. The aim
of LDA is to classify objects into number of categories based on certain rules. With
linear discriminant analysis, the approach looks for.

1. Features that find the best relationships between classes or objects.
2. Second, it looks for which is the best classification model that classifies the

objects.

In some cases, classes might have number of features, using a single feature may
overlap the result, so the requirement is to increase the number of features to avoid
merging; hence, LDA best describes this principle.

5 Methodology and Data Analysis

5.1 Initial Approach

Feature selection is considered as the best and key aspect of increasing the perfor-
mance of any machine learning algorithm. The most important features present in
the dynamic analysis are the system calls which are present in every application
shown in Fig. 2, and in case of static features, permissions which are considered as
dangerous have been included.

5.2 Feature Analysis

From the analysis, the most important system calls that can classify into genuine and
malware application are shown in Fig. 2. System calls are stored as per their intensity
in an excel file to use them later in the process. As shown in Fig. 3, the frequency of
features touches the level of 1.5 lakh in RCV from system call. The static features
usually consist of permissions which are also stored in the same file. The permissions
are stored as binary values "0" for the absence and "1" for the presence. The analysis
shows that the frequency of malware applications touches to the highest levels.

The static features usually consist of permissionswhich are also stored in the same
file. Permissions which are present in manifest file are stored either as "0" for the
absence or "1" for the presence. The analysis shows that the frequency of applications
touches to the highest levels. From the analysis, the most of the permissions that
can classified into genuine permissions which are present in most of the android
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Fig. 2 Dynamic features of android benign application

application are shown in Fig. 4. The plot shows that malware applications request
more number of permissions in comparison to benign applications.

Figure 5 shows the histogram of one of the system call Ioctl, in which most of the
system calls lies in between 0 and 4 K. The analysis of a newly introduced feature
size shows that the malware application size is very less as compared to the benign
application as shown in Fig. 6, the size of benign applications goes till 90,000 KB,
and most of them lies up to 30000 KB. Figure 7 shows the application of malware
size that lies below 5000 KB.

6 Experiments and Results

Once the dataset is finalized, a variety of machine learning algorithms are used to
evaluate the result. Initially, the algorithm was checked on logistic regression, and
then, k-nearest neighbor where the value of "k" was taken as 5 by using a simple
python script which emanates the value of ‘k’ graphically as shown in Fig. 8.

The dataset is also examined with decision tree irrespective of other machine
learning algorithms which give the accuracy of 99%. In our problem, what decision
tree is that it segregates the data which are malware and benign based on the signif-
icance of input variables among the features; the significance here is determined on
the basis of frequencies of system calls, i.e., the features having more frequency of
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Fig. 3 Frequency of features

Fig. 4 Permissions present in malware and benign application
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Fig. 5 Histogram of feature Ioctl present in malware and benign

Fig. 6 Plot of the feature size used in benign applications

system calls is divide into one homogenous class which are heterogeneous to other
sub tree and the features with lower frequencies into another sub tree.

As the decision trees are prone to over fitting as the tree gets deeper based on
different outcomes, but in our case the pruning toward the over fitting is slightly
less because of the only two cases. Coming toward random forest algorithm which
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Fig. 7 Plot of the feature size used in malware applications

Fig. 8 Checking for the best value for k neighbors

overcomes the pruning drawback of decision tree and excels the decision tree algo-
rithm by 0.4% in case, where LDA is not used but intrinsic feature was introduced;
the increased accuracy of random forest is only the creation of different averaging
multiple deep decision trees without actually going to the deep to avoid over fitting.
Out of all, the algorithms applied SVM show the least values of accuracy 82.3% after
k-NN and logistic regression, which is obvious as according to its behavior. SVM
works fine with the data which is small and requires less to be trained. Due to the
large dataset of 1552 applications, SVM shows the less accuracy, but its accuracy
increases on applying LDA which reduces the dimensions of the dataset and hence
gives the accuracy of 92.7%. The outcome of all other algorithms is also checked by
varying the preprocessing approach, i.e., with LDA, but the results obtained where
not as expected. Further, the effect of intrinsic feature size helps in increasing the
accuracy of the algorithms shown in Table 4. As shown in Table 4, the accuracy of
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Table 4 Static features used in this work

S. No. Accuracy LDA used Feature size included

Logistic regression
Logistic regression

97.0
96.7

Yes
yes

Yes
No

Logistic regression
Logistic regression
k-NN
k-NN
k-NN
k-NN
Decision tree
Decision tree
Decision tree
Decision tree
Random forest
Random forest
Random forest
Random forest
SVM
SVM
SVM
SVM

97.5
95.3
97.0
96.8
97.5
95.3
91.5
91.0
99.1
97.1
91.5
91.7
99.5
98.4
92.7
89.9
88.5
82.3

No
No
Yes
Yes
No
No
Yes
Yes
No
No
Yes
Yes
No
No
Yes
Yes
No
No

Yes
No
Yes
No
Yes
No
Yes
No
Yes
No
Yes
No
Yes
No
Yes
No
Yes
No

the algorithms is improving when we are including the feature size and reduces a bit
on its removal.

7 Conclusion and Future Scope

In this paper, different machine learning algorithms, like k-NN, logistic regression,
decision tree, random forest, and SVM, etc., have been implemented over a dataset
of 1552 android applications to identify malicious android application and assess the
performance of each algorithm. Here, we implemented a simple approach for clas-
sifying android applications. The dataset consists of 40 features of static, dynamic,
and intrinsic features. The dataset is then divided into training and testing sets. The
training data is used to train the model. All the algorithms show the high accuracy,
but out of all random forest outperforms and gives the accuracy of 99.5%. SVMgives
the lowest accuracy but the introduction of LDA increases its accuracy by 10%. The
addition of intrinsic feature also helps in increasing the accuracy. The improvement
in this area is increasing the dataset and also using different machine learning clas-
sifiers. The same work could be evaluated using another dimensionality reduction
algorithm (Principle Component Analysis) in future to check its impact on accuracy.
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Towards Recognition of Normal Versus
Pneumonia Infected Patients Using Deep
Neural Network Technique

Deepak Kumar and Chaman Verma

Abstract Pneumonia disease treatment, mostly death records can be found in hospi-
tals due to not early diagnosis or detection of disease in the world, which is of
great concern. In this article, the radiological chest X-ray images dataset from the
Kaggle website which includes various sample images was used here for classifi-
cation purposes. Deep convolutional neural network approach was used for binary
classification. In this technique, a pre-trained convolutional neural network model
ResNet50 was used for extracting the features, then fine-tuned or using transfer
learning via chest X-ray images for classification. In this research, three optimiza-
tion algorithms named stochastic gradient descent (SGD), Adam, and Rmsprop were
used. The uppermost prediction accuracy of the Adam with ResNet50 was achieved
99.34% and validated on the training ratio of 80:20. The Adam algorithm outper-
formedothers in the prediction accuracy.Theproposeddeep learningmodel exhibited
outstanding performance in predicting pneumonia from the X-ray image and could
aid in better diagnosis of patients.

Keywords Pneumonia disease detection · Convolutional neural network ·
SGDM · Adam · Rmsprop

1 Introduction

Air pollution causesmany diseases and according to theWHO, over 4million prema-
ture deaths occur due to air pollution-related diseases including pneumonia [1]. As
we know in the human body, lungs and respiratory systems are the main organs
where the exchange of gases takes place and any irregularity can cause loss of life.
In this case, prior identification of abnormality is a major apprehension to avoid
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any threat to life. The most infectious disease of lung named pneumonia which can
cause swelling to alveoli, leading to the death of most children worldwide [2], and
especially, developing nations are facing these problems of air polluted diseases.
Therefore, timely and accurate diagnosis is the need of the hour for those pneumonia
infected people. In the last decade, more intense improvements can be witnessed in
the field of image acquisition devices like X-ray, MRI scans, and CT scans are radio-
logicalmachines and deep neural networkmodels can take benefit from thesemedical
images for disease classification propose. It uses convolution neural network algo-
rithms for extracting the relevant features from given images and classifying them
accordingly. In this article, we are going to use the chest X-ray dataset to extract
significant features from chest images of pneumonia infected people and normal
people for classification purposes. This will help in recognizing the unrecognized
feature and deep learning will be going to analyze these. Our approach here to create
a diagnostic tool that can infer through chest images (Fig. 1a, b) whether a patient
is normal or pneumonia infected using deep neural network techniques—automated
diagnostic tool approach. For this chest, the X-ray dataset is partitioned into training
and testing datasets. The training data is passed through the model ‘training stages’
and validated against a tested dataset to analyze the performance.

Fig. 1 a Pneumonia infected chest images, b normal person chest images
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2 Material and Methods

2.1 System Configuration

The experiments are performed on the Intel Core I5 processor with NVIDIA 4 GB
GPU 1050 with CUDA core support on 8 GB RAM. MATLAB 2019a support with
deep neural network architecture packages is used for obtaining experiments results.

2.2 Dataset

X-ray scanned images dataset [3] is used for this article as depicted in Fig. 2. There
are total of 5840 images and the authors used a total of 5216 images for training. The
training dataset is categorized into two directories named normal and pneumonia
consists of 1341 and 3875 images. For the testing purpose, 624 images are used
validating the dataset. The resolution of images is 2090 × 1858.

Figure 3 reflects inherent medical images data is highly imbalanced which
causes biasing to only pneumonia cases during prediction accuracy computation.
For balancing the dataset, “data augmentation” techniques are used and this will also
help in improving the robustness of the model.

Fig. 2 Sampled chest X-ray images
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Fig. 3 Distribution of sample images

2.3 A ResNet50—Convolutional Neural Network
Architecture (CNN)

The CNN structure can be corresponded with ordinary neural network structure. It
can be considered as a stack of convolution layer, nonlinear layer (e.g. ReLu), pooling
layer (e.g. max pooling) and a loss function (e.g. SVM/SoftMax) and at the end fully
connected (FC) layer [4] as depicted in Fig. 4. In today’s CNN scenarios, ReLu
became a first choice to solve the vanishing gradient problem present in sigmoid

Fig. 4 CNN forward propagation technique
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function and it solve the problem as positive inputs represented by gradient 1 and
negative inputs represented by 0 gradient. A pooling operation is applied for intro-
ducing transition variance to a small shift by reducing in dimensionality—also called
down-sampling of the feature map, after that distortion is performed to decrease the
subsequent learnable parameters. The last layer fully connected layer, in this feature
map of the pooling layer, transformed into a one-dimensional array and can be
connected to subsequent fully connected layers. This repeated operation indicates
the operation of dense layers. The final layer also called the final fully connected
layer has the same number of output nodes as several classes as in figure last box
named SoftMax layer with two display the two classes [5].

VGG, ResNet, GoogLeNet, and many more pre-trained models are exists [6].
ResNet is a familiar network model with auto-encoding, classification features, and
won 2015 ImageNet Large Scale Visual Recognition Challenge (ILVRC) by less
error rate.

The residual network 50 consists of a series of a block of three convolution layers
by connecting the last fully connected layer for classification purpose as reflected
in Fig. 5 [7]. The ResNet consists of four modules in which each module contains
numerous residual parts with a fixed structure. It contains the convolutional layer,
batch normalization, and activation function—ReLu function layer. There is always
requirement of labelled training data and training a CNN from scratch is very tedious
approach and we observe limited studies in research. Transfer learning is wider
and easier approach for fine-tuned pretrained network or it can be used for feature
extractor with the pretrained network [8, 9].

Fig. 5 ResNet50 pretrained model
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Fig. 6 Proposed method

2.4 Proposed Method

The workflow of experimental research as depicted in Fig. 6 radiological chest X-ray
grayscale image is fed into the customizedCNN-ResNet50model to predict theX-ray
image of pneumonia or a normal person. Images dataset are partitioned into training
and testing images and dataset partitioned into 80% for training purpose and 20%
for testing purpose. Pretrained ResNet50 model feature extraction layers are used
for extracting the feature; only last classification layers are customized according to
our requirement using transfer learning fine-tuning method. Fine-tuning is used here
to learn the model by a stochastic gradient descent method [10–12], with an initial
learning rate of 0.0001 and a moment of 0.9. When we want classification, accuracy
remains the same then transfer learning with RMSprop with an initial learning rate
of 0.001, moment—0.9 is used [13].

Some pre-processing has done on dataset images. In this process, all the images
resolution is converted into 224 × 224 × 3 for input into CNN-ResNet50 as a
prerequisite of ResNet50 neural network architecture then data augmentation is
performedbecause the dataset is very highly unbalanced. Thiswill balance the overall
distribution.

Various optimization algorithms calculate gradient differently and in machine
learning, SGD with momentum is a famous method for optimization problems. As
for now, SGD is a unique variation of the gradient descent algorithm. It computes the
error for each training data example and periodically updates the model. Mini-batch
size plays a vital role in reducing the communication cost with SGD. However, the
increment in mini-batch size typically reduces the convergence rate. In the training
processwith SGD, large value delivers accurate error gradient estimate to the learning
process which converges slowly and small value at the cost of noise converge quickly.
Here, defaults momentum is 0.9 for the experiment. Due to the adaptive nature
of Adam, it calculates learning rates individually at various parameters. It can be
considered as a combination of RMSprop and SGD because it uses the method of
the square gradient for increasing the learning rate and method of SGD momentum
to gradient moving average.
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3 Experiments and Discussion

A recall by definition is a total number of true positives divided by sum of total true
positive and false negatives or can be interpreted other way as following [14, 15]:

The model classified the data points true that are positives—true positive (TP).
The model classified the data points false that are positives—false negative (FN).
The model classified the data points false that are negatives—false positive (FP).

Recall:TP/(TP + FN)

Precision:TP/(TP + FP)

The recall is the model’s ability to compute the data points of the dataset’s interest
and when a recall is high its effect also on precision will below or can be said
vice versa and from Fig. 7 it becomes clear. On experiments when a recall is high
precision is low. For the evaluation and effectiveness of projected work, we used an
experimental approach here. Various hyperparameters are fine-tuned to achieve the
well-performedmodel like augmentation of data, a variation of mini-batch sizes, and
variation of optimization algorithms.

As it is evident in Fig. 8 that when the various optimization algorithms like SGD
with 0.9 momentum, RMSprop, and Adam results are plotted with a variation of
mini-batch sizes, Adam algorithm depicting better results with 99.36% on batch size
32.

Precision and recall can note downwithmini-batch sizes variations. FromFig. 9, it
is clear that onmini-batch size 32, both are depicting better results as higher accuracy
93.57%, and 94.21%with the SGDMoptimization algorithm. By definition, f 1 score
is calculated with below formula:

F1 Score = 2 ∗ [(Precision ∗ Recall)/(Precision + Recall)

93.57 
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94.21 

92.34 92.35 
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Precision vs Recall

Precision Recall

Fig. 7 Gradient descent algorithm prediction
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32 12 4
SGDM Accuracy 94.02% 92.09% 90.81%
ADAM Accuracy 99.36% 94.44% 89.10%
RMSProp Acuracy 88.03% 94.44% 92.74%
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Fig. 8 Model accuracy with different gradient descent algorithm w.r.t minibatch sizes

32 12 4
Precision 93.57 91.51 89.5
Recall 94.21 92.34 92.35
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Fig. 9 Precision and recall computation result with various descent algorithm w.r.t batch sizes

To attain a balanced recall and precision, the f 1 score should be significant as
well. Therefore, our approach is always gaining the highest score of f 1 and this is
achieved by the following optimization algorithms. Adam’s f 1 score is better among
all with 99.34 and in other cases the same scenario reflecting in Fig. 10.

A confusion matrix as shown in Fig. 11 that is depicting binary classification
performance measurement. It has been displayed in the confusion matrix for various
combinations for the binary classes [16–19] that is the total counting of true positive
(TP), false positive (FP), true negative (TN), false negative (FN), e.g. the total no.
of TP, FP, TN, and FN were 267, 1, 2, and 198, respectively, for X-ray pneumonia
images classification.
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32.00 12.00 4.00
F1-Score with SGDM 93.85% 91.85% 90.34%
F1-Score with ADAM 99.34% 94.32% 88.83%
F1-Score with

rmsprop 88.02% 94.37% 92.69%
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Fig. 10 F1-score w.r.t batch sizes

Fig. 11 Confusion matrix on mini batch size 32 and Adam optimization algorithm

4 Conclusion

The research work carried out here mainly focuses on the automatic diagnosis of
pneumonia disease with the help of chest X-ray images using deep learning convolu-
tion neural network methods. This work will help in classifying the person whether
he/she is infected with pneumonia or not. In this ResNet 50, the pre-trained CNN
model was used here for feature extraction and classification purpose. The classifi-
cation accuracy with Adam’s optimization algorithm gave better accuracy among all
gradient descent algorithms for chest X-ray pneumonia and normal person images. In
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this proposed method, transfer learning with ResNet-50 for classification purposes.
The highest accuracy of 99.34%was achieved using training ratios of 80:20 using an
optimization algorithm. The largest significant values of precision (93.57) and recall
(94.21) were calculated with the batch size of 32 which also signifies the strength
of the disease predictive model. The excellent f-score (93.85) computed with the
SGDM algorithm that proved the balance between precision and recall. Therefore,
the authors proposed this model be deployed on health clinics, care centres, and
hospitals to support the nurses and doctors.
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Edge Detection Using Guided Image
Filtering and Ant Colony Optimization

Akshi Kumar and Sahil Raheja

Abstract Edge detection is an important phenomenon in various classes of engi-
neering problems. The classical methods which are based on the kernel designs
are not very accurate and edges are falsely detected. Recent methods which are
based on soft computing are adaptive in nature, and therefore using soft computing
methods accuracy of detected edges can be improved. This paper presents an ant
colony optimization-based edge detection process, and where edges are enhanced
using guided filtering. The simulation results clearly show that the proposed scheme
is much superior to recently proposed edge detection methods.

Keywords Edge detection · Guided filtering · ACO

1 Introduction

Image edge detection has been an important area of research, due to its applicability
in various engineering and science problems. In wide sense, an edge can be defined
as the boundary between various regions. Dominant edges can be detected using low
level processing, however, for light edges, high level processing would be required.
Traditional edge detection methods are based on kernels and they are independent of
image characteristics [1]. Therefore, the performance is poor, and heavily depends on
the threshold, thus for different image thresholds need to be set accordingly [2].More-
over, the edge detection phenomenon is also dependent on lighting condition, object
brightness, density of the pixels and noises. In general edge detection, comprises of
three steps, in the first step, unwanted noise needs to be removed from the image,
for the removal of noise, high pass filtering is performed, it is also customary to note
that edges are also high frequency components, and therefore, during noise removal
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some edges may also get removed, therefore, trade-off exist between edge detection
and noise removal mechanism. Hence, edge preservation mechanism is necessary
while removal of noise. In the second stage, differential operator is applied for the
detection of edges, and finally, in the last stage, edge localization is performed to find
genuine edges. By keeping in the view of above, in this paper, we have considered
guided image filtering for the enhancement of edges while reducing the noises.

For edge detection, soft computing techniques have recently gained much popu-
larity, as due to controlling mechanism in edge detection [3, 4]. In recent past, ant
colony optimization has been used for edge detection, and it has been found that
ACO-based edge detection mechanism is a reasonably better technique with good
accuracy [5–8]. However, ACO also fails to detect weak edges as in other techniques
[9].

The objective of the paper is twofold, firstly, we will use guided filtering for edge
enhancement, and secondly ACO will be used for edge detection.

2 Image Filtering

This section describes bilateral and guided filtering.

2.1 Bilateral Filter

Bilateral filter is an edge preserving image smoothening filter. In bilateral filter,
the intensity of the particular pixels is replaced by the weightage average of the
surrounding pixels. The chosen weights are based on Gaussian distribution. More
importantly, the weights are dependent of pixels values, color, and depth, etc. The
main advantage of themethod is that it preserves the edges, however, on the downside,
it produces staircase effect and image appears like carton, in addition to this, it also
introduces false edges.

Considering and image to be filtered as ‘p’ and guided image as ‘I’, further
considering pixels position as ‘i, j’, then the joint bi-lateral filter kernel wbf is given
by [10]

wbf
i j (I ) = 1

NK
exp

(
−

∥∥yi − y j
∥∥2

σ 2
s

)
exp

(
−

∥∥Ii − I j
∥∥2

σ 2
r

)
(1)

where x is the pixel coordinate and NK is a normalizing factor such that∑
j w

bf
i j (I ) = 1. The parameters σs and σr control the sensitivity and color similarity,

respectively.



Edge Detection Using Guided Image Filtering … 321

2.2 Guided Image Filtering

This is an advance version of bilateral filter. But due to use of guided image, limi-
tations of bilateral filtering can be suppressed significantly. Guided image sets basic
guidelines for filtering, therefore, image artifacts are suppressed.

Guided Filter

In continuation of bilateral filters, and further considering output image as q. As
discussed above, both I and p are given images beforehand, and they can be identical.
The filtering output at a pixel ‘i’ can be written as [11]:

qi =
∑
j

wi. j (I )p j (2)

where i and j are pixel indexes.
Now, we define the guided filter. We assume that q is a linear transform of I in a

chosen window ωk which is centered at the pixel k:

qi = ak Ii + bk ∀i ∈ ωk (3)

In above equation, (ak , bk) are coefficients and are considered to be constant in
chosen window ωk .

Our aim is to define the linear coefficients (ak , bk), in term soft image parameters.
For this, we model the output image q as the input image p and getting rid of the
unwanted components like noise/textures:

qi = pi − ni (4)

As we are interested in minimizing the noise variance, i.e.,
∑

i∈ωk
σ 2(ni ) =∑

i∈ωk
(qi − pi )

2 = ∑
i∈ωk

(ak Ii + bk − pi )
2 .

To counter the large values of ak , we minimizes the following cost function, in
the window ωk :

E(ak, bk) =
∑
i∈ωk

[
(ak Ii + bk − pi )

2 + εa2k
]
. (5)

Here, ε is a regularization parameter, the solution of Eq. 5 can be obtained using
the ridge regression model [10, 11] and its solution is given by

ak =
1

|ω|
∑

i∈ωk
Ii pi − μk

1
|ω|

∑
i∈ωk

pi

σ 2
k + ε

, and

bk = 1

|ω|
∑
i∈ωk

pi − akμk (6)
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Here, the mean and variance of I in window ωk are μk and σ 2
k , respectively, and

the number of pixels in ωk is given by |ω|. As in different windows, the values of
(ak , bk) will be different, so after computing for all windows ωk in the image, the
output can be written as

qi = 1

|ω|
∑
k|i∈ωk

pi (ak Ii + bk) (7)

Noticing that
∑

k|i∈ωk
ak = ∑

k∈ωi
ak due to the symmetry of the box window.

Equations (3), (6) and (7) are the definition of the guided filter.

3 Image Edge Detection Using ACO

Edge detection can be accomplished using ant colony optimization. In any image,
each pixel position is represented by (i, j) with intensity value I i,j. Therefore, each
image can be represented as 2D picture, on this picture, ants move randomly and
build a pheromone matrix and based on matrix entries pixel is decided as edge and
non-edge pixels. Initially, pheromone matrix τ (0) has constant pre-defined values.
The ant can move to its neighboring node (i, j) using the transition probability and
mathematically expressed as [12]

pn(l,m)(i, j) =
(
τ

(n−1)
i, j

)α

(ηi, j )
β

∑
i, j∈	(l,m)

(
τ

(n−1)
i, j

)α

(ηi, j )β
, j ∈ 	i (8)

τ
(n−1)
i, j is the pheromone value. Parameter	(l,m) denotes the all possible neighbor-

hood nodes of the node (l,m), and ηi,j is a heuristic parameter. The constants α and
β control the associated parameters.

The heuristic information (ηi, j ) is defined by

ηi, j = Gc(i, j)∑
i=1:M

∑
j=1:N Gc(i, j)

(9)

For the pixel Ii, j under consideration (Fig. 1), the function Gc(i, j) is

Gc(Ii, j ) = f

⎡
⎢⎢⎢⎢⎣

∣∣∣I P
i−2, j−1

− I P
i+2, j+1

∣∣∣ +
∣∣∣I P

i−2, j+1
− I P

i+2, j−1

∣∣∣ + ∣∣∣I P
i−1, j−2

− I P
i+1, j+2

∣∣∣
+

∣∣∣I P
i−1, j−1

− I P
i+1, j+1

∣∣∣ + ∣∣∣I P
i−1, j

− I P
i+1, j

∣∣∣ +
∣∣∣I P

i−1, j+1
− I Pi−1, j−1

∣∣∣
+

∣∣∣I P
i−1, j+2

− I P
i−1, j−2

∣∣∣ +
∣∣∣I P

i, j−1
− I P

i, j+1

∣∣∣

⎤
⎥⎥⎥⎥⎦
(10)
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Fig. 1 Pictorial representation of clique Gc(i, j)

where f (·) in (10) is [9];

f (x) = 127x + sin
(πx

2λ

)
for 0 ≤ x ≤ λ (11)

The parameter λ control shapes.
The local update of pheromone matrix is given by

τ
(n−1)
i, j =

{
(1 − ρ)τ

(n−1)
i, j + ρk

i, j if (i , j) ∈ vca

τ
(n−1)
i, j otherwise

(12)

where ‘vca’ means ‘visited current ant’ and ρ is rate of evaporation of pheromone.
Second update which considers movement of all the ants in each construction step

as in

τ (n) = (1 − ψ)τ (n−1) + ψτ(0) (13)

Now, the parameter ψ represents the pheromone decay [7].
Decision Process
Step 1: Initialize T (0) as

T (0) =
∑

i=1:M
∑

j=1:N τ
(n)
i, j

MN
(14)
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and fix the iteration index as q = 0.
Step 2: Separate the pheromonematrix τ (n) into two class making use of threshold

T (q) and obtain mean of two classes as

m(q)

L =
∑

i=1:M
∑

j=1:N xτ (n)
i, j∑

i=1:M
∑

j=1:N τ
(n)
i, j

for x ≤ T (q) (15)

m(q)

U =
∑

i=1:M
∑

j=1:N xτ (n)
i, j∑

i=1:M
∑

j=1:N τ
(n)
i, j

for x ≥ T (q) (16)

Step 3: Fix the index of iteration q = q + 1, and we modify the threshold as given
below

T (q) = m(q)

L + m(q)

U

2
(17)

Step 4: In the case of
∣∣T q − T (q−1)

∣∣ > ε, after this move on to Step 2; else, the
iterationmethod is discontinued andwemake a binary decision on all pixel’s location
(i, j) in order to find out edge using:

Ei, j =
{
1 τ

(n)
i, j ≥ T (q)

0 elsewhere
(18)

4 Results

In most of the edge detection mechanism, the positions of the pixels do alters, there-
fore, measure like PSNR, SSIM fails, moreover, edge detection mechanism are not
100% accurate, therefore, both false positive and false negative edges are detected.
Therefore, results are compared in terms of F-measure, and it is harmonic mean of
precision and recall.

The precession (γ ), recall (�) and F-measure are defined as:

γ = TP

TP + FP
, � = TP

TP + FN
and F = 2γ�

(γ + �)

where TP is true positive,P is total positive, FP negative and incorrectly identified,
N is total negatives and so on (Fig. 2). F-measure is a test of accuracy in binary
classification. It depends onboth precession and recall to get test score. Themaximum
value of F is 1 with minimum as 0.

The simulation parameters are detailed in Table 1. The total numbers of ants which
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Fig. 2 Characteristic matrix

Table 1 Simulations parameters

Parameters Value

Pheromone matrix, τ init (Initial values) 10–4

Pheromone information, α (Weighting factor) 1

Heuristic information, β (Weighting factor) 0.1

Connectivity neighbourhood, 	 8

Functions adjusting parameter, λ 10

Evaporation rate, ρ 0.1

Total number of ants Vary

Total number of ant’s movement-steps, S 40

Pheromone decay coefficient, ψ 0.05

Tolerance value, ε 0.1

Threshold, T Adaptive

need to be taken depend on image size. Considering the size of image as (M × N)
than, the numbers of ants are (

√
MN).

In Fig. 3, results for edge enhancement using guided filtering are shown. Here,
four different images are shown in first column. Each row shows the results for
an image under various mechanisms. Second column shows the gray scale images
corresponding to its original image shown in first column; in third column, edge-
enhanced image using the guided image filtering is shown. Finally, in the fourth
column, gray scale version of the enhanced images is shown. It is clear from the
results that the edge are more sharp and more clear in enhanced image as compared
to original image. For accurate edge detection, it is desired that the intensity values in
gray image should be either 0 or 255, but it is not possible to get exact binary image
without using any threshold. Still, we expect that the histogram of the image should
be more concentrate around 0 and 255. Therefore, in the next figure, four columns
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Fig. 3 First column; original image, second column; gray scale original image, third column;
enhanced image, fourth column; gray scale enhanced image

are shown, in the first column, original images is shown, and in second column,
histogram of all the images are shown, in third column, enhanced images are shown,
and finally, in the fourth column, histogram of enhanced images are shown (Fig. 4).

It is clear from the figure that the histogram of gray scale original image intensity
is spread from 0 to 255, while in case of enhanced images, intensities values are
more concentrated around 0 and 255, and the dominant part is more clearly visible
as compared to background thus edges can be detected quite accurately.

To prove the applicability of the proposed edge detection methodology, the results
are obtained on vast varieties of images and databases. In Fig. 5, first column shows
that original considered images, and correspondingly edge detected images are shown
in second column, in the third column, sharpen images are shown, while in fourth
column, edge detection on sharpened images is shown. Each row in the figure shows
the results for one type of original and sharpened image along with corresponding
edge detected images. It is also observable that with proposedmethodmore edges are
detected. The notable areas are marked using circular and oval shapes, where clear
difference in detected edges can be observed. However, more edges always not mean
that correct edges are detected. Therefore, F-score is obtained for the four images,
and minimum obtained F-score is shown in Table 2. From Table 2, it is clear that the
proposed scheme is much better in comparison with recently/notable schemes.

It is also important to note that image enhancement is controlled using guided
filter parameters.
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Fig. 4 First column; original image, second column; histogram of original image, third column;
enhanced image, fourth column; histogram of scale enhanced image

Fig. 5 First column; original image, second column; edge detected image, third column; enhanced
image, fourth column; edge detected enhanced image
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Table 2 Comparison with notable works

Method Year F-measure

Canny [13] [1996] 0.49

Sobel [14] [2009] 0.40

BEL [3] [2006] 0.63

gPb [15] [2011] 0.71

Sketch token [16] [2013] 0.73

Structured forest [17] [2013] 0.71

ACO [9]
Proposed

[2017]
[2019]

0.74
0.79

The sharpened image (Is) is given by

(19)

where
I: original image, G: guided filter and ‘χ ’ is scaling factor.
In Fig. 6, 8 Lena images are shown with varying the sharpness levels ‘χ ’, where

the values of χ are 5, 10, 20, 30, 50, 75 and 100, respectively. Therefore, various
levels of sharpened image can be used to detect desirable edges as required in various
engineering and science applications.

Fig. 6 Image sharpening using guided image filtering while varying the sharpness parameters
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5 Conclusions

In this paper, an edge-enhanced ACO-based edge detection method is detailed and
obtained results are compared with recently proposed methods in terms of F-score.
ACO alone fail to detect some of the non-prominent edges, and to detect such edges,
the edges of the image under consideration are enhanced using guided image filtering.
It is found that the histogram of the enhanced image intensities more concentrated
around 0 and 255. Thus, the dominant part is more clearly visible as compared to
background. The edge detection of enhanced image is done using ACO, and results
are compared by considering both original and enhanced images. It is found that the
proposed method is much superior to recently proposed designs.
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A-VQA: Attention Based Visual Question
Answering Technique for Handling
Improper Count of Occluded Object

Shivangi Modi and Dhatri Pandya

Abstract Recently, visual question answering (VQA) system is being used in
various research disciplines for extracting meaningful data from images and commu-
nicating this meaningful data to humans. Thus, to implement VQA system, computer
vision and natural language processing fields are combined. Existing VQA system
contains many open research issues such as improper count of occluded object
problem, single word answer, time-specific answer problem and many more prob-
lems because of its wide assortment of utilizations and its more extensive region
of research. In this paper, we present attention-based visual question answering (A-
VQA) method for handling improper count of occluded object. A-VQA systems
generate the textual answer by extracting image and textual features and applying
multi-layer attention mechanism on these images and textual features. A-VQA
system handle object recognition, counting, color and activity recognition types of
visual questions. For training and evaluating A-VQAmethod, visual genome dataset
is used.

Keywords Natural language processing · Computer vision · Visual question
answering · Attention model · YOLOv3 · LSTM · Object detection · Occlusion

1 Introduction

Visual question answering (VQA) is framework through which appropriate response
of a given question can be identified with image [1–6]. This framework gives bits
of knowledge into the connections between two significant sources of data from
computer vision andnatural languageprocessingfields [1–5]. InVQA, the framework
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has picture and natural language question in textual format as an input and produces
answer in textual format as an output [7].

VQAhas pulled in a lot of thought because of its different uses in genuine everyday
life such for visually disabled users, picture recovery, mechanical autonomy, art
gallery and a lot more zones [1–5].

In visual question answering, there are two sorts of evaluation group [8, 9]. One is
open-ended sort of evaluation group and another is multi-decision question answer
type evaluation design [1, 10]. In open-ended sort of visual question answering, ques-
tions are composed into fundamentally twelve unique classifications, for example,
object nearness, subordinate object acknowledgment, checking, shading characteris-
tics, different traits, movement acknowledgment, sport acknowledgment, positional
thinking, scene order, object utilities, conclusion understanding and foolish [7].
In multi-decision question answering type format, options are right, conceivable,
famous or arbitrary.

We have distinguished certain issues in existing system of VQA such as improper
count of occluded object problem, single word answer, time-specific answer problem
andmanymore issues.Amajor issue ofVQAsystem is that itwas not handle occluded
object counting type of problems. Thus, we propose an attention-based visual ques-
tion answering (A-VQA) system that is using multi-layer attention mechanism to
handle the improper count of occluded object problem. This system will take image
and natural language question in a textual format and produce the answer. A-VQA
system handles color, counting, object recognition and activity recognition types of
visual questions. For training and evaluating A-VQA method, we are using visual
genome [11] dataset.

In our proposedmethodology, there are four phases for implementing visual ques-
tion answering system. (A) In the initial phase of VQA, system is presented with a
textual question and image. Textual question contains information about object to be
queried from an image and which is asked by a person to get the correct answer from
image. (B) The second phase is processing on both image and textual question and
generates the image features and question encoding vector. Generating the semantics
from image is part of computer vision and generating the question encoding vector
is a part of NLP. Therefore, we can say that VQA is a mixture of both the fields.
After getting both image feature vector and question encoding vector, third phase
is applied. (C) In third phase, both these feature vectors are combined and generate
the final combined feature matrix. (D) In fourth phase, we have applied dual atten-
tion mechanism to handle the improper count of occluded object problem. After
applying attention mechanism, we are using softmax classifier to generate the final
actual answer.

This paper aims to handle the improper count of occluded object problem through
multi-layer attention mechanism. For that purpose, this paper is made as follows: In
segment 2, different VQA methods are discussed. Area 3 talked about the proposed
framework flow and implementation details. Final analysis of our A-VQA system is
presented in Sect. 4.
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2 Literature Review

This area gives a depiction of different visual question answering models and their
methods.

2.1 VQA Methods

There are four different VQA methods are available which are (a) joint embedding
method [8, 12], (b) attention method [9, 13–15], (c) compositional method [14, 16,
17] and (d) external knowledge-basedmethod [15, 18, 19]. Thesemethods are used to
generate open ended type of answers. Joint embeddingmethod extracting both textual
and image features and then after these component vectors are together inserted
into normal element vector. This regular component vector goes into classifier and
it will generate answer. This technique centers around all the global features as
opposed to concentratingonquestion explicit features.However, the attentionmethod
just focuses on question explicit features of a picture. Compositional model is used
when questions are complex and questions require multi-step thinking to get answer
appropriately. External knowledge-basedmethod is useful where questions are based
on common sense or they require some extra background knowledge to get answer
properly. This extra background knowledge is provided in the form of supporting
facts.

2.2 VQA Techniques

In this section, the summary of existing visual question answering techniques are
discussed. These techniques are differing with each other through some parame-
ters. Comparisons of various VQA techniques are discussed below with various
parameters.

1. Talking with machine [8] technique uses joint embedding model as VQA model
and FM-IQA as dataset. This technique handles action, object recognition, posi-
tions and commonsense types of questions. They are using CNN-GoogLeNet
network for extracting image features and LSTM [20] network for extracting
question features. However, this technique is not detecting small object.

2. Stacked attention networks (SAN) [9] technique uses DAQUAR-ALL,
DAQUAR-REDUCED, COCO-QA and VQA as datasets with attention method.
This technique handles object, color, count and location types of questions.
They are using CNN-VGGNet [21] network for extracting image features
and CNN/LSTM [20] network for extracting question features. However, this
technique is not able to generate answer in sentence.
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3. Graph structures [16] technique uses VQAv2 as datasets with attention method.
This technique handles object, color and count types of questions. They are using
object detector for extracting image features and RNN network for extracting
question features. Scope of improvement of this technique is to improve perfor-
mance of “Number” questions and to handle time-specific types of question
answer.

4. FVQA: Fact-based visual question answering [18] technique uses FVQA as
datasets and uses external knowledge base model. This technique handles object,
scene and action types of questions. They are using fast R-CNN for extracting
image features and RNN/LSTM network for extracting question features. Scope
of improvement of this technique is to dealwithmore quantities of visual thinking
kinds of inquiries.

5. Combined model network [14] technique uses CLEVR as datasets and uses both
attention and compositional model. This technique handles object recognition,
position and shape type of questions. They are using heuristic rule-based semantic
parsing for extracting image features and Stanford dependency parser network
for extracting question features. Scope of improvement of this technique is to
predict answer in multiple words.

6. R-VQA [15] technique uses R-VQA as dataset and uses both attention and
external knowledge-based model. This technique handles object, color, activity,
position, scene, relation and commonsense type of questions. They are using
CNN-ResNet-152 network for extracting image feature vector and LSTM
network for extracting question feature vector. Scope of improvement of this
technique is to predict answer in multiple words.

3 Attention-Based Visual Question Answering (A-VQA)
Technique

Our proposed methodology as shown in Fig. 1, handles improper count of occluded
object problem through multi-layer attention model. This systemwill handle activity
recognition, color, counting and object recognition types of questions.

In our proposed work, there are four phases for implementing visual question
answering system. In the first phase ofVQA, system is presentedwith real picture and
question in textual format. Textual question is related to an image and which is asked
by a person to get the correct answer from image. At that point, the subsequent stage
is preparing on both picture and textual question and produces the image features and
question encoding vector. Creating the picture highlights is part of computer vision
and generating the question encoding vector is a part of NLP. Therefore, we can say
that VQA is a mixture of both the fields. After getting both image feature vector and
question encoding vector, third phase is applied. In third phase, both these feature
vectors are combined and generate the final combined featurematrix. In fourth phase,
we have applied dual attention mechanism to handle the improper count of occluded
object problem. After applying attention mechanism, we are using softmax classifier
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Fig. 1 Proposed work flow

to generate the final actual answer. These all phases are explained in pseudo code
(Fig. 2).

where,

I Input image
Q Textual question
Fm Image feature matrix
Ab Anchor boxes
Bp Bounding boxes
Rp Coordinates of bounding boxes
CL Class labels
Po Potential objects
Vr Visual representation matrix
Si Three-different scale
Op Object probability
Rj Region
T Tokenization
Ti Set of tokens
We Word embedding
Vi Numerical vector indices
Qe Question encoding vector
Cv Combined output vector
Ov All generated outputs
O Final predicted output in textual format.
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Pseudo code for proposed work
Begin
1. Take sample real picture I and image related question Q in textual format as an 

input
2. Processing on an input image I through RetinaNet-50 and YOLOv3 deep learn-

ing technique
3. Extract image feature matrix Fm and region proposal or set of bounding boxes 

Rp where p=1,2,3…n as an output from image processing
4. Processing on an input textual question Q through tokenization T and word em-

bedding We
5. Extract question encoding vector Qe as an output from the series of LSTM cell.
6. Combine image feature matrix Fm and question encoding vector Qe through     

concatenation
7. Apply dual attention mechanism DA on final combined output vector Cv
8. Use softmax classifier to predict all generated outputs Ov
9. Generate final output O from all predicted outputs Ov
End

Pseudo code for RetinaNet-50
Begin
1. Select backbone network as ResNet-50 CNN
2. Pass an input image I to the ResNet-50 
3. ResNet-50 extract image feature matrix Fm
4. Different sizes anchor boxes Ab are passes towards the feature maps Fm
5. Extract the bounding box coordinates Rp where p = 1,2,3…n  and predict object 

classes CL where L= 1,2,3..n  for all potential object Po
6. Get final output Vr which contains bounding box coordinates Rp where p = 

1,2,3…n, Object class CL where L= 1,2,3..n  and Object probability Op.
End

Pseudo code for YOLOv3
Begin
1. Pass an input image I to YOLOv3 Network
2. YOLOv3 network divides the input image into an R X R grid for each scale Si 

where i= 1,2,3
3. Pass each scale Si where i= 1,2,3 into 75 convolutional layers
4. Extract the image feature matrix Fm for each scale Si where i=1,2,3 
5. Passes different sizes anchor boxes towards the feature map Fm 
6. Predicts bounding boxes bp where p = 1, 2, 3...n and probabilities of object Op 

for each region Rj where j=1,2,3..n.
7. Get bounding box coordinate Rp where p = 1,2,3..n, object score Op and class 

confidence CL as an output Vr
End

Fig. 2 Pseudo code of proposed system
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Pseudo code for Textual Question Processing
Begin

1. Input textual question Q is first converted into lowercase and remove punctua-
tion mark

2. Generated proceed input textual question Q is then pass into tokenization T 
and generate set of tokens Ti where i=1,2…n

3. Each and every tokens Ti where i=1,2…n are then pass to the Glove word 
embedding We

4. Word embedding converts tokens Ti where i=1,2..n into numerical vector in-
dices Vi where i=1,2..n and pass the sequence of indices into sequence of embedding

5. Finally each sequence of word embedding is fed sequentially to the LSTM 
network

6. LSTM network generate question encoding vector Qe which preserve the se-
mantic similarity

End 

Pseudo code for Attention Mechanism
Begin

1. Fed combined feature matrix (image feature matrix and question embedding 
vector) and bounding box coordinates to the single layer neural network

2. Apply softmax function to generate the attention distribution over the regions 
of image

3. Generate the attention weighted image feature map
4. Visual regions which have higher weights in attention map are more relevant 

to the question
End

Fig. 2 (continued)

4 Implementation and Analysis

In this section, we provide technical details of datasets and implementation that are
used in our work for visual question answering. Moreover, we also compare the
results of RetinaNet-50 and YOLOv3 object detection frameworks for the visual
feature extraction task and show the results of visual feature representation and
textual feature representation.

4.1 Dataset Details

We are using visual genome [11] dataset for training and evaluating A-VQA tech-
nique. Visual genome dataset handles six open ended types of questions. These six
types of questions are ‘what,’ ‘who,’ ‘where,’ ‘how,’ ‘when’ and ‘why’. This dataset
handles only real scene images. We are working with 80 number of object classes
for training and testing A-VQA technique (Fig. 3; Table 1).
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Q: how many horses are there?

Fig. 3 Testing image and question

Table 1 Name of object classes

Person Bicycle Car Motorcycle Airplane Bus Book

Train Truck Boat Traffic light Fire hydrant Stop_sign Clock

Frisbee Bench Bird Baseball glove Dog Horse Vase

Sheep Cow Elephant Surfboard Zebra Giraffe Scissors

Backpack Umbrella Handbag Parking meter Tie Suitcase Teddy bear

Skis Bear Bottle Sports ball Wine glass Snowboard Hair dryer

Bed Toilet Tv Dining table Laptop Mouse Toothbrush

Cat Fork Bowl Skateboard Sandwich Carrot Refrigerator

Kite Knife Banana Tennis racket Orange Hot dog Sink

Cup Spoon Apple Baseball bat Broccoli Pizza Microwave

Donot Cake Couch Potted plant Remote Chair Cell-phone

Keyboard Oven Toaster

Computer vision task involves extracting the features of an input image and
generate the region proposal. These both tasks are done by RetinaNet and YOLOv3
object detection techniques. These both networks are able to identify small objects
as per literature survey. Therefore, we are implemented RetinaNet-50 and YOLOv3
network (Fig. 4).

Result analysis of RetinaNet-50 and YOLOv3 network

RetinaNet-50 network is able to identified too small objects, object class probability
and generate bounding box coordinates. However, system is not able to identified
occluded objects. Therefore, we are implementing YOLOv3 network.
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RetinaNet-50
Detected 

Objects – 
person, 
horse,
motorcycle

YOLOv3
Detected 

Objects – 
person, 
horse,
motorcycle

Fig. 4 RetinaNet-50 and YOLOv3 networks detected objects

4.2 Implementation Details

In this section, the implementation of visual question answering system using deep
learning is mention. There are the following steps involved in this implementation.

Step 1 Take input image and textual question as an input.
Step 2 YOLOv3 network is able to identified too small object, faster than faster

R-CNN and also able to identified occluded objects. Moreover, our motive
is to correctly count occluded objects. Therefore, to generate correct answer,
we are using YOLOv3 network for computer vision task.

Step 3 Question encoding
Visual question answering system takes textual question as an input. This
textual question is in sequence of word format. However, machine does
not understand this textual format. Therefore, there is a need to convert
this textual information into vector format. To convert textual question into
numerical vector form, first, we have implemented tokenization.
Q: how many horses are there?
Tokenization—Tokenization is the process of splitting the text into smaller
parts called tokens. We are using NLTK 3.4 version for processing natural
language processing task.
Answer of tokenization process is given below.
how, many, horses, are, there
Word embedding—Assign the numerical value to each token

how—29
many—30
horses—50
are—15
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Q: how many horses are there?

Fig.5 Attention mechanism result

there—16

GloVe Word embedding and LSTM—Generating question encoding vector
which is semantic representation of a question.

Step 4 Combine image feature matrix and question encoding vector—after getting
both image featuresmatrix and question encodingmatrix, we are performing
element-wise multiplication operation to combine these both matrixes.

Step 5 Attention mechanism—we are predicting the answer through multi-step
reasoning. In multi-step reasoning, we are applying multi-layer or duel
attention mechanism on combined feature map and the output of the image
processing. Dual attention mechanism is used to handle the improper count
of occluded object problem. Testing result of dual attention mechanism is
shown in Fig. 5.

Step 6 Predict and Generate answer—After applying attention mechanism, now
we are predicting the output of visual textual question. To predict the
output, we are using vqa_model to predict method which is taking atten-
tion weighted image feature map and question embedding as an input and
generate 1000 top classified answers. After predicting the answers, we are
fetching top three highest accurate answers from the all top 1000 predicted
answers. Top-3 answers for this visual question are given below.

Answer generation
Answer—4, Accuracy—0.61.
Answer—2, Accuracy—0.22.
Answer—3, Accuracy—0.02.

4.3 Evaluation Metrics

We are evaluated our visual question answering system through directly comparing
generated answer with database ground truth answer.

Predicted answer = ground truth answer
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This evaluation metric is useful for knowing that whether the generated answer
is correct or not.

4.4 Result Analysis

We are tested visual question answering system for answering the following types
of questions with multiple images.

• Counting
• Color
• Object recognition
• Activity recognition

After testing with multiple images, we are analyzing their results on different
aspects such as occluded object, small object detected or not while answering a
counting type of question, accuracy of all types of questions, time taken for generating
each type of visual question answer (Figs. 6 and 7).

Fig. 6 Visual representation of accuracy for all types of visual question answer

Fig. 7 Average time taken for answering all types of visual question answer
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5 Conclusion

In this paper, we learned about VQA and various methods for implementing VQA.
Then, we also discussed the need or applications of visual question answering system
in real life. While concentrating all strategies of VQA, we have distinguished a few
issues in existing VQA framework. The major issues include improper counting of
occluded objects, small objects detection, single word answer problem and not able
to handle time-specific visual question answer. Considering the issues that occur in
visual question answering,we aremotivated to handled occludedobject counting type
of visual question answering problems. To handle this counting object problem, we
proposed attention-based visual question answering (A-VQA) method. This system
will handle counting, object recognition, color, sport recognition and activity recog-
nition types of questions. In our work, we are using visual genome dataset for training
and evaluating VQA system. We have implemented visual feature extraction task,
textual feature extraction task, element-wise multiplication operation on both image
and question feature matrices. We are also implemented attention mechanism and
finally we are predicting and generating answers based on various semantics such as
counting, color, activity and object recognition types of the visual question.
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Wireless Sensing with Radio Frequency
Identification (RFID): Instrumental
in Intelligent Tracking

Praveen Kumar Singh, Neeraj Kumar, and Bineet Kumar Gupta

Abstract Currently, all technologies and associated applications based on Internet
of things (IoT) facilitate the user mobility and likely to contribute immensely in
all future mobile applications. Radio frequency identifications (RFIDs) along with
wireless sensor networks (WSNs) have potential to offer a great value addition on
IoT platforms. Intelligent RFID tags powered through independent energy sources
when attached to an object and networked through a wireless link allow seamless
integration of some of the physical parameters like humidity and temperature in
addition to their location data with the user information system on the IoT [1]. This
paper provides a brief insight of the RFID technology with its sensing capabilities. It
reviews design considerations of RFID-drivenwireless sensors from their implemen-
tation perspective. It has primarily focused on intelligent operational logistics and
its monitoring which have tremendous potential for both civil and defence logistic
applications. A two-layer data networked architecture of RFID has been introduced
over IoT platform in the proposal which is comprised of an asymmetric RFID tag-
reader connectivity along with the interconnected RFID readers linked through the
Wi-Fi or cellular networks [2]. This paper also discusses that how ultra wide band
(UWB)RFID is considered today as a promising technique for cost-effectivewireless
sensing and ultra-low power mobile applications.
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1 Introduction

The Internet of things (IoT) is an ongoing evolution of the ICTwith an aim to connect
the Internet cloud with the maximum feasible applications. Wireless sensing with
radio frequency identification (RFID) has potential as one of the main technolog-
ical driver to exploit the IoT benefits. All the upcoming RFID tags are likely to
be equipped with sensors to interact with their carriers to monitor their adjoining
surroundings apart from providing their location information [3]. IoT can facilitate
these intelligent tags with a distinctive IP address or identification number associ-
ated with such objects, networked through the short-range wireless connectivity with
accessible ICT infrastructures that permits the linkages between the physical worlds
with the virtual objects over the Internet.

This constant technological evolution with numerous emerging applications can
add tremendous value to both civil and operation logistics of defence. There are
various IoT-related applications which are being used in logistics to track the asso-
ciated objects. There are quite a few papers which highlight the significance of
wireless sensor networks (WSNs) with RFID for intelligent tracking of both human
and non-human objects with an aim to develop the processing of its operations. For
instance, RFID-driven temperature loggers can be used to observe and track the
distribution of temperature and transportation of objects. Such information is quite
handy for prediction of shelf-life of many expendable objects to support the essential
insights for intelligent logistics [4–5]. Even though, such applications have opened
the yawning inroads to exploits the prospective of chip-less sensors, however, there
are certain key issues which need to be addressed with due concerns like:

• To develop the associated peripherals for IoT platforms which can seamlessly
integrate the wireless sensing technologies with the available ICT infrastructures;

• To support the integration of global information systems with RFID-driven
wireless sensors; and

• Considerable expenditure of intelligent RFID tags and wireless sensing systems
with enhanced functionalities to make it a cost-effective solution.

2 RFID as a Technology

A RFID system consists of RFID tags and readers also known as transponders
and interrogators, respectively. There are two different types of RFID tags which
are known as active and passive RFID tags based on the way they communicate
with RFID readers through their respective power source. Active RFID tags hold
an internal power source through its batteries. Consequently, a RFID tag’s lifetime
is restricted by its energy storage. On the other hand, passive RFID tags generally
draw their energy through the signal of RFID readers themselves. In a classic passive
RFID system, the tag is energized in an interrogating field which transmits the asso-
ciated data to the RFID reader [6]. Frequency bands and operation principles of
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Fig. 1 Block diagram of a RFID system

RFID system fundamentally dominate their applications and performance against
their data rates, operating ranges and their costs. Frequencies of RFID system vary
from the low frequency (LF) up to microwave and ultra wide bands (UWB).

A block diagram of a basic RFID system has been illustrated in Fig. 1 which is
comprised of two blocks, namely RFID reader and its application module. RFID
reader consists of a RFID module and a microcontroller. Whenever an object having
RFID tag comes into contact with the RFID reader and detected by it, microcontroller
through its pre-stored data in ROM verifies and then compares it with the tag ID.
In case, the TFID tag ID is legitimate, it is then further broadcasted. The RFID
application unit is comprised of a Zig-Bee module having RS232 standard port
which is used for a serial communication to a database server. Data transmission
over the control circuit of the RFID reader and database server is further processed
by a wireless communication [7]. At the same time, control circuit of the application
unit receives the RFID tag ID which is mapped through the database server. In this
system, all the objects tracked through the RFID tag are automated against their valid
tag ID by the control circuit over a predefined profile.

Most of the prevalent passive RFID technologies function in either electromag-
netic coupling (backscattering) or electrical/magnetic coupling. The far-field RFID
backscattering tags operating in the UHF (860–960 MHz) frequency band are better
suited for wireless monitoring and sensing applications. These RFID tags are much
more powerful compare to the near-field tags which in turn ensures extended oper-
ating ranges, a superior data rate and a relatively smaller antenna dimension. The
RFID tag captures continuous waves (CWs) energy from the reader, wherein a power
converter can rectify the potential difference of electromagnetic energy over the
antenna. The RFID tag transmits the data to RFID reader by means of mechanism
of backscattering. The RF modulation is achieved by altering the impedance of
antenna with respect to time, so that the RFID tag reflects back the incoming signal
in approximation and via a pattern which can encode the tag’s ID of a particular
RFID [8]. Conversely, the active RFID can generally be linked with medium or
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short-range wireless applications in ISM band like Bluetooth and Zig-Bee. It typi-
cally employs conventional CW modulation by providing better performance over
the passive RFIDs in respect to network throughput and operating distance though
with higher complexities and power consumption.

3 Intelligent RFID Tag and Wireless Sensing

Now, let us focus on the key characteristics of RFID technology to monitor and track
the mobile objects in the IoT context. After reviewing the basic principles of RFID,
there is a need to look into sensing applications driven by the RFID and its associated
technical challenges [9]. There are many technological features interface circuits,
wireless transmissions, miniaturizations, etc., which hold merit to be discussed and
thereby being discussed in succeeding paragraphs.

3.1 Sensors and Interface Circuits

The RFID sensing function becomes the basic parameter to draw the desired level of
dividends from intelligent tag applications. Prevalent wireless sensor nodes consist
of multiple components over the printed circuit board (PCB) offering a powered
system in milli-watt with larger batteries for restricted lifetimes and such sensors
mostly dominate the overall expenditure of these node. The advancements in RFID
technology create the prospects to merge its sensing functionalities with existing ID
tags which in turn considerably minimizes its size and the expenditure. Silicon-based
sensors which are integrated over the IC chips become the most realistic solution
to offer the finest trade-off in respect to performance and cost. For instance, over
the complementary metal oxide semiconductor (CMOS) of RFID chip, temperature
sensors can be implanted by employing bipolar junction transistors along with delta
sigma readouts of conversion from analogue to digital [10–11]. CMOS temperature
sensors are dependent over MOS operations which are serially connected having
sub-threshold for all such passive RFID applications. However, it is still a chal-
lenge to integrate these sensors with their interface circuits over RFID tags powered
wirelessly.

These sensors generally have higher consumption of power. For example, the
of consumption of RFID applications’ temperature sensors amounts to hundreds of
µW, while gas and chemical sensors are known to be more complex and having
consumption rates in terms of mWwhich may warrant additional heating provisions
for the sensing film. Secondly, analogue sensors data have to be digitalized prior to
its storage, processing and transmission. It necessitates low power ADCs to cope up
with µW power level against such applications wirelessly powered [12]. In order to
resolve this issue, ADCs with µW approximation register can be designed for RFID
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Fig. 2 a Traditional RFID
backscattering and b RFID
as a sensor

applications which can facilitate better scalability for performance and power as well
as more promising energy efficiency.

In last few years, there have been substantial advancements in printing technolo-
gies and large area electronics which have facilitated in the realization of sensors and
printed electronics over the diverse substrates mediums like organic substrates and
papers. By integrating sensing fabrics like water absorbing fabrics against humidity
sensors as well as carbon nanotubes against chemical sensors over the RFID tags,
the variations in the electrical characters like impedance or capacitance can be seen
through the RFID reader by a backscattered signal, as illustrated in Fig. 2a, b. The
temperature and the humidity sensors are most appropriate wireless sensors with
RFID against all objects preferably for expendable items in inventory tracking and
monitoring applications [13].

.

3.2 Wireless Transmission

RFID technology future extensively lays on enhanced operating ranges as well as
higher data rates. The applications in relation to wireless sensing offer asymmetric
communications which are dominated by the transmitters. The sensor data which are
digitalized not only create hurdles in RFID tag circuit designs, it also significantly
increase the requirements for wireless transmission which may be more than 10 m as
well as larger than 1 Mbps. The RFID UHF backscattering gives better performance
amongst all passive RFID systems [14]. It may be even hundreds of kbps with less
than 10 m ranges. In contrast, the active transceivers offer ideal performance which
are either very complex or have higher amount of power consumptions in order to
cope up with the passive RFID tags having µW power levels.

Amongst all potential RFID systems, the impulse UWB radio is one of the most
promising solutions to prevail over most of the existing shortcomings of RFID
systems with narrow bandwidth technology. Instead of using CW modulation, it
employs ultra-short pulses over different time domains which is spread up to a few
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GHz frequency band. The wideband signal demonstrates strong benefits of RFID to
accomplish both precise tag localization and high speed identification. Recently, the
most prominent chip-less RFID which incorporates the UWB technique for item-
level tracking of ultra-low cost has been developed. These developments indicate
the possibility of UWB RFID system to offer both localization of RFID tags having
high-definition as well as a reliable identification, despite of various complexities in
the RFID reader design. Another way to increase the read ranges is by employing
semi-passive UHF RFID tags. These tags are comprised of a battery which is similar
to the active tags. Though, the battery of these systems can only be used for commu-
nications rather than being used with fully active circuitry of associated transceiver
[15]. These tags communicate with RFID reader like other passive tags; however,
their batteriesmay be employed to enhance the sensitivity of such tags toRFID reader
signals to increase the power of backscattered signal so that better communication
ranges can be accomplished.

3.3 Miniaturization and Integration

Intelligent tags attached with any object are aimed to reduce the overall dimension of
the system. The future sensor tags’ integrations are likely to be beyond existing set up
of chip on the system. It may be systems with multi-modules mounted over different
substrates or materials. Therefore, it warrants for interconnecting and innovative
solutions like system in package or with flexible electronics modules. In addition, the
cost of existing RFID antennas and their integration comprised of almost 50% of the
overall tag costwhich demands for innovativemechanized processes that are required
to be exploited. Upcoming technologies like on-chip antennas or printed antennas
are estimated to facilitate the RFID systemminiaturization and also to reduce its cost
substantially. The adoptions of silicon-basedRFID chips in the prevalent applications
are likely to produce tremendous dividends. Heterogeneous integration may allow
assembly of non-silicon materials and silicon circuits over a flexible substrate like
sensors, IC, chips, displays and antennas [16]. It cannot only promote excellent
exploitation of these upcoming technologies with additional functionalities, it also
offer a cost-effective system solution with some other advantages like robustness,
enhanced performances, better availability, compatibility, etc.

4 Passive RFID with Ultra Wide Band

4.1 Sensors and Interface Circuits

Unlike existing RFID tags which use ICs, chip-less RFID employs the radar principle
in which the tag data of the RFID system is embedded into its electromagnetic
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Fig. 3 The principle of chip-less ultra wide band (UWB) RFID tag

signature. It does not require any communication protocol aswell as IC,wherein it has
no connectivity between antenna and IC. It facilitates a high reliability RFID system
with an ultra-low cost which performs an inkjet printing over various substrates on
fully printable tags. It is done by encoding the particular ID number through varying
impedances over the given transmission line which results in the alternate on and off
keying data modulated in time domain by a UWB pulse reflections. An interrogation
signal is received by the tag via a UWB antenna from a RFID reader. Thereafter,
signal is processed thereafter over a transmission line, wherein it propagates further
till it is reflected by a set of encrypted codes from the tag. The reader receives the
signal and compares it with original interrogation signal by picking up sequential
codes. The entire processing of the tag has been illustrated in Fig. 3 which mainly
consists of a series of capacitors and amicro-strip line [17]. The UWB pulse received
by the reader propagates over the micro-strip line till it is encountered by a shunt
capacitor that may induce an impedance discontinuity by reflecting a part of the
signal back. The reflected signal coding is denoted by the digit ‘1’. The signal keeps
propagating forward till it arrives to a point where there will be no capacitor. This
state of the particular signal will be represented through coding as ‘0’ or else it will
represent the coding by ‘1’.

4.2 Passive UHF RFID Having Active UWB Ultra
Transmitter

The chip-less RFID tag is quite promising for low cost applications. Though, its read
ranges and the encoding capacity of the system capacity will be limited. In order
to address such limitations of this chip-less tag to accomplish an enhanced system
capacity with better read ranges, an alternate approach by employing an active UWB
transmitter which is powered through a UHF RF energy source may be employed.
The power consumption of a UWB receiver is considerably high as well as very
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complex for its implementation in a system that is wirelessly powered such as RFID.
It poses an aggressive duty cycling attribute that can copewith energy level in the tune
ofµW.Since the transmission of signal from tag to reader predominantly controls the
traffic, it demands for a highly efficient energy transmitter with lower complexities
[18]. It also necessitates for an efficient system to take on required traffic load as well
as the hardware complexities in sensing applications with passive identifications.

5 Monitoring and Tracking Through IoT Platforms

5.1 System Considerations and Application Needs

A major concern in global transportation of expendable goods has been that almost
half of them end up in a waste due to their inadequate tracking and monitoring
while being transported. It also results in tremendous waste to both civil and military
logistics in their global operations with serious financial implications. It necessi-
tates having a desired level of sensing provisions to ensure appropriate measures to
avoid such unwarranted wastage. The main causes of this wastage during transporta-
tion include biochemical changes, microbial infections, mishandling and physical
damages. Introduction of RFID is gradually replacing the existing barcode system of
auto-identification of objects aiming to reduce the labour costs and their processing
time. Current advances of RFID systems with their networking and sensing capa-
bilities permit constant real-time monitoring of goods in their logistic operations.
Real-time monitoring of environmental conditions like humidity and temperature
through RFID system during transportation of goods in logistic operations facilitate
administrators to take appropriate measures to preserve such goods [19]. The RFID
tags for this purpose can be either disposable like printed chip-less RFID tags or
reusable like active nodes wireless sensors. In addition, the maintenance and system
installation must be simple without requirement of any specialized knowledge or
expertise. All such system considerations therefore demand a networked platform
which can take on different sensors as well as diverse classes of RFID tags and
interfaces.

5.2 System Architecture

An IoT platform which can take on the emerging ICT technologies on existing
infrastructure with system compatibility is crucial for wireless sensing applications.
Figure 4 illustrates the system architecture of an intelligent RFID tag system that
may be deal for constant monitoring and tracking of mobile applications. A two-
layer network hierarchy is illustrated in Fig. 5 that connects through an IP gateway
to the Internet. Layer 1 in this network is basically a RFID system, wherein RFID
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Fig. 4 An IoT platform with intelligent tag

Fig. 5 Two layer hierarchical network of a RFID reader

tags are coordinated through a reader. In layer 2, there are self-organized ad hoc
networks as a WSN between master nodes. Layer 1 commonly known as a RFID
layer has asymmetrical links of heterogeneous networks which provides wide arrays
of RFIDs available for their selection. These intelligent RFID tags are embedded
in objects over different packaging like flexible substrates, a paper board or any
other type of envelopments and communicate with a RFID reader through micro-
powered wireless connectivity [20–21]. The intelligent RFID tags generally consist
of a sensor interface, power harvesting block, memory block, a digital processor and
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also a radio transceiver. The radio interface in this chip-less intelligent RFID may
be a typical integrated solution of far-field backscattering or near-field coupling over
HF/UHF/any other existing industrial, scientific and medical (ISM) radio frequency
bands.

The RFID layer in this system may include a non-standard RFID that typically
presents certain unique benefits and lucrative features for sensing applications. For
example, a RFID tag based onUWB technologies can offer precise positioning, rapid
identification and a time domain sensing. Another pattern relates to printed chip-less
RFID tags with intrinsic sensing features through RF measurements with respect
to impedance variations over the unstable environmental parameters like changes in
humidity and temperature. Sensors and tags in this layer are energy-efficient and very
cost-effective solutions under autonomous energy stipulations. The master node in
this system architecture acts like a reader to acquire the sensory data of the tag and
establish Internet connectivity over diverse IoT platforms [21]. These linkages can
be the cloud through different air interfaces likeWi-Fi or GSM/GPRS connectivity’s
along with GPS for the purpose.

5.3 Key Technical Challenges

The introduction of chip-less intelligent tags has potential to revolutionize both
human and non-human objects in the pursuit of their constant real-time tracking
and monitoring while they are on move. Unlike the simple identification feature in
conventional RFIDs, the latest paradigm of chip-less intelligent tags not only offer
multiple functionalities such as sensing, networking, computing, these tags have
also reduced the overall system cost exponentially [22]. However, still there will be
number of issues which need to be addressed to further enhance the performance
of this promising RFID technology. Some of those key challenges which relate to
several aspects include:

• Enhanced link performance in respect to read ranges and increased data rates.
• Improved integration and development of interface circuitry and sensors into

chip-less RFID tags, and
• More sophisticated system integration in terms of dimensional optimization of

sensors, integrated circuits (ICs) and antennas on these RFID tags.

6 Conclusion

This paper has reviewed the wireless sensing capabilities of chip-less state of the art
intelligent RFIDs and its future trends in real-time object monitoring and tracking
in mobile applications. There are tremendous prospects in wireless environmental
monitoring supported by the proposed application which makes it very promising in
implementation of the future RFID applications. Though, it has still many challenges
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to overcome with certain limitations of both active and passive RFID technologies.
These tags also posses relatively lower data transmission rates as well as inade-
quate sensing functionalities. On the other hand, active tags may not have similar
read ranges and speed restrictions compare to passive RFID tags [23–24]. These
tags are relatively costly and also need batteries to operate. In this review, these
specific constraints of existing active and passive RFIDs have been highlighted. It
also particularly addresses such challenges and suggests the chip-less intelligent
RFID as a viable solution in tracking and monitoring wireless sensing applications.

Besides, the proposed architecture canminimize the power needs of the RFID tags
drastically andhas potential to extend the estimatedRFID’s battery life almost beyond
8 years. A two-layer RFID wireless sensors data network architecture over an IoT
platform suggested in this paper is comprised of an asymmetric connectivity amongst
RFID readers connected through the cellular or Wi-Fi services via Internet which
facilitate precise monitoring and tracking of mobile objects. Specific approaches to
explain the wireless sensors with RFID have been used in this paper for active RFID
operating on 2.4 GHz radio, and for a passive RFID, it employs UWB radio [25]. The
hierarchical data network architecture as discussed has been though critical in faster
adoption of fresh wireless sensing and RFID technologies, however, it facilitates the
integrated chip-less intelligent RFID solutions over a networked information system
which presents substantial promises in existing ICT infrastructures.
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Impact of Distortions on the Performance
of Feature Extraction and Matching
Techniques

Richha Sharma and Pawanesh Abrol

Abstract An image feature, such as edges and interest points, provides rich informa-
tion on the image content and plays an important role in the area of image processing.
These correspond to local regions in the image and are fundamental in many appli-
cations in image analysis. Raw data are complex and difficult to process without
extracting or selecting appropriate features in advance. Feature extraction, a data
reduction technique, is the transformation of large input data into a low-dimensional
feature vector. It lowers the computational cost and also helps in controlling the issue
of dimensionality. There are different methods of exacting features from an image
and these techniques have different domains of applications. In this paper, fourwidely
used feature detection algorithms, Harris, SURF, FAST, andBRISK feature detection
algorithms are compared in terms of accuracy and time complexity for extraction
and matching of feature points correctly. For this purpose, different types of trans-
formations are added to the original images for computing the evaluating parameters
like the number of features detected, matched features, and execution time required
by each algorithm. Experimental results show that SURF performs better than other
feature extractions and matching algorithms in terms of accuracy and run time.

Keywords Feature extraction · Feature point · SURF · BRISK · FAST · Harris

1 Introduction

In a recent couple of decades, real-time applications in feature extraction have been
a challenging field for image processing specialists. It has wide use in the field
of satellite imaging, 3D image reproduction, and computer vision fields [1]. The
huge amount of data generated has grown multiple times with millions or trillions
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of data sets generated every day with Internet and social media. Feature extraction
is a critical task that involves a huge amount of data as input and transforming it
into an optimal feature set [2]. Steps in feature extraction consist of an initial set
of data values that helps in selecting and extracting features intended to be infor-
mative and non-redundant. It facilitates the subsequent learning and generalization
steps leading to better interpretations. In addition to lowering the computational
cost, feature extraction also deals with the so-called curse of dimensionality [3]. In
computer vision, feature detection and matching are two of the important problems
and have a wide range of applications. An ideal feature detection technique should be
robust to distortions, detecting the same features from a completely different image
set. Also, it should be able to detect distinctive features matched with high proba-
bility. Distortion is a change or twist that makes an image appear different from the
way it is. Distortion can be added using image transformation functions that map one
set to another set after performing some operations. It can either change the size or
rotate or change the position of the image. Scaling alters the size of an object either
by compressing or expanding the dimension of the object. A scaling factor if less
than 1 reduces the size of the object and if greater than 1 its size increases. Rotation
turns a figure about a fixed point called the center of rotation without altering its
shape and size. It turns the figure in a different direction, clockwise or anticlockwise.
Translation moves every point of a figure by the same distance in a given direction
along the straight line. The size, shape, and orientation of the figure are the same.

Feature matching, generally known as imagematching is a part of many computer
vision applications like image registration, object identification, and object recog-
nition. It is done by establishing correspondences between two images of the same
scene/object. Steps in image matching consist of detecting a set of interest points
each associated with image descriptors from image data. After the extraction of
features from the image set (original and distorted), corresponding feature points are
matched. Matching shows that features are from the corresponding locations from
completely different images.

In this paper, feature detection algorithms have been discussed and imple-
mented for feature extraction and feature matching using different images. Features
are detected using Harris corner detection, Speeded-Up Robust Features (SURF),
Features from Accelerated Segment (FAST), and Binary Robust Invariant Scalable
Key-points (BRISK) feature detection algorithms [4, 5]. Images with different types
of background for feature extraction have been considered to calculate the compar-
ison parameters for different feature detection techniques. Feature correspondences
between the original images and the distorted images are shown. Based on this resul-
tant feature values and total execution time for each algorithm, the comparison has
been made.

The rest of this paper is organized as follows: Sect. 2 presents an overview of
the feature detection and matching techniques. In Sect. 3, the methodology of the
work done is explained. Section 4 presents the experimental results and performance
analysis of selected techniques. The sensitivity of SURF, FAST, BRISK, and Harris
against each of distortion parameters like rotation, scaling, and translation is shown
and accuracy of matched points is evaluated. Section 5 concludes the paper.
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2 Related Work

In this section, the feature detection techniques are briefly described. Different
methods have been proposed for the extraction of features from images. The process
of feature extraction is the conversion of large input data into a low-dimensional
feature vector. It is a type of data reduction technique [6] and a necessary step to
extract the informative feature froman image for object recognition and segmentation
[7].

Scale invariant feature transform is a highly distinctive feature extraction tech-
nique, i.e., there is a high probability of matching a single feature frommany images.
This method is scale and rotation invariant (can tolerate up to about 60° out of plane
rotation). It is partially invariant to changes in illumination [8, 9]. Features can be
computed fast and efficiently.

Speeded-up robust feature detector emphases on blob-like structures in the image.
It speed-up computations by fast approximation of (i) Hessian matrix, (ii) descriptor
using integral images. SURF has three fundamental steps. Firstly, key feature points
such as edges, corners, blobs, and T-intersection at distinctive regions are chosen in
the image. The second step makes use of a feature vector to depict the surrounding
neighborhood of each feature point [10–12]. A unique descriptor must be used.
Finally, a fast Hessian detector is used for finding feature points. SURF descriptors
are invariant to rotation and scaling with low computational time. SURF is fast in
case of interest point localization and matching.

Harris corner detection algorithm detects feature points by the means of a local
detecting window inside the image is shifted in different directions to determine the
average variation in the pixel intensity [13–15]. The corner point is the center point
of the window and a large variation in pixel intensity is seen on shifting the window
in any of the directions.

Features from Accelerated Segment are a corner feature detection method that
is known to be faster than many other well-known feature extraction methods. This
method is not robust to high levels of noise [16, 17]. This method uses a circle of 16
pixels (a Brenham’s circle of radius 3) to classify a corner.

Binary Robust Invariant Scalable Key-points (BRISK) estimates key-point scale
in continuous scale-space neighborhood sampling (points are deterministic, equally
spaced and in concentric circles) is used in this technique. Using a sampling pattern,
short pairs, and long pairs are distinguished [18]. It is done based on a threshold value.
Distance between short pairs are below a certain threshold d_max and long pairs in
sampling pattern have distance above a certain threshold d_min. Long pairs are used
in BRISK to determine the orientation and short pairs are used for the intensity
comparisons that build the descriptor. This technique has a lower computational
complexity.

Binary Robust Independent Elementary Features (BRIEF), a low bit rate
descriptor, are introduced for image matching with random forest and random ferns
classifiers [19]. It belongs to the family of binary descriptors such as LBP andBRISK,
which only performs a simple binary comparison test using Hamming distance.
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Oriented BRIEF is a binary descriptor [20, 21] based on BRIEF. It is fast, rotation
invariant [22], and resistant to noise. It is appropriate for applications requiring high
real-time and large-scale changes [23].

The reviewed literature showed the scope of exploring these methods for the
analysis of feature matching accuracy and time is taken for different real-world
input images [24] with added distortions. The work in the paper demonstrates the
performance analysis of the accuracy of matched feature points in original and
distorted images using four techniques namely SURF, FAST, BRISK, and Harris
corner detector.

3 Methodology

The objective of this paper is to observe the impact of added distortions on the
accuracy of matched features from original and distorted images. Data set as shown
in Fig. 2 consists of real-world images with varying backgrounds. First, for each
image in the input set, a set of interest points are selected and their local feature
descriptors are constructed using all the four algorithms (SURF, FAST, BRISK,
Harris). Then, by selecting the strongest feature point, representative points from the
detected points are selected which deliver rich and distinguishing information about
the image for recognition. For a descriptor, the representative point is an interest
point having enough similar interest points. Features are extracted from each input
image using all the selected algorithms with a metric threshold as 1000. Execution
time and the number of detected features are noted for performance evaluation. After
getting the extracted features, matching is done by using all techniques as shown in
Fig. 1. Input image Io (original image) is read and distortions are added to it. The
resultant image is Id. Features are extracted using different algorithms separately
each for original and distorted images. Matching for the extracted features is done
for the set of images (Io, Id) in each case.

Matching accuracy (%) is calculated as (Imf/Ief) * 100
where Imf = Total number of matched features, Ief = Total number of extracted

features from the original image.

Fig. 1 Block diagram for finding accuracy of matched features
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Fig. 2 Input image data set

4 Experimental Results and Analysis

The implementation is done inMATLABR2018a. Image features are extracted from
the input image using different feature extraction methods. The results obtained from
comparing different feature detection algorithms based on the number of features
extracted for each image and time complexity are presented in Table 1, where N fd is
the number of features detected.

As can be observed from Table 1, although BRISK detects the maximum number
of features in most of the input images, the time efficiency is the lowest; SURF
detects a good amount of features and time efficiency is better compared to other
algorithms. Figure 3 shows the graphs plotted for comparison of different feature
detection algorithms based on the number of detected features and based on time
complexity, respectively.

Table 1 Time taken for feature detection using different input images

Algorithm N fd Time (s) N fd Time (s) N fd Time (s) N fd Time (s) N fd Time (s)

a b c d e

SURF 296 0.043 36 0.039 244 0.070 669 0.042 464 0.042

FAST 325 0.044 17 0.038 317 0.095 524 0.042 475 0.039

BRISK 571 0.415 49 0.427 446 0.678 768 0.361 926 0.471

Harris 222 0.053 48 0.053 189 0.205 714 0.091 348 0.044

Fig. 3 Performance evaluation of (i) number of features detected, (ii) run time for image dataset
using SURF, FAST, BRISK and Harris
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Figure 4 shows the input image set along with resultant images with added distor-
tions. Distortions are transformations applied to the images. Column (i) shows the
original image in the set. (ii) Shows the result after scaling the input images by the
factor of 1.2. Similarly (iii) shows the results of images when rotated to an angle of
+30° and (iv) gives the resultant images when translated by the 15, 25 in x and y
directions.

The resultant matched points obtained in the original and distorted image set after
added distortions are shown in Fig. 5. Points from both the images are shown. Table
2 gives the number of extracted features in the original and distorted image sets with
scaling of 1.2, rotation degree of +30, and translation of 15, 25 in x and y direction,
respectively, for all algorithms. It also shows the accuracy of matched features using
the number of features extracted from the original and distorted image set. Accuracy
defines the percentage of correctly matched features.

Figure 6 shows the graph plotted for comparison of different feature detection
algorithms based on accuracy for image transformation techniques. It is also observed
that SURF has the best accuracy for feature matching among all the feature detec-
tors for all transformations with a scaling factor of 1.2, rotation degree of 30, and
translation factor of x = 15, y = 25. It should also be noted that the accuracy is a
relative term that can vary from image to image. BRISK has poor accuracy in terms

Fig. 4 Transformation on input image set [a, b, c, d, e]. (i) Original, (ii) scaled image with factor
1.2, (iii) rotated image with +30°, (iv) translated image with x = 15, y = 25
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Fig. 5 Matching of feature points in the original and distorted image with (i) Scaling (1.2). (ii)
Rotation (+30). (iii) Translation of x = 15, y = 25

Table 2 Performance of algorithms for original and distorted image set

Algorithm Operation Extracted features

Original image Distorted image Matched
features

Accuracy (%)

SURF Scaling 185 243 099 53.50

Rotation 185 243 048 25.94

Translation 185 189 157 84.86

Scaling 325 318 033 10.15

FAST Rotation 325 465 052 16.00

Translation 325 303 237 72.92

Scaling 571 607 056 09.80

BRISK Rotation 571 775 023 04.02

Translation 571 539 217 38.00

Scaling 222 261 023 10.36

Harris Rotation 222 265 018 08.10

Translation 222 183 148 66.66

100 SURF
90
80 FAST

70 BRISK
60

Harris
50
40
30
20
10

0
Scaling Rota on Transla on

Fig. 6 Accuracy comparison of scaling, rotation, and translation
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of feature matching between original and distorted image while FAST and Harris
show the mediocre performance.

The results of transformations with varying factors of scaling, rotation, and trans-
lation are presented in Tables 3, 4, and 5, respectively, where MF is the number of
matched features, and Acc % is the accuracy.

Table 3 shows the accuracy ofmatched features using all the four featurematching
techniques. The scaling factor varies from 0.5 to 1.5. It is observed that SURF has
the maximum accuracy in matching features while the performance of Harris and
FAST is poor.

Similarly, it can also be observed from Tables 4 and 5 that SURF has maximum
accuracy for rotation and translation with all values, i.e., SURF is more rotation and
translation invariant as compared to other algorithms used in this implementation. It
can also be observed that all algorithms performed better when rotation was 90 or

Table 3 Accuracy for comparing the image with its scaled image

Scaling factor SURF FAST BRISK Harris

MF Acc (%) MF Acc (%) MF Acc (%) MF Acc (%)

0.5 027 14.595 02 0.615 13 02.277 1 0.45

0.8 066 35.676 19 05.846 31 05.429 8 03.604

1.2 099 53.514 33 10.154 56 09.807 23 10.36

1.5 107 57.838 03 00.923 417 73.03 3 01.351

Table 4 Accuracy for comparing the image with its rotated image

Rotation SURF FAST BRISK Harris

MF Acc (%) MF Acc (%) MF Acc (%) MF Acc (%)

60 047 25.405 053 16.308 027 04.729 013 05.856

90 173 93.514 249 76.615 154 26.97 151 68.018

120 048 25.946 047 14.462 026 04.553 017 07.658

180 168 90.811 281 86.462 186 32.574 193 86.937

−60 048 25.946 048 14.769 037 06.48 014 06.306

−120 047 25.405 058 17.846 028 04.904 015 06.757

Table 5 Accuracy for comparing the image with its translated image

Translation factor SURF FAST BRISK Harris

MF Acc (%) MF Acc (%) MF Acc (%) MF Acc (%)

[15, 25] 157 84.865 237 72.923 217 38.004 148 66.667

[−15, 25] 152 82.162 254 78.154 219 38.354 153 68.919

[15, −25] 131 70.811 188 57.846 177 31.349 113 50.901

[−15, −25] 130 70.270 195 60.000 179 31.349 114 51.351
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180°. Translated images also showed better matching accuracy for all varying values.
Image is translated in all four quadrants and resultant accuracy is calculated. It can
be said that each algorithm performed better for translated images. The same results
can be also observed from Fig. 7.
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Fig. 7 Accuracy for added distortions. (i) scaling, (ii) rotation, (iii) translation
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5 Conclusion

The work presented in this paper focused on evaluating and comparing the perfor-
mance of four different feature detection and matching techniques (SURF, FAST,
BRISK, and Harris). These algorithms were evaluated for different transformations,
scaling, rotation, and translation applied to original images for finding the number of
detected features, matching accuracy, and execution time. The results revealed that
SURF performed better than other algorithms showing invariance to added distor-
tions. Harris and FAST showed the average performance. BRISK performed worst
in case of feature matching.
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Realization of a Robust Watermarking
System in Spatial Domain
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Abstract In this paper, we have proposed awatermarking system that is based on the
spatial domain and is blind and robust in nature. This scheme is developed to with-
standmost of the image processing attacks. Thewatermark has been embedded in the
cover image by modification of the DC coefficients calculated in the spatial domain.
This method directly calculates DC coefficients in the spatial domain. The values of
pixels can be changed/modified in the spatial domain in accordance with available
watermark information. Since we have avoided the time-consuming transform oper-
ation, i.e., Discrete Cosine Transform, the computational efficiency is very high. For
embedding a watermark bit, a particular image is disintegrated into 8 × 8 blocks,
followed by further division of each block into two 4× 4 blocks. After calculation of
the DC coefficient of each 4× 4 block, the watermark bit is embedded by modifying
the DC values such that the DC coefficient of one block becomes greater than the
other. The output results prove our proposed technique is highly robust to commonly
occurring signal processing attacks. Experimental results obtained against numerous
signal processing attacks are represented in terms of quality measuring parameters
like PSNR, SSIM, and BER to check the efficiency and execution of our scheme.
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1 Introduction

Millennials and people of present times are considered digital natives, they are more
tech-savvy than their previous generations. Yet, they are easy targets for cybercrimi-
nals. A large percentage of millennials across the world use public wi-fi connections,
they are always ready to answer survey questions, almost all of them install third-
party apps, and almost everyone once in a while provides access to files while we
are online. Technology has made its way in almost every sector and institution of life
and the results have been fascinating. The smart incorporation of technology is an
essential part of success and survival in this era of the internet. We see technology
influencing almost every sector be it commerce, finance, research and development,
entertainment industry, healthcare, legacy industries like hospitality, construction,
and retail, etc. These days we incorporate technologies to improve our operations
likeAI (Artificial Intelligence),ML (Machine Learning), etc. tomake a better impact.
Industries and economies have grown and are growing at a tremendous rate because
of the changes in technological availability. Healthcare is in crisis particularly in
developing nations and rural areas but despite problems health care is improving
due to the sub-sectors like biotech, health data management, etc. Technology has
drifted the financial system towards financial tech, e-banking, and cryptocurrencies.
Similarly, real-estate has drifted towards online brokerages and other high-end online
techniques. Similarly, legacy industries have been here for generations now but they
are also overcoming their obstacles by using online techniques and resources [1–
6]. The use of the internet in these sectors involves data handling which comprises
sending, receiving, and transferring information day in and day out, from billions
of individuals and gadgets. In several complex networks and systems, huge data is
shared in real-time to carry out different automatic or non-automatic tasks. This kind
of data may include patient records, banking/financial records, and secret or classi-
fied documents in various forms like images, text files, audios, and videos, gained
in numerous ways and processed and stored by corresponding systems. With the
exponential growth of the Internet and the multimedia systems in distributed envi-
ronments, access tomultimedia data has becomemuch easier.User-generated content
like digital images, audios or videos, and different kinds of data generated through
all online interactions, is the lifeblood of social media. However, current technology
does not protect their copyrights effectively [7–12]. In this world of internet, smart-
phones, social media, and the availability of cost-free state-of-the-art multimedia
editing tools almost everyone is sharing data (images, videos, audios, movies, etc.)
online. This opens doors for people who want to misuse it by copying it, editing it,
and finally reproducing it without legal authority and permission. The fact is, when-
ever we share/put anything on the internet space, it is prone to theft. So this is also
the time of massive data out breaches caused by various cyber-attacks. In the times
of unlimited data, there are massive data out breaches and heightened vulnerability.
A single data breach alone compromises the data of billions of people. A massive
breach can cost billions of dollars in losses and can have a devastating impact on
those people whose personal details are stolen and compromised. In a single attack
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billions of encrypted credit card records, logins, passwords, and other classified infor-
mation can be compromised. So, multimedia security becomes an important issue
in nowadays Internet world. Everyone is doing more to keep personal information
safe online and major IT firms are investing more on online security as a precaution
in this age of increasing vulnerability mainly the concentration of their efforts for
developing security strategies has been in sectors like digital banking, entertainment
industry, healthcare, research, army, and security department, social media, ongoing
cryptocurrency projects like LIBRA. Various technologies are used to take care of
the copyright and security issues and amongst the most effective technologies that
contribute to developing an effective copyright protection system is digital water-
marking [13–19]. Digital watermarking is a technique of embedding copyright right
information called watermark into the multimedia, which is to be facilitated with
copyright protection, without leaving any trail to the human audio-visual system.
Robustness of a watermarking system is a very important parameter; however, it is
usually traded off with computational complexity.

In our paper, we have proposed a novel blind and robust watermarking method
in which watermark information is embedded directly by changing/modifying the
pixel values of an image. Our proposed technique/algorithm calculates the DC coef-
ficient in the spatial domain directly. According to the watermark information and
the modification factor, the values of pixels can be properly modified in the spatial
domain. Our proposed algorithm keeps the distribution feature of the frequency coef-
ficients and avoids the errors which may result from the frequency transformation.
Our proposed system for watermarking is not difficult and has extended efficiency.

Main contributions of the proposed work are:

1. High robustness against signal processing attacks.
2. Because no transform is used so the computational complexity is very less.
3. Fair degree of imperceptivity.

2 Proposed Embedding System

Figure 1 shows the block diagram of the proposed watermarking system Conversion
from the RGB color space to the YCbCr color space and then a watermark is finally
embedded into the luminance component Y.

The watermark embedding in the luminance component is carried out in the steps
as follows:

Step 1: First,we divide the luminance component into 8×8non-overlapping blocks
and let an arbitrary block be denoted by ‘P’.

Step 2: Divide the pixel block ‘P’ further into two 4 × 8 sub-blocks by separating
the even location and odd location pixels as depicted in Fig. 2 The even
location and odd location pixels sub-blocks are respectively denoted by
Podd and Peven.
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Fig. 1 Block diagram of the proposed watermarking system

Fig. 2 Division of an 8 × 8 block into two sub-blocks

Step 3: Compute the DC coefficient of the sub-blocks Podd and Peven. using Eqs. 1
and 2 respectively. Let the DC coefficient of Podd and Peven sub-blocks be
denoted by DCodd and DCeven respectively
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DCodd = 1√
4 ∗ 8

3∑

x=0

7∑

y=0

Podd(x, y) (1)

DCeven = 1√
4 ∗ 8

3∑

x=0

7∑

y=0

Peven(x, y) (2)

It is shown from Eqs. 1 and 2 that a simple averaged sum of all pixel values
of that block DC coefficient of the block can be obtained directly instead of
computing the DCT of Block.
The watermark is embedding by modifying the DC coefficients of the
two sub-blocks such that DCodd becomes greater than DCeven in case the
watermark bit is ‘1’ and the reverse is the case for watermark bit ‘0’.

Step 4: Embedded the watermark bit ‘1’ or ‘0’
For Watermark bit = 1 do the following

If DCodd < DCeven then
DC′

odd = DCeven

DC′
even = DCodd

End

To raise the robustness of the system, the difference between the two DC
coefficients is forced to be greater than a predefined embedding factor ‘E’
as:

If DC′
odd – DC′

even < E then
DC′

odd = DC′
odd + E/2

DC′
even = DC′

even − E/2
End

End of embedding bit ‘1’
For Watermark bit = 0 do the following

If DCodd > DCeven then
DC′

odd = DCeven

DC′
even = DCodd

End

To raise the robustness of the system the difference between the two DC
coefficients is forced to be more than a predefined embedding factor ‘E’ as:

If DC′
even – DC′

odd < E then
DC′

even = DC′
even + E/2

DC′
odd = DC′

odd − E/2
End

End of embedding bit ‘0’
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Step 5: Compute the required modifications needed to be brought to the pixels of
the two sub-blocks as:

�odd = DC′
odd − DCodd√

4 ∗ 8

�even = DC′
even − DCeven√

4 ∗ 8

Step 6: Compute the modified sub-blocks as:

P ′
odd = Podd + �odd

P ′
even = Podd + �even

Step 6: Combine the modified sub-blocks P ′
odd and P ′

even to get the watermarked
pixel block P ′.

Step 7: We repeat Step2 toStep6untilwatermarkbits are embedded in all the blocks
of the luminance component and result in the watermarked luminance
component.
The watermarked image is obtained by changing the watermarked lumi-
nance component from YCbCr color space to the RGB color space.

3 Extraction Process of the Watermark

The digital watermark extraction process is similar to the watermark embedding
process and is summarized in the following steps:

Step 1: Firstly we divide the luminance component into 8 × 8 non-overlapping
blocks and let an arbitrary block be denoted by ‘P’.

Step 2: Divide the pixel block ‘P’ further into two 4 × 8 sub-blocks by separating
the even location and odd location pixels. The even location and odd location
pixels sub-blocks are respectively denoted by Podd and Peven.

Step 3: Compute the DC coefficient of the sub-blocks Podd and Peven. using Eqs. 1
and 2 respectively. Let the DC coefficient of Podd and Peven sub-blocks be
denoted by DCodd and DCeven respectively.

Step 4: Extract a watermark bit as:

If DCodd > DCeven then
Watermark bit = 1
Else
Watermark bit = 0
End
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Step 5: We repeat Step 2 to Step 6 until watermark bits are extracted from all the
blocks of the luminance component and result in the extracted watermark.

4 Experimental Results

The output results of the proposed technique demonstrate that our algorithm perfor-
mance and execution is efficient against common signal processing attacks. For
carrying out our work we used a system with core i7 configuration and MATLAB
2016a. we have used various types of images (grayscale, colored, and medical
images) of dimensions 512 × 512 and watermarks of dimensions 64 × 64 for veri-
fying/testing our proposed technique. We have tested our algorithm against some
common signal processing attacks likeMedian Filtering (MF), Salt and Pepper noise
(S&P), HistogramEqualization (HE), Gaussian Noise (GN), JPEGCompression and
Low pass Filtering (LPF). Figure 3 depicts the original images and corresponding
watermarked images in which the watermark logo was embedded. The quality of the
watermarked image is said to be good if its PSNR is above 36 dB. We have recorded
the PSNR of our proposed technique and it is above 40 dB and it is greater than the
thresh hold value of 36 dB.

Original Image Watermarked Image 

PSNR = 41.1919 dB 

PSNR = 45.9581 dB

PSNR = 46.4806

Fig. 3 Original images and corresponding watermarked images at E = 25
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Table 1 Various objective parameters

Images Embedding strength (E) = 25

PSNR SSIM BER

Barbara (grayscale) 41.1919 0.974977 0

Plane 46.1809 0.988315 0

Baboon 43.9273 0.998162 0

Lena 45.9581 0.999264 0

Medical image 46.4806 0.987011 0

Table 2 Comparison with techniques [16] and [17]

Images Baboon Lena Airplane Peppers

Proposed method PSNR 43.9273 45.9581 46.1809 43.3266

SSIM 0.998162 0.999264 0.988315 0.998544

Method of Das et al. (2014) PSNR 40.2446 41.7801 40.7932 41.0122

SSIM 0.9893 0.9704 0.9872 0.9733

Method of Kalra et al. (2015) PSNR 36.1103 42.0109 39.7644 42.6843

SSIM 0.9754 0.9787 0.9851 0.9816

While analyzing the techniquewe did the imperceptibility and robustness analysis
of our proposed method. The imperceptibility of the original images against the
watermarked images was carried out and the output was achieved in terms of PSNR
and SSIM. In the same way, Robustness analysis was done and the outputs were
achieved in terms of BER. The results obtained for no attacks are shown below in
Table 1 and the comparison with [16] and [17] in Table 2. The comparison has been
performed for the imperceptivity in terms of PSNR and SSIM.

It is clear from the two tables that our technique performs better. We have also
tested our technique against various noise attacks and it has been observed that we
are able to observe the watermark in all the cases (Table 3).

5 Conclusion

In this scheme, a highly efficient watermarking system capable of producing high
quality watermarked images has been presented. Watermark has been embedded
in the cover image by modification of the DC coefficients calculated in the spatial
domain. The proposed method directly computes the DC coefficient in the spatial
domain. The values of pixels are efficiently modified in the spatial domain in accor-
dance with the watermark information. Since we have avoided the time-consuming
transform operation, i.e., Discrete Cosine Transform, The output results prove that
our technique is highly robust to commonly occurring attacks. The results obtained
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Table 3 Attack analysis results for lena image

Attack analysis for LENA

Attack Percentage BER Logo detected

Median filtering 11.0107

Salt and pepper noise 1.09863

Histogram equalization 0

Gaussian noise 1.68457

JPEG compression 19.458

Low pass filtering 3.56445

for numerous attacks are presented in the form of parameters like PSNR, SSIM,
and BER to test the execution and efficiency of the scheme. we have compared our
simulation results with different existing procedures and the comparison results have
depicted that the proposed scheme outshines the schemes under comparison.
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Investigations on Mathematical Modeling
of Imaging Infrared (IIR) Missile

Rahul Kakkar, Sohni Singh, Joginder Singh, Sumeet Goyal, Dishant Khosla,
and Manvinder Sharma

Abstract The IIR is the most advanced technology and the design is applicable to
manymissileswhich are projected to exist in the next decade. Infrared technology has
replaced the radar-guided missiles. The missile guidance system based on infrared
technology or the IIR seekers does not provide any indication that they are tracking
the missile and therefore called as passive devices. It has become very necessary
to study the defense strategy related to Infrared technology. The effectiveness of
the overall missile system is determined by the individual components and the key
parameters that describe them. The design equations corresponding to the efficiency
of different components used in the substems are discussed. The IIR seeker is a very
critical element used in the guidance system of the missiles. Many disciplines related
to the IIRmissile such as signal processing, optics, microelectronics, manufacturing,
and stabilization are integrated together and are discussed in the paper.

Keywords IIR missile · IR seeker · Missile subsystem · Signal processing

R. Kakkar (B) · S. Singh · J. Singh · S. Goyal · D. Khosla · M. Sharma
Chandigarh Group of Colleges, Landran, Mohali, Punjab, India
e-mail: cgccoe.appsc.rk@gmail.com

S. Singh
e-mail: sohni.3841@cgc.edu.in

J. Singh
e-mail: joginder.appsci@cgc.edu.in

S. Goyal
e-mail: sumeet.coeapplied@cgc.edu.in

D. Khosla
e-mail: dishant.coeece@cgc.edu.in

M. Sharma
e-mail: manvinder.sharma@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2021
P. K. Singh et al. (eds.), Recent Innovations in Computing, Lecture Notes
in Electrical Engineering 701, https://doi.org/10.1007/978-981-15-8297-4_31

381

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8297-4_31&domain=pdf
mailto:cgccoe.appsc.rk@gmail.com
mailto:sohni.3841@cgc.edu.in
mailto:joginder.appsci@cgc.edu.in
mailto:sumeet.coeapplied@cgc.edu.in
mailto:dishant.coeece@cgc.edu.in
mailto:manvinder.sharma@gmail.com
https://doi.org/10.1007/978-981-15-8297-4_31


382 R. Kakkar et al.

1 Introduction

In recent times, Infrared technology has replaced the radar-guidedmissiles and there-
fore Infrared guidedmissiles have become themost important weapon in the warfare.
The missiles guided by IR technology damaged the maximum number of aircrafts in
almost 20 years of war area [1]. So it has become very necessary to study the defense
strategy related to Infrared technology. In this type of guidance system, infrared light
emission is used to track the missile and then follow it [2, 3]. Radar seekers used
in the missile act as active devices as they clearly indicate that they are tracking or
following the enemymissile. But themissile guidance system based on infrared tech-
nology or the IIR seekers does not provide any indication that they are tracking the
missile and therefore called passive devices unlike the radar missiles [4]. IIR missile
seekers are used at longer ranges and for sneak attacks since their tracking is not
visible. IR devices were used first time in the era of World War II. The spatial prop-
erties of the sources detected in imaging missile are used in discriminating between
the target and clutter. The countermeasures are deployed to overcome the limitation
of temporal filtering used in infrared missiles due to which the spatial properties of
the source becomes difficult to extract. The infrared seeker employs discriminants in
large numbers which leads to the difficult development of countermeasure to over-
come the threats of IIR seekers [5, 6]. There are eight subsystems in the missile
system which is used to target the aircraft [7]. These subsystems are seeker, fuse,
warhead, propulsion, and flight control and data link. This is shown in Fig. 1.

The location of the IIR seeker used in the missile is in the forward. The function
of the seeker is to provide commands to the flight control so that the interception
of the aircraft target can take place in the missile. The infrared seeker consists of
several components [8]. The signal processor is used to work on the intensity of
signals and for generating the commands. The seeker needs to be protected from the
weather and forces and this job is done by infrared dome. The target energy needs to
be focused on the detector which is done by the optical system of IIR seeker used in
the missile [9–11]. The target jitter is minimized by the stabilizing system of the IIR
missile and to set the optical path between the point and the target [12]. The intensity

Fig. 1 Missile subsystem
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Fig. 2 Missile seeker flow diagram

signals are generated by the infrared detector. It also does the collection of target
photons. The IR guided missiles track and detect the target passively either hitting it
or burning it out. The missile head is always towards the target [11, 13]. The missile
does not shift instantaneously if the target moves and therefore the guidance system
of the missile must be robust in order to direct and intercept the target [14]. The
missile guidance laws determine the precision and effectiveness of the interception
of missiles. In guidance related to the target, the sensor collects the data related to
the target and make it real-time available. The missile is navigated towards the target
direction according to the data provided by IR sensor [15–17]. The flow diagram of
the seeker which determines the whole function of missile seeker is shown in Fig. 2.

2 Design Equation of IIR Missile

The supersonics speeds in the missiles of the enemy are so high that the domes used
in the missiles must be able to withstand it. The dome must be hard enough so that it
does not degrade with the damages provided by the environment such as dust, rain,
etc. The aerodynamic heating creates the thermal noise at supersonic speeds which
because noise source for infrared detectors [18]. Therefore, the materials having low
emissivity are used [19]. The optics of the IIR seeker are shielded by the dome. The
overall transmission of the missile is improved by using the dome equation. The
dome structure is given in Fig. 3.
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Fig. 3 Dome structure in IR missile

The thermal pressure and stress in the dome determine the thickness of the infrared
dome [20]. The dome equation is given as

I = I0τdome = I0e
−(αdome)(tdome) (1)

τdome is denoted as dome transmission
αdome is absorption coefficient and
tdome is denoted as the thickness of dome.
The properties of the material used in the dome and the geometry of the dome

defines the heat flux Qlim. The heat flux is given as

QsTlim ≡ 2R
′
H

tdome
(2)

R
′
H ≡ σ(1 − ν)k

αT E
(3)

ν is denoted as Poisson’s ratio,
k is thermal conductivity,
E is denoted as Young’s modulus and
σ f is denoted by failure stress.
The actual heat flux is given by

Qactual = hST(TST − Tiw) (4)

Here,
hST is the coefficient of heat transfer,
Tiw denotes the temperature of the interior wall of the dome,
TST denoted the temperature of the outer wall and is given as
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TST = Ta
(
1 + 0.17M2

)
(5)

Ta is the ambient temperature and M is the match number.
The pressure differential between the outer and innerwalls of the dome determines

the thickness of the dome. The expression is given as

tdome

R
= 0.7 × DSF

2
3 ×

(
�P

σ f

) 2
3

(6)

The design safety factor is given by DSF which is assumed to be 4. The dome
thickness can be minimized by using the equations given above [21, 22]. The reflec-
tivity of the dome material is given by R. The emissivity of the dome εdome is given
as

εdome = (1 − r)
(
1 − e−αdometdome

)

1 − re−αdometdome
(7)

3 IR Detectors and Signal Processing

The detectors used in the IIR missile seekers are quite different from others as they
use more than one detector for the reconstruction of image. If single detector is used,
then it faces the problem of low sensitivity. Therefore the scanning of the images
should be done in line rather than using single detector for a better Field of View
(FOV). Focal plane arrays are used to provide higher sensitivity and need not to be
scanned [23]. The design of the seeker using focal plane arrays is shown in Fig. 4.
There is a beam splitter inserted in the optical path to split the light to next FPA. The
support lenses are placed to collect the light [24].

Fig. 4 Design of a FPA seeker used in IIR missile
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The multiplexing readouts are used in FPA for high sensitivity which adjusts the
current gain. The readout gives the current gain the signal and is dependent on the
transconductance of MOSFET given by gm, the dynamic resistance of IR detector
given by Rdet and Ctot which is denoted by total capacitance. The readout A1 is given
as

A1 = gm
gm,load

ηinj

ηinj = gm,loadRdet

1 + gm,loadRdet

1

1 + jωCtotRdet

1+gmRdet

(8)

The technology of the infrared detectors used in IIR missiles is growing very
rapidly in the overall development of the seeker. The detector chips used in the seeker
should be integrated, powerful, and much smaller. The IR detectors are integrated
on the electronic readouts placed on the focal plane since the charged couple devices
have been invented. The image resolution is one of the important factors of the
IR detector to have a perfect scanned image of the target aircraft. The number of
detectors used and the optical aperture of the infrared seeker are the functions of
image resolution. Since the invention of the silicon integrated circuits, the size and
complexity of the IR detectors used in IIR missiles have been significantly reduced
[25]. The signal processing in the subsystem of infrared seeker used in IIR missiles
will be digital in nature. The digital systemswhose quality is determined by the speed
of the signal processing. The material properties define the quantum efficiencies of
the IIRmissile. The quantum efficiency is increased by usingmore than one reflective
layer. An active layer is included in the IR detector which absorbs all the radiation.
80–90% efficiency is achieved if the material used in the IR detector is HgCdTe for
dual bands. The expression used for computing the quantum efficiency is given as

A = (1 − R)
(
1 − e−ad

)
/
(
1 − Re−ad

)

T = (
1 − e−d/L

)
L/d

ηi =

EH∫

EL

dN
dE P(E)dE

EF+hν∫

hν

dN
dE dE

; P(E) =
(

1 −
√

EF + φB

E

)

,
dN

dE
= NνE

1
2 (9)

where,
A is absorptance,
T denotes transport efficiency,
d is the thickness of layer and
L denotes the mean free path.



Investigations on Mathematical Modeling of Imaging … 387

4 Missile Guidance Subsystem

Missile guidance means how the missile navigates their path accurately to the target.
The basic idea of the missile guidance is shown in Fig. 5.

The operations performed by the missile guidance include tracking and detecting
the target, guide the missile, and suppress the noise. The fixed pattern noise is
suppressed by electronic sensors. While processing in space, the registration of the
scene is a very important step. The sensors used in IIR missiles should be carefully
analyzed. The CNR (contrast to noise ratio) and the revealing and hiding of the
features must be carefully addressed [26]. The efficiency of the scene registration is
determined by the following equation

MFO
(−→x0 ,−→v

) = 1

Nx Ny

∑

kω

S∗
(−→
k , ω

)
D

(−→
k , ω

)
ei

−→
k .

−→x0

P
(−→
k , ω

)

S∗
(−→
k , ω

)
= MTF

(−→
k

)
f ∗

(
ω − −→

k .−→v
)

(10)

Here,
The matched filter output is given by MFO,
S∗ is the expected signal FFT,
k is wave number,
v is velocity,

MTF
(−→
k

)
is the transfer function of the system.

Detection of the target is the next step in scene registration. This involves two
operations: first, the filtering operation is applied and then the threshold operation.
The convolution of original image I(x, y) and transfer function h(x, y) is done in the
filter to obtain the processed image Io(x, y). The target signal is enhanced using the
filter and the unwanted signals are suppressed. The filter equation is given as

Fig. 5 Missile guidance concept
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I (x, y) =
∫

I0(x0, y0)h
(
x − x0, y − y0

)
dxdy (11)

The interception of the target is done using the guidance laws in the missile
guidance. The acceleration command of the missile is given for the proportional
navigation of the missile and for the target to properly intercept. There are many
factors on which the acceleration command of the missile, Amβ

depends such as β,
the line of sight angle, velocity V c, navigation gain N, and the acceleration of the
target ATβ

. The expression is given as

Amβ
= NVcβ̇ + N

2
ATβ

(12)

5 Conclusion

Infrared technology has replaced the radar-guided missiles and therefore Infrared
guided missiles have become the most important weapon in warfare. The missile
guidance system based on infrared technology or the IIR seekers do not provide any
indication that they are tracking the missile and therefore called as passive devices
unlike the radar missiles. Since these missiles have always their head towards the
target, they either catch the target or burn it out. Therefore, the guidance system of
the missile must be robust so that the target is detected easily. The equations related
to the missile guidance system are discussed in the paper. Many missile guidance
laws govern the missile intercept which further determines the effectiveness of the
missile.
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Recommendation Systems Based
on Collaborative Filtering Using
Autoencoders: Issues and Opportunities

Ria Banerjee, Preeti Kathiria, and Deepika Shukla

Abstract With the advancement of deep-learning-based approaches, complex prob-
lems under Artificial Intelligence can now be addressed in a comparatively easier
way. One such application domain is Recommendation Systems. Recommendation
systems are powerful tools in this age of data explosion for providing meaningful
insights from data. Collaborative Filtering is one of the popular approaches for
building recommendation systems and extensive literary works suggest that it is
very effective. In recent years deep-learning-based models have been bounteously
applied for the development of recommendation systems using collaborative filtering.
Autoencoders are a deep-learning based neural architecture which can be used for
implementing collaborative filtering. This paper presents a survey of different autoen-
coder based models which employ collaborative filtering methodology for making
recommendation systems. The paper initially provides an understanding of models
and thereafter summarizes various works reported in the literature in the light of
the methodology used, taxonomy, datasets used for experimentation, limitations and
results reported.

Keywords Deep learning · Collaborative filtering · Autoencoders

1 Introduction

In the environment of Big Data and E-commerce, machine learning has widened
its scope of applications. Table 1 shows the relationship between E-commerce, Big
Data Analytics (BDA) and Neural Networks (NN) as three entities intermixed and
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interdependent, with the goal of creating a profitable domain for the E-commerce
industry (Figs. 1, 2 and 3).

As the pool of online content widens and deepens, users get a plethora of choices.
But this often poses ‘paradox of choice’. Recommendation systems are expert
systems that harness the power of data to enhance the decision-making process for
the user.

Recommendation systems gather information in three ways: Implicitly, Explicitly
[1] and by Hybrid methods. In Implicit feedback, user behaviour is captured from
the actions made by the user while accessing the application. It does not require user
intervention. In Explicit feedback, information is gathered by explicit user inter-
vention. Hybridization of feedback is achieved in two ways: (i) User is allowed to
participate in explicit feedback gathering, and (ii) implicit data as a check on explicit
feedback.

Recommendation systems can be broadly classified into Content-based [2] (based
on the features extracted from the items that the user has rated positively).

Collaborative filtering based [3, 4] (recommends items to the target users by
mapping similar users) which can be further categorized into item-based and user-
based

• Item-based: Find the correlation between items based on user’s previous rating.
• User-based: Finds a correlation between target user’s and other users’ profile.

The third major category of recommendation systems is Hybrid [5], which is a
combination of both content-based and collaborative filtering (CF).

Major issues in recommender systems are cold start, shilling attacks, synonymy,
grey sheep, Limited Content Analysis and Overspecialization, privacy, latency, Eval-
uation andAvailability ofOnlineDatasets, context awareness, sparsity and scalability
[6, 7]. However, due to the inherent nature of CF, cold start, sparsity, and shilling
attacks are the most prominent problems. The 1990s saw information overload prob-
lems [3] as a major challenge in context-based recommender systems. Amazon was
one of the earliest commercial applications of CF. Over the years CF algorithms have
advanced in complexity and performance. The algorithms under CF are grouped as:

1. Memory-based [8, 9]: they employ statistical techniques in the user-item matrix
to find the nearest neighbours of the users and make recommendations.

2. Model-based [10]: Huge datasets are compressed and fed into a model that
generate recommendations. Matrix Factorization (MF) and clustering are exam-
ples of traditional methods. In the recent past deep-learning-based methods have
also gained popularity [11, 12]. Algorithms under deep learning can be of the
following type:

(a) Multi-layered Perceptron (MLP): it is a feed-forward NN architecture with
hidden layers, where back-propagation is used for learning.

(b) Convolutional NN (CNN) [12, 13]: It incorporates convolution (a mathe-
matically represented linear operation) on data projected in a grid.

(c) Recurrent Neural Networks (RNN) [12, 14]: These NN are good for
modelling sequential data. They can remember former computations.
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(d) Restricted Boltzmann Machines (RBM) [12, 15]: These generative
stochastic NN with 2 layers produce a random probability distribution of
the input.

(e) Autoencoders (AE) [16]: AE is an unsupervised NN model attempting to
reconstruct its input data in the output layer.

Lots of content has been published where the surveys are provided for deep-
learning based recommendation systems that use CNN, RNN, or RBM as the archi-
tecture, whereas this paper focuses on providing a survey of literature and approaches
that use CF for recommender systems using autoencoders as the architecture.

1.1 Research Challenges and Future Direction

It is established by this study that the benchmark datasets are available for research
in the area of recommender systems, however, it is strongly recommended that more
datasets pertaining to other fields of recommendation should be generated so that the
recommender systems for other fields can also be developed.One striking observation
that has come up during this survey is that the literature available for this area lacks
in comparative analysis wherein all the models are compared experimentally. The
comparative analysis of all models can be carried out experimentally so that better
insights can be projected and application-specific choice of model can be suggested.

The rest of the paper is organized as Sect. 2 discussesAEs and their types. Section 3
presents the literature available for the subject of the paper, various modes for eval-
uating the approaches and datasets used for comparing the approaches in the area.
Section 4 throws the light on a comparison between various works reported in the
literature for recommendation systems using CF and AEs. Section 5 concludes the
study with major insights and throwing open-ended research issues and challenges.

2 Autoencoders

In general, Autoencoders consists mainly of four main parts [16]: Encoder, bottle-
neck, Decoder, and reconstruction Loss method. The encoder learns the way to input
dimensions, compresses the input into an encoded representation. The bottleneck
layer is used as a salient feature representation of the input data. The bottleneck
layer represents the data in the lowest possible dimensions. The decoder reconstructs
the encoded data into a representation that is as close to the input as possible. The
reconstruction loss method is responsible for making out the losses incurred during
this encode-decode process. Training an AE means minimizing the network’s loss
using back propagation (Fig. 4).

A vanilla AE is a simple two-layered NN with one hidden layer, where the length
of the encoder and decoder is the same, and that of the hidden layer is smaller than
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Fig. 4 Types of autoencoders

them. ADenoising AE [17] introduces noise in the input, and then it reconstructs this
corrupted data to produce cleaned output. Adversarial AEs consists of a discriminator
and a generator. The discriminator generates the probability of a point x belonging to
the data distribution, while a generator generates data that is fed to the discriminator
intending to fool the discriminator [18]. Contractive AE [19] adds a regularizer to the
objective function of the AE. This regularizer belongs to the Frobenius norm of the
Jacobian mix. Variational AE maps the input to a distribution, where the bottleneck
consists of a mean vector and a standard deviation vector.

3 Literature Survey

The recent past has seen a shift from matrix factorization and towards deep learning
approaches with CF for recommendation systems. Of the numerous architectures
available in the literature, autoencoders exactly fit the CF problem. This section
discusses and critically reviews various models proposed in the literature that use AE
as underlying architecture, and then presents factors of evaluation for these models.
This section also discusses prominent datasets used in research in recommender
systems.

One of the integrations of AEs in CF was introduced as AutoRec [20], a state-of-
the-art model for recommendation. It has two variations: I-AutoRec (item based),
and U-AutoRec (user based). It takes as input partial vectors of either users or
items and aims to project it to a lower dimensional latent space in the hidden layer.
It projects the reconstructions to the output layer, which are the recommendation
results. It uses identity and sigmoid activation functions.BycomparingRMSEvalues,
authors conclude that I-AutoRec outperforms U-AutoRec on MovieLens 1M and
10M dataset.

Denoising Autoencoders (DAE) [17] introduce the concept of adding noise to
the input. Strub and Mary [21] introduced an AE model that computes non-linear
matrix factorization from sparse rating inputs. It has two versions: Uencoder and
Vencoder. It converts the missing values to zero in the input and backpropagated
layers. This is known as masking noise, which helps make recommendations. Input
is sparse representation of users and items, and gives a dense output, hence addressing
sparsity issues. The authors report V-AutoRec outperforms Uencoder and Vencoder.

Marginalized Stacked DAE (mSDA) [22] uses linear denoisers to marginalize
out random feature corruption. It uses Stochastic Gradient Descent (SGD). This
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architecture addresses the issues of scalability, high-dimensional features, and high
computation costs.DeepCF (DCF)model intermixesMFmethodswithmarginalized
DAEs, where the time complexity is O(tN) (t is the number of iterations, N is the
number of ratings). mSDA-CF, a variant of mSDA, stacks marginalized DAEs, and
updates latent features on the layers given by the average of total number of layers
and 1. The authors claim that this significantly improves time complexity.

Collaborative Denoising AE (CDAE) [23] is a generalized model of several other
state-of-the-art. It generalizes Latent FactorModel [24, 25] and Factorized Similarity
Model. CDAE has I+ 1 node in the input layers, where I is the number of items, and
the last node is a user-specific node. The hidden layer has a bias node, and the output
has I nodes. Layers are fully-connected. CDAE uses SGD to learn parameters.

Based on Stacked DAE (SDAE), a CF model was developed [26]. It is user-based
in nature and uses Gaussian noise to corrupt the data. It uses output of hidden layers
for training process. Built upon it is CF-based StackedDenoisingAEmodelCF-SDA.
It calculates the difference between the latent similarity obtained from the aforemen-
tioned model and the surface similarity. It employs Sigmoid and Identity mapping
activation functions, Mean Squared Error as loss function and Adam optimizer.

Recommendation via Dual AEs (ReDa) [27] is a representational learning frame-
work that learns latent features from user-item data and aims to minimize deviations
in the training data. It uses stacked AEs to reach an optimal global solution. ReDa
uses Sigmoid function during encoding and decoding. The algorithm requires calcu-
lation of partial derivatives of the variables used in the equations of optimizations.
The model uses gradient descent for optimization, until convergence, which is not
guaranteed every time as the optimization problem proposed is not convex in nature.

Collaborative Adversarial AE (CAAE) [28] is a framework that is based onGener-
ative Adversarial Networks (GAN) [18]. AGANhas a discriminator NN and a gener-
ator NN. The discriminator generates the probability of a point belonging to a data
distribution, and the generator generates data to feed in the discriminator, to fool it.
CAAEconsists of a discriminator that usesL2 regularization and is implementedwith
Bayesian Personalized Ranking (BPR) for learning relative preferences on items. It
has a positive and negative item generator AE. SGD is used for the learning process.

Fine-Grained Collaborative AE (FG-ACAE) [29] is an adversarial framework for
non-linear model optimization, where the noises iteratively minimize and maximize
the loss function. This framework is applied to CDAE [23], where the noise mixing
layer replaces denoising layer. Identity activation function is used in themixing layer,
loss function is cross-entropy, and mini-batch gradient descent for optimization.

Mult-VAEPR [30] extends Variational AE (VAE) [31, 32] for CF for implicit
feedback incorporating non-linear probabilistic model. The model samples K-
dimensional latent representations from the Gaussian prior, and non-linear func-
tion fθ are applied to it to produce probability distribution over the items. Softmax
function is used for output normalization. The model uses variational inference to
minimize theKullback-Leiber (KL) divergence.Usingmultinomial likelihood for the
data distribution and adjusting the over-regularized VAE objective gives significant
improvement over state-of-the-art baselines. It uses Bayesian inference for parameter
estimation.
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Sequential Variational AE (SVAE) [33] conditions each event to the previous
event, thus modelling temporal dependencies. The authors argue that there is a
recurrent relationship between the current datapoint and the previous one.

Queryable Variational AE (Q-VAE) [34] models the joint probability of the user’s
preferences and the conditional probability of other similar user’s preferences. It
models the log joint probability of the subset of partial preferences of the user, where
the partition of this subset is arbitrary. Authors claim this is different from the existing
VAE based models. It uses KL divergence for regularizing posterior distributions.

RecVAE [35] is built upon Mult-VAEPR. It changes the encoder of Mult-VAEPR

to a denoising encoder. The decoder uses Softmax activation. It makes a convex
combination of standard Gaussian prior and a regularization term in the form of KL
divergence. The training takes alternatively on the encoder and the decoder. Monte-
Carlo sampling is used for log-likelihood and KL divergence. It uses cross-entropy
as the main component of the loss function. The authors claim it outperforms other
methods.

AutoSVD++ [36] is a hybrid CF model which uses Contractive Auto-Encoders
(CAE) [19] and SVD++ [37]. Atop this is, a new hybrid model that takes implicit
feedback as input. The model takes high-level feature representations from CAE,
which is integrated with AutoSVD++ model. The model tries to minimize the regu-
larized squared error loss. It uses SGD to learn parameters. Authors claim that their
model outperformsmSDA-CF andU-AutoRec. They claim that thismodel is scalable.

Semi Auto-Encoder (SA-HCF) [38] proposes an architecture where the output
layer is shorter than the input layer which makes incorporating side information
easier. Based on it, the authors have designed a hybrid CF model. The authors claim
it can solve the problem of rating prediction and ranking prediction. For ranking
prediction, the user’s partial observed vector and profile vector is used, and for rating
prediction item’s partially observed vectors and explicit ratings are used.

Hybrid collaborative filtering (HCF) model with semi-stacked denoising AE
(Semi-SDAE), referred to asHCF-SS [39] is a hybrid model. The Semi-SDAE takes
three inputs: the original, the noise-corrupted, and the side information data. Semi-
SDAE can incorporate extended side information as input, without changing the
dimension of the output layer. The model uses two layers of Semi-SDAE which is
incorporated intoMF. The parameters are learnt using SGD. The authors demonstrate
that HCF-SS model outperforms AutoSVD++, ReDa and SA-HCF.

AutoCOT [40] is based on cooperative training (COT). It implementsAutoRec and
combines COT model with it. The mediator model generates a mixture distribution
of real and generated user browsed data, and aims to optimize the KL divergence, and
the generator model optimizes the JS divergence between them. The mediator and
generator are one hidden layered architecture. The training process occurs iteratively
on them. Authors claim AutoCOT can alleviate sparsity issues in large datasets.

Deep Heterogeneous AEs (DHA) [41] utilize information from multiple domains
for accuracy improvement. It uses SDAE and RNN to extract latent features from
non-sequential and sequential data respectively. It uses twoLongShort TermMemory
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networks for the sequential data. The model incorporates two DHAs. It uses coordi-
nate descent for optimizations and SGD for learning weight matrix and bias vectors.
The author’s experimentations demonstrate competitive model performance.

Built upon U-AutoRec, is an AE based CF (ACF) framework that provides top-N
recommendation. It employs two AEs: PR-Net and IL-Net [42]. PR-Net employs
pairwise regularization and samples negative samples, while IL-Net captures the
items which are more likely to be true negatives. PR-Net is fed explicit feedback and
IL-Net is fed the implicit feedback. SGD is used to learn models. The authors claim
that this framework can also be extended for one-class CF by altering the inputs.

EASER [43] is a linear model with zero hidden layers. It takes a user-item inter-
action matrix X (generally binary) as the input. The diagonal of the item-item weight
matrix must be constrained to zero. This model uses square loss between X and
predicted scores. EASER states that the constrained convex optimization problem
has a closed solution. The authors state the computational complexity of the algo-
rithm as O(|I|3) where I is the number of items. Authors claim the model’s superior
accuracy.

AE algorithm for CF (AE-CF) [44] presents a combination of AE with clustering.
The scoring data is combined with the user data to construct a scoring matrix, for
extracting user features. This is used to plot the clusters, and using k-means recom-
mendations are made to the user. This algorithm narrows the search space. The AE
is used here for dimensionality reduction. It uses Pearson’s correlation coefficient.

3.1 Matrices Used for Evaluation of Approaches

Models surveyed in this paper useRootMeanSquaredError (RMSE),MeanAbsolute
Error (MAE), Precision and Recall, Mean Average Precision (MAP), Normalized
Discounted Cumulative Gain (NDCG), Mean Reciprocal Rank (MRR) as evaluation
metrics. These are very well-known metrics and have been thoroughly studied in the
literature.

3.2 Datasets

Table 2 mentions the highlights of the major datasets used in research related to
recommendation systems and existing in the literature.
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Table 2 Datasets used in the models

Name Domain #users #item #ratings

Movielens (ML)100K Movies 943 1682 100,000

Movielens (ML)1M Movies 6039 3883 1,000,209

Movielens (ML)10M Movies 71,567 10,681 10,000,054

Movielens (ML)20M Movies 136,677 20,108 20,000,000

Netflix Movies 463,435 17,769 56,900,000

Book-crossing (BC) Books 278,858 271,379 1,149,780

Advertising Services 448,158 737 N.A

Yelp Business 9600 7000 243,000

MillionSong data (MSD) Songs 571,355 41,140 33,600,000

Watcha Movies 1391 1927 101,037

4 Comparison of Various Approaches Surveyed
in the Study

This section provides a comparison of various approaches reported in the last decade
and existing in the literature for making the recommendation based on CF and AE
as architecture. The approaches are reviewed based on the model of AEs used in the
approach, the category of information taken for applying CF, the datasets used. Table
3 also summarizes the methodology adapted, results reported, and their comparison
with other contemporary approaches in the light of evaluation metrics (Table 4).

5 Contribution of the Survey

In this paper, multiple models based on AE architecture for collaborative filtering are
surveyed. It forms an informative basis for decision making when trying to select a
model for implementation. This survey also highlights the limitations in thesemodels,
which can inspire innovation of new models that will overcome those limitations.
Similarly, the plus points of the models surveyed can inspire new models to build
upon one or more of them, therefore combining the positives of multiple models.

6 Conclusion and Future Work

In this paper, a thorough survey has been conducted on AE basedmodels that employ
CFmethods for recommender systems. Through the survey, it is well evident that the
research in the field of recommender systems is well flourishing and has a great scope
of applications. In the literature, it is proposed that, as the number of layers in theAEs
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Table 4 Acronyms used in
the table and their full forms

MF Matrix factorization

LFM Latent factor model

FSM Factorized similarity model

GAN Generative adversarial networks

BPR Bayesian personalized ranking

CAE Contractive autoencoders

SVD Singular value decomposition

is increased from two to four, they perform slightly better. Also, the resultant setup
behaves more robustly when the number and type of hyperparameters are changed.
Through the survey, it has also been found that HCF-SS, EASER. HCF-SS and AE-
CF perform great, in terms of evaluation metrics such as RMSE,MAE, Precision and
Recall and NDGC when used with MovieLens as a dataset. A future work might be
that a combination of two or more models can be implemented, for example, EASER

with AE-CF, to see their synergetic effect on recommendations made.
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An Algorithm to Recognize and Classify
Circular Objects from Image on Basis
of Their Radius

Bhim Sain Singla, Manvinder Sharma, Anuj Kumar Gupta,
Vandana Mohindru, and Sunil Kumar Chawla

Abstract For the computer vision, fast and accurate detection of an object is chal-
lenging. Detecting a circular object in a cluttered image has always been a problem.
Circular object detections haswide applications in the field of biometrics, automobile
and other mechanical production industries. The traditional existing circular object
detection are maximum likelihood estimation (MLE) and voting-based methods.
The voting based methods have high memory requirements and more computational
complexity while these are less sensitive to noise. MLE approach consumes less
memory and are efficient in terms of computational complexity but these approaches
are more prone to noise. This paper proposes modified Hough transform based algo-
rithm for detection of circular objects within other shaped objects also it can identify
circular objects on basis of diameter. The proposed algorithm worked efficiently and
detected the circular objects on basis of diameters with very less computational time
and less memory consumption.
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1 Introduction

The task of object detection is encountered in many practical applications and situ-
ations. Rolling elements have great applications in the area of technical reality and
while considering the natural sciences, biological shapes are mostly circular and that
is because they are very easy to optimize because of their ratio of area to perimeter.
There are many problems that can arise while detecting the circular objects which
include difficulty to distinguish them and their detection in real-time [1–3]. The
problem of distinguishing the objects is due to many factors such as low contrast,
partial object visibility, illumination, etc. the real-time detection of the circular
objects becomes difficult due to technological issues such as sorting and classifi-
cation. Circular and elliptical shape detection is quite a common task in computer
vision and in the recognition of images [4]. There are many methods for detection
which depend upon the conversion of greyscale image to the binary image and then
using the technique of edge detection. There are many shape descriptors which are
very useful in detecting the ellipses and circles. The ellipticity of the shape can also
be measured with the help of these shape descriptors [5, 6]. These are certain edge
detection methods of low level that do not guarantee the uninterrupted boundaries of
objects. The analysis of image becomes difficult for such cases especially when the
image is noisy. Then came the contour grouping algorithms that aimed to connect
all the edges of the parts of the object which is detected. But only the significant
curves were detected using the contour grouping algorithm [7–9]. Then there were
many methods designed based on active contours for the detection of objects whose
boundaries are not defined by gradients. The moving objects could also be tracked
using active contours. The difference between the features of object and background
is calculated by the energy function [10]. Another system efficiently used in deep
learning is license plate recognition (LPR) [11]. This technique is widely used in
the digital world due to rapid growth in vehicles. The surveillance system is also a
major concern in the digital era. D-CAD technology is efficiently used to address the
issue based on the concept of deep learning [12]. A very powerful and effective tool
for detecting the parametric curves in images is the Hough Transform (HT). This
algorithm is able to recognize different shapes in the image. It was first introduced
by Paul Hough in 1962 and then IBM patented it. In 1972, the Hough Transform was
modified and named as Generalized Hough Transform (GHT). The Circular Hough
Transform (CHT) is the extended version of General Hough Transform. The voting
process is implemented in this algorithm where the mapping of the edge points in
the image is done with the parameter space that is appropriately defined [13–15].
The Circular Hough Transform (Fig. 1) is used to identify circles in an image whose
center pint and radius are defined. The accumulation of votes in the three-dimensional
parameter space is very necessary for determining a circle. Few improvements in the
CHT algorithm were proposed in the literature of image processing taking in view
the memory and computational requirements [16]. The parameter space could also
be used for different radii as shown in Fig. 2.
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Fig. 1 Basic CHT

Fig. 2 Multiple radii in single parametric space

The location of the circle is detected with three basic steps. First is the convolution
and non-maximal suppression [17, 18]. Second one is the contour tracing and the
third one is finding the radius and center of the circle. The block diagram is as shown
in Fig. 3.

Firstly, the grey-scale image is given the input to the block. Here, each pixel
obtains its vertical and horizontal directions with the help of convolution kernels.
The strength at the edges of the images can also be detected using the horizontal and
vertical convolution kernels. The non-maximal suppression is done to thin the edges
obtained from the direction of the pixels and edge strength. The contour tracing of
the thin edges is done in the second stage of the algorithm. This is done by finding
the arcs through pixel directions in each of the pixels which proves them to be a part
of the circle. The edge pixels and spurious points which do not satisfy the part of the
circle are discarded. Only the arcs which are the part of the circle are retained [19].
In the last stage, the center and radius of the circle is determined. In this way, the
circle are located and detected.

Fig. 3 Algorithm stages
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2 Circular Hough Transform: Literature Review

The Circular Hough Transform has its main application in extracting circular objects
from the image. It doesn’tmatter if the circle is complete or not. The elongated ellipses
are ignored and the transform is selective only for the circles. Radial symmetry is
required for searching the circular objects. The radius and the centric of the circle
can also be measured with the Circular Hough Transform. The transform works on
the basis of vote. Whenever the Cartesian coordinate encounters pixel with greater
than zero intensity, one vote is given to the coordinate. As the image is transformed
into the circular of specific radius, the votes get accumulated at the center of the
circle [20]. The maxima in the transform can be calculated by counting the highest
number of votes in the coordinate and in this way the center of the circle within the
image can be found out.

The parameters of the circle are determined with the help of Hough Transform.
The parametric equations of the circle are as follows

x = a + Rcos(θ) (1)

y = b + Rsin(θ) (2)

Here,
R is the radius of the circle;
� sweeps through full 360° in the coordinates (x, y);
Center of the circle is defined by (a, b).
The perimeter of the circle is traced if most of the points on the perimeter are

known. Three parameters are needed to find out to describe the circle which are (a,
b, R).

If the radius R of the circle is known, there will be a common center point of all
the parameter circles. The locus points of the circle are (a, b) which fall on the circle
of radius R with centers at (x, y). The Hough accumulation array is used to find out
the true center point which is common to all the parameters circle. This is as shown
in Fig. 4.

Each point in the left geometric space generates a circle in the right geometric
space. All these circles intersect at the center of the circle (a, b).

Fig. 4 Geometric-scale representation to search a circle with fixed R
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Fig. 5 Geometric-scale representation to search a circle with multiple R

The same technique can be used to find out multiple circles with the same
radius. Figure 5 depicts the geometric scale representation to search a circle with
multiple R.

The red cells represent the center points in the parameter space. The blue cells
represent the overlapping of circles with the help of which the spurious centers can
also be found out. When the circles in the original image are matched, then the
spurious circles can be removed. Each point in the left geometric space generates a
circle in the right geometric space [21, 22]. All these circles intersect at the center
of the circle (a, b).

The locus points present in the parameter scale falls on the cone surface if the
radius of the circles is known. A cone surface is produced in the parameter space by
each (x, y) point. All the maximum cone surfaces intersect at the accumulation cell
by corresponding triplets (x, y, R). The conical surface is generated in the parameter
space for (x, y) point. At each level ‘r’ a circle is constructed having different radius.
A three-dimensional accumulation matrix can be used to search the circle having
unknown radius. Figure 6 shows the geometric scale representation to searchmultiple
circles with fixed R.

Fig. 6 Geometric-scale representation to search multiple circles with fixed R
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3 Design Flow

The flowchart describes different steps that were followed in order to identify the
circular object in the image. Figure 7 shows the flowchart of steps. Firstly the refer-
ence image was read which contained objects of different shapes. This cluttered
image is used for the identification of the circular object in the image. Then the
image is converted into the grayscale. The grayscale image is further converted into
the binary image. This conversion of image from grayscale to binary is the most
important step and which greatly defines the detection of the circular image. Then,
the radius of the circles are defined to be detected [23, 24]. Then, the circular objects
are being detected using the modified algorithm through Circular Hough Transform
(CHT). This method is quite efficient as it decreases the computational time and
storage required for its implementation. And then in the last step finally, the circular
objects are detected. All the steps given in the algorithm clearly defines the flow or
process followed while identifying the circular objects.

Reading reference Colored  Image for Circular 
object detection in the cluttered image containing 

different shapes

Convering the image into grayscale 

Binarization of image

Defining the radius for dectetion of circles 

Detection of circular objects using Modified 
Hough's Algorithm

Circular objects detected under provided radius

Fig. 7 Flowchart of method of detection
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4 Results

In a work, the algorithm uses a modified approach for the detection of circular
objects. The following results show the different design steps that are followed.
Figure 8 shows the input image from which the circular objects are to be detected.
The image has different shapes in it. Figure 9 shows the result after converting the
image to grayscale. Using the design flow the modified algorithm is compiled and
run. In Fig. 10 only those circular objects are detected which have the radius of 25.
In Fig. 11 the circular objects with radius 40 are detected and similarly in Fig. 12
represents the circular object detection with radius 80. Figure 13 shows the results
as detection of circular objects from the different shaped objects in image with very
less time. The circular objects identified in Fig. 7 are of different radius. All the
circular objects present in the image are detected with very less computational and
storage time. The objects which are marked are identified as circular objects while
the others are not identified as they are not circular. The part of the circular object is
also identified in the non-circular objects as they contain the circular images. In this
way, all the circular images are identified and detected whether fully as a complete
circle or partially on the non-circular objects. This proves the accuracy and efficiency
of the algorithm being used.

Fig. 8 Input cluttered image with different shaped objects
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Fig. 9 Image after conversion to grayscale

Fig. 10 Detection of circular objects with radius = 25
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Fig. 11 Detection of circular objects with radius = 40

Fig. 12 Detection of circular objects with radius = 80
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Fig. 13 Detection of all circular objects

5 Conclusion

In this paper, a modified and novel method for detection of circular objects under
specific radius in different shaped objects is proposed and discussed which produces
results in less computational time, unlike the other methods which come different
sorts of limitations. The discussed approach is able to produce results without
requiring any additional hardware or any additional input image. As the hardware
comes with its own complexities and therefore do not provide efficient solution. As
the computing time of algorithm is less, it can be connected with a hardware that can
respond and perform required operation in real-time after detection. The software
version overcomes all the limitations. The algorithm can be used for various appli-
cations including rejecting non-circular shaped objects as well as oversized circular
objects in an industry.

References

1. Landau, U.M.: Esimation of a circular arc center and its radius. Comput. Vision Graph. Image
Process. 38, 317–326 (1986)

2. Crawford, J.F.: A non-iterative method for fitting circular arcs to measured points. Nucl.
Instrum. Methods Phys. Res. 211, 223–225 (1983)



An Algorithm to Recognize and Classify Circular Objects … 417

3. Karimäki, V.: Effective circle fitting for particle trajectories. Nucl. Instrum. Methods Phys.
Res. A305, 187–191 (1991)

4. Thom, A.: A statistical examination of the megalithic sites in Britain. J. Roy. Statist. Soc. Ser.
A General 118, 275–295 (1955)

5. Kasa, I.: A circle fitting procedure and its error analysis. IEEE Trans. Instrum. Meas. 25, 8–14
(1976)

6. Coath, G.,Musumeci, P.: Adaptive arc fitting for ball detection in robocup. In: APRSWorkshop
on Digital Image Computing, Brisbane, Australia, Feb 2003, pp. 63–68

7. Atherton, T.J., Kerbyson, D.J.: Size invariant circle detection. Image Vis. Comput. 17, 795–803
(1999)

8. Kerbyson, D.J., Atherton, T.J.: Circle detection using Hough transform filters. Image Process.
Appl. 370–374 (1995)

9. Kaur, S.P., Sharma, M.: Radially optimized zone-divided energy-aware wireless sensor
networks (WSN) protocol using BA (bat algorithm). IETE J. Res. 61(2), 170–179 (2015)

10. Duda, R., Hart, P.: Use of the Hough transform to detect lines and curves in pictures. Commun.
ACM 15(1), 11–15 (1972)

11. Kumar, K., Sinha, S., Manupriya, P.: D-PNR: deep license plate number recognition. In:
Proceedings of 2nd International Conference on Computer Vision & Image Processing.
Springer, Singapore, pp. 37–46 (2018)

12. Vashisht, S., Jain, S.: An energy-efficient and location-aware medium access control for quality
of service enhancement in unmanned aerial vehicular networks. Comput. Electr. Eng. 4(75),
202–217 (2019)

13. Sharma, M., Singh, S., Khosla, D., Goyal, S., Gupta, A.: Waveguide diplexer: design and
analysis for 5Gcommunication. In: 2018Fifth International Conference onParallel, Distributed
and Grid Computing (PDGC). IEEE, pp. 586–590

14. Gupta, A.K., Sharma, M., Khosla, D., Singh, V.: Object detection of colored images using
improved point feature matching algorithm. Cent. Asian J. Math. Theory Comput. Sci. 1(1),
13–16 (2019)

15. Yip, R., Tam, P., Leung, D.: Modification of Hough transform for circles and ellipses detection
using a 2-dimensional array. Pattern Recogn. 25, 1007–1022 (1992)

16. Sharma, M., Singh, H.: SIW based leaky wave antenna with semi C-shaped slots and its
modeling, design and parametric considerations for different materials of dielectric. In: 2018
Fifth International Conference on Parallel, Distributed and Grid Computing (PDGC). IEEE,
pp. 252–258 (2018)

17. Pao, D.C.W., Li, H.F., Jayakumar, R.: Shapesrecognition using the straight line Hough trans-
form: theory and generalizaion. IEEE Trans. Pattern Anal. Mach. Intell. 14, 1076–1089
(1992)

18. Sharma, M., Singh, S., Khosla, D., Goyal, S., Gupta, A.: Waveguide diplexer: design and
analysis for 5Gcommunication. In: 2018Fifth International Conference onParallel, Distributed
and Grid Computing (PDGC). IEEE, pp. 586–590 (2018)

19. Chernov, N., Lesort, C.: Least squares fitting of circles and lines. J. Math. Imaging Vision (to
appear)

20. Duda, R.O., Hart, P.E.: Use of the Hough transform to detect lines and curves in pictures.
Commun. ACM 15, 11–15 (1972)

21. Sharma, M., Singh, H.: Substrate integrated waveguide based leaky wave antenna for high
frequency applications and IoT. Int. J. Sens. Wirel. Commun. Control 9, 1 (2019). https://doi.
org/10.2174/2210327909666190401210659

22. Berman,M., Culpin, D.: The statistical behaviour of some least squares estimators of the centre
and radius of a circle. J. Roy. Stat. Soc. Ser. B Stat. Methodol. 48, 183–196 (1986)

23. Gupta, A.K., Sharma, M., Khosla, D., Singh, V.: Object detection of colored images using
improved point feature matching algorithm. Cent. Asian J. Math. Theory Comput. Sci. 1(1),
13–16

24. Sharma, M., Singh, H., Singh, S., Gupta, A., Goyal, S., Kakkar, R.: A novel approach of object
detection using point feature matching technique for colored images. In: Proceedings of ICRIC
2019. Springer, Cham, pp. 561–576 (2020)

https://doi.org/10.2174/2210327909666190401210659


A Systematic Review on Various
Techniques on Image Segmentation

Diksha Thakur, Nitin Mittal, and Saumya Srivastava

Abstract In the present situation, image processing is one of the huge developing
fields. It is a strategywhich is ordinarily used to improve raw imagewhich is collected
from different assets. It is a sort of sign processing. The image segmentation is
considered one of the most essential processes in the production of images. Some of
these methods use only the histogram of the gray scale, some use spatial information,
while others use conceptual approaches of the fuzzy set. In noisy environments, these
methods are not appropriate. Some work has been done using the method of MRF,
which is robust to noise but involves computing. This paper gives an outline of image
processing techniques. The fundamental concern of this paper is to characterize
different methods utilized in various periods of image processing.

Keywords Image processing · Segmentation · Threshold · Acquisition ·
Enhancement

1 Introduction

Image segmentation is a very essential and inspiring tool for image processing.
Divide an object into relevant sections with similar properties and characteristics
using the image segmentation technique. Themain goal of segmentation is to simplify
a picture’s representation in a clear and easy way to understand. Segmentation is a
mechanismbywhich an object is grouped into homogeneous unitswith respect to one
or more features; it is an important task in the analysis of images [1–3]. The purpose
of image segmentation is to divide an image into numerous segments with similar
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attributes or features. The basic uses of image segmentation are: content-based object
recovery, medical imaging, detection and recognition of objects, video surveillance,
automated traffic control systems, etc. Two main forms of local segmentation and
global segmentation can be classified.

Segmentation subdivides a picture into its constituent region or element. Methods
of image segmentation are classified based on the discontinuity and similarity of two
properties [4]. Based on this, picture segmentation property is classified as segmen-
tation based on edged [5–7] and segmentation based on area [8–11]. The methods
of segmentation based on pixels are considered to be techniques based on bound-
aries or edges. The edge-based segmentation approach is designed to overcome image
segmentation by detecting edges or pixels between different regions with rapid inten-
sity transfer and extracting and connecting them to the boundaries of closed objects.
The effect is an object that is binary. The theory, gradient-based approaches and gray
histogram-based approaches are two key edge-based segmentation approaches [12].

The thresholding method was discovered to be the most common method out
of all the current methods used to segment different image kinds. Thresholding is
the simplest and most capable methods of image segmentation that can discriminate
against objects from the background by setting pixel-level thresholds. It can not
only display well-defined areas with minimal overlap and aggregation efficiency, but
also provide original prediction or preprocessing for more complex segmentation
approaches [13]. It is possible to break down thresholding approaches into parametric
and nonparametric classifications [14–16].Usually, the parametric approach is time-
consuming, whereas the nonparametric is more accurate and, as a consequence, more
attention is paid to determining the appropriate limit by optimizing certain norms
such as inter-class variance, entropy and error rate [16–18].

2 Image Processing

Image processing is spreading in different fields. Image processing is a strategywhich
is ordinarily used to improve crude imagewhich is gotten fromdifferent assets [19]. It
is a method to change an image into computerized structure also and execute certain
activities on it, so as to make an improved image or to theoretical profitable data
from it. It is a sort of sign administration where image is information and yield is
likewise an image or highlights related to image. The reason for image processing is
conveyed into a few gatherings which are given underneath.

Visualization: Image preparing is utilized to distinguish those items which are not
perceivable.

Image sharpening and restoration: In image processing, different procedures are
connected on the image to create a superior image.

Image retrieval: By image preparing, client can identify just that segment of the
image which is applicable to the client.

Pattern measurement: Numerous components in an image are estimated.
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Image Recognition: Substances in an image are perceived. Image processing
utilizes numerical systems for preparing of images. Two strategies utilized for
processing of images are simple image preparing and digital image processing.

2.1 Analog Image Processing

This processing strategy utilizes electrical sign for any change required in the image.
Analog processing incorporates two-dimensional simple sign. In this methodology,
images are adjusted by changing the electrical sign. It is primarily utilized for printed
versions like concerning printing reason and for photography.

2.2 Digital Image Processing

In this system, preparing of image is finished by advanced PCs. Right off the bat
by means of scanner-digitizer image are changed over into computerized struc-
ture and after that further preparing is done on the image. Computerized image
processing utilizes numerous methods like amendment, arranging of the informa-
tion, enhancement methodology to make image with better quality [20]. Essentially,
there are primarily four activities utilized in advanced image processing like image
preprocessing, division of image, highlight extraction, order of image (Fig. 1).

Image 
Restoration

Image
Enhancement

Image 
Acquisition

Image
Segmentation

Image 
Representation

Classification

Image 
Processing

Fig. 1 Different techniques of image processing [20]
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3 Image Segmentation

Segmentation means dividing of image into different districts or parts. In image
segmentation, an image is partitioned into subparts as indicated by the pixels of the
client or the issue being comprehended [21]. It isolates the image into pixels. Image
segmentation separates the image in such away along these lines that it turns out to be
very exact. Essentially, this methodology is utilized for examination of substances,
outskirts what’s more, extra records which are applicable for processing [22]. The
result of image segmentation is a lot of segments that together spread the all-out
image or group of forms expelled from the image. The goal of segmentation is to
streamline or to change the show of image in such a way that is progressively huge
and simple to assess. It delivers the better appearance of image. Division of images
is accomplished for compression of image, acknowledgment of articles and altering
reason. For image division, image edge techniques are connected. Segmentation
designates mark to every pixel in the image, such that pixel having comparative
name can share unmistakable highlights [23] (Fig. 2).

Usually, the present segmentation technique can be summarized as more than four
primary classifications: region, edge, cluster, threshold, ANN and watershed-based
methods [10, 24, 25].

3.1 Various Methods for Image Segmentation

3.1.1 Thresholding Techniques

Thresholding is a crucial method in object segmentation uses. The basic idea of
thresholding is to choose an optimal gray-level threshold to distinguish objects of

Fig. 2 Different techniques of image segmentation [22]
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Fig. 3 Different
thresholding techniques [26]

interest from the context based on their distribution at gray level. While humans
can easily distinguish an object from a complex context, distinguishing it from
image thresholds is a difficult task. The most straightforward strategy for division is
thresholding (Fig. 3).

This methodology changes a dim-scale image into paired image any place the
two are allotted to pixels. These focuses are beneath and on upper side of the clear
limit esteem. In this technique, an edge worth is utilized that limits are acquired
from histogram of the first image. The estimation of the histogram is determined by
identification of edges. So, limit worth is exact just if the identification of edges is
precise. Division performed by means of thresholding has lesser computations iden-
tified with different techniques. This method not gives fitting outcomes in complex
condition [26].

3.1.2 Region-Based

This strategy bunches together certain articles utilized for division [27, 28]. Locale-
based division strategy is utilizedwith this technique. That districtmust be as onewith
one another on which division needs to perform. It is otherwise called comparability-
based division (Fig. 4).

The fringes are perceived to perform division. Each progression takes at any rate
one pixel for processing reason. Subsequent to applying the procedure shading and

Fig. 4 Different
region-based methods [28]



424 D. Thakur et al.

Fig. 5 A different
feature-based clustering [30]

surface of the image is adjusted and after that a vector is made from the edge stream.
At that point, further processing is connected on these edges [29].

3.1.3 Feature-Based Clustering

Another approach to perform division is grouping. In this plan, an image is changed
into histogram. After that, bunching is performed on it [30] (Fig. 5).

Pixels of the shading image are bunched for division utilizing an unaided method
fluffy C. This is connected for customary images. On the off chance that it is an
uproarious image, it results in fracture.

3.1.4 Edge-Based

Another system for division is edge recognition strategy. To recognize dissimilari-
ties from the image, edges are distinguished. To perceive pixel esteems, edges are
drawn and after that these edges are contrasted and another pixel. In the edge finder
strategy, it is not obligatory that identified edge ought to be close with one another.
In this technique, initially the data about edges are removed and after that marking
is accomplished for pixels (Fig. 6).

Fig. 6 Different edge-based
methods [32]
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This technique additionally gets the data from the frail limit [31]. The procedure
of division may likewise be performed by edges. As the edges are not shut with one
another, there are a few holes among the edges. So, connecting is performed to fill
the hole between the edges [32].

3.1.5 Model-Based

This technique is based on Markov random field. For color segmentation, inbuilt
region constraint is used. To define accuracy of edges, MRF is joined with edge
detection [33]. This method contains the relations among color components.

4 Comparison of Various Methods for Image Segmentation

Table 1 provides a contrast between different techniques of segmentation by
presenting a brief explanation of each approach and its merits and demerits.

Table 1 Comparison of several segmentation approaches

Segmentation
technique

Explanation Merits Demerits

Thresholding
technique

Based on image’s
histogram peaks to find
specific threshold value

No need for prior
information, easiest way

Spatial specifics are not
considered, highly
dependent on peaks

Region-based
technique

It is based on separating
image into standardized
regions

More protected to noise,
it is beneficial when it is
stress-free to describe
resemblance standards

Costly technique in
terms of time and
memory

Watershed
technique

It is based on
topological clarification

Results are constant;
detected boundaries are
uninterrupted

Difficult calculation of
pitches

Edge-based
technique

It is based on
discontinuity detection

Good for superior
contrast images between
objects

Not suitable for errors

PDE-based
technique

Based on differential
equations

System is quickest and
suitable for time-critical
uses

More difficulty in
computing

Clustering
technique

Divided into
homogeneous bunches

Therefore, fuzzy uses
partial membership to
make actual problems
more valuable

It is not easy to define
the membership function

ANN-based
technique

It is based on the
decision-making system
simulation

No need to write
complicated programs

More consumption of
time in exercise
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5 Image Compression

Image compression connotes compression of the records among the computerized
images [34]. Image compression wipes out duplication of the information with the
goal that it will be put away and transmitted in a powerfulmanner. Image compression
may be lossy and lossless. In lossless compression when compression the nature of
information stays reliable. In lossy compression, the nature of information diminishes
in the wake of applying the compression methods. Lossless compression is for the
most part utilized for therapeutic imaging, specialized drawing substance, authentic
purposes and so on. Lossy methodologies are utilized in those conditions in which
minor loss of value is adequate to achieve an impressive decrease in bit rate. The
most far-reaching system for compression is JPEGwhich packs full shading or dark-
scale images. This strategy isolates the image into eight by eight squares. These
squares are partitioned in such a way that no covering is framed among them. JPEG
utilizes discrete cosine change procedure for compression [35]. There is another
method for compression known as wavelet change. Through wavelet, information
is partitioned into various recurrence segments and after that further investigation is
accomplished for every segment. Wavelets have points of interest over customary
Fourier methodologies in analyzing physical conditions.

6 Classification of Image Processing

Classification of images is utilized to remove the data from the images, mark and
pixels from the images. So as to perform grouping, numerous images of similar
items are required. A proper order plan and satisfactory measure of preparing tests
are rudiments for a compelling grouping. Fundamentally, order framework inten-
tionally relies upon client’s necessities [36]. There are various arrangement method-
ologies open like fake neural systems, master frameworks, fluffy rationale and so
forth. Different sorts of grouping calculations like according to pixel, sub pixel,
per field. Per-pixel order is generally utilized technique. Subpixel calculation strate-
gies reduced with the fluctuated pixel issue. These give larger amount of precision.
For fine three-dimensional goals, information per field’s characterization is the best
alternative. The characterization systems are either directed or unaided. In regulated
arrangement, ghostly marks which are acquired from preparing tests are utilized
to order an image. Mark record is effectively made from the given preparing tests;
furtherwith the assistance ofmultivariate grouping instruments, image is arranged. In
solo arrangement, the yield relies upon machine with no cooperation with the client.
In this procedure, pixels have a place with same classification assembled into one
class. The accompanying outline portrays the working of directed and solo arrange-
ment methods. In the managed characterization as a matter of first importance, tests
are gathered; at that point, these examples are assessed. After this, a mark record is
made (Fig. 7).
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Fig. 7 Different classification techniques [36]

After making of mark record, different characterization strategies are connected
on the mark document to arrange an image. The solo characterization manages
grouping. In this arrangement, no examples are gathered for further processing.
All work is finished by PC with the assistance of different calculations. There are
different components identified with arrangement which are critical to get victo-
ries. These components are high caliber detected information, substantial system for
grouping, aptitude and experience of the examiner. A fitting arrangement plot and a
sufficient measure of preparing tests are essentials for a successful characterization.

7 Image Restoration

Image restoration is a strategy through which an undermined and loud image is
handled so that an ideal image is built [37]. Accordingly, reclamation reconstructs
those images whose quality is pillaged because of clamor or framework blunder.
There are different reasons for corruption, for example, clamor from the sensor,
camera misfocus and barometrical aggravation. There are two kinds of strategies
utilized to re-establish the image. One strategy is to demonstrate the image whose
quality is corrupted by means of certain reasons. Another strategy is known as image
improvement; it expands the nature of image by applying different channels (Fig. 8).
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Fig. 8 Image restoration [37]

Earlier information of corruption is important to re-establish the image. The
accompanying figure demonstrates the debasement and restoration action. Restora-
tion of the imagesmay be accomplished bymeans of two kinds of model in particular
debasement model and reclamation model [38]. In the accompanying outline, f (x, y)
is the first image which is corrupted by certain exercises. After this on the corrupted
image, different capacities are connected so as to re-establish the image.

8 Image Acquisition

The main period of each perception plan is the image obtaining stage. At the point
when the image is acquired, then different procedures are connected on the image.
Fundamentally, an image securing is a procedure throughwhich images are recovered
from different assets. The most widely recognized technique for image securing is
constant procurement strategy. This technique makes a pool of records which are
prepared naturally. An image securing technique makes 3D geometric information
[39].

9 Image Representation

Image representation means changing over the crude information in such a way that
PC processing can apply on it. Essentially, two kinds of procedures are utilized to
speak to the photographs: limit representation and district representation. Limit repre-
sentation shows the interior state of the image. Area representation is utilized when
the fundamental concern is about the inside properties. Relying on level of preparing
of images by means of machine, there are four techniques for image representation,
for example, pixel-based, block-based, region-based and hierarchical-based. Image
representation is suitable for the development of elements, learning-based models
which must be removed from image databases that are made utilizing predefined
choice standards [40].
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10 Image Enhancement

Image enhancement improves the image showing quality.Nowand againwhen image
is caught from different assets, then the nature of images is not generally excellent
because of hindrances. Image improvement changes segments of the photographs
with the goal that clearness of images can be expanded. The data substance of the
images will likewise be expanded by changing the visual effect. This strategy is
utilized for dissecting the image, highlighting extraction and showing the images.
Calculations which are utilized for this procedure are dependent on applications
and intelligent. There are some improvement strategies, specifically differentiation
extending, clamor sifting and histogram alteration. Spatial space systems work with
pixels. In this system, the estimations of pixels are changed to accomplish the ideal
improvement. It contains different strategies who’s working straightforward subject
to thepixels of the images.Recurrence space strategies arefitting for the imageswhich
depend on recurrence systems, and it takes a shot at the symmetrical transformation
of the image as opposed to the image itself [41].

11 Conclusion

Image processing is utilized to improve the nature of the image that is taken from
different assets. This paper talks about different image processing strategies like
image representation, division, pressure, securing, image enhancement and so forth.
These strategies are utilized in various zones. The strategy that we are picking relies
on the application zone. Each system has its own upsides and downsides. The various
image processing implementations of each processwere also evaluated and analyzed,
the dissimilar image processing methods are used, the limitations are checked, and
the system is used.

12 Future Scope

There are various image related to image segmentation have been made till now a
day for enhancement yet at the same time there is further necessity for improve-
ment, which may be cultivated by means of computerized reasoning frameworks for
streamlining that can create agreeable outcome. Later on, compelling image improve-
ment procedures utilizing man-made brainpower will be grown with the goal that
enhancement results may be accomplished in adjusted way which would give better
outcomes to streamlining.
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On Performance Analysis of Biometric
Methods for Secure Human Recognition

Annu Sharma, Shwetank Arya, and Praveena Chaturvedi

Abstract In recent years, the necessity of secure and reliable human identifica-
tion has led to increasingly fast growth in development and demand of biometric
systems. Human recognition is the technique for identifying the person using their
biological, chemical, and behavioral characteristics. Biometric system is a computer-
based automatic system to establish identity of the users by using their biological and
physiological traits. The most popular traits in modern applications are biological
aspects of the prospective user for identification. Although using chemical traits of
the human for identification is more accurate and reliable, but these are very difficult
to achieve. In this paper, performance of automatic human recognition system is
presented based on various parameters like users psychology, easiness of use, secu-
rity, reliability, and market share. Furthermore, various analysis and comparison of
different notable biometric techniques are discussed in tabular format. It has been
observed that these systems provide authentication and recognition but security of
these systems at template level is also one of the challenges for designers.

Keywords Biometric · FAR · FRR · Gait · DNA · Face recognition ·
Verification · Identification · Hand geometry

1 Introduction

Biometric system is a computer-based automatic system to establish identity of the
users by using their biological traits and biometry is combination of two terms "Bio"
and "metric," where bio means biological, and metric means measurement based
on physiological and behavioral characteristics. Biometric refers to a measurable
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characteristic that is unique to an individual such as a fingerprint, palm recogni-
tion, facial structure, the iris or speech [1]. The need for identification with a high
degree of security has motivated the use of biometric systems in various applica-
tions such as managing access to devices like mobile phones, laptop, to confirm a
claimed identity against an existing credential, such as at border control, managing
accessible materials such as financial and medical care services. The main objective
of biometric technology is recognizing people based on their physical and behav-
ioral traits. Biometric identification offers user convenience, better accountability,
and higher efficiency.

Biometric system is an automatic system for human recognition, and it works
by capturing the required characteristics from human body by using a sensor. After
capturing the desired trait, unique feature points are extracted by using a suitable
technique. These feature points are denoted with the help of numerical values, and a
collection of feature points represents a feature template [2]. The feature templates of
an enrolled user are stored in a database for further usage. The enrolled users are iden-
tified or recognized by using the same procedure as discussed earlier. The process of
recognition is done by using matching algorithm which matches proposed template
with stored template of the user in the database. Basic components of biometric
system are presented in Fig. 1. There are two modes identification or verification on
the basis of which a biometric system works. In the identification mode proposed
template is matched with all the stored templates in the database to identify the given
user. Searching in this mode which is carried out in 1: N manner. On the other hand,
when a given template of a user is matched against stored template of the same user
then system is said to be working in verification mode. Search is carried out in veri-
fication mode in a 1:1 manner. The majority of the identification applications are in

Fig. 1 Modules of a biometric system
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law enforcement, forensics, and intelligence. The applications include identifying
faces from mug shots, surveillance images, newspapers, photographs, and images of
deceased people [2, 3]. Verification applications include control access to apartment
or secure buildings, verifying identities during point of sale transactions and contin-
uous verification of identity at computer terminals or in secure facilities. In India,
biometric devices are being deployed in various sectors such as Aadhar cards, local
security, law enforcement, banking system, and as per studies, the Indian biometric
market value is expected to grow by huge number. Biometric devices has also find
its way into defense, consumer electronics, attendance system in school and offices,
and fingerprint biometric is mainly used in India in these systems for identification
and verification. As far as development in biometric in India, recently, RBI has made
it mandatory that all banking related activities network has to be linked with Aadhar
card [4] in order to improve the security of system and also to promote cashless
transaction.

2 State of the Art

Biometric system is a powerful recognition tool that involves conventional imaging
system for automatic human recognition. For many years, the history of fingerprint
recognition has been told in many ways. It was believed that on the palm side of each
person’s hands and on the soles of each person’s feet are prominent skin features
that single him or her out from everyone else in the world [5]. These feature when
they come in contact with some object they leave behind impressions of its shapes
which are known as prints; accordingly, we have fingerprint, palmprint, footprint,
etc. These impressions are used to identify the individuals since thousands of years
in several cultures. It has been reported that friction ridge skin impression was used
for identity of an individual in China during 300 B.C and in A. D. 702 in Japan.
In India, there are references to the nobility using friction ridge skin as signatures
in A.D. 1637 to demonstrate authenticity of authorship when writing an impor-
tant document; it was mainly reserved for royalty. The use of friction ridge skin
as a signature in China, Japan, India, and possibly other nations prior to European
discovery is thus well documented. Water marking can also be used for security of
the fingerprint templates [6]. Many automatic human recognition techniques like
fingerprint, face recognition, iris scan, retina scan exist in the literature among all
of these fingerprint is the most widely used technique which covers almost 50% of
market share. According to [7], fingerprint is used for identification since 7000 to
6000 BC by ancient Assyrians and Chinese in the form of print on pottery and clay. It
is reported that Babylon (1792–1750 BC) used fingerprint for identification of crim-
inals. The quantitative identification through fingerprint and facial measurements
was first proposed by Henry Faulds, William Herschel, and Sir Francis Galton in
1880s. During mid-1800, the fact was established that no two fingerprints have same
ridge pattern. In the year 1888, minutiae features of fingerprint for matching were
introduced by sir Francis Galton. Fingerprint identification method was accepted as
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a personal identification method in early twentieth century which included finger-
print acquisition; fingerprint classification and matching were developed. In 1920,
the biometric was introduced in forensic identification by Edmond Locard [8, 9].
In 1960s, fingerprint recognition system was used for access control and financial
transaction. During 1970s, hand geometry systems came into existence; the hand
geometry scanner was introduced for identification and was deployed in large scale
projects, especially in government sectors [10]. In the year 1885, Alphonse Bertillon
recommended the use of Iris for human recognition [11]. James Doggart, a British
ophthalmologist in the year 1949, suggested that uniqueness of iris patterns can be
used in the same way as the fingerprints for biometric identification but no algo-
rithm was proposed to support the idea [12]. During 1991, John Daugman came
with first algorithms for iris recognition and patented it. With the demonstration of
this algorithm, the iris recognition system gained its popularity in the late 1990s and
is being used till date [13]. In late 1980s, automated face recognition system were
developed. In 1991, Turk and Pentland developed the eigenfaces techniques, which
lead to real-time automated face recognition systems [14].

3 Performance of Automatic Recognition System

The success of any biometric system depends on number of criteria. For biometric
recognition, feature set of individual is taken and compared by the process of veri-
fication or identification; it is very rarely that the two feature set of same biometric
traits of user are exactly same. Thismay be due to sensor imperfection [15], alteration
in user biometric characteristics, changes in ambience condition, etc. The variability
observed in biometric feature set of an individual is referred to as intra-class variation
and that between feature set of two different individuals is known as inter-class vari-
ation. There must be small intra-class and large inter-class variation. In most of the
biometric systems, similarity scores are used tomeasure the performance of biometric
system. The similarity score is used to indicate the degree of similarity between two
biometric feature sets.When two biometric samples arematched, a similarity score is
returned. Performance of a biometric system deals with the quantifiable assessment
of the accuracy and other characteristics of the system. Template matching is a key
to the system and affects the precision and efficiency of the whole system directly.
Performance of a biometrics system can be measured for three tasks: ROI detection,
verification, and identification [16]. Two standard matching error rates are concerned
with AFIS; these are the false acceptance rate (FAR) and fall rejection rate (FRR).
For verification, if we have a population of N different people, the system can be
assessed using the False Acceptance Rate (FAR; those situations where an impostor
is accepted) and the False Rejection Rate (FRR; those situationswhere a genuine user
is incorrectly rejected). Both errors have a bad effect and need to be weighted care-
fully to make sure the optimal mix this necessary trade-off between them is usually
established by adjusting a decision threshold. Depending on the threshold value, the
score can either be interpreted as authentic score or an impostor score, authentic
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if the two samples matches and impostor score if there is mismatch between the
two templates based on value of threshold. When an impostor score exceeds the
threshold value η, it results into a false accept of biometric trait of person on the
basis of which False Accept Rate (FAR) is calculated as the fraction of impostor
scores that exceeds the threshold value η, whereas when a the score is genuine but
it falls below the threshold value η; it results in a false reject of biometric trait of
person, and the False Reject Rate (FRR) of a system is calculated as the fraction of
genuine scores falling below the threshold value η. Accuracy of biometric systems
is measured by the comparison of frequency of false accepts versus true accepts,
called the False Accept Rate (FAR) and True Accept Rate (TAR) [3, 16]. Biometric
systems are generally optimized toward minimizing the false accept rate.

4 Analysis of Various Biometric System

Various biometric systems are available for human recognition which has their own
merits and demerits. Table 1 shows a brief qualitative analysis of different biometrics,
and Table 2 briefly describes approximation of various performance parameters of
each biometric. An introduction of each biometric is being presented in the following
paragraphs.

4.1 Fingerprint as Biometric

Fingerprint biometric is most widely, and efficient technique being used in modern
era of human identification. It is being used for attendance system, providing security
in devices like personal computers, online authentication in banking activities. It is
also being used for making smart cards like Aadhar cards [4] and passports. System
works by capturing image of index finger of a person and then storing the extracted
template into database. Feature point of the finger is represented by a triplet (x, y,
θ ), where x, y are positional parameters, and θ is angular position of the feature [17,
18]. Due to ease of use and less price, fingerprint covers around 50% of the market

Table 1 Performance-based comparative analysis of various biometric systems

Sr. No. FAR FRR

Fingerprint 1% 0.01%

Face 1% 10%

Iris 0.94% 0.99%

Hand geometry 0.1% 3.9%

Palmprint 1.45 1.16

Voice 2–5% 5–10%
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Table 2 Comparative analysis of various biometric Systems

Modality User’s
participation

Spoof
vulnerability

Accuracy Cost Ease of use

Fingerprint Required Medium High Very
economical

Simple

Face Not necessary High High Costlier Complex

Iris Required Low Very high Costlier Very complex

Hand geometry Required High Low Economical Simple

Gait Not necessary Low Low Costlier Complex

Voice Required High Moderate Costlier Complex

Signature Required High Moderate Costlier Complex

DNA Required Very low Very high Very
expensive

Very complex

Fig. 2 ROI of fingerprint image depicting minutiae points

share as compared to other biometrics which has 10–20% share in the global market
(Fig. 2).

4.2 Recognition via Face

Face Recognition (FR) biometric system is widely used in criminal identification,
law enforcement, security systems, image processing applications, human computer
interaction, smart card, e-passport. The system works by detecting the patterns,
shapes, and shadows in the face; the process involves tracking, detection, anal-
ysis, and synthesis. The various face recognition algorithms proposed till date can
be broadly categorized viz—Feature based and Appearance based [14]. Properties
and geometric relations such as that the areas, distances, angles between the facial
feature points are used as descriptor for face recognition. In geometry-based face
recognition various methods were proposed, which include filtering and morpholog-
ical operations, Hough transform methods, and deformable templates. Appearance-
based methods consider the global properties of face image intensity pattern, and
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Fig. 3 A view of various biometric modalities

appearance-based algorithm proceeds by computing basis vectors to represent the
face data efficiently. Most of the popular algorithm is based on appearance of the
face, which include PCA [14], LDA [19], ICA, and LFA [20], PCAbeingwidely used
one as it shows the most encouraging results for face recognition [21]. The principle
component analysis using higher-order statistics is the underlying mathematics for
this facial pattern recognition. In PCA, the system function by projecting the face
images onto a feature space that spans the significant variations among known face
images. The significant faces are known as “eigenfaces” because they are eigenvec-
tors (principal components) of set of faces [22]. This is the most popular approach
and is based on eigenfaces that represent the differences between the face under
recognition and the enrolled ones in the database.

Covariance (W, Z) =
∑ (

wi −Wavg
)(
zi − Zavg

)

(q − 1)
(1)

The Attribute Vectors (AVs) taking out method is the significant phase in FR.
Because the vector space is much high, it is not easy process to find the Covariance
Matrix (COVM) for these appearance. PCA technique shows a great significance to
achieve this which is based on image matrices. The image matrices and its transfor-
mation have vital significance in image AVs extraction as well as in the reduction
of dimensions [23]. PCA is used to take out AVs as well as decrease the sizes of
image dataset. Image processing and analysis are generally seen as operations on
two dimensional (Fig. 3).

4.3 Recognition via Iris

Wherever the biometrics is required for large accuracy and search speed iris recogni-
tion finds its place as the best performing technique. It has been used extensively used
in many commercial projects like ID cards, passports, border surveillance [4]. Struc-
turally distinct character and uniqueness of individual iris allows them to be used
for human recognition purposes [5]. The recognition is done on the basis of analysis
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of random pattern of iris image; these pattern are different for each individual. Iris
recognition works by performing a test of statistical independence between two iris
codes, in order to decidewhether they arise from the sameor fromdifferent irises [24].
Image processing algorithms are used to detect the area of the iris that is obscured
by eyelids, eyelashes, reflection from eyeglasses. The algorithms which are based on
iris identification use the methods such as Gabor wavelet encoding, Exclusive–OR
bit vector, binarization based on zero crossings, and hamming distance similarity
metrics. An iris image is defined by its iris code and a corresponding mask and is
ready for matching. In matching two iris codes, Daugman’s approach computes a
fractional hamming distance between iris codes [13, 5, 25].

5 Other Biometric Trait Used for Recognition

Traits like hand, ear [26], speech, way of walking (gait), signature [27], DNA of a
person all these are used as biometric for human recognition depending upon their
applications and the security and time requirement of the system.

5.1 Hand Geometry Recognition

Hand geometry is being used for identification since 1970s.Hand geometry biometric
captures the shape of the hand and fingers for identification purpose [28]. The device
uses an optical camera or flatbed scanner to capture digital image of hand and fingers.
The captured sample is processed into a biometric template and compared to a
reference template in the enrollment database. These biometric systems binarize
the captured image into black and white so these biometric systems are insensitive to
changes in surface of the hand such as cuts, burns, tattoos, scrapes, etc. The perfor-
mance of the hand geometry system varies depending upon the algorithm used which
is based on contours or on geometric features. The system is successfully deployed
in various applications such as physical access control, attendance data collection
but is not suitable for national Id and surveillance applications [29].

5.2 Signature as Biometric

Signature biometric is socially and legally accepted worldwide for human recogni-
tion; online signature biometric is mostly used in banking sector, and for legal docu-
ment verification, it can be easily taken by pointer-based devices such as digitizing
tablets which provide coordinate information (horizontal x and vertical y position)
and also considers the pen pressure and pen angle. Euclidean distance and Maha-
lanobis distance are used as distance measures for signature verification [30, 31].The
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process of online signature considers the global feature approach in which the time
functions of the different signatures are directly matched by using elastic distance
measures such as statistical modeling Hidden Markov Models (HMM) [32] or with
Dynamic TimeWarping(DTW). The deployment of this biometric modality remains
a challenge due to low universality, low permanence, inter-class variations, and also
its vulnerability to attacks.

5.3 Voice as Biometric

Voice biometric is considered as most economic biometric as it does not require any
special device or transmission system. It is widely used in case of remote biometric
systems with the deployment of VoIP [33]. It finds its application in remote access
control by phone; speaker spotting and Forensic speaker recognition. Voice genera-
tion is a complex process which includes personal characteristics as well as environ-
mental and sociolinguistic variables [23]. The main source of voice biometric is the
linguistic content based on the use of linguistic content; there are two different types
of voice recognition technologies—Text-dependent technology and text-independent
technology. In text dependent technology, user is required to speak specific key phrase
and is the main subject of biometric access control and voice authentication appli-
cations. In text independent, the user is recognized without text-based approach and
is mainly used in speaker detection and forensic voice recognition.

5.4 Gait as Biometric

Human recognition is based on physiological or behavioral characteristics. Gait
biometric comes under behavioral biometrics; it is based on the pattern of shape
and motion of a walking person being captured by the camera. Niyogi and Adelson
in the early 1990s developed human recognition system using gait technique [34,
35]. Gait means that a person can be identified by the manner of his walking. The
walk of a person is a periodic activity with each gait cycle covering the left foot
forward and right foot forward strides. The gait biometric considers the shape and
the dynamics. The configuration of the persons as they carry out different gait phases
refers to shape, and the rate of transition between these phases is the dynamics which
is human motion recognition.

5.5 Commercial Aspects of Biometric

During the past decade, there has been a significant growth in biometric systems both
in commercial and government sector but still the problem of recognition remains a
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Table 3 Comparative
analysis of various biometric
as per market share

Biometric modalities Market share (%)

Fingerprint 48.8

Face 19.0

Hand based 10.4

Iris scan 6.2

Voice 2.7

Signature 6.2

Keystroke 0.4

Middleware 11.9

challenge as far as security of the system is concerned. The speedy growth in human
recognition system deployment during the past decade has led to the development of
novel capturing devices (sensors), modern feature extraction techniques, enhanced
matching algorithms and its innovative applications [36]. With the use of these tech-
niques, the biometric system market is growing tremendously with the widespread
use of biometric modalities both in government as well as commercial sector for
identification and verification. Use of biometric in military and defense, healthcare,
banking and finance, passport, e-commerce, and Aadhar card are the key areas of the
market. Based on the technology being used in recognitionwhich includes fingerprint
recognition, face recognition, hand recognition, voice recognition, Signature recog-
nition, DNA recognition, and others, the biometric system market can be segmented
and analyzed for itsmarket share. The greatestmarket share of biometric technologies
is covered by fingerprint biometric; in the year 2010, it was estimated at $2.7 billion,
and by the end of 2020, it will be around $12 billion. After fingerprint recognition,
the face, retina an iris, voice patterns, vein, and signature pattern together captures
the rest of the market share (second largest) [37]. During 2010, it was estimated of
$1.4 billion and is expected to reach around $10 billion by the end of 2020, and the
overall biometric system market is expected to reach around $35 billion by 2021
(Table 3).

6 Conclusion

Authentication is one of the essential activities in modern day computing for which
various tools and techniques are available. In this paper, an analysis of various
biometric systems for authentication has been presented. A qualitative and quan-
tities comparative analysis of different biometric systems has been presented with
respect to various parameters. It is found that there is a trade-off between cost and
accuracy of these systems. It is noticed that fingerprint biometric is widely used due
to its compactness and cost; on the other side, DNA is most reliable and costlier
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biometric. Fingerprint systems are beneficial to use in simple applications like atten-
dance while DNA is used in sophisticated applications like forensic sciences. Other
biometric systems are also equally good but have their own limitations like inter-
class or intra-class variations. It is observed that this biometrics may have better
accuracy if combined with one another to build multibiometric system. Most of the
biometric has been found to be vulnerable to spoof attacks. Security of these systems
from attackers is a major concern for researchers. The deployment of multispec-
tral biometric system for proper spoof detection by using other properties of the
biological trait like spectral analysis will improve the performance and security of
the system. This biometrics may be analyzed with respect to various types of attack.
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Automatic System for Text Detection
and Localization Using Cellular
Automata

Sukhdev Singh and Monika Pathak

Abstract The cellular automata are a discrete and abstract way of representing
dynamic model which change state based on some relationship with other members
in the system. These patterns are used to map an object within the image. The
present research used the cellular automata-based system to detect the text region in
the natural seen image. Automatic text detection is gaining attention day by day due
to its versatile range of applications. The present research used cellular automata to
develop a system to detect Gurmukhi text in the natural scene images. The natural
scene may contain signboard images, text on banners, text written on walls and
text viable on any vehicle. The Gurmukhi script has its own set of unique features
which helps to classifier to recognize. The efficiency of the text recognition heavily
depends on the text extracted from the images. An algorithmwas developed to detect
and localize the text (in the present study, only Gurmukhi script is considered for
study) in the natural scene images. In absence of benchmark dataset of natural scene
images, we have developed our own dataset to test the efficiency of the system. The
systemwas tested with well-knownmatrices named as recall metric, precisionmetric
and P-value.

Keywords Cellular automata · Text detection · Natural scene images · Text
localization

1 Introduction

The automatic text extraction system is capable to detect and localize the position of
the text in the image. It is a complicated task because the image may contain text like
objects or patterns. Moreover, orientation and variation in size and color itself make
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text complicate to detect in the image. The text detection system generally performs
a series of actions in phase manner to recognize text which usually includes pre-
processing recognition (feature extraction and classification) and post-processing
(methods to improve result outputs). The figure shows three different steps of the text
extraction system. The text extraction from natural scene images has a wide area of
applications. Some of the applications are navigation system to assist blind persons,
automatic vehicle number plate detection system, traffic law enforcement, automatic
system to draw the attention of a driver toward traffic signals, automatic system
to draw the attention of a driver toward traffic signals, preservation of historical
document, system to overcome the language barrier, etc.

All three phases consist of various operations which are varying in nature and
choice of operation depending on the nature of the problem undertaken. The output
of one phase becomes input to the next phase and so on. Itmakes the systemdependent
on each other. The performance of one process affects the performance of the next
process. Keeping the dependency nature, we have developed and tested these phases
separately and integrated at a later stage (Fig. 1).

Pre-processing: The system used pre-processing to overcome computation over-
head and performed gray scaling, image binarization, noise suppression, detection
and localizationof text in the image,word skewdetection and correction and character
segmentation. The binarization is most significant which actually used to suppress
background [3]. The algorithms based on discontinuity segment the text on the basis
of sudden variation in gray values, whereas algorithms based on similarity of gray
values are based on computation of threshold, region splitting and growing. In the

Fig. 1 Logical design of
text extraction system



Automatic System for Text Detection and Localization … 447

case of threshold algorithms, the pixel intensity value is compared with some fixed
value which is called threshold value. If the intensity value of the pixel is above a
threshold value, then the pixel value is set to be the value of background or foreground
or vice versa (Table 1).

Text Detection and Localization: Text detection is a complex task as there are a lot
of text like patterns (such as window, fences, tree and tree leaves) in the image which
may mislead detection of text. There is need to develop a system which can detect
text even in the presence of text like patterns. There are various methods available in
literature such as edge-based methods, connected components-based methods and
cellular automata-based methods [2, 3].

Text Recognition: Text recognition is the outcome of feature extraction and clas-
sification. It helps to identify and understand the text detected by the system. Most
of the natural language processing system used feature extraction and classification
as an integral part of the recognition. The feature extraction refers to the process of
gathering the geometrical or the statistical characteristics of the individual character.
Every language has its own features which can help to identify the characters. A
set of good features contain discriminating information, which can distinguish one
object from other objects [4].

Classification: It is a decision-making process that used features as a yardstick to
classify the characters into different categories. Particularly in the case of Gurmukhi
script, the characters have unique features in upper, middle and lower zones which
help the classifier to distinguish the character for identification. The well-known
classification methods are statistical, neural networks based, binary classification
tree and nearest neighborhood classifier. The classifier used in the present study is
k-nearest neighbor (KNN). The features extracted from the characters are tested by
the KNN classifier for recognition.

Post-Processing: The systemhas used two impotent post-processingmethods. The
first method deals with error detection and correction, and the second is dedicated to
the word pronunciation.

2 Literature Review

The purpose of the literature review is to understand and analyze previously exiting
methods and techniques in the domain of the problem considered for the study. It
is observed in the literature review that the most of the work is found on machine-
printed document images and handwritten document images of Indian, and very few
attempts have noticed on text extraction from natural scene images for the Indic
script. Discussion about few literature studies is listed below.

Murthy et al. [5] developed a text extraction systemusing 2DHaar discretewavelet
transformation and k-means clustering.Morphological operators were used to distin-
guishing the text and non-text regions. The system was tested on 150 images that
contained text in Hindi and English.
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Table 1 Results of text detection and localization algorithm

Input Image Output Image
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Agnihotri et al. [6]worked on theDevanagari handwritten text recognition system.
They used zone directional feature and special fitness functions for the recognition
of Devanagari character recognition. The system was tested and showed precisions
85.78% (match) and 13.35% (mismatch).

Ghosh et al. [7] introduced a feature extraction system for an online handwritten
character recognition system for two scripts, namely Bengali and Devanagari scripts.
The features of handwritten characters were extracted which were based on unique
basic strokes. The stroke information such as writing direction, slope, curvature,
curliness and the standard deviation of x and y coordinate features was considered
for feature extraction. The recognition accuracy of the proposed system is 78% for
the Bengali script and 77.23% for the Devanagari script.

Hasan et al. [8] proposed a system which can pronounce Bengali text automat-
ically detected from on road signs. The system has three modules: text detection
and extraction, optical character recognition and speech synthesis. The first module
worked on data acquisition, pre-processing, text detection and localization. TheOCR
module involves character segmentation, features extraction and character classifi-
cation using artificial neural networks. The speech synthesis module converts the
recognized text into voice streams. The experimental results gave 96% accuracy
with 820 total numbers of characters of Sulekha font. It gave 98% accuracy with 820
total numbers of characters of Sulekha.

Sethi et al. [8] used a structural approach to recognize the number of Devanagari
script. The segmentation techniques were based on horizontal and vertical segmen-
tation where skew correction was carried for right and left slants. The decision tree
was used as analysis tool to access the presence/absence of these primitives and their
interconnection. Bansal et al. [9] proposed OCR for the Devanagari script. Various
character features such as vertical bar feature, horizontal zero-crossings and number
of positions of the vertex points were considered for recognition. The character clas-
sification was carried by a tree classifier. The testing results showed 93% accuracy.
Sharma et al. [10] proposed theGurmukhi recognized system for isolated handwritten
Gurmukhi using neocognitron. The neocognitron defined a hierarchical multilayered
neural network used for classification. Total 15,000 character images were consid-
ered for testing. The learned images have shown 91.77% accuracywhereas unlearned
images showed 93.79% accuracy. Gatos et al. [11] proposed a technique to detect
text from indoor and outdoor images. The technique was used to isolate background
using binarization methods. The binarization method segments the text region from
the background, and then commercial OCRwas used for testing purposes. Tran et al.
[12] proposed an approach for finding text in images by using ridges at several scales.
The proposed method did not depend on a particular alphabet. The experimental
results showed good detection.

Jindal et al. [13] proposed a method to segment the Gurmukhi touching characters
from the middle. For segmentation, various classifications were carried out which
were based on the structural properties of the characters.

Saini et al. [14] described a corpus-based transliteration system for the Punjabi
language. They developed a new system for the first time of its kind for Shahmukhi
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script of Punjabi language. Theproposed system for Shahmukhi toGurmukhi translit-
erationwas implementedwith various research techniques based on language corpus.
The corpus analysis program was run on both Shahmukhi and Gurmukhi corpora for
generating statistical data for different types such as character, word and n-gram
frequencies. This statistical analysis was used in different phases of transliteration.

3 Cellular Automata Method

The cellular automata make use of regular lattice to represent an object. It consists
of regular cells which change value in discrete-time span. The text detection system
proposed by Konstantin et al. [15] mapped Roman characters in cellular pattern. A
general cellular expression can be written as:

CA = (Cells, Cell space, Cells state, Neighborhoods, Rules)

where the cell has finite state and change value using transmission function. It is
the function which determines the state of each cell based on the state and present
neighborhood. The arrangement of cells around central cell defines neighborhood.
Most of the literature defines two neighborhoods named Von Neumann and Moor
neighborhood. The present study used Moor neighborhood to map character set.
In Moore neighborhood, the central cell is surrounded by eight neighborhood cells
which cover all the direction positions of pixel around the central pixels. The neigh-
borhood consists of total 9 which may change their state by transmission function.
The figure shows cell arrangement in the Moor neighborhood (Fig. 2).

N (x0, y0) = {(x, y) : |x − x0 ≤ r, |y − y0|| ≤ r}

where r represents neighborhood cells, and (x0, y0) represents central cell.
Algorithm for text detection and localization: Algorithm is based on 2D lattice

of cells, where every cell represents a pixel. The size of the cell depends on the
object to be mapped in the problem. The input images considered for mapping are

Fig. 2 Moore neighborhood
with r = 1
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binary images where cell may be black or white. These two colors represented as two
different states. Following is the algorithm used to detect and localize text region in
the image.

Algorithm to detect text region in natural scene images
1.Morphological Dilation: It is applied to map character edges of every text line.

The variable I(x, y) represents intensity at central pixel. Following equation repre-
sents intensities of other neighbor pixels in Moor neighborhood. The morphological
dilation is represented as this mask neighborhood.

I(x,y)→ I(x−5y), I(x−4,y), I(x−3,y), I(x−2,y), I(x−1,y),

I(x,y), I(x+1,y), I(x+2,y) I(x+3,y), I(x+4,y), I(x+5,y)

Carry out morphological operation for 12 connected neighborhood of 7 × 7
neighborhood mask.

I(x,y)→ I(x−3y), I(x−2,y), I(x−1,y), I(x,y), I(x+1,y), I(x+21,y), I(x+3,y),

Ix,y−3, Ix,y−2, I(x,y−1), I(x,y+1) I(x,y+2), I(x,y+3)

2. Carry out morphological dilation in neighborhood for mask size 7 × 7.

I(x,y)→ I(x−3y), I(x−2,y), I(x−1,y), I(x,y), I(x+1,y), I(x+2,y), I(x+3,y),

Ix,y−3, Ix,y−2, I(x,y−1), I(x,y+1) I(x,y+2), I(x,y+3)

2. Detecting text region and non-text regions: In this process, we use various
sizes of Moor neighborhood which are capable to map expected text region in the
image. It helps to suppress small objects and helpful to estimate word size. After
various iterations, we come to close to the size of the Moor neighborhood with size
= 16 for detecting small character and size= 3 detecting large characters size words
(Fig. 3).

Apply Binarization

Create edge image using edge detection

Apply morphological Erosion (Shrike non text) 

Apply morphological Dilation (Grow text region vertically

Detect text region using filtering technique

Preserve the coordinate values of candidate text regions and draw a rectangular box

Fig. 3 Steps to detection of text in natural scene images



452 S. Singh and M. Pathak

NM
(x0 y0) = {(x, y) :: |x − x0| ≤ r1, |y − y0| ≤ r2},Where r1= 16, r2= 3

Steps to detection of text in natural scene images are implemented into following
phases:

The dataset of approximately 4500 images was created and used for training and
tested on the system. Most of the images contain Gurmukhi text. Below are a few
sample images along with visual results:

Recall metric: Recall metric represents correctness of the system and defines how
correctly system works. It is computed using following

R = Number of Rectangles (CorrectlyDetected)

Number of Rectangles inActually exsit

Precision metric: The precision metric specifies about number of false alarms as
shown as below:

p = Number of Rectangles (CorrectlyDetected)

Total Number of Rectangles Detected

Ground truth images were also created to find the efficiency and accuracy of
the system. The performance metrics recall and precision are used to evaluate the
performance of the proposed algorithm. The proposed text detection and localization
algorithm are evaluated for performance. The average value for recall = 0.835, and
the average value for p = 0.880.
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Obstacle Avoidance in Robot Navigation
Using Two-Sample T-Test-Based
Obstacle Recognition

Neerendra Kumar and Zoltán Vámossy

Abstract In this paper, a solution to the obstacle avoidance problem in autonomous
robot navigation is presented using two-sample t-test. A procedure to perform t-test
on two-independent LASER scan distance-range vectors is provided. The proposed
strategy compares the LASER scan readings of the obstacles in the navigation path.
Similarity of the obstacles is recognized on the basis of the acceptance of the null-
hypothesis. Robot navigation results are simulated using Turtlebot-Gazebo simulator
and MATLAB software. A discussion is made on the results produced using the
proposed strategy with the previously existing results in the literature.

Keywords LASER scan · Obstacle avoidance · Obstacle recognition · Robot
navigation

1 Introduction

In robotic operations, the navigation of the robot is among the most required opera-
tions in case of mobile robots. Due to this importance, the robot navigation is among
the key research area for the researchers in this field (e.g. [1, 2]). The view-based
robot navigation and localization play a significant role for autonomous robots [3].
Using random and heuristic search, an algorithm to optimize the route plan for robot
navigation is described in [4]. However, the algorithm by [4] may face challenges
in unknown environments. Vision systems can provide solutions for mobile robot
navigation [5]. Yet, the complexity of the robot system is raised by using vision
systems. To overcome the complexity, a LASER-based solution is considered by [6]
for obstacle recognition during robot navigation. The obstacle recognition is used
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for obstacle avoidance in [7]. However, in [6, 7], the obstacle recognition is based
on the comparison of the difference of LASER scan ranges with an arbitrary value.

The remaining of the paper is structured in the following manner: The considered
research problem is introduced in Sect. 2. Section 3 presents the scientific background
of the t-test. The solution to the research problem of Sect. 2 is provided in Sect. 4.
Section 5 consists of experimental results acquired by applying the solution given in
Sect. 4. Finally, the conclusion of the paper is given in the Sect. 6.

2 Problem Definition

In [7], the Algorithm 2 of [7] has presented a solution for obstacle recognition and
avoidance using the difference of the standard deviations of LASER scan distance-
range vectors. In Algorithm 2 of [7], the statements 18, 23, and 25 have been stated
as given in (1), (2), and (3), respectively.

S(c) ← σR; (1)

σr ← |(S(c) − S(k))|; (2)

if (Dc,k < Pt&σr < σt&Td > Tt ) then (3)

In (3), the if statement includes logical “AND” of the three conditions. In the if
statement, the second condition (i.e., σ r < σ t) is to compare the difference of standard
deviations (σ r) of two “LASER scan distance-ranges” with σ t (an arbitrary constant
value). Although, to set σ t value is problem specific. Hence, standardization of the
condition σ r < σ t is a research problem.

Applied statistical techniques are available in literature (e.g., in [8]). Using “t-
test”, two independent samples may be compared to test their similarity on several
aspects [9]. In this paper, LASER scan distance-ranges are compared using t-test.

3 Scientific Background of the T-Test

3.1 The Student’s T

Let a sample of data is given in (4) as follows:

x = {x1, x2, x3, . . . xm}. (4)
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For the sample data as taken in (4), William Sealy Gosset (who used the
pseudonym as “Student” [7]) defined the statistics “t” as follows:

t = (x − μ)
√
m

σx
(5)

where m, x, μ, and represent the sample-size, sample-mean, and mean of the popu-
lation, respectively. In (5), the statistics t is known as “Student’s t” having the degree
of freedom (df ) defined by (6).

d f = m − 1 (6)

σ x is the standard deviation (as defined in (7)) of the sample.

σx =
√∑m

k=1 (xk − x)2

m − 1
(7)

3.2 Difference of the Sample-Mean and Mean
of the Population Using T-Test

For a sample, the t-test has the following steps:
(i) Set H0 (the null-hypothesis) as follows:
H0: “There is no significant difference between the sample-mean and mean of the

population.”
(ii) Compute “t” using (5).
(iii) For the df obtained by (6), compare the value of “t” with the tabulated value

of “t” (say tc) at the desired level of significance.
If (|t| ≤ tc) then “H0” is accepted Else “H0” is rejected.
For different df values, the corresponding values of tc are presented in Table 1 for

1% and 5% significance levels.

3.3 Difference of Two Means Using T-Test

Consider two independent samples x (as taken in (4)) and y (as given in (8)).

y = {y1, y2, y3, . . . yn}. (8)



458 N. Kumar and Z. Vámossy

Table 1 Critical values of t at 1% and 5% levels of significance

df t.01 t.05 df t.01 t.05 df t.01 t.05 df t.01 t.05

1 63.66 12.71 10 3.17 2.23 19 2.86 2.09 28 2.76 2.05

2 9.92 4.30 11 3.11 2.20 20 2.84 2.09 29 2.76 2.05

3 5.84 3.18 12 3.06 2.18 21 2.83 2.08 30 2.75 2.04

4 4.60 2.78 13 3.01 2.16 22 2.82 2.07 40 2.70 2.02

5 4.03 2.57 14 2.98 2.14 23 2.81 2.07 60 2.66 2.00

6 3.71 2.45 15 2.95 2.13 24 2.80 2.06 80 2.64 1.99

7 3.50 2.36 16 2.92 2.12 25 2.79 2.06 100 2.63 1.98

8 3.36 2.31 17 2.89 2.11 26 2.78 2.06 120 2.62 1.98

9 3.25 2.26 18 2.88 2.10 27 2.77 2.05 >120 2.58 1.96

Following [8], the statistics “t” can be defined by (9).

t = (x − y)

σs

√
1
m + 1

n

(9)

where m and n are the sizes of the x and y samples considered in (8), respectively. x
and y are the means of the samples x and y, respectively. The value of σ s is given by
(10).

σS =

√√√√√ 1

m + n − 2

⎡
⎣ m∑

i=1

(xi − x)2 +
n∑
j=1

(y j − y)2

⎤
⎦ (10)

Here,

d f = m + n − 2 (11)

To compare the two samples, the “t-test” has the following steps:
(i) Set H0 (the null-hypothesis) as follows:
H0: “x and y (the means of the two samples) do not differ significantly.”
(ii) Compute “t” by using (10).
(iii) For the df obtained using (11), accept or reject H0 following the step (iii) of

the Sect. 3.2.
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3.4 Tabulated (Critical) Values of “T” to Apply T-Test

For different df values, the critical values of “t” (tc) are given in Table 1 (as presented
in [8, 10, 11]). In Table 1, t.01 and t.05 represent tc at 1% and 5% levels of significance,
respectively.

4 Obstacle Recognition and Avoidance Using T-Test

For the application of “t-test”, the statements 18, 23, and 25 in the Algorithm 2 of
[7] are replaced with the statements presented in (12), (13), and (14), respectively.

S(c) ← R; (12)

h ← N ZtT est (S(c), S(k)), (13)

if (Dc,k < Pt&h = 0&Td > Tt ) then (14)

where
“NZtTest” = The procedure defined in Algorithm 1.
S(c) and S(k) = Two distance-range vectors as input arguments to the procedure

“NZtTest”.
In Algorithm 1, x and y are the two input parameters corresponding to the two

input arguments, S(c) and S(k) of NZtTest, in (13).
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Fig. 1 Robot path obtained
using the t-test

5 Experimental Results and Discussion

To get the results of implementation of the “t-test” in Algorithm 2 of [7], the Gazebo-
world presented in [7] is used. Further, the start location of the robot is taken approx-
imately as (0, 0). The “t-test” has been applied to obtain the difference of the two
“LASER scan distance-range vectors” having 5% significance level.

Using the results of the t-test, Fig. 1 depicts path travelled by the robot. The
following are the two key observations:

i. Similar to theAlgorithm2of [7] (withoutmodifications for “t-test”), themodified
Algorithm (applying “t-test”) in Sect. 4 identifies the similarity of the obstacle
wall, successfully. Consequently, the robot does not enter into the repetitive paths.

ii. The modified Algorithm 2 of [7] (using “t-test”) can reverse the robot’s angular
velocity nearly at the coordinates (1, −0.5) (Fig. 1), for the first time. Whereas,
the Algorithm 2 of [7] (without modifications for the “t-test”) had reversed the
angular velocity nearly at the coordinates (1, −1:5).

The modification (i.e., using “t-test”) in Algorithm 2 of [7] can early identify the
re-occurrence of similar obstacle. The “t-test” uses standard statistical technique to
check the similarity of two samples. Therefore, the difference of two LASER scan
distance-range vectors needs not to compare with any arbitrary constant like σt used
in the statement 3.

6 Conclusion

The LASER scan distance-range vectors have been compared using the two-sample
t-test. Two distance-range vectors have been found as similar if

“Computed t” ≤ “Critical value (tabulated) of t”.
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For the obtained degree of freedom, the comparison between the computed “t”
and critical value (tabulated) of “t” is obtained at the desired significance level.

By including the “t-test”, the Algorithm 2 (presented in [7]) is modified.
Subsequently, the necessity to compare “the difference of the two LASER scan
distance-ranges” with “an arbitrary constant value” is removed.
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On Data-Driven Approaches
for Presentation Attack Detection in Iris
Recognition Systems

Deepika Sharma and Arvind Selwal

Abstract With the development of modern machine learning-based techniques for
accurate and efficient classification, the paradigmhas shifted to automatic intelligent-
basedmethods. The iris recognition systems constitute one of themost reliable human
authentication infrastructures in contemporary computing applications. However, the
vulnerability of these systems is a major challenge due to a variety of presentation
attackswhich degrades their reliabilitywhen adopted in real-life applications. Hence,
to combat the iris presentation attacks, an additional process called as presentation
attack detection mechanism is integrated within the iris recognition systems. In this
paper, a review of the modern intelligent approaches for iris presentation attack
detection (PAD) mechanisms is presented with a special focus on the data-driven
approaches. The presented study shows that the machine learning-based approaches
provides better classification accuracy as compared to conventional iris PAD tech-
niques. However, one of the open research challenge is to design the robust intelligent
iris PAD frameworks with cross-sensor and cross-database testing capabilities.

Keywords Iris recognition · Presentation attack · Presentation attack detection ·
Deep learning ·Machine learning

1 Introduction

With the growth of secured authentication in the contemporary world, there arises a
major concern of security threat. These threat issues need to be addressed by devel-
oping robust and highly efficient pattern recognition systems. Therefore, biometric-
based authentication is preferred over traditional approaches of human recognition.
Biometrics is a science of recognizing human on the basis of their distinctive phys-
iological, chemical, and behavioral traits [6]. A variety of biometrical traits have
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Fig. 1 A variety of biometrical traits in human body

been identified in human being, which include physical, behavioral, and chemical
characteristics as shown in Fig. 1.

The biometric systems provide better security and are more suitable than classical
approaches of human recognition [11]. As classical approaches are knowledge-based
(what you remember like passwords, PIN code) or token-based (what you possess
like ID cards, Smart cards), where these representations of identity are vulnerable
to a variety of attacks. By using biometric technology, it is possible to establish the
identity and integrity on the basis of who we are rather than what we remember or
what we possess. In this article, we focus our study on the iris biometric modality.
Iris is the region that is bounded by the pupil and the white portion of the eye. The iris
texture carries the distinctive information that is useful for recognition of a person.
The iris-based recognition systems are widely deployed in many user applications as
because of following advantages, i.e., highly scalable, no physical contact with the
system, minimal false acceptance rate, etc. [7]. With the high rate of usability, these
systems are more prone to attacks and most commonly the presentation attack. In
presentation attack, an adversary can present the fake iris data to the system in order
to bypass the iris sensor module. Hence, in order to combat these attacks, a process
called PAD mechanism or liveness detection is used (Galbally, Julian, & Cappelli,
n.d.). In this article, we present the recent intelligent-based approaches which have
been widely employed in order to mitigate iris presentation attacks. The rest of the
paper is organized as follows: Sect. 2 presents a brief introduction of various iris
presentation attacks. The modern intelligent approach-based countermeasures are
reviewed in Sect. 3. The publically available iris datasets are introduced in Sect. 4.
Sect. 5 focuses on themajor research challenges in the iris PADmechanisms. Finally,
the conclusions is presented in the Sect. 6.
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2 Iris Presentation Attacks

In iris presentation attack, the sensor module is spoofed by presenting either the
artifacts or an image of original eyes with the cooperation of the authorized user.
A variety of techniques are used to spoof the sensor of iris recognition system by
presenting fake iris traits [12]. The taxonomy of iris presentation attacks is depicted
in Fig. 2.

i Artifacts Attacks

(a) Paper Printouts: Paper printout is the simplest method of spoofing the iris
biometric system. The iris printouts may be created in a variety of ways. There
is no pre-established fact about the accuracy of colored or black and white print-
outs. However, the commercial sensors may be used to generate the iris artifacts by
creating a whole in the place of pupil to mimic the exact iris traits. An illustration
of real and corresponding print of an image taken from LivDet Iris Warsaw 2017
dataset is shown in Fig. 3.

Thalheim et al. [17] used an inkjet printer and matte paper to attack the iris
biometric system where they printed an image of resolution 2400 × 1200 dpi and
also cut in the center to provide a hole to represent the pupil of eyes. They were
successful to spoof the Panasonic Authenticam BM-ET100 sensor by presenting this

Iris Presentation Attacks

Artifacts Actual 

Paper 
printout

Textured Contact 
Lenses

Displays

Prosthetic 

Non Conformant 

Cadavers

Coercion

Fig. 2 Classification of Iris presentation attacks

Fig. 3 An example of iris
printout-based attack

Iris paper print out A real Iris image
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fake iris trait. Similarly, Ruiz-Albacete et al. [15] used two types of attacks where
they spoofed the iris recognition system by using fake and original images both for
enrollment and testing phase with FMR 0.1% and FNMR of 17%. They achieved a
success rate of 34% and 37%, respectively, for type 1 and type 2 attacks 15 (Table 1).

(b) Textured Contact Lenses: In this method, the contact lenses are constructed such
that carry a visual texture within them. The basic difficulty with these instruments
is that the texture in these lenses sometimes overlays with the natural texture of iris;
therefore, it creates a problem of mixed textures of both artificial and natural sources
of iris trait. Another problem is that these lenses move on the surface of eye where
the mixture of these images varies from one case to another case. An example of
textured contact lense and real image is shown in Fig. 4. Moreover, this attack looks
reasonable in standard terms, but it is difficult and expensive to achieve the desired
success rate [10].

(c) Displays: Video display of an electronic screen has been used by attackers who
spoof an recognition systembyusing a still image extracted from the video source.An
example of an iris image and its display in an electronic device as used for presentation
attack is shown in Fig. 5. Display attack works well when both the electronic screen
and sensor module functions in the same wavelength range (Galbally et al., n.d.).

Table 1 A summary of various intelligent-based approaches for iris PAD detection

Year Author Technique Dataset Performance

2015 Raghavendra
and Busch [13]

M-BSIF VSIA and LivDet Iris
2013

ACER of 0.29% for
VSIA and 1.27% for
LivDet Iris 2013

2015 Rigas and
Komogortsev
[14]

Eye movement Private Database EER of 3.4%

2017 Czajka et al.
(Czajka &
Bowyer, 2018)

CNN Private database An ACER above 95%
(89%) for recognition of
left/right
(upright/upside-down)

2018 Bineet Kaur
(Kaur et al.,
2019)

Discrete
orthogonal
moment-based
invariant feature
set

IIITD Contact Lens
Iris (IITD-CLI),
IIITD Iris Spoofing
(IIS)), Clarkson
LivDet 2015, and
Warsaw LivDet 2015

The results obtained are
of 100% for IIITD-CLI
and 99.48% for Clarkson
datasets, respectively

2019 Bineet Kaur
et al. 2019
(Kaur, 2020)

Discrete
orthogonal
moment-based
invariant
feature-set

IIITD Contact Lens
Iris (IITD-CLI),
IIITD Iris Spoofing
(IIS)), Clarkson
LivDet 2015, and
Warsaw LivDet 2015

The results obtained are
of 100% for IIITD-CLI
and 99.48% for Clarkson
datasets, respectively

2019 Waleed S.-A
et al. [4]

LBP CASIA-Iris-Syn and
ATVS-FIr- DB

100%ACA
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Fig. 4 An example of iris
printout-based attack

Iris paper print out A real Iris image

Fig. 5 Display iris
presentation attack

A real iris image Same iris image in mobile phone

(d) Prosthetic Eyes: The ocularists create handcrafted eyes which look like the eyes
of the living human being. However, it is a very time consuming and requires rich
knowledge to create prosthetic eyeswhichmay the iris recognition system. The resul-
tant iris looks very similar to the original eyes which were captured by commercially
available sensors in the near-infrared imaging. The literature shows that the pros-
thetic eyes may be created in compliance of ISO/IEC 19794-6:2011 which may be
further used for the iris recognition system. However, very less number of such types
presentation attacks have been attempted; therefore, success rates of these attacks is
minimal.

ii Real Eyes Attacks

(a) Non-Conformant Use: However, it is necessary for a user to cooperate during
both the enrollment and the testing phases, but it is easiest way to exploit the iris
recognition system.The intentional iris spoofingmay involve excessive eyelid closure
which may results in capturing the lesser number of features thus making incorrect
match [2].

(b) Cadavers: The concept of using organs of a non-living human being for presenta-
tion attacks has been noticed frommanymovies. It is possible that iris cadavermay be
obtained from the non-living organisms up to month of death by using commercially
available sensors at a temperature of approximately 6 degree celcius. Sansola [16]
was able to use an IriTech IriShieldMK 2120U system to report that the post-mortem
iris recognition is possible for 11 days after death of a person.

(c) Coercion. It is a spoofing attack on iris sensor by using the act of threat or force.
This type of attack is a possible vulnerability for presentation attack; however, there
is no reported article which shows the success of these types of attacks [2].
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3 Iris Presentation Attack Detection Mechanisms

In iris biometric systems, PA attacks are the attacks which include the presentation
of fake iris data as input to the system in order to interfere the normal working of
the system. The term liveness detection is also used in the literature for classifying
the bonafide and the artifacts used for making spoof attack successful [1]. The PAD
techniques are divided into three main classes as shown in Fig. 6.

In this subsection, we review the intelligent-based techniques which uses machine
or deep learning approaches. Raghavendra and Busch [13] proposed an iris live-
ness detection technique which is based on M-BSIF and linear SVM classifiers.
The proposed scheme consists of four major components such as iris segmentation,
where optimal path of contours is traced by using the vertbi algorithm. In perioc-
ular region extraction step, the image is resized to a dimension of 120 × 120 pixels.
Then, in PAD algorithm, two important components are used namely; M-BSIF filters
and SVM classifiers. The M-BSIF kernels are defined using a set of natural image
segments. The experiments were performed on VSIA and LivDet Iris2013 database
where the results provide 0.29% and 1.27%ACER for both the datasets, respectively.
Rigas and Komogortsev [14] proposed a technique which utilizes the movement of
eye cues for the iris PAD. The fundamental distortion which arises due to move-
ment of eye signal and because of this the functional and structural discrepancies
was detected between the paper-printed iris and a iris of a natural eye. The experi-
ments involved the execution of print-attacks against an eye-tracking device, which
also results in the collection of the eye movement signal. The experiments were
performed on large dataset collected from 200 different subjects, which contains
the signals for both the real print-attack eye movement. The proposed PAD method
results in a higher spoof detection performance with a ACR of 96.5% and EER of
3.4%. Czajka et al. [3] present a novel method for iris PAD which recognizes the
correct right/left and upside/upright down direction of iris trait images. It is used to
counteract the presentation attacks which are directed for creating spoof identities

Iris PAD Techniques

Hardware 
Based

Software 
Based

Intelligence 
Based

Static 
Approach

Dynamic 
Approach

Machine 
Learning 
Approach

Deep 
Learning 
Approach

Fig. 6 A taxonomy of iris PAD techniques
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by moving both either an iris image or sensor during the process of image acquisi-
tion. Both the approaches were evaluated on the same data, by making use of same
evaluation protocol. The handcrafted features were classified by using SVM, and the
CNN model was used for feature learning which is based on data-driven features. A
dataset which contains 20,750 iris images was used for training. In addition, a dataset
containing 1939 images acquired from 32 different subjects was used for testing the
purposed iris PAD technique. The proposed technique was evaluated in the scenario
of same-sensor and cross-sensor so as to generalize the unknown hardware. The
proposed approach results in an ACER above 95% in the case of left/right orienta-
tion and 89% for upright/upside-down orientation, whereas ACER 99% in the case
when images were captured by the same sensor. The proposed approach, however,
performed better in the case of same-sensor scenario but failed to generalize in the
case of unknown sensor. Kaur [8] presented a iris PAD method which uses “dis-
crete orthogonal moment” based invariant feature vector consisting of Tchebichef,
Dual-Hahn, and Krawtchouk moments. The feature was made invariant to rotation,
scale, and translation. to overcome the problem of variations during sample acqui-
sition. The normalized images were divided into 32 non-overlapping sub-regions of
each of equal size of 32 × 32. A feature set of 8160 features was extracted from 32
blocks till 15th order. But, in the case of Dual-Hahn moments, the feature vector was
constructed by using a fusion of 8160 local and 8160 global features. Then, for the
classification purpose, the method used KNN classifier to predict whether it is real
or fake iris. The performance of the proposed approach was evaluated on four iris
PAD databases: Clarkson LivDet 2015, IIITDContact Lens Iris (IITD-CLI),Warsaw
LivDet 2015, and IIITD Iris Spoofing (IIS). The results obtained were of 99.48% for
Clarkson datasets and 100% for IIITD-CLI, respectively. As a future research, the
authors suggest that the biometric templates may be used to create synthetic spoofing
datasets. Kaur et al. [9] proposed a novel PAD technique in the uncontrolled environ-
ment acquired byusingmultiple commercially available sensors. Themethod extracts
feature set which are rotation invariant and are based on continuous moment. These
features were extracted by using “Zernike moments” and “polar harmonic trans-
forms” which give variation in local intensity in given image patches. The approach
used “circular Hough transform (CHT)” for iris segmentation and pupil localization.
Then, Daugman’s homogeneous rubber sheet model was used for normalization of
iris or converting the samples into fixed size. Finally, for the classification, KNN
classifier was used in the proposed technique. The method is evaluated on four iris
PAD databases: Clarkson LivDet Iris 2015, IIITD-CLI, IIITD Iris Spoofing, and
Warsaw LivDet Iris 2015. The proposed technique was evaluated by using perfor-
mance metrics like APCER, NPCER, and ACER as per ISO/IEC 30,107-3 standard
for PADmethods. The proposed method results in comparable accuracy with respect
to other state-of-the-art iris PAD methods. The proposed algorithm lacks the testing
against the new material scenario, and accuracy may be further improved by using
deep level features. Waleed et al. [4] presented an efficient method for iris livness
detection in which there is no need of segmentation and normalization step that are
employed in traditional iris livness detection system. Wavelet packets (WPs) were
used for segmenting the iris image into wavelet approximation and detail channels.
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Then, the entropy values were extracted from both the wavelet channels LBP images
of the channels. The statistical features were extracted from the segmented wavelet
channels. In particular, the global features were extracted by using the entropy. The
entropy of wavelet channels and LBP features is fused together, and then, a feature
selection operation is applied. The SVM is used as a pattern classifier for discrimi-
nating the real and fake iris image. TheCASIA-Iris-Syn andATVS-FIr-DBdatabases
were used for experimentation of the proposed approach. The authors claimed 100%
average classification accuracy (ACA) which is better than other state-of–the-art
methods but high computational load. However, the authors have not evaluated the
proposed method in terms of other metrics like ACER, EER, etc. The generalization
of this method in other types of iris attack and cross-sensor testing is missing in this
work.

4 Iris Databases

In this section, we provide a brief introduction of the various openly available
databases that are used for iris PADmechanisms evaluation. An iris database consists
of structured collection of iris images mainly used for the development and the eval-
uation of the iris PAD algorithms. The most widely deployed databases are from
openly available liveness detection competition series: LivDet Iris 2013 [19], LivDet
Iris 2015 [18], LivDet Iris 2017 [18], as well as CASIA and ATVS- Fir DB. A brief
summary of these commonly used iris PAD datasets is explained as follows:

(i) LivDet Iris 2013DB: It was the first iris liveness detection competition whichwas
held in 2013. This database consists of 4000 sample images which are captured from
around 500 different iris traits, and it is further divided into three datasets acquired
at three universities, namely Clarkson University, University of Notre Dame, and
University of Warsaw.

(ii) LivDet Iris 2015 DB: The 2015 dataset was the second dataset of iris liveness
detection competition series [20]. Similar to LivDet Iris2013 DB, spoof attacks are
represented with printed iris images and patterned contact lenses. The images were
collected by exploiting the sensor bypresenting a fake iris trait andWarsawUniversity
compiled a dataset by using printed artifacts. The Dalsa and LG datasets consist of 20
different images with patterned contact lenses. Out of 20 images, 15 were available
for training, and remaining five images were used for testing purpose only.

(iii) LivDet Iris 2017 DB: This dataset was collected at Clarkson University. The
iris images were captured by an LG IrisAccess EOU2200 camera. The dataset was
created for extending the LivDet Iris 2015 DB. The Clarkson dataset is divided into
three modules: The first module has iris images from genuine users. The second
part consists of patterned contacts with various types. The last one has printed iris
images. The dataset is divided into two set: one is training, and other is testing. The
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training set comprises of 2469 live iris images from 25 subjects, whereas testing set
uses additional unknown fake image types.

(iv) ATVS-Fir DB: The iris ATVS-Fir DB was collected by the Biometric Recog-
nition Group—ATVS. It consists of real and fake iris images with BMP format and
size of 640 × 480 pixels. The database has images of 50 subjects in which both the
eyes of an individual were considered. There are total 1600 images in the dataset in
which 800 are real and remaining are of fake iris trait.

(v) CASIA: The Casia iris database is provided by the Chinese Academy of Sciences
(CAS). It consists of three subsets, namely CASIA-Iris-Twins, CASIA-Iris-Lamp,
and CASIA-Iris-Interval. The dataset contains total 22,035 iris images collecting
from at least 700 subjects. The iris images are in jpeg format with gray level of 8 bit.

(vi) IITDelhi: This iris dataset was collected at IITDelhi by the Biometrics Research
Laboratory. The images were captured by using JPC1000 digital CMOS camera19.
The dataset consists of 1120 iris images of 224 users. Among these 224 users, 176
are male and remaining are female users. The resolution of iris images is 320× 240
pixels.

5 Open Research Issues

The study reveals that the iris recognition systems are usually attacked by presenting
artifacts while in other cases with real eyes. To countermeasure these iris presenta-
tion attacks, a variety of solutions are available in the literature with their merits and
demerits. However, with the development of machine learning models, data-driven
PAD approaches are becoming popular which provide better classification accuracy
for iris liveness detection, but one of the open issue is availability of the sufficient
amount of iris anti-spoofing datasets. Moreover, majority of the intelligent PAD
approaches uses automatic feature extraction based on convolutional neural network
(CNN) and image feature descriptor which are evaluated on openly available iris
anti-spoofing datasets like datasets like LivDet Iris 2013DB, LivDet Iris 2015 DB,
ATVS-Fir, etc. This leads to the problem of validation of data-driven iris PAD tech-
niques in cross-sensor and cross-database scenario. As pointed out by Kaur [8] in
her research work that the biometric templates can be exploited to create synthetic
spoofing databases for iris liveness detection system. Similarly, Waleed et al. [4] in
their research raised a concern that the generalization of the LBP based iris PAD tech-
nique in other types of iris attack and cross-sensor testing may be further undertaken
as a research work.
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6 Conclusions

We have presented a review of typical iris presentation attacks based on artifacts
and real eyes. The main focus in this article was to countermeasure iris presenta-
tion attacks by using intelligent data-driven PAD approaches based on image feature
descriptors or automatic feature extraction using CNN. These approaches provides
better classification accuracy to discriminate live and fake iris traits, but the major
concern is the availability of sufficient amount of training datasets to built the intel-
ligent PAD models. Furthermore, the validation of intelligent data-driven iris PAD
models in cross-sensor and cross-database scenario is another open research issue.
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Anomaly Detection and Qualitative
Analysis of Diseases in Tomato

Meenakshi Sood, Anjna, and Pradeep Kumar Singh

Abstract Disease detection in the crops is a difficult work as crops get affected due
to various attacks fromdifferent bacteria, fungi and viruses. The disease symptoms on
the infected crop plant can be seen as usually color change, circular spots, specks and
hollow areas having concentric rings. This paper proposes a solution for identification
of crop diseases (i.e., bacterial and fungal diseases) in tomato cash crop of Himachal
Pradesh. Detecting the disease at an early stage enables the farmers to act and treat
the plants at the appropriate time and effectively. Accurate and timely detection of
plant diseases can help mitigate the agriculture loss experienced by the local farmers.
An initial evaluation system and statistical analysis proposed in this work show a
positive impact. The dataset has been created by the authors by collecting real-time
pictures from various fields of Himachal Pradesh state which contains images with
different diseases for tomato plant. The proposed approach provides efficient result
that can lead to connection between farmers and agriculturists.

Keywords Bacterial diseases · Texture features · Statistical analysis

1 Introduction

The production of vegetables and fruits faces significant losses due to infection that
may be bacterial, virus and fungi [1]. Diseases in plants have become a considerable
issue as they can cause serious loss of agricultural products, both quality and quantity,
and negatively influencing the country’s economy [2, 3]. The most important reason
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which leads to destruction of crops is plant diseases; by taking care of the diseases
in earlier stages enables us to overcome the crop yield loss [1]. Previously, plant
disease identification and detection are done by the farmers naked eye observation
which requires continuous monitoring of plant, and this method is costly, tedious,
less accurate and tough task [3].

Managing diseases is a challenging task for farmers as plant diseases cause major
production and economic losses of agricultural products. So, a technique is required
that is less time-consuming and provides accurate and cost-effective solution for
farmers to monitor their crops.

To make this task more accurate and efficient, various studies are carried out to
detect diseases automatically by applying image processingmethods. For production,
it is used to develop automatic decision support system for examining the quality of
yield.

While monitoring large crop fields for detecting the symptoms of diseases as soon
as they appear on the plant, automatic plant disease detection may prove beneficial.
Hence, classification and identification of crop diseases by using techniques of image
processing are essential so as to identify the diseases correctly in initial stage which
helps in taking action to prevent the losses and hence improve the agricultural yield
[15].

2 Related Work

Prior many approaches have been adopted by distinct researchers for plant disease
detection; some of the plant disease detection and classification-related work are
elaborated in this section.

Work related to disease detection and classification of plant leaf:

Abu-Naser S.S. et al. (2008) describe expert system developed for plant disease
analysis using two different methods namely step-by-step detailed and graphical
authentic methods, and it brings distinct approach of plant disease analysis to the
user.

Al-Bashish et al. (2011) proposed a solution for plant leaf diseases detection and
classification. In this methodology, for the input RGB leaf image, a structure of color
transformation is created, for segmentation k-means clustering technique is used, and
texture features are evaluated and passed through a pre-trained neural network. The
developed neural network classifier executes well and can strongly detect/classify the
diseases with 93% accuracy. Arivazhagan et al. (2013) refined an image processing
design for color transformation structure creation, masking of green pixels followed
by segmentation mechanism, and texture features are calculated for the diseased
segmented area and cross through the classifier that can profitably detect and classify
the diseases with 94% accuracy.
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Chouhan et al. (2018) introduced a scheme for automatic recognition and classi-
fication of plant leaf diseases named as bacterial foraging optimization-based radial
basis function neural network (BRBFNN).

They use bacterial foraging optimization for accrediting optimal weight to
RBFNN that boost the network’s speed and accuracy to identify the plant leaf-
infected areas by distinct fungal diseases like early blight, late blight, leaf spot,
leaf curl, cedar apple rust and common rust.

The suggestedmechanism obtains greater accuracy in disease identification. Kaur
et al. (2016) presented an image processing approach to detect and classify the
leave diseases by adopting k-means segmentation and classification performed by
SVM. The fungal and bacterial diseases considered are Alternaria alternata, leaf spot,
bacterial blight and anthracnose. The suggested approach accuracy result varies from
96.77% to 98.42%. Mainkar et al. (2015) describe a solution to find, diagnosis and
segregate plant leaf diseases automatically using image processing techniques. They
used GLCM, k-means and BPNN techniques, these accurate leaf disease detection
is performed with a little computational effort. Mokhtar et al. (2015) proposed an
efficient approach based on SVM technique to recognize two types of tomato leaf
diseases, namely early blight and powdery mildew. The experimental result shows
that the proposed scheme is able to correctly classify the diseased images with 99.5%
accuracy.

Muthukannan et al. (2015) suggested a way for plant leave disease classification
by adopting techniques, such as radial basis function networks (RBFs), feedfor-
ward neural network (FFNN) and learning vector quantization (LVQ). The proposed
algorithms were tested for classification of diseased leaf images of bitter gourd and
bean. The system performance is analyzed by adopting parameters like accuracy,
recall ratio, precision and F_measure, so this approach provides better result. Naik
et al. (2015) focus on image processing approach to detect and quantify the cabbage
diseases. This system is for grading the cabbage and classification of cabbage diseases
based on the numerical results obtained after the analysis of the cabbage diseased
area by extracting color features from the image. Patil et al. (2011) discussed tomato
leaf diseases color feature extraction; they used color as feature to extract the features
of the images by calculating color moments CM1, CM2 and CM3, which are further
used to classify tomato diseases. P. Priya et al. (2015) present a study to detect
agricultural product diseases by using different feature extraction techniques.

Sabrol et al. (2016) suggested image processing and soft computing approaches
for automatic recognition and classification of plant diseases. Five types of tomato
diseases, namely bacterial leaf spot, bacterial canker, late blight, septoria leaf spot
and tomato leaf curl, are considered in this work. Three classifiers, namely adaptive
neuro-fuzzy inference system, fuzzy inference system and multi-layer feedforward
backpropagation neural network, are adopted for categorizing healthy and diseased
tomato. With multi-layer feedforward backpropagation neural network, the accuracy
of 87.2% is achieved. Singh Malti et al. (2017) describe the study for detection of
diseases in plant leaf of beans and tea by adopting image processing methods. The
suggested approach consists of steps: image acquisition, pre-processing for image
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enhancement, segmentation for finding diseased area, feature extraction and clas-
sification. Singh Vijai et al. (2017) present an algorithm for image segmentation
technique and the review on distinct disease classification approaches that can be
used for automatic disease detection and classification of plant leaf. The suggested
algorithm is tested on banana, jackfruit, beans, lemon, potato, mango, tomato and
sapota. It is also used for the identification of diseases belongs to these categories. By
this method, optimum results were obtained with less computational efforts. Sagar
et al. (2007) proposed an algorithm for tomato plant disease detection by applying
image segmentation andmulti-class SVM for classification. They took four diseases,
namely bacterial spot, early blight, Septoria leaf spot and iron chlorosis for testing
their algorithm. Various parameters such as energy, entropy, correlation and homo-
geneity are used for classification purpose. This approach gives better classification
accuracy which is 93.75%.

Related work to plant (fruit/vegetable) disease detection and classification:

Dhakate et al. (2015) propose neural network method for diagnosis of pomegranate
fruit/leaves affected by different fungal and bacterial diseases. They focused on
diseases like bacterial blight, leaf spot, fruit rot and fruit spot. The pomegranate
images affected with these diseases are pre-processed for image enhancement, to
figure out the diseased area segmented by applying k-means algorithm; texture
features are extracted and fed to neural network for diagnosis of the disease.
Pujari et al. (2014) considered powdery mildew fungal disease symptom affected
on different products like grape, mango, chili, beans, wheat and sunflower, for
disease recognition and classification purpose. The color and texture features are
extracted thereafter fed to knowledge-based and ANN classifier. The average classi-
fication accuracy by applying ANN classifier for color features is 70.48%, for texture
features is 70.07%, and for combined features is 76.61%, and using knowledge-based
classifier has increased to 71.92%, 80.60% and 87.80%.

From the literature study, it is revealed that most prominently used features are
contrast, correlation, energy, entropy and homogeneity, so authors have chosen these
parameters to identify various plant diseases and excluded other features. To identify
the various diseases of plants, the analysis of various parameters is mentioned below.

This work presents tomato fruit and leave disease identification using image
processing techniques to monitor tomato diseases based on color space segmen-
tation and feature analysis. In this work, various bacterial-fungal diseases of tomato
are discussed and identified on the basis of the parameters evaluated by the feature
extraction method. Six distinct types of diseases are focused in this work such as
anthracnose, bacterial spot, bacterial canker, bacterial speck, early blight and late
blight.
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(a) (b) (c) (d)

Fig. 1 Dataset images a Healthy tomato b Healthy tomato leaf c Bacterial canker diseased tomato
d Bacterial speck diseased tomato

3 Materials and Methods

3.1 Dataset

For the dataset preparation, real images of both healthy/diseased tomatoes alongwith
the leaves are collected from various farm fields of Solan district. By using a digital
camera with 16 megapixel resolution, images are captured so as to have better image
quality. The dataset consists of 100 images of fruit and leaves of tomato, and one of
each kind is depicted in Fig. 1.

3.2 Methodology

The proposed methodology for disease identification and classification consists of
following steps:

In image acquisition, real-time data of healthy/diseased tomato plants is taken by
a digital camera from the various villagers of Shimla and Solan districts, engaged
in the farming of these crops. As the real-time collected images may contain noise,
so enhancing of these images is done. Pre-processing includes image resizing and
contrast enhancement, all images are resized to 256*256 pixels, and by applying
histogram equalization, the contrast of these images is enhanced. The segmentation
approaches based on pixel locality are applied to segment tomato and its infected
part. The resized and enhanced image is further segmented by implementing k-means
clustering algorithm so as to get the diseased portion of the plant. The various features
as obtained from literature review are calculated for healthy, diseased image and
segmented portion of the image. The features extracted for various diseases were
statistically analyzed, and variation in the features based on the type of diseases
is studied. The type of diseases is depicted on the basis of these feature values.
The distinct features like contrast, energy, correlation, entropy and homogeneity are
computed. The description of these features is explained below [17, 19] (Fig. 2).
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Statistical
Analysis

Fig. 2 Block diagram of proposed methodology [1–3, 7]

Contrast: It defined as the term which represents a measure of the intensity contrast
between a pixel and its neighbor over the whole image. For a constant image, the
value of contrast is 0.

Correlation: How a pixel is correlated to its neighbor pixels over the entire image is
what correlation tells. For positively correlated image, its value is 1, and for negatively
correlated image, its value is −1. The range of is correlation = [− 1 1]

Energy: Uniformity is measured by energy; more homogeneous the image is that
means its energy value is larger. The image is supposed to be a constant image if the
energy value nearer to 1. Range = [0 1] 1 for a constant image.

Entropy: Randomness of intensity image or disorder within a region is measured by
the entropy.

Homogeneity: The similarity of pixels is measured by the term homogeneity; a
diagonal gray-level co-occurrence matrix gives homogeneity of 1. For a diagonal
GLCM, Range = [0 1] (Fig. 3).

3.3 Common Tomato Diseases

Tomato plants are susceptible to certain diseases, and cause of these diseases depends
on many factors like plant variety, soil property, maintenance, the current season and
the local climate (Table 1).

Table 2 explains the different diseases of tomato fruits with the description about
the disease. Diseases that commonly affect tomato plants are listed in Table 2.

Table 2 shows various bacterial and fungal diseases of tomatowith their symptoms
and images. Having knowledge of symptoms related to specific disease, we can
identify the diseases accurately. Bacterial canker disease symptoms can be seen as
yellow or brown spots, slightly raised, surrounded by a persistent white halo (“bird’s
eye spot”). Bacterial speck disease symptoms appear as dark brown to black lesions
on leaves and fruit. Bacterial spot disease indicates slightly sunken spots enlarge
and turn brown. Anthracnose symptoms appear on ripe fruit as circular spots having
center tan in color. The symptoms of early blight disease can be seen as small dark
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(a) (b) (c) (d)

(g)           (h)

(e) (f)

Fig. 3 Pre-processing results aOriginal tomato image bEnhanced image of original tomato cOrig-
inal bacterial canker tomato leaf d Enhanced image of bacterial canker tomato leaf e Histogram
of image-a f Histogram of equalized image-b g Histogram of image-c h Histogram of equalized
image-d

spots consisting of concentric rings. Late blight symptoms on leaves have brown
lesions on the upper leaf surface and on fruit green to dark brown spots appear [16]
(Fig. 4).

4 Results and Discussion

MATLAB platform is adopted for conducting experiments on different images of
healthy/diseased tomato by implementing various algorithms. Detection and cate-
gorization of healthy as well as diseased plants of tomato are achieved for selected
bacterial/fungal diseases (Fig. 5).
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Table 1 Various parameter analyses for tomato disease identification

Affected images Features Parameters References

Leaves Texture Features Contrast [6, 7, 10, 19]

Correlation [6, 10, 20]

Energy [6, 7, 10, 19, 20]

Entropy [6, 19, 20]

Homogeneity [5, 6, 9, 15, 16]

Color Features Color Moments [12]

Fruit/Vegetable Texture Features Contrast [5, 13]

Correlation [13]

Energy [5, 13]

Entropy [5]

Homogeneity [13]

(a) Pre-processing (Histogram equalization): A pre-processing phase is consid-
ered to enhance the quality of the input tomato leave images as the main objective
of image pre-processing is to enhance, smooth and remove noise that is caused by
defects of camera flash or high lights. Since the input images are raw images collected
directly from the farms, they may be of different size, so images were resized to 256
× 256 resolution, so as to utilize the storage capacity or to reduce the computational
time in the later processing [20]. In the pre-processing step, histogram equalization
method has been applied to improve the contrast of the original image.

(b) Segmentation using k-means: Segmentation is done using k-means tech-
nique, and by this technique, enhanced original image is segmented into number of
clusters (can be 3 or 5). The best cluster which depicts the disease clearly is taken
for feature extraction process [21].

(c) Qualitative analysis
The purpose of extracting the features is to reduce the original dataset of each

image including texture and color. The major five texture features extracted for
normal as well as diseased tomato for the diseases, namely bacterial canker, bacterial
spot, bacterial speck, anthracnose, early blight and late blight (Fig. 6).

Table 3 shows the average values of five extracted features for all the collected
images infected by the five various diseases. For a normal/healthy tomato, the value
of contrast is 0.344, correlation is 0.958, energy is 0.096, entropy is 7.466, and
homogeneity is 0.882, and these average values are compared with the feature values
of the diseased tomato and observed that if the feature values of contrast, energy and
homogeneity are above and correlation and entropy are lower than the normal tomato
feature values, then tomato is considered as diseased.

Healthy images are having high contrast value, which is up to 0.35 for our dataset.
On the other side, different categories of diseased tomato are having lesser contrast
value. Minimum value is identified for bacterial spot with an amount of nearly 0.2.
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(a)                                     (b)

Fig. 4 Segmentation resultsa Segmented image of tomato affected by bacterial canker bSegmented
image of tomato leaf affected by bacterial canker
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Fig. 5 Contrast feature for healthy and diseased tomato (fruit)
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Fig. 6 Contrast for segmented area of diseased tomato (fruit)

The average values of contrast for the segmented infected area by various diseases
are 0.958 for bacterial canker, 0.345 for bacterial spot, 0.509 for bacterial speck,
0.356 for anthracnose and 0.439 for early blight. It is observed that threshold value
for contrast is 0.345, and above this value, tomato is said to be affected by the disease
(Fig. 7).
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Table 3 Features values (Avg.) for normal/diseased tomato

Affected
Plant
part

Normal/Diseased Disease
Name

Contrast Texture Fe
Correlation

atures
(Avg
Energy

.
values)
Entropy

Homogeneity

Tomato Normal 0.344 0.958 0.096 7.466 0.882

Diseased Bacterial
canker

0.958 0.962 0.882 7.466 0.949

Bacterial
spot

0.345 0.928 0.444 3.436 0.960

Bacterial
speck

0.509 0.929 0.400 3.676 0.951

Anthracnose 0.356 0.920 0.539 2.723 0.958

Early blight 0.439 0.937 0.458 3.250 0.951

‘
Leaves

Normal 0.388 0.959 0.077 7.663 0.864

Diseased Bacterial
canker

0.671 0.915 0.374 4.131 0.913

Bacterial
spot

0.979 0.833 0.442 3.216 1.274

Bacterial
speck

1.154 0.797 0.478 3.153 0.901

Early blight 0.685 0.904 0.475 3.440 0.926
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Fig. 7 Contrast for healthy and diseased tomato (leaves)

For a healthy tomato leaf, the contrast value is 0.388 for our dataset, and for
various diseases, contrast value is higher than the normal/healthy tomato leaf.

From Fig. 8, it is concluded that healthy images are having contrast value up to
0.388 for our dataset and the correlation of diseased images is more than the normal
images, and hence, these images are defected.
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Fig. 8 Contrast for segmented area of diseased tomato (leaves)

5 Conclusion

This research aims at developing a vigorous framework for tomato crop, detecting
their diseases and then classifying them. In this work, we are targeting tomato plants
as a primary crop and detecting their main diseases. This approach is convenient and
can significantly detect crop plant diseaseswith a little computational effort. Thiswill
help farmers to identify the disease and provide efficient solution for specific disease
control. Our proposed framework can extract useful features from image and perform
classification. By applying image processing approaches, tomato crop disease recog-
nition becomes more effective. In future, techniques applied on tomato for plant and
leavesmay be extended other sets of vegetables like capsicum, cauliflower and beans.
However, depending upon the size of vegetable, contrast and color’s applicability of
the discussed techniques may vary slightly. So, the researcher could take the various
vegetables as a challenge to test the usefulness of proposed technique available in
literature.
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To Study the Effect of Varying Camera
Parameters in the Process of Matching
and Reconstruction

Anuj Kumar, Naveen Kumar, and Rakesh Kumar Saini

Abstract In computer vision, there are many methods of reconstructing the image
point. 3D reconstruction from digital image sequence of scene or object is a difficult
and important task in computer vision. However, such a reconstruction requires a
large computational effort for finding the point of correspondence between different
views. Furthermore, the accuracy should not be reduced in case of noisy data. There
is one important technique to digitization of physical object which is binocular
stereo vision. From two subsequent digital images of the physical object taken from
different viewpoints, we can make a 3D virtual model for the physical object by
using this approach. Basically, the common processes for binocular stereo vision
comprise digital image acquisition, camera’s calibration, feature point extractions,
feature points matching and 3D reconstructions. In this paper, we have discussed the
problem of varying camera parameter in the process of matching and reconstruction.
we have the studied the problem and how it affects when the camera parameter varies
in the process of matching; two types of parameter are as follows: intrinsic parameter
and extrinsic parameter; image setup and some equation help to set the parameter,
and a robust algorithm is proposed for reconstructing free-form space.
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1 Introduction

Most recently working areas are camera calibration and stereo matching systems
based on the binocular stereo vision camera. In camera calibration, we have to esti-
mate the parameter of camera that is very useful to acquire good 3D positioning
reconstructions accuracy. This paper investigates camera parameters that inference
the system reconstruction accuracy. The camera parameters associated with a stereo
imaging setup can be classified into twomain categories: (i) intrinsic camera parame-
ters and (ii) extrinsic camera parameters. The effect of extrinsic camera parameters in
a stereo imaging system can be tackled by the epipolar geometry constraint. However,
intrinsic camera parameters, like focal length, lens distortion, image resolution, etc.,
interfere directly in the 3D reconstruction. In this context, it will be interesting to
study the effects of these parameters in the 3D reconstruction.

In set of 2D digital image that considered as an input (arbitrary perspective views)
and parameters of the viewing geometry, the output represents 3D object that defines
by structural parameter of the model. This type of reconstruction is performed by
input in the form of individual point (pixels), and groups of pixels represent some
geometric feature in the image like as line, curve, etc. However, it is very difficult to
process because the relative depth is missing during the projection of 3D scene on
to the projection plane. In traditional method, 3D real-time depth information was
extracted from image using sensor, whereas passive stereo vision model represents
a significant error in processing un-texture region which is frequent in indoor world.

The 3D points lie on the line which starts from the center of projection, and
it moves in the direction of its corresponding projected points in an image plane.
We have only one image or view; the corresponding unique 3D points cannot be
reconstructed as different 3D points lie on the same projected line. So if we want
unique reconstruction, then we use at least two images. It provides the intersection
of two projection lines through several projection planes that yield the unique 3D
point.

There are following basics steps for stereo view 3D reconstruction process:

• Check the corresponding 2D features of the projected 3D scene or object onto the
view planes.

• Find out the parameters of these projected 2D geometrical features in both view
planes.

• Establish the correspondence between these projected 2D features.
• Use inverse perspective equations for computing the 3D structural parameters.
• Show the 3D object using line drawings or shading model.

The 2D projections or input image generate hurdles in the problem of reconstruc-
tion of a 3D object. These projections mainly depend on the relative position of the
object with effect to the cameras, line of sight and other parameters of the cameras.
The 3D reconstruction problem is divided into two subproblems: correspondence and
triangulation. In the problem of correspondence includes the corresponding features
in different images. It is formulated as: Given different images or views of a 3D
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object, find different points or features in one view which may be referred as the
same points or features in other views. While the triangulation problem yields the
location of 3D points from its two or more projections. The main difficulties in the
field of multiview reconstruction involve: establishing the correspondence between
pair of images and obtaining inversemathematical functions based on cameramodels
(perspective, weak perspective, affine, etc.)

Eachobject in realworld is 3D, and this is one of themain issues in computer vision
to acquisition of 3D information of real-world scene from 2D image. The acquisition
is divided into two methods: active method and passive method. The passive method
calculates the inverse problem of process of projecting a 3D scene onto a 2D image
plane, and here is an advantage to find the three-dimensional information with no
effect to the scene. And the activemethod emits the radio or light energy from source.
The passive technique is referred to as motion, stereo, shading, texture, contours and
so on. Basically, there are two categories of inverse problem: photometric (optical)
and geometrical. And all these types of inverse problems are used for image formation
process.

1.1 Binocular Stereo

Binocular stereo or two-view stereo is based on the person stereo vision, and it is
a non-contact passive sensing method. A pair of images of a 3D object (scene) is
obtained from two different viewpoints under perspective projection as illustrated
in Fig. 1. To obtain a 3D object from these perspective images, a distance measure-
ment (depth) from a known reference coordinate system is computed based on trian-
gulation. The main problem in binocular stereo is to find the correspondences in
stereo pair called the stereo correspondence problem. In this section, some concepts

Fig. 1 Binocular stereo
image formations
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(camera model, epipolar geometry, rectification and disparity map) related to stereo
correspondence problem have been introduced.

2 Literature Review

Several studies [1, 13, 16, 20] were carried out for a surface reconstruction from
the scanned data. However, the study split into two methods: Voronoi based and
mesh free. Voronoi methods are used with Delaunay triangle [5] to reconstruct the
surfaces, and according to mesh-free algorithm, the surfaces are reconstructed by
using B-splines [22], radial basis functions [18], and PDE and MLS [9] techniques.
Along with these techniques, data point acquisition is proving to be a very useful
step. In most of the hardware system [7, 21], a light wave technique was utilized in
[7] for 3D surface point reproduction. A MS Xbox kinect sensor is used to get the
volumetric depiction, and a similar kind ofMS kinect sensor camera was used in [21]
3D inside scene recreation. Computational geometry devices were created in [1] for
the surface demonstration from the valuable information. To again construct surfaces
and to get correspondences all the while, some notable finite set of instruction [6, 11,
12] which depends on the volumetric reproduction is displayed from the 2D pictures
existed in writing. A strategy for spaces carving and voxel’s coloring dependent on
the perceive ability and the stability of the voxels in the picture was created [12].
In the direct discrete minimization (DDM), details of graph cut methodologies were
likewise proposed in [8, 11, 17] for building up the corresponding within the images.
The entirety of the proposed strategies acquires disparity maps with exact shapes [2,
19] but limited depth precision. Be that as it may, this limitation was removed in
[4]. Other calculation for the reconstruction is of 3D scenes from just two perspec-
tives and depends on minimum line correspondences introduced in [15]. Another
method for a precise 3D shape estimation of different separate items was exhibited
in [10] utilizing stereo vision methodology. Actually, the excellence of the system
is capacity of the system of playing out full-field three-dimensional shape estima-
tion with high precision even within the sight of discontinuities and different sepa-
rate districts. Numerous applications like acknowledgment, robot vision and activity
require a substitute portrayal of three-dimensional questions in a minimized struc-
ture.Curve skeleton is an alternate representation fromaverage surface representation
[3]. Curve skeleton incorporates a few models: virtual route, enrollment, liveliness,
transforming, logical investigation, shape acknowledgment and shape recovery. On
account of 2D, skeleton is named as medial axis, but in 3D, these are called mean
surface. Curve skeleton is an uncommon 1D representation of a 3D object whose
recreation is additionally a troublesome subject because of a not-well-presented issue.
Aside from the above representation techniques, endeavors were additionally made
for reproducing the 3D surface utilizing skeletons of the object [7, 14].
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Fig. 2 Pinhole camera
model

The Pinhole Camera Model.
The pinhole camera model describes the mathematical relationship between the
coordinates of a 3D point and its projection onto the image plane.

As shown in Fig. 2, basically it consists of two screens: retinal plane and focal
plane. The retinal plane (Re) is where the 2D image is formed; the focal plane (F)
placed in center is called optical center C. Here f is the focal length of the camera
based on both planeswhich are parallel from certain distance. A straight line connects
the point W. It is world point. This point W mapped 2D image by using perspective
projection. Since retinal plane and focal plane are parallel to each other, the points
lie on focal plane and it has no image on retinal plane.

Epipolar Constraints:
The epipolar constraint makes sure that the epipolar lines are corresponded to the
horizontal scan lines and here shifted horizontally all the corresponding point in
both the images and reduced the two-dimensional search space into one-dimensional
image.

If there are two cameras, every points of these cameras areW = [xw yw zw, 1]T of
the real-world reference frame can be projected to the suitable image frame (wl and
wr) using the transformation matrix P = TiTl as known form above equation.

Wr = PrW,

Wl = PW

In order to correct the image according to the epipolar constraints, these left
projection matrix Pl & right projection matrix Pr have to be used in the following
particular conditions:

1. Focal length must be equal for both cameras which is necessary.
2. Focal plane must be same for both cameras which is also necessary
3. And the optical centers of camera need to be constant.
4. Each point in left image and right image needs to be same for correspondence of

the vertical coordinate.

Pl and Pr can be further calculated using these, and obtained image can be
transformed according to the epipolar constraint.
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Rectification Process:
The rectification process is used to determine distance of an object in triangular-based
stereo vision. However, binocular disparity is the process of corresponding depth of
an object to change its position, especially in case of different camera view, when
relative position is known for the camera.

It is a transform process that is used onto same plane image for two or more
images. Generally, ratification is used for correspondence analysis. Correspondence
processes the used rectification in very simple way. It defines two new perspective
matrices that store the optical centers with the baseline contained in the focal planes.
This ensures that the epipoles are at infinity, and hence, these epipolar lines are
parallel.

3 Disparity for Three-dimensional Reconstructions

The disparity is the distance between two points in the rectified object that is image.
It is actually applied in three-dimensional reconstruction, because it is proportional
to the 3D world coordinate and distance between the cameras.

3.1 Disparity Map

Once both the stereo images are rectified, the next step is to find the correspondence
between them. For this, between left image and the right image, it shows the similarity
or differentmeasures.Sumof SquareDifferences (SSD) usedmeasure for are based,
the Sum of Absolute Differences (SAD), the Normalized Cross Correlation (NCC)
and the census. Here coordinates are defined as

SSD (d) =
∑

i

∑

j

[Il(x + d + i, y + j) − Ir (x + i, y + j)]

SSD (d) =
∑

i

∑

j

[Il(x + d + i, y + j) − Ir (x + i, y + j)]

NCC (d) = C(Il Ir ) − ∑
i

∑
j μlμr∑

i

∑
j σlσr

Here d represents the disparity between left and right images, and I l and I r repre-
sent the stereo pair in left and right images at a point (x, y) in the right image.
μl and μr represent the mean intensities of left image as well as right image in
the corresponding windows, and σ l and σ r are standard deviations in the windows,
respectively. C(Il , Ir ) is a cross-correlation between the corresponding windows:
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Fig. 3 Disparity

C(Il , Ir ) =
∑

i

∑

j

Il(x + d + i, y + j)Ir (x + i, y + j)

In Fig. 3, the disparity d can be found by minimize difference measures or by
maximize similarity measures, but due to ill-posed nature of the problem, one cannot
find the unique correspondence.

4 Camera’s Parameters

As to change a point of the 3D world coordinate into a 2D purpose of the image
planet, the information of quality camera is needed. Basically, two types of camera
parameter, that is intrinsic and extrinsic, are also called internal and external, respec-
tively. Intrinsic parameter defines the interior geometric and optical attributes of
the camera, and extrinsic defines the position and direction of the camera in the
world framework. The consequences for the framework reconstruction exactness are
analyzed using results of simulation. At the end, we analyzed three parameter errors
and system reconstruction errors, and the affected accuracy of the system is given.
However, intrinsic camera parameters, like focal length, lens distortion, image reso-
lution, etc., interfere directly in the 3D reconstruction accuracy which is somewhat
bigger, and relationship of them is direct. The mistake in outer parameter straightfor-
wardly impacts remaking exactness by influencing pattern separation and the point
between cameras.

As observed in Fig. 4, the system for displaying at least two cameras comprises
three separate coordinate scheme, (xw, yw, zw) is the world reference frame and (xc,
yc, zc) is the camera framewith the focuses on origin and the imaging frame (X, Y ). A
3D point, given in sameworld directions, can be changed over into the camera frame,
by a revolution rij and an interpretation tj which is communicated by the outward
parameter as

⎛

⎝
xc
yc
zc

⎞

⎠ = Tl

⎛

⎝
xw
yw
zw

⎞

⎠Where Tl =
⎛

⎝
r11 r12 r13 t1
r21 r22 r23 t2
r31r32 r33 t3

⎞

⎠
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Fig. 4 Intrinsic and extrinsic parameters of camera

(I) Intrinsic Parameters:
It is the most important parameter of the camera that for each camera, it charac-

terizes the change from picture plane coordinate to pixel coordinate. If the intrinsic
camera parameters are known, it is possible to obtain a metric reconstruction. If you
obtain matrix reconstruction, it is necessary know intrinsic parameter. This metric
has five parameters; this calibration can be obtained through off-line calibration with
a calibration object.

At that point, it is changed over to the two-dimensional picture planes utilizing
the intrinsic coordinates. These are specifically the central length f , the rule point
(u0, v0), which is the focal point of the picture plane, and (k0, k1) the size of pixels in
millimeter (mm) or α = f /k0 and β = f /k1. The change utilizing inherent parameter
is as per the following:

⎛

⎝
X
Y
Z

⎞

⎠ = Ti

⎛

⎝
xc
yc
zc

⎞

⎠ Where Ti =
⎛

⎝
α0u0
0βv0

001

⎞

⎠

Since (X, Y, Z) is uniform, and Z variables are divided X, Y, Z variable in order
to find out coordinate of pixels X’ & Y ’ and on the focal plane the points are Z = 0
and zc = 0. These pixels cannot be changed into image plane coordinate because it
is divided by zero that is not define and this point connected by in straight; by this
reason does not intersect by optical center to image plane, whereas image plane is
parallel to it. There are following equations that given a point in world coordinate to
convert into 2D image plane.

⎛

⎝
X
Y
Z

⎞

⎠ = TlTi

⎛

⎜⎜⎜⎝

xw

yw

z
w

1

⎞

⎟⎟⎟⎠
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The information given by internal and external parameter of camera permits for
rectifying of images and ensures the epipolar constraint.

(II) Extrinsic Parameters (R, T)
The extrinsic parameter describes the relative position and orientation of the two

cameras. It defines the 3Dworld coordinate to 3D camera coordinates. It also defines
the position of the camera’s heading in world coordinates and camera center. R
represents the rotation matrix, and T represents the position of the origin of the
world coordinate.

5 Calibration

Stereo vision is used to find out the depth from camera image when we compare
one or more views of same scene. When we compute the result, each 3D point
corresponds to a pixel in one of the images. Binocular stereo process applies on
only two images, which taken with cameras that are differentiated by a horizontal
distance called “baseline.” Calibrating the stereo camera defines the actual unit of
3D world points such as millimeters, relative to the cameras. So many applications
of this process include measurement, aerial photogrammetric and robot navigation.
The calibrated stereo camera combination is of following steps.

1. To the calibrated stereo camera system
2. To correct a pair of stereo images
3. To compute disparity
4. And reconstructing the three-dimensional point cloud.

5.1 Calibration of a Stereo Camera

The calibration of stereo camera provides the intrinsic estimation of every camera.
It involves the translation and rotation of the second camera corresponding to the
first camera. All the parameters of camera are used to rectify a stereo pair of image
and to make the two images parallel. The rectified image calculates the disparity
map required to reconstruct 3D view. When you calibrate the stereo method, you
drew multiple pairs of a calibration design from different views. The whole design
of calibration can be shown in every image. You must save the image in a format
that not has use lossy compression such as PNG format. JPEG image format is not
in lossy format. The lossy format reduces the calibration accuracy. When the camera
is set in parallel position, then epipolar line turns into parallel. This means that, the
left image point is exactly same in the right image on the line (Fig. 5).

When you want to calibrate your stereo camera, then the camera lenses make
some distortion. This distortion in the image makes straight lines in the real world
appear curved (Fig. 6).
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Fig. 5 Calibrated image

Fig. 6 Uncalibrated stereo images

The above two images are taken from uncalibrated stereo. In this picture, the
cameras are not perfectly parallel that mean more or less parallel.

6 Experimental Results

A stereo imaging system was simulated in order to observe the effect of stereo
rig parameters in the reconstruction error. We have given our emphasis on the two
parameters mainly:

1. Baseline distance
2. Focal length.

In order to see the effect of these two parameters, we have considered the recon-
struction of a quadratic curve, in which these parameters have been perturbed to see
the effect on the 3D shape of the curve in stereo reconstruction.

The original 3D plot of the synthetic shapes has been shown in Fig. 7. Generally,
the projected images in both views correspond to the different samplings of 3Dobject.
Thus, we have evaluated the reconstruction algorithm with those synthetic objects
whose data points correspond to different samplings of the 3D free-form objects. We
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Fig. 7 Original and reconstructed elliptical curve in space with perturbed stereo parameters

Table 1 Effect of focal length

Change in focal length (in
percentage)

Absolute error in reconstruction
of an ellipse (voxels)

Absolute error in
reconstruction of a helix
(voxels)

1% 0.25 1.40

2% 0.98 3.58

5% 3.5 7.88

10% 17.25 32.40

have added the white Gaussian noise with varying standard deviations to the original
data and perturbed the focal length and baseline distance a little bit in order to access
the effect on reconstructed result.

In this experiment, the original and reconstructed objects are found to have a
similar shape. The proposed algorithm is equally effective for the reconstruction of
curve in case of a small variation in the stereo rig parameters. Moreover, from a
qualitative point of view, we consider the following two tables to evaluate the effect
of stereo parameters in the reconstruction of an ellipse and a helix using stereo vision
technique.

Table 1 represents absolute error in reconstruction of an ellipse and helix when
changing focal length parameter of camera (Fig. 8).

In Table 2, we have shown the mean error in reconstruction of an ellipse and helix
when changing the baseline distance parameter of camera (Fig. 9).

7 Conclusion

In this paper, we studied the effect of varying camera parameters in the process of
matching and reconstruction and gave some results. This paper shows if the recent
methods are adopted using inverse geometric reconstruction, then the problem can be
modeled as a stereo visionwhere the effect of stereo rig parameters is negligible if the
deviation in the parameters is quite small. However, the error increases significantly
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Table 2 Effect of baseline distance

Change in baseline (in
percentage)

Mean error in reconstruction of
an ellipse (voxels)

Mean error in reconstruction of a
helix (voxels)

1% 1.08 1.58

2% 3.42 3.14

5% 6.22 11.00

10% 33.44 38.96
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Fig. 9 Baseline distance of camera versus baseline distance of camera in percentage

if there is a large perturbation in the stereo rig parameters. In future, this problem
can be studied in real-time stereo. Such an implementation will be useful in many
applications such as ball trajectory tracking in sports event, missile and robot path
planning.
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Loop Holes in Cookies and Their
Technical Solutions for Web Developers

Talwinder Singh and Bilal Ahmad Mantoo

Abstract Session hijacking is the term used to describe the theft of session cookies,
i.e., sniff the cookies and use those to impersonate the end user. A cookie is a small-
sized text file sent by the Web server to the user’s browser and is store at the client
side. When a user visits a Web site first time, the Web server generates a fresh
cookie. The Web site uses that cookie to track the movements of an authorized user.
Main threats of cookies are session fixation attack, cross-site scripting (XXS) attack,
session sniffing attack, cookies cloning attack, and cookies controlling malware. The
hacker sniffs the network traffic for cookies and uses same to impersonate the user.
With performing session hijacking attack, the attacker acts as actual user on Web. In
this paper, we are going to discuss some of the technique that helps in optimizing
the cookie attacks in Web applications.

Keywords Cookies · Session id · Session hijacking · XSS · Session sniffing ·
Session fixation

1 Introduction

AWeb application is a user-interactive program that runs on theWeb server [18], the
user interacts with the Web server using online forms, usually JavaScript requests,
shopping cart, etc [3]. TheWeb server provides credentials (a combination of unique
id and password or key) to each user for their identification on the Web server. When
a user authenticates on theWeb server with his credential (i.e., user id and password),
the Web server creates a unique identifier other hand session identifier. Web server
stores a cookie at the client side which contains the session identifier only; the status
of the user (i.e., login or logged out) is also stored at the server side, in their session
variable by “setPerimeter” method. Using the “setPerimeter” method, key and value
are stored at the server (in server’s log). After establishing the session identifier, users
do not require to enter their credentials, i.e., user id and password, every time. The
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user sends each request to the server with his/her unique identifier (session id), and
server identifies the user with their session id. The session identifier is valid until the
user closes the Web app or logout from the Web application.

Cookies: A cookie is a small piece of file stored at client side in the Web browser.
Cookies contain user’s session id or personal information of the user (e.g., user
preference, age, language preferences) [16]. Typically, cookies are used by the Web
server to personalize the dynamic Web pages for the particular client. For example,
when a user first visits on any Web app or site, the Web server of the same generates
a unique id for a particular user (known as session id). Session id also placed in a
cookies store at the user’s browser [12]. When the user visits again on the sameWeb
site, then his/her browser sends the request with their unique session id, the Web
server identifies the user with the user’s session id only. There is no requirement of
user id and password to identify the user after session establishment.

According to their functionalities, the cookies are following types:

1.1 Session Cookies

Session cookies are used to store the session identifier at the client side. These are
used by Web servers to know the user’s status (log in or logged out) on the Web
site. When the user closes the browser, it automatically deletes. Sometimes, session
cookies are used to count the user’s clicks, like online shopping, etc. In an online
shopping site, when the user selects an item then it will be shown in their cart. When
the user lost their session or closes the browser and then revisits the same site, then
the user checks that the cart is empty.

1.2 Persistent cookies

Persistent cookies are stored for a long period of time [6]; it is not deleted when the
user closes the browser. Persistent cookies are deleted after a specific time (i.e., 6
months or after year) as shown in Fig. 1.When the user visits aWeb site, the first time
it has a default value, whenever he/she personalizes the site to fit his/her preferences
(like language, menu preference, bookmarks, or favorites of visitingWeb sites, etc.),
then persistent cookies will be updated accordingly. Persistent cookies are used to
remember the user’s preferences next time to visit the same site [8, 20].

1.3 Third-party cookies

Third-party cookies are those cookies, which are written by third-party Web sites,
which may not visit by the user. These types of cookies are used to collect and store
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Fig. 1 Various parameters of cookies shown by “cookie-manager” browser’s extensions

information about the user’s online searching or his/her interests. When the user
visits on a Web site, the third-party cookies collect various user’s searching/interest
information and sold collected information to the advertisers [4]. These types of
cookies typically collect marketing-relevant information like age of user’s, gender,
his/her location, user’s occupation, interests, what he/she searched on the Internet,
etc., so themarketers provide his/her customor relevant advertisements. For example,
when we search on the Internet, i.e., jobs, products, or loan then we receive emails
from advertisers containing information.

1.4 Super cookies

Super cookies are browser cookies, which are stored permanently on the user’s
computer. These cookies are used to track the technologies; these do not rely on
HTTP cookies. The super cookies cannot be deleted the same as regular cookie [2,
6]. These types of cookies are used to store the browsing history, ads related data [3,
14], and authentication data.

1.5 Zombie cookies

Zombie cookies/ Ever cookies areHTTP cookies, that are automatically regenerated
after deletion [6]. It may be stored online into the visitor’s browser. Web analytical
companies use these cookies to trace Internet usage or searching (page visited) for
marketing research [3].
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2 Structure of Cookie

There are six parameters of cookies. These parameters are as follow [6]:

i. Name of cookie, i.e., PHPSID, JSESSIONID, AID, etc. The cookie’s name is
shown in Fig. 1; name is used to identify the cookie at client side.

ii. Value of cookie, i.e., 16 or 32-bit alphanumeric string for session id. But in the
case of persistent cookies value is an encrypted text (may more than 16/32 bits).

iii. Domain of the server from where the client’s browser sends the cookie, i.e.,
14.139.60.229 and .google.com as shown in Fig. 1.

iv. The server’s path, where the browser sends the cookies. The default value (path)
of this parameter is “/”. Both path and domain parameters are used to determine
the scope of cookies.

v. The demand for flags to activate in the cookie, there are two flags available in
cookies, i.e., “httpOnly” and “Secure”.

a. If “httpOnly” flag is active, then JavaScript methods at the client side cannot
access the particular cookie. The main advantage of this flag is that the
cookie is not affected by XSS attack.

b. If the flag “secure” is active, then cookies are being encrypted. If any attacker
grabs or sniffs the cookie, then he is not able to read the cookie, thus the
“secure” flag insures that cookie data is safe [6]. On the other hand, if
“secure” flag is active, then the man-in-the-middle (MITM) attack may not
be possible on the same cookie [9]. If between the Web server and browser
HTTPS (Secure connection) is established, then secure flag is active.

vi. Expiration time of cookies. Two types of deadline, one is “At end of session”
(for session cookies) [11] and the other is “specific date” (for persistent cookie)
[20]. Persistent cookies show specific date to expire (shown in Fig. 1). A persis-
tent cookie automatically expires on this specific date, and session cookies are
automatically invalidated when user close the browser.

3 Web Session

Web session is temporary information exchanged between the client’s browser and
the Web server, involving with each request and responses (exchange between client
and server) [11]. When a user visits a particular Web site the first time, the Web
server generates a unique identifier (session id) for each user to differentiate their all
activities. When the user successfully authenticates on the same Web site by their
credentials (i.e., username and password) [12], the status of user, user id, user name,
etc., are added in their session variable. At the client side, cookie only contains
reference no. of the session variable (i.e., session id), other data of the user like his
status on Web site, password, username, etc., all are stored at the server side. The
client’s browser will get the session id to identify its sessionwith the server. However,
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Fig. 2 Life cycle of session
creation to session
invalidation

the session information is temporary, whenever the user clicks on the logout button
of the Web site, the Web server kills the Web session by invalidating the session
identifier.

Figure 2 shows the full life cycle of session creation to session invalidation. In
first step, the user sends the request (with login credential) to the Web server, if the
user is authenticated successfully, then the server creates session id and responds this
session id to the user (step 2).

The session id is also stored in cookies; user accesses theWeb site with their estab-
lished session id. Web server identifies the user with their session id and responds
accordingly, i.e., server responds only to the actual user (because user name is
obtained from session). When the user sends the request for logout, the Web server
kills the session or invalidates the session id (step 4).

4 Main threats of cookies

4.1 Sniffing for cookies

There are somanyWeb siteswhich useHTTPprotocol to transfer the packets between
client and server. Most Web sites use HTTPS only for login, after this they continue
with HTTP protocol. In HTTP protocol, cookies are visible and are prone to attacks
such as session hijacking attack. The attackers capture the packets that pass between
client and server, for getting cookie which contains session id. To capture the packets,
following tools are used.

a. Wire shark
b. Fiddler
c. Ferret
d. Cain and able
e. kismet.

Figure 3 shows the sniffed cookie by ferret. The ferret is tool of Linux used to
grab the cookies passing between client and the Web server.
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Fig. 3 Sniffing cookies by ferret

4.2 Cross-Site Scripting (XSS) attack

This type of attack steals the cookies at client side. In this, attacker makes malicious
JavaScript code which runs at victim’s machine to collect the cookies and send these
cookies to attacker [4]. The XSS attacks are of three main types:

Stored XSS: The attacker permanently stores his/her JavaScript code at target serer,
i.e., log file, database, or comment field [6]. When user accesses the affected Web
page, then malicious code will execute at client side [13].

Reflected XSS: The malicious code (attacker’s payload) is also a part of victim’s
request which is sent to the Web server. The Web server reflects back the response
includingmalicious code from theHTTP request [6, 14]. The reflectedmalicious code
is executed at victim’s side. The attackers use phishing emails, social engineering
attempts, and malicious links to include the XSS payload in victim’s request [13].

DOM- based XSS: In this attack, the malicious code is not sent to the Web server
[6], the code is at the client side. This attack is possible if the client-side script of the
application is responsible to write the data by Document Object Model (DOM) [15].
The attacker injects his/her payload in DOM, when the data is read from the DOM
then payload is being executed [1].

4.3 Session fixation attack

This attack exploits the vulnerability of the session id management system of the
Web application. At the Web server, when the user authenticating successfully, the
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Fig. 4 Steps of session
fixation type attack

Web server set values in the old session variable (i.e., same session id), it does not
create a new session variable for the user [17]. In this type of attack, the attacker
establishes the reference no. of session variable (i.e., session id) in the session cookie,
before the login attempt of the user. Typically before the user’s login, the session
fixation attack may start [15, 17]. The basic execution of session fixations attack is
explained in the following steps with example:

i. First of all, the attacker visits the login page
ii. The Web server places the reference no. of a session variable (session id) in the

cookie at the attacker’s machine. As shown in Fig. 4, the Web server replies to
the attacker with a session id = ASDF1234.

iii. The attacker makes a link for login containing same session id (i.e., ASDF1234)
and sends the same link to the victim.

iv. The victim enters their credentials on the attacker’s link and sends the request
to the server including attacker’s established session id without changing it (as
shown in Fig. 4).

v. After authenticating the victim’s, the Web server does not create a new session
variable; it assigns the values (i.e., status logged in, user id, etc.) in the same
session variable. As shown in Fig. 4, the Web server responds the authorized
home page to the actual user with the same session id.

vi. After successfully authenticating the victim on Web server, the attacker may
able to access the victim’s authorized Web page with the same session identifier
which he/she already knows.

4.4 Data theft attack

In these types of attacks, the attacker may directly gain the cookies (which contain
session identifier) from victim’s hard drive [19]. User’s cookies are also stored in
“user” directory in their computer. In case of Google Chrome browser, the cookies
are stored in “Cookies.file” residing in path: AppData\Local\Google\Chrome\User
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Data\Default. And in case of Mozilla Firefox cookies are stored in “Cookies.sqlite”
file residing in: AppData\Roaming\Mozilla\Firefox\Profiles\nrcwpjdj.default direc-
tory.

There are various ways to gain the cookies from victim’s hard drive, i.e., by
PenDrive, through email, remote sharing over network or Internet, malware attack,
etc [2]. For example, an attacker may sit behind the user, when the user not accessing
his/her machine, then the attacker directly copies cookies of the user from their
machine and make clones of cookies using grabbed information at attacker machine
to impersonate the victim.

4.5 Predictable Session Identifier

The attacker understands the session identifier’s creation process and structure of
session id; an attacker can generate or predict a valid session identifier’s [11] and
access the Web application services using the same predicted session identifier.
Some Web servers generate session identifiers using predictable information, i.e.,
username, IP address, timestamp, etc. [7] which is vulnerable.

Also, the attacker can generate the session identifier using brute-force techniques
and test the same, until he/she successfully gains authorized access to theWeb server.

After getting the valid session identifier it is time to make a clone of cookie. The
cookies are cloned by hamster or browser extensions. Hamster is a tool of Linux,
which replaces the session cookies with grabbed cookies. On the other hand, the
attacker is able to make the clone of cookies using browser’s extensions, i.e., cookie
editor, cookie manager, etc.

If an attacker makes a clone of the cookie and sends a fake request to the Web
server, thenWeb server responds user authorized page to the attacker. So, the attacker
successfully impersonates the actual user.

5 Remedy for session hijacking

If a session id is stored in cookies, then lot of security issues arise. If an attacker
successfully gains the active session id of the victim’s, then attacker is able to perform
the session hijacking attack. Therefore, we require securing the session identifier or
session cookie with the following suggestions.

5.1 Use HTTPS protocol

Using full HTTPS/SSL support, the cookies are protected from session sniffing
attacks. Some Web sites like online banking or e-commerce Web sites offer their
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services with an encrypted connection, because they do not want to lose any financial
information to hackers [11]. In this, the hackers cannot sniff the session identifier to
perform session hijacking attacks, because the data is transferred over the encrypted
network [9]. This approach reduces the chances of sniffing on the network level, but
the approach does not guarantee to protect session data at the client side, attackers
get session data by XSS attacks, data theft attack (attacker directly copies the cookie
from victim’s side), etc.

5.2 Use multiple cookies to store the session id

The session id is stored in a particular cookie, for example, the session identifier is
stored in “JSESSIONID” named cookie in case of java server pages (JSP), and in
case of PHP session identifier is stored in “PHPSESSID” named cookie by default
[10]. For performing the session hijacking attack, the attacker requires default cookie
(used to store session id), i.e., JSESSIONID, PHPSESSID, ASPSESSIONID, etc.

If we store the session information in multiple parts at the client side, i.e., session
id stored in multiple cookies, then the chances of session hijacking may be less. But,
the hackers grab the entire cookies shared between server and client. Using the entire
cookies information, the attacker makes the cookies clone. And the attacker sends
the request to the Web server along with the entire clone of cookies, then the Web
server will allow to access the user’s account [9].

5.3 One-Time Cookie approach

The author [16] and [5] proposed one-time cookie (OTC) approach. OTC is used to
authenticate the user on Web server. The value of one-time cookie is matched on
every request and updated on every response from the Web server (Fig. 5).

If an attacker captures current cookie (OTC) and makes the clone of cookie using
that information and sends the request to the server before the victim, then Web
server updates a new cookie (OTC) at attacker’s machine. So, the actual user may
not able to access the Web server, because he/she has earlier or old OTC.

5.4 Session Identifier should be strong

Session id should be created as strong, randomness, and long session id created with
a strong algorithm is very important. This idea may reduce the probability of session
prediction by brute-force attacks.



514 T. Singh and B. A. Mantoo

Fig. 5 Process of one-time cookie approach

5.5 Use short expiration time

Over session identifier, short expiration timemay decrease session hijacking chances.
In each limited period of time (i.e., 10 sec to 60 sec), session variable should be
changed. If an attacker grabs the session id, then he is bound to make a clone of
the cookie within a limited period of time. After passing the limited period of time,
session id should be automatically invalidated.

5.6 Store Client’s information at the server side

Client on sending the request passes his information, i.e., browser’s finger print, IP
address, MAC address, stored key, or signature, etc. This information can be used as
session credential. In this approach, session credential is not bound on the session
cookie only. The Web server will establish key or signature at client side in local
storage.

6 Conclusion

In this paper, all types of cookies and parameters of cookies (how they effect on
cookie) are discussed in detail. Threats of cookies and how the attacker get valid or
active cookie are discussed. Possible prevention or safeguarding is suggested.
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Fog Computing Enabled Healthcare 4.0
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Abstract Industry 4.0 has revolutionized the utilization of information technology
(IT) in the contemporary scenario. Different disruptive technologies have imparted
their contribution in the success of Industry 4.0. In the transition from Industry
1.0 to 4.0, the ideas from mechanical to electrical engineering, from electrical to
telecommunication and information technology and then artificial intelligence have
switched abruptly. Artificial intelligence (AI), big data analytics (BDA) and machine
learning (ML) contributed its leading role. The competence of artificial intelligence
brings machine at the capability to handle the human health issues. In Healthcare
4.0, the whole efforts are to resolve the multi-dimensional problems of treatments
faced in daily life. Healthcare 4.0 is the rebellion paradigm where hospital-centric
environment, artificial intelligence and computing resources are integrated to provide
the real-time treatment to patients. The fog computing can play themajor role for real-
time treatment. This paper illustrates the applicability of fog computing inHealthcare
4.0 and the transition of hospital-centric healthcare (HCH) system to patient-centric
care (PCC). The solution for tracking health record is also proposed in this paper by
analysing the case study of diabetic patient in India.
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1 Introduction

Earlier, we had the hospital-centric healthcare (HCH) system where people used to
suffer basic issues and problem of health. With the introduction and development of
cloud computing, we are in the era of patient-centric care (PCC) where technology
is integrated with the hospital-centric environment to avail the benefit of it. As like
Industry 4.0, there is a revolution of Indian healthcare system from hospital-centric to
patient-centric care shown in Fig. 1. Initially, there are no such deviceswhich are used
to assist in patient treatment. Healthcare 1.0 can be seen as resource lacking phase
of the hospitals which occurred from 1970 to 1990. From 1991, digital tracking
and imaging system are used by doctors for treatment with the advancement of
information technology and computing devices which remained till 2005. From 2006
to 2015, electronic health record (EHR) was used in place of patient data chart, and
then from 2016, the Healthcare 4.0 made the impact on Indian healthcare system
with the trend of cloud, BDA, AI and ML which is expected to achieve its target
of high tech and high touch facility with the estimated budget of $6000 million by
2020.

In the USA, it is supposed that 90% of health care is planned and turn its value
system towards the Healthcare 4.0. Figure 2 shows the per capita government health
expenditure in India as compared to other countries. A number of IoT devices such as
wearablemedical sensors and services are beingdeveloped to facilitate theHealthcare
4.0. Internet of Things (IoT) has evolved into Internet of Everything (IoE) where
process encapsulates people, things and data into a single package. In this process,
cloud computing has come into existence to store, process, compute, visualize and
analyse the huge data set of patients, but it is failed to address all the problems which
are being discussed as follow:

1. The time taken by the cloud server for processing and sending the result to its
client’s machines and devices is not acceptable for real-time sensitive data.

2. In case of unavailability, power or machine failure of cloud system may be life-
threatening for patient.
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Fig. 1 Industrial revolution of Indian Healthcare system
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3. The scalability of data may lead to the problem of delay in processing and storage
capacity.

4. Privacy of patient’s data can be invaded.

The aforesaid issues may be resolved with the help of new paradigm of cloud
computing called fog computing. Fog computing is the latest extension of cloud
computing which was first coined by CISCO in 2012 and founded the OpenFog
Consortium in 2015 by Cisco Systems, Princeton, Intel, ARM Holdings, Microsoft
and Dell for promoting the interest and implementation of fog computing. Fog nodes
are the distribution of the network processing devices such as routers, switches,
gateways and hubs in the proximity of end users to attain the high throughput with
low latency of the networkwhich is basically the decentralization of cloud computing
or data centres. Figure 3 shows the architecture of fog computing proposedbyCISCO.
Fog nodes are acting as a middleware and extensible services of cloud computing
or data centres. Where cloud services include the Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), Software as a Service (SaaS) and new added service
named Container as a Service (CaaS), fog computing is adding Quality of Services
(QoS) such as low latency, business agility, data privacy and security and low energy
consumption which are leading towards the smart cities including smart health care,
smart homes, smart traffic system and smart manufacturing and production houses.
The real-time application such as flight, oil production and heath centres can take the
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Fig. 3 Fog computing proposed by CISCO

advantages of fog computing. Fog computing has many challenges to deal with real-
time sensitive data which could be major concern of researchers in implementation
of Healthcare 4.0. The Healthcare 4.0 is focused on patient-centric care in which
all healthcare centres such as large and mid-level hospitals, clinics, dispensaries,
nursing homes, rural areas lacking of medical support, patient’s home, workplaces
and remote healthcare system are integrated. Fog computing which plays a major
role in providing the service to these integrated networks is well known as telehealth.
The organization of this paper is as follow: Section 2 illustrates the role of fog
computing in Healthcare 4.0; in Sect. 3, the literature review has been summarized;
Sect. 4 emphasizes the applications and services; in Sect. 5, research challenges
of Healthcare 4.0 are discussed; in Sect. 6, we discussed the case study of diabetic
patient and proposed a solution for tracking their health record; and finally, in Sect. 7,
we concluded the paper.

2 Fog Computing in Healthcare 4.0

The cloud computing has some drawbacks due to which the fog computing model or
paradigmwas proposed. Basically, it is the distribution ofmiddleware devices in such
a way that we could minimize the network latency, optimally utilize the bandwidth
without having network congestion and optimize the energy consumption in whole
network. Resource management is the key concept of fog computing which tackles
the basic operations of cloud computing such as storage, computation and resource
sharing in proximity or close to the end users. The routing devices such as routers and
gateways could be used for this purpose so that end users get the high throughput
with low latency. The major applications of fog nodes can be perceived in real-
time scenarios such as health care and augmented reality. Fogging is enabling the
Internet of Things (IoT) and cloud security systems. Fromwearable gadgets to home
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appliances, all could be connected to Internet which may be the biggest achievement
of fog computing. Centralization of cloud may lead to the security concern to data
loss which could be improved by the help of fogging or distribution of those data in
an efficient manner of virtualization of the network.

The three-tier architecture as in Fig. 4 of fog computing summarizes the concept
of this paradigm in Healthcare 4.0 industry. There are thousands of cloud servers
which are connected with millions of fog nodes which in turn connected with end
users or IoT. Fog computing is also giving the flexibility to cloud data centres without
extension of cloud servers itself. There are billions of end users or IoT devices which
are directly connected with its proximate fog nodes, so it is also balancing the load of
cloud services. The concept of fog in the Healthcare industry is enabling the IoT and
distributing the workload of cloud computing. Fog devices reduce the network traffic
by taking the load of end users at their edge of network which in turns provides low
latency. By distribution of fog devices, one need not to provide energy all the time
to keep cloud working for better response, so in this way, we can also optimize the
energy consumption by keeping work at the requested time by end users. Thus, the
energy consumption by the aggregated fog devices must be less than to centralized
cloud server. The major role of fog layer could be seen in real-time application such
as seeking the live report of a critical patient at the health centre by the distant located
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doctors where only the data need to store at cloud which is send back, and rest of
the computation is performed on fog layer itself. In this way, fog layer does not only
mitigate the workload but also save times to process and compute the intermediate
result. In medical field, it could be a milestone to keep us aware of any health issues
and for its treatment. A number of sensors and services are developed to enable the
Healthcare 4.0 which can avail the benefit of fog paradigm as well and produce the
best result with low latency.

3 Literature Review

Table 1 shows some author’s name along with year and their contributed work in
the field of health care and fog computing. Mutlag et al. [1] presented the issues,
challenges and problems in healthcare system and implemented fog computing for
improvement of the system. Dash et al. [2] also discussed the importance of edge
and fog computing in health care. Kumari et al. [3] explain the opportunities and
challenges of fog computing for Healthcare 4.0 in details. Some contributions help
the researchers to get the architecture, applications and advantages of fog computing.
Mouradian et al. [4–8] presented the comprehensive literature of fog by categorizing
its different fields. Gupta et al.’s [9] contribution is remarkable as they developed
the iFogSim toolkit to model, analyse and simulate the fog environment [10]. Paul
et al. [11] proposed the health care which is based on fog and IoT monitoring system
in his work. Nandyala et al. [12] define how smart home and hospitals can make
the way from cloud to fog and IoT-based real-time U-healthcare monitoring system.
Stantchev et al. [13] described the role of fog in enabling of servitization in healthcare
business trend. Elmisery et al. proposed that fog nodes are capable to maintain
privacy of patient’s data for cloud-based healthcare system [14]. Some authors also
discuss the IoT-based solution in healthcare system. Kumar et al. [15, 16] proposed
a decision-based model to support personal health record through mobile to monitor

Table 1 Summary of important literatures

Authors Years Contribution of work

Mutlag et al. [1] 2019 Enabling technologies for fog computing in healthcare IoT
systems

Kumari et al. [3] 2018 Fog computing for Healthcare 4.0 environment:
opportunities and challenges

Paul et al. [11] 2018 Fog computing-based IoT for health monitoring system

Nandyala et al. [12] 2016 From cloud to fog and IoT-based real-time U-healthcare
monitoring for smart homes and hospitals

Stantchev et al. [13] 2015 Smart items, fog and cloud computing as enablers of
servitization in health care

Kumar et al. [17] 2019 Decision model for PHR-based diabetes monitoring system
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the diabetes [17]. Al-Joboury introduced the MQTT protocol in implementation of
fog-cloud-based healthcare system [18].

4 Applications and Services

The applications of fog computing in Healthcare 4.0 are oriented towards user, and
services of the same are oriented towards developer.

The application is developed to fetch the data from individual patient on timely
basis to keep the record and check the health issues of that patient. These appli-
cations include ECG monitoring, glucose level sensing, blood pressure and body
temperature monitoring. After collecting the data from the patient, data are analysed
by fog computing layer to provide the eHealth system. There are some community
established which are concentrated to provide real-time assistance to this system.
There are many diagnostic apps and medical calculators available which aggregate
the data from the user of these apps and devices. It can efficiently help the patient in
critical situation such as alerting for heart attack and stroke as well.

Services available for the smart healthcare system include eHealth, mHealth,
medical implant, assistance to special need patient such as aged, incapable and the
knowledge of adverse drug reaction. The services of smart wheelchair and smart
gloves are provided to those patientswhoare incapable tomove andhear, respectively.
The fog-basedmedical implant can function better to stimulate pacemaker efficiently.
We have knowledge-based system and cloud-based EHRwhich can be used to aware
of the wrong drug consumption. The mobile health or mHealth and eHealth system
are developed for those patientswho have busy schedule to visit the hospital regularly.
All these services incorporating with fog computing are providing the best result to
patient.

5 Research Challenges of Healthcare 4.0

There are several issues and challenges in researchwhich need to be overcome before
the implementation of fog layer in healthcare environment. Real-time data need to
be managed properly for handling dissimilar data format such as text and images.
There can be seen the fluctuation of data between fog and cloud computing which
require administrative monitoring and proper setup of the environment. Regular
data collection can be accommodated through scaling of such community centre
which provides easy and time-saving assistance to patients. Patients must not require
visiting the hospital regularly, so such facilities and services must be developed
which can help to collect, process and after analysing the data produce the result for
treatment without any significant delay. The integration of fog, cloud and devices
or sensors at user end must be secure such that the privacy of patient data must not
be breached through unauthorized access. The interoperability of data requires such
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standards, protocols and regulation which should be followed by each organization
in Healthcare 4.0. There must be user-friendly and feedback-based devices which
collect the suggestion for designing the product and services. It would help developer
to serve the patient requirement better.

6 Future Directions for Diabetic Patients Diagnosis
Consultation and Data Analysis

Although fog devices can be used almost every sphere of medication, we take the
example of diabetes for the expansion of medical centre or installation of ATM-like
machines in those regions where this disease is getting prevalent. Figure 5 shows
the death rate per 100,000 populations due to diabetes in 2016 of different states of
India. The data was made public by the Indian Council of Medical Research, Public
Health Foundation of India and Institute for Health Metrics and Evaluation in 2017.
Fog computing may be used as the recording of the quick health report by giving the
sample of blood on these medical centre or ATM-like machine in future. Sensors on
these medical centre or ATM-like machine may be used to collect or aggregate data
without takingmuch time from its users, and fog layers would provide the immediate
result of them. The final result may be sent to cloud or connected mobile devices of
users for details, and further actions such as diet plan and exercises may be suggested
with the help of machine learning and artificial intelligence.

Fog devices would play the major role by saving the computation time and energy
of cloud server. Figure 6 illustrates the role of fog layer in healthcare system which
processes the end patient request within minutes. Most of the diseases are diagnosed
by taking the sample of blood, so we can develop those mobile devices, medical
centres or ATM-like machines for collecting the sample of blood. Patient or end
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user can logon through devices for giving their blood sample by their biometric
authentication where they need not to tell the detail of him/her. These devices will
collect the blood sample, and after calculating the intermediate and quick report on
fog computing devices, the result may be sent according to the requirement. User
can customize their requirement after login and share the same with his/her doctor.
The flow diagram of this proposed solution is shown in Fig. 7.

7 Conclusion and Future Work

There are certain challenges and research issues in implementation of fog in Health-
care 4.0 such as data management, scaling of the services, security, privacy, inter-
operability and standardization of data flowed in network and efficient design of
product and service by taking patient feedback. All these concerns are discussed in
this paper.
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We have also described the literature review, role, applications and services of fog
computing in Healthcare 4.0. The architecture of fog layer in Healthcare 4.0 has been
presented which can explain how the fog layer works between cloud and medical
device layer. This paper summarizes all the basic requirement of fog computing in
implementation of Healthcare 4.0. The system is also proposed which can be taken
into consideration in the deployment of better healthcare features in future.

References

1. Mutlag, A.A., Ghani, M.K.A., Arunkumar, N., Mohammed, M.A., Mohd, O.: Enabling tech-
nologies for fog computing in healthcare IoT systems. Futur. Gen. Comput. Syst. 90, 62–78
(2019)

2. Dash, S., Biswas, S., Banerjee, D., Rahman, A.R.: Edge and fog computing in healthcare—a
review. Scalable Comput.: Pract. Exp. 20(2), 191–205 (2019)

3. Kumari, A., Tanwar, S., Tyagi, S., Kumar, N.: Fog computing for healthcare 4.0 environment:
opportunities and challenges. Comput. Electr. Eng. 72, 1–13 (2018)

4. Bonomi, F., Milito, R., Zhu, J., et al.: Fog computing and its role in the Internet of Things.
In: The Proceedings of the First Edition of the MCC Workshop on Mobile Cloud Computing,
pp. 13–16. ACM, Helsinki, Finland (2012)



Fog Computing Enabled Healthcare 4.0 527

5. Vaquero, L.M., Rodero-Merino, L.: Finding your way in the fog: towards a comprehensive
definition of fog computing. ACM SIGCOMM Comput. Commun. Rev. 44(5), 27–32 (2014)

6. Mahmud, R., Kotagiri, R., Buyya, R.: Internet of Things—Technologies, Communications and
Computing, 16th edn. Springer, Singapore (2018)

7. Parveen, S., Singh, P., Arora, D.: Fog computing research opportunities and challenges: a
comprehensive survey. In: Singh, P.K., Pawłowski, W., Tanwar, S., Kumar, N., Rodrigues,
J.J.P.C., Obaidat, M.S. (eds.) Proceedings of First International Conference on Computing,
Communications, and Cyber-Security (IC4S 2019), LNNS, vol. 121, pp. 171–181. Springer,
Singapore (2020)

8. Sunyaev, A.: Fog and edge computing. In: Internet Computing, Principles of Distributed
Systems and Emerging Internet-Based Technologies, pp. 237–264. Springer Cham (2020)

9. Mouradian, C., Naboulsi, D., Yangui, S., Glitho, H., Morrow, M.J., Polakos, A.P.: A compre-
hensive survey on fog computing: state-of-the-art and research challenges. IEEE Commun.
Surv. Tutor. 20(1), 416–464 (2018)

10. Gupta, H., Dastjerdi, A.V., Ghosh, S.K., Buyya, R.: iFogSim: a toolkit for modeling and simu-
lation of resource management techniques in the Internet of Things, edge and fog computing
environments. Softw. Pract. Exp. 47(9), 1275–1296 (2016)

11. Paul, A., Pinjari, H., Hong, W.H., Seo, H.C., Rho, S.: Fog computing-based IoT for health
monitoring system. J. Sens. 2018, 1–7 (2018)

12. Nandyala, C.S., Kim,H.K.: Fromcloud to fog and IoT-based real-timeU-healthcaremonitoring
for smart homes and hospitals. Int. J. Smart Home 10(2), 187–196 (2016)

13. Stantchev, V., Barnawi, A., Ghulam, S., Schubert, J., Tamm, G.: Smart items, fog and cloud
computing as enablers of servitization in healthcare. Sens. Transducers 185(2), 121–128 (2015)

14. Elmisery, A.M., Rho, S., Botvich, D.: A fog based middleware for automated compliance with
OECD privacy principles in internet of healthcare things. IEEE Access 4, 8418–8441 (2016)

15. Mahmud, R., Koch, F.L., Buyya, R.: Cloud-fog interoperability in IoT-enabled healthcare
solutions. In: ICDCN ‘18: Proceedings of the 19th International Conference on Distributed
Computing and Networking, pp. 1–10 (2018)

16. Kertesz, A., Pflanzner, T., Gyimothy, T.: A mobile IoT device simulator for IoT-fog-cloud
systems. J. Grid Comput. 17(3), 529–551 (2018)

17. Kumar, Y., Yadav, G., Singh, P.K., Arora, P.: A PHR-based system for monitoring diabetes in
mobile environment. In: Paiva, S. (ed.) Mobile Solutions and Their Usefulness in Everyday
Life. EAI/Springer Innovations in Communication and Computing. Springer, Cham (2019)

18. Al-Joboury, I.M., Al-Hemiary, E.H. F2CDM: Internet of things for healthcare network based
fog-to-cloud and data-in-motion using MQTT protocol. In: Sabir, E., García Armada, A.,
Ghogho,M.,Debbah,M. (eds.)Ubiquitous networking.UNet 2017. LectureNotes inComputer
Science, vol. 10542. Springer, Cham (2017)



DAMS: Dynamic Association for View
Materialization Based on Rule Mining
Scheme

Ashwin Verma , Pronaya Bhattacharya , Umesh Bodkhe ,
Akhilesh Ladha , and Sudeep Tanwar

Abstract In data warehousing, view selection (VS) is an important aspect. Optimal
VS needs to be materialized in order to minimize the overall data retrieval time. To
support the same, performance metrics like memory constraints to save materialized
views, query execution time, and query workloads needs to be addressed to reduce
the overall retrieval time. As far as static view materialization (VM) is concerned,
pre-computing strategies are required to execute the query workload prior to VM,
but the approach is not scalable for small disk sizes. In the current era, the memory
requirement is humongous to store pre-computed views in the materialized query
table (MQT) that adds an overhead to view maintenance cost and disk sizes. To
address the aforementioned issues, the authors propose a novel VM scheme DAMS.
DAMS operates in three phases. In the first phase, the scheme chooses a material-
ized view in a dynamic and on-demand basis to reduce the query processing time.
Then, in the second phase, a novel attribute selection algorithm is proposed based
on association rule mining (ARM) technique in VS to address historical queries. It
selects a candidate view from a pool of such views. As the number of queries is
large, the proposed algorithm reduces the computational latency in fetching the view
result. Finally, selected views are prioritized by grouping items as clusters set based
on support and confidence metrics to speed up VM operations.
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Keywords View materialization · View selection · Candidate views · Materialized
query table · Least recently used

1 Introduction

The rise in data generation by devices has raised challenges to explore optimal ways
to visualize data. Earlier, visualization is conducted through static tools like tableau,
Microsoft Excel and other related applications [12]. Today, the collected datasets
are humongous with multiple attributes [10]; thus, VS is a critical issue. Manual
approaches to determine the most appropriate view through a list of offered repre-
sented views are tedious and time-consuming. Thus, there is a pressing need to
dynamically allocate views based on on-demand query fired by users. The problems
are that there are numerous factors on which a particular query is raised like similari-
ties in view generations, informational semantics, grouping of data and aggregation.
This requires a scanning of the entire MQT every time a query is fired which is
cost-ineffective.

A static or dynamic approach can be used for materialization of view. Static
VM materialize views before the execution of workload and remains as it is till
the last statement of workload, in between if database object update the relation
or tables that will not immediately propagated for the remaining workload, which
create inconsistency in the database, in contrast to dynamic view will be updated
automatically when the database object modifies the database, we can understand the
concept of VM process in Fig. 1. Incremental approaches were proposed by authors
that define multiple performance metrics like accuracy in view updates, misses in
base tables and latency in fetching queries. The performance parameter includes
optimizes a query sequence and involves complexity of view, memory constraints
and selectivity of view [8]. A materialized view is an object of database which
contains a result of the query, which may be local copy of data located remotely or
may be a join result or a summary of an aggregate function. The collection of views
is effectively chosen in such a way that most of the query can be answered, through
which we can reduce the overall execution time of the query. The drawback of VM is
that they need to be refreshed timely whenever an update happens in the base tables.
Thus, the overall system is not scalable as the number of users increases. Table 1
presents a comparative analysis of different existing approaches for VM.

Fig. 1 Sequence flow of view materialization
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Table 1 Comparative table for existing approaches for VM

Authors Years Objective Pros. Cons.

Rashid et al. [21] 2010 Reducing the
maintenance cost
of materialized
view in object
relational DBMS

Incremental model
to improve query
performance cost

Results limited to
static view models,
hence not scalable
with increasing
users

Anter et al. [3] 2012 A hybrid integrated
system to
materialized view
based on past
queries

Distribution of
queries based on
user choices

More parameters
need to be
considered like
query execution
time and query
fetching time in
conjunction with
user choices

Zlamaniec et al. [28] 2015 Increase the
SPARQL
(SPARQL protocol
and resource
description
framework)
endpoint
availability

Selection of view is
based on the access
patterns and
frequency of access
to support real-time
experience

Optimization is
limited toward data
retrieval methods
for SPARQL
database only

Yoshifumi et al. [19] 2017 A PROforma-based
approach on view
updates,
computation-based
calculations of
temporal updates

Cartesian product
and join views
became updatable

Not applicable on
relational DBMS as
view adaptability is
managed by
INSTEAD OF
triggers

Kumar et al. [18] 2017 Materialized view
based on discrete
genetic operators

Particle swarm
optimization (PSO)
to select top k views
from the
multidimensional
lattice for
materialization

The approach is
compared with
heuristic and local
optimum is
achieved with low
convergence rate
during subsequent
iterations

Jindal et al. [16] 2018 Expression of
queries on cluster
datasets to compute
common
sub-expressions for
view
materialization

Reusability of
common
sub-expressions to
expedite the
execution time of
view fetch

Redundancy in
different
sub-expressions
during clustering of
datasets

(continued)
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Table 1 (continued)

Authors Years Objective Pros. Cons.

Azgomi et al. [6] 2018 Game theory with
players’ view
maintenance costs
and query
processing costs to
decide play-off
function to reach
Nash equilibrium

Convergence toward
equilibrium state is
fast and efficient
resulting in reduced
query processing
costs

Whenever payoff
does not increase
with subsequent
iterations, the game
reaches a local
optimal equilibrium
point which is far
from ash
convergence

Ye et al. [27] 2018 A multi-view
clustering method
to reduce the
effects of noisy
views during
clustering process

Allows assignment
of small weights to
improve clustering
performance

Focuses on
clustering the
relevant views, still
we need to find out
different attributes
which will be
considered for the
view materialization

Gosain et al. [13] 2018 Priority-based VM
scheme for data
warehouse

PSO for selection of
prioritized set of
queries for VM on
data cube

Approach is not
suitable for dynamic
view selections

María et al. [11] 2019 Assertions are
designed with the
help of
materialization to
ensure tuples in
view follow
cross-row
constraints

Suited for high
complex view
models and
large-sized queries

The model is not
scalable in terms of
access cost as the
number of queries
increases in the
system

In the literature,many authors proposed solutions to address challenges inVM like
scalability, information extraction and retrieving patterns from raw data. The various
conditions where a view is needed to be materialized [21], materialization in hybrid
integration [3] and the optimization of materialization in SPARQL are discussed
[28]. PROforma-based approach for view updation [19] and use of discrete genetic
operator and optimization technique is used to materialize the view [18]. Overlap-
ping sub-expression [16] to identify the common expression for materialization and
game theory [6]-based framework for selection of view is discussed. Priority-based
[13] materialization method, multi-clustering [27] to remove noisy view from mate-
rialization process and cross-row constraints [11] in materialization are addressed.
Data mining techniques [22], frequent pattern analysis [24], are proposed to support
ARM applications like word embedding in textual data [15], extract labels in intru-
sion detection system [5] and decentralized storage patterns in blockchain [17]. The
authors in [26] addressed the problems of selecting view dynamically and dropping
of MV. Researchers in [4, 7] use a clustering method to find the cluster of closely
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related queries. Phan et al. [20] describe automated, dynamic materialized query
table management scheme that materializes views.

Materialized view can be managed by least recently used (LRU) policy. Hossein
et al. [6] proposed a game theory approach where one player is greedy for high query
processing time and the other layer is greedy for the high viewmaintenance cost. The
main advantage of the approach is flexibility. However, if the number of parameters
increases the system becomes complex to find materialized set.

1.1 Motivation

As the amount of data on the server is huge, therefore, for better performance views
need to be processed and stored in an efficient manner in a systematic storage system
where it can be frequently accessed based on business logics. So, to minimize the
query execution time we need, we cannot bring the whole relation or database in
memory, and we need to focus only on the selected portion which is sufficient to
answer themaximumqueryworkload.Many authors propose datamining [4], pattern
analysis [23, 25], label extraction [5] and game theory approaches [6] to address
VM issues. However, reducing the size of relevant data in memory is important.
Hence, motivated by the same, DAMS proposes a dynamic VM approach which
has twofold benefits. First, to reduce the query execution time by materializing the
selected candidate views through proposed attribute selection algorithm based on
association rules, and then, view prioritization is achieved based on clustering views
on confidence and support metric results.

1.2 Research Contributions

The proposed research contributions are now as follows:

• Anovel attribute selection algorithm is presented based on association rulemining
in VS to address historical queries.

• Selected views are clustered-based support and confidence matrix and then
prioritize for materialization.

1.3 Organization of the Paper

The contributed paper work is organized into five sections. Section 1 gives introduc-
tion and motivation behind the paper, and Sect. 2 presents the key terminologies in
view materialization process. Section 3 confers the proposed approach and architec-
ture. Section 4 presents the research challenges and future scope in thematerialization
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process and solving associated attribute sets. Finally, Sect. 5 presents the conclusion
at the end.

2 View Materialization: Key Terminologies

For view materializing, we need to consider both space and processing time for a
query as a constraint in the system. As the database object updates any information
in the base table of the database, we need to propagate those changes in the view.
Hence, the key challenge is tomaintain the consistency in thematerialized view.Some
systems re-compute the materialized view from the scratch, which is not desirable
as re-computations in base tables consume more time. The re-computations of the
views need to be done in an incremental fashion.

2.1 Performance Evaluation Parameters for View
Materialization

Selectivity of View: Selectivity of view can be defined as follows [21]

View_selectivity = Nrowquery

Nrowview

whereN rowquery denotes the number of qualified rows andN rowview denotes the number
of rows existing in the view. The views are calculated with the help of a different
parameter and constraint which results in a different view selectivity for the same
database.

To understand this better consider the following example:

CREATE VIEW sales-view-1 AS SELECT att-1, att-2 FROM sales
WHERE att-3=k1 HAVING SUM(att-4)>k2.

Suppose the total number of rows in the base table is 5000 and the number of rows
in the sales-view-1 is 1500 and we change the constraints to WHERE att-3 > k1 and
att-3 < k2 HAVING AVG(att-4) > k3 GROUP BY att-5. And let us say the resulted
rows in sales-view-1 become 1000, and now you can understand the difference in
the view selectivity due to different constraints on the same database table.

View selectivity (sales-view-1) = 1500/5000 = 0.3

View selectivity (sales-view-1) = 1000/5000 = 0.2

View Complexity: It can be defined as a result of join between two or more relations
and combination of WHERE and GROUP BY clause, because view with JOIN
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another combination of clause is complex and takes time to compute. Understand
the complexity of both sales-view-1 and sales-view-2.

CREATE VIEW sales_view-1 AS SELECT att-1, att-2 FROM sales
WHERE att-3=k1.
CREATE VIEW sales_view-2 AS SELECT att-1, att-2 FROM sales
WHERE att-3=k1 HAVING AVG(att-4)>k2 GROUP BY att-5.

Database Size: It depends on the organization and their business requirement, how
frequently data is accessed from multiple resources for analysis and fact finding. A
small organization relatively stores small size database as compared to the organi-
zation with huge amount of data stored in different geographical locations. So, the
size of materialized view also depends on organization and its requirement.

Query Optimization: Based on the view calculated and stored in the material-
ized query table, few conditions are applied to check whether a view is capable
of providing the solution or not; if it is not, we need to fetch the result from the
original base table. So generally we prefer one of the two approaches, In the first
approach, wematch the attribute of the query with the view, or alternatively in second
approach we can compare the join attribute, selection condition and aggregate func-
tion between the query from the workload and materialized view. The following is
depicted through an example on defining a view.

CREATE VIEW Employee_Department_V1 as SELECT E.
E.employee_name, D.department_name,
D.department_location, M.employee_name as
Contractor FROM Employee E JOIN Department D us
ing(department_no) join Employee M on (M.employee_no=
D.manager);
Query: SELECT E.employee_name, D.department_name FROM Em
ployee E, Department D WHERE D.department_no=101 and
M.employee_no=D.manager;

A VS problem is based on parameter size of the view, frequency of view update
[9], query prioritization [14] and cost function. The approaches of dynamic view
materialization are depicted in Fig. 2.

3 DAMS: The Proposed Approach

In the proposed approach, a heuristic framework is presented.Workload is considered
as a sequence of statements {s1, s2,…, sn} to be executed in a specific order. Figure 3
shows the VM process. For view selection, mainly four steps are involved:

1. Preprocessing of queries to generate attribute matrix
2. Identify the association rules
3. Identify clusters
4. View selection.
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Fig. 2 Approaches to dynamic view materialization

Fig. 3 View creation

3.1 Attribute Matrix Generation Table

Attribute matrix generation algorithm generates attribute matrix (Mkj) where k is the
number of queries in the workload (Q), j is the number of attributes present in the
relation/table represented by (A), and Attset is the attribute set which is created from
the attribute; initially, it contains ϕ and after the completion of this algorithm Attset
ends up with collection of sets of single attribute which belongs to Queries Qj.
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Table 2 DAMS: generated attribute matrix table

Q/A At1 At2 At3 At4 At5 At6 At7 At8 At9 At10 At11

Q1 1 1 1 0 0 0 0 1 0 1 1

Q2 0 1 1 1 1 1 1 0 0 0 0

Q3 1 0 1 0 0 0 0 1 0 1 1

Q4 0 0 1 1 1 1 0 0 1 0 0

Q5 1 0 0 1 0 0 1 1 1 1 1

Q6 0 1 1 0 0 0 1 0 1 0 0

That is, Attset = {{At1}{At2}{At3}{At4}…{Atj}}. Based on values ofMkj gener-
ated by algorithm 1, a dimension table is presented in Table 2. All possible attributes
present in the query workload {Q1, Q2, Q3, Q4, Q5, Q6} are depicted in the column,
and individual row represents the queries. In cell, a value ‘1’ indicates the presence
and ‘0’ indicates the absence of attribute in the specific query. Using this attribute
matrix, we can co-relate the set of queries in the workload and identify the clusters.

3.2 Mapping Association Rules to Find Clusters

The main issue is to find the view which is associated with maximum number of
queries, i.e., can provide result to major portion of the workload.

Consider the queries:

SELECT SUM(salary) from EmployeeDB where Branch_office=’Mumbai’
and Joining_year=2019 GROUP BY department.

In the above query, we first identify the rows with office at ‘Mumbai’ and year
2020 and then take average of salary using aggregate function and then arranging
them on the basis of department, the same query can also be considered if we first
group the data on the basis of department with branch Mumbai and year 2019 and
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then apply aggregate function. So, we need to find the result faster. This is depicted
in Fig. 4.

Consider the set of items ITEM(I) = Bread, Milk, Butter which are frequent part
of your transaction, and same is shown in Table 3, where presence and absence of
attribute are shown with numeric values 1 and 0, respectively, and from a collection
of transaction we can identify the closely related attribute which occurs in transac-
tion more frequently. In online transaction, this rule will help the customers to take
decision on the current trends irrespective of the requirement sometimes, and in this

Fig. 4 Proposed
architectural diagram for
view materialization

Table 3 Mapping of
generated associated values to
rule sets

Transaction ID Bread Milk Butter

1 0 1 0

2 1 1 1

3 1 1 0

4 0 0 1
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way, you get suggestion on e-commerce and social media platform [4]. The row in
the attribute matrix represents in the following manner.

Q1 = 10100,Q2 = 00011

We can understand the presence and absence of attribute in the bit vector. Now to
find the co-relation between multiple queries, we can make use of bit-wise logical
operator.

3.3 Clustering and Prioritizing Queries

Based on bit vector supporting a query set, we identify the attribute, create a cluster of
it, then prioritize them based on the frequency in the transaction and create a cluster
based on the decision support system for view selection. Consider Table 4 storing
the bit value in the matrix for each query and attribute.

According to Agrawal et al. [1], ARM problem is defined as: Let A = {At1, At2,
At3, At4, …} be a set of attributes from the query workload which belongs to a
transaction we call it items. LetQ = {Q1,Q2,Q3,Q4,Q5,Q6, …} be a set of queries
in the workload. To understand this, consider each query with a unique identification
which contains subset from the item set I, and A rule is defined as A → B where A,
B ⊆ S and A ∩ B = NULL [2].

To identify the interesting co-relation from the set of transactions, constraint can be
applied. The key constraint to draw any conclusion in this system is use of minimum
support and confidence as a threshold.

Support: The support supp(A ⇒ B) of an items A ∪ B is defined as the frequency of
data A and B comes together in a transaction data set.

Support(A ⇒ B) = n(A ∪ B)

N

Table 4 To generate clusters and prioritize query sets

Query Freq At1 At2 At3 At4 At5

Q1 1 1 0 1 0 0

Q2 1 0 1 1 0 0

Q3 1 1 0 0 1 0

Q4 1 0 1 0 1 1

Q5 1 1 0 1 0 0

Q6 1 0 1 1 1 1

Q7 1 1 0 0 1 1

Q8 1 0 1 1 1 0
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where N is count of total transaction. If in a total of 1000 transaction the frequency
of A and B comes together 150, then Support (A ∪ B) = 150/1000 = 0.15 or 15%.

Confidence: The confidence is defined as association between item A and B, i.e.,
how likely B is selected if A is considered.

Confidence(A ⇒ B) = Support(A ⇒ B)

Support(A)

For example, if the value of confidence is 0.15/0.15 = 1, i.e., (100%) it means
that for 100% of the transactions, if attribute B is present, then A is also present, so
we consider both the attributes in the same cluster. The reason behind the association
rule is to create cluster based on the priority of the view. To prioritize, we have chosen
A-priori algorithms, because of its efficient approach to categorize dataset items [2].
To understand the concept, consider hypothetical data along with the frequency in
the query workload.

Consider the item set of one and two attributes initially.

1. Attribute set: {{At1}, {At2}, {At3}, {At4}, {At5}}
2. Attribute set {{At1, At2}, {At1, At3}, {At3, At4}, … so on}
3. Attribute set: contains combination of 3 attributes together and so on, so this

attribute set will depend on the number of attributes present in the table.

So, we first find the frequent set with 1 attribute alone in the database which we
call L1 and likewise we calculate till Lk .

Lk = attribute set of K frequent attribute.
Step 1: find the frequent set with 1 attribute in the database.

Lk = {{At1}, {At2}, {At3}, {At4}, {At5}}
Next step to identify the frequent set with 1 attribute by observing L1.

C2 = {{At1, At2}, {At1, At3}, {At1, At4}, {At1, At5}, {At2, At3}, {At2, At4}, {At2,
At5}, {At3, At4}, {At3, At5}, {At4, At5}}

Now scan the attribute table for {Ati, Atj} existing in aQi in the attribute table, where
i, j ∈ {At1, At2, At3, At4, At5} and Qi ∈ query workload.

L2 = {{At1, At2}, {At1, At3}, {At1, At4}, {At1, At5}, {At2, At3}, {At2, At4}, {At2,
At5},{At3, At4}, {At3, At5}, {At4, At5}}

On passing minimum support and confidence on L2, we generate C3.
C3 is generated by combining all possible sets of L2.

C3 = {{At1, At2, At3}, {At1, At2, At4}, {At1, At2, At5}, … and so on}
Using C3, we will get L3 and let us assume only two sets finally qualify the

minimum threshold.

L3 = {{At2, At3, At4} {At2, At4, At5}}
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C4 = ϕ and so we stop here for clustering of attribute because no further possible
attribute set is capable of qualifying threshold value of set Lk , and we also calculate
the support and confidence of all attribute set.

For example, attribute set {At2, At4, At5}

Confidence({At2, At4} ⇒ {At5})

Confidence({At2, At5} ⇒ {At4})

Confidence({At4, At5} ⇒ {At2})

Confidence({At2, At4} ⇒ {At5})

Confidence({At5} ⇒ {At2, At4})

Confidence({At2} ⇒ {At4, At5})

Confidence({At4} ⇒ {At2, At5})

Support({At2, At4} ⇒ {At5})

and so on, and we can calculate the other support rule for this above case.
This result can help us find more relevant and co-related attribute set which helps

prioritize the strong associations and how strongly they are connected together; this
helps us to keep them in a same cluster and can be resolved in a same view.



542 A. Verma et al.

3.4 View Selection by Attribute Selection Using Candidate
Sets

Attribute matrix generation algorithm is presented that generates possible candidate
views formaterialization. The followingAlgorithm2 is used for finding the candidate
set of attributes which are frequent and need to be materialized for efficient access
and storage, where k is the number of queries represented by (Q), j is the number of
attributes present in the relation/table represented by (A), and Attset is the attribute set
whichwas calculated in aboveAlgorithm1 andwill be updated in each iteration using
Cartesian product of previous sets which is combination pair of all the previous set
element, i.e., state after 1st iterationAttset = {{At1,At2}, {At1,At3}, {At1,At4},{At1,
At5}, {At2, At3}, {At2, At4}, {At2, At5}, {At3, At4}, {At3, At5}, {At4, At5}} state
after 2nd iteration Attset = {{At1, At2, At3}, {At1, At2, At4}, {At1, At2, At5}, … and
so on}. Cm is the candidate set which counts the occurrence of the attribute in the
query, and those which qualify minimum support count in the occurrence of queries
are shifted in least count set Lm where m denotes the number of set required to find
out the minimum attribute which is considered for materialization process.

Now we materialized only those view which are capable of providing answers
to multiple queries, and will reduce the candidate set. Query order permutation and
frequency of past queries are also used to reduce the overall query processing.

4 Research Challenges and Future

In VM, refresh needs to be performed constantly on the database object whenever
an update occurs. These updates need to be propagated at real time to simultaneous
users. The challenge lies in identifying the updates that are consistent among all
users. The research challenges are now presented as follows

• Partial versus Complete Refresh of View: The refreshes are sometimes partial,
where the updates are applied as they happen and the view is presented. This
increases the efficiency of query updates but may introduce inconsistency among
parallel users operating simultaneously. The refreshes are sometimes complete,
where all updates first occur on the VM and then the view is presented to users.
This allows consistency among all users for a common view but increases the
latency of the query. Fine-tuning an appropriate balance is a difficult task.

• Cost of Materialization: Another challenge is establishing a trade-off among
limited memory in constrained environments against the query execution time.
Increasing memory usage reduces the execution time of fetching queries, which
is not feasible in low-powered environments.

• Attribute Selection: Another challenge is identifying the proper sets of frequent
attributes during VM. Frequent attributes may be pre-fetched so that latency
reduces. The challenge is to determine the estimated range value of attributes
that needs to be pre-fetched.
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As rule-based queries have casual dependencies, the cost of querying view
increases. To address the same, the authors as part of future work would propose
machine-learning-based approaches on graph-basedmodels to classify a set of candi-
date views to be materialized. This would reduce the overall query and maintenance
cost of updating views. To address the same, queries are clustered as graph datasets.
A priority algorithm for the selection of materialized views would be proposed. This
reduces the overall storage and query processing cost.

5 Conclusion and Future Work

Optimal VS requires materialization in order to minimize the overall data retrieval
time. In the proposed approach DAMS, based on assigned workloads, similarity and
dissimilarity of features are grouped into cluster sets based on confidence values.
To define the candidate view, we use clusters of related queries which further solve
multiple queries. If candidate views are in number, it will take more time to identify
which candidate is merged and at the same time ensure the capability to answer
multiple queries. The concept ruleminingprovidesmuch stronger associated attribute
set. It also helps in the clustering of related attribute which is frequent in queries in
a database for a given amount of time period.

References

1. Agrawal, R., Imieliundefinedski, T., Swami, A.: Mining association rules between sets of items
in large databases. SIGMOD Rec. 22(2), 207–216 (1993)

2. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules. In: Proceedings of 20th
International Conference on Very Large Data Bases VLDB1215 (08 2000)

3. Anter, S., Zellou, A., Idri, A.: personalization of a hybrid integration system: creation of views
to materialize based on the distribution of user queries. In: 2012 IEEE International Conference
on Complex Systems (ICCS), pp. 1–7. IEEE (2012)

4. Aouiche, K., Jouve, P.E., Darmont, J.: Clustering-based materialized view selection in data
warehouses. In: Manolopoulos, Y., Pokorný, J., Sellis, T.K. (eds.) Advances in Databases and
Information Systems, pp. 81–95. Springer, Berlin (2006)

5. Arab, M., Sohrabi, M.K.: Proposing a new clustering method to detect phishing websites.
Turkish J. Electr. Eng. Comput. Sci. 25(6), 4757–4767 (2017)

6. Azgomi, H., Sohrabi, M.K.: A game theory-based framework for materialized view selection
in data warehouses. Eng. Appl. Artif. Intell. 71, 125–137 (2018)

7. Bhattacharya, P., Tanwar, S., Bodke, U., Tyagi, S., Kumar, N.: Bindaas: blockchain-based deep-
learning as-a-service in healthcare 4.0 applications. IEEE Trans. Netw. Sci. Eng. 1–1 (2019).
https://doi.org/10.1109/TNSE.2019.2961932

8. Bhattacharya, P., Tanwar, S., Shah, R., Ladha, A.: Mobile edge computing-enabled blockchain
framework—a survey. In: Singh, P.K., Kar, A.K., Singh, Y., Kolekar, M.H., Tan-war, S. (eds.)
Proceedings of ICRIC 2019. pp. 797–809. Springer International Publishing, Cham (2020)

9. Bhattacharya, P., Tiwari, A.K., Srivastava, R.: Dual buffers optical based packet switch
incorporating arrayed waveguide gratings. J. Eng. Res. 7, 1–15 (2019)

https://doi.org/10.1109/TNSE.2019.2961932


544 A. Verma et al.

10. Bodkhe, U., Bhattacharya, P., Tanwar, S., Tyagi, S., Kumar, N., Obaidat, M.S.: Blohost:
blockchain enabled smart tourism and hospitality management. In: 2019 International
Conference on Computer, Information and Telecommunication Systems (CITS). pp. 1–5
(Aug2019)

11. Cavero Barca, J.M., Sánchez, B.V., García deMarina, P.C.: Evaluation of an implementation of
cross-row constraints using materialized views. ACM SIGMOD Record 48(3), 23–28 (2019)

12. Ehsan, H., Sharaf, M.A.: Materialized view selection for aggregate view recommendation. In:
Chang, L., Gan, J., Cao, X. (eds.) Databases Theory and Applications, pp. 104–118. Springer
International Publishing, Cham (2019)

13. Gosain, A., Madaan, H.: Efficient approach for view materialization in a data warehouse by
prioritizing data cubes. IET Softw. 12(6), 498–506 (2018)

14. Gosain, A., Madaan, H.: Query Prioritization for View Selection, pp. 403–410 (07 2018).
https://doi.org/10.1007/978-981-10-3373-540

15. Hemmatian, F., Sohrabi, M.K.: A survey on classification techniques for opinion mining and
sentiment analysis. Artif. Intell. Rev. 1–51 (2017)

16. Jindal, A., Karanasos, K., Rao, S., Patel, H.: Selecting subexpressions to materialize at data-
center scale. Proc. VLDB Endow. 11(7), 800–812 (2018)

17. Kabra, N., Bhattacharya, P., Tanwar, S., Tyagi, S.: Mudrachain: blockchain-based frame-work
for automated cheque clearance in financial institutions. Futur. Gen. Comput. Syst. 102, 574–
587 (2020)

18. Kumar, A., Kumar, T.V.: Materialized view selection using discrete genetic operators-based
particle swarm optimization. In: 2017 International Conference on Inventive Systems and
Control (ICISC), pp. 1–5. IEEE (2017)

19. Masunaga, Y.: An intention-based approach to the updatability of views in relational databases.
In: Proceedings of the 11th International Conference on Ubiquitous Information Management
and Communication, p. 13. ACM (2017)

20. Phan, T., Li, W.: Dynamic materialization of query views for data warehouse workloads. In:
2008 IEEE 24th International Conference on Data Engineering, pp. 436–445 (April 2008)

21. Rashid, A.N.M.B., Islam, M.S.: An incremental view materialization approach in ordbms.
In: 2010 International Conference on Recent Trends in Information, Telecommunication and
Computing, pp. 105–109 (March 2010)

22. Sohrabi, M.K., Akbari, S.: A comprehensive study on the effects of using data mining
techniques to predict tie strength. Comput. Hum. Behav. 60, 534–541 (2016)

23. Sohrabi, M.K., Azgomi, H.: Evolutionary game theory approach to materialized view selection
in data warehouses. Knowl.-Based Syst. 163, 558–571 (2019)

24. Sohrabi, M.K., Hasannejad, M.H.: Association rule mining using new fp-linked list algorithm
(2016)

25. Srivastava, A., Bhattacharya, Singh, A., Mathur, A., Prakash, O., Pradhan, R.: A distributed
credit transfer educational framework based on blockchain. In: 2018 Second International
Conference on Advances in Computing, Control and Communication Technology (IAC3T),
Allahabad, India, pp. 54–59. IEEE (2018)

26. Xu,W., Theodoratos, D., Zuzarte, C.,Wu, X., Oria, V.: A dynamic viewmaterialization scheme
for sequences of query and update statements. In: Song, I.Y., Eder, J., Nguyen, T.M. (eds.) Data
Warehousing and Knowledge Discovery, pp. 55–65. Springer, Berlin (2007)

27. Ye, Y., Liu, X., Yin, J.: Multi-view clustering with noisy views. In: Proceedings of the 20182nd
International Conference on Computer Science and Artificial Intelligence, pp. 339–344 (2018)

28. Zlamaniec, T., Chao,K.M.,Godwin,N., Shah,N., Farmer,R.:A framework forworkload-aware
views materialisation of semantic databases. In: 2015 IEEE 12th International Conference on
e-Business Engineering, pp. 15–22. IEEE (2015)

https://doi.org/10.1007/978-981-10-3373-540


Multimodal Sentiment Analysis of Social
Media Data: A Review

Priyavrat , Nonita Sharma, and Geeta Sikka

Abstract With the exploration of the Internet, social media platforms provide users
to share their views toward various products, people, and topics. Nowadays, social
media platforms have not limited their users to post or share only text but also images
and videos to express their opinion or other social media activity. Multimodal senti-
ment analysis is an extension of sentiment analysis that is used to mine the hetero-
geneous type of unstructured data together. This paper gives a review of sentiment
analysis and various studies contributed in the field of multimodal sentiment analysis
and also discusses some important research challenges in the sentiment analysis of
the social media data.

Keywords Sentiment analysis ·Multimodal sentiment analysis · Social media

1 Introduction

With the exploration of the Internet and social media applications, the amount of
online data is increasing exponentially from the last two decades. When we talk
about the type of online data, it has a heterogeneous nature exhibiting different types
of data like text, video, images, and GIFs. The online data can be used to mine
human behavior and represent their emotional state because the data is generated by
the people. Also, online data has given birth to some new research areas like data
storage, mining, analysis, predictions, and a lot more. Likewise, this paper reviews
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Fig. 1 Sentiment analysis at a glance

the work done on mining human behavior from social media data and explores the
potential and research capabilities in the field of multimodal sentiment analysis.

Figure 1 illustrates various data sources, approaches, types, classification levels,
and applications of sentiment analysis. Sentiment analysis is an interdisciplinary use
of many other fields such as statistics, natural language processing, data mining,
Web mining, and information retrieval as shown in Fig. 1. There are three main
approaches to perform sentiment analysis named as machine learning, a lexicon-
based, and hybrid approach [1]. All these approaches contain different techniques
for the sentiment analysis process. Figure 1 gives a quick review of sentiment analysis
and represents some important topics discussed in this paper.

Presently, there are so many applications of sentiment analysis, almost in every
domain like product analysis, text to speech synthesis, tracking sentiment timelines in
online forums and news, stock market prediction, answering questions, and summa-
rizing conversation [2, 3]. Along with these applications, sentiment analysis is also
highly involved in politics where it is used for election result forecasting, mining
results of online campaigns, finding popularity of an electoral and gauging mood of
public for a new bill or a new scheme.

Before the year 2000, little research had been done on people’s sentiments and
their opinion. The main reasons for the popularity of sentiment analysis and opinion
mining are its wide range of applications, new challenging problems that were never
discussed before, and the availability of the huge amount of opinionated data on the
Web [4].
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2 Sentiment Analysis

Sentiment analysis is the computational study of people’s opinions, feelings, senti-
ments, attitudes, and moods. The main task of sentiment analysis is to find polarity
(positivity, negativity, and neutrality) in a given text. Sentiment analysis is a very
general term, and many other terms like opinion mining, emotion analysis, opinion
extraction, sentiment extraction, sentiment classification, sentiment mining, subjec-
tivity analysis, affect analysis, and review analysis are under its umbrella [4]. This
section discusses sentiment analysis and its various types or variants as illustrated in
Fig. 1.

2.1 Sentiment Analysis or Opinion Mining?

Some studies have reported that both sentiment analysis and opinion mining are the
same terms used for sentiment classification. Further, the term sentiment analysis
is commonly used in industry and both sentiment analysis and opinion mining are
frequently employed in academia [4]. However, the dictionary meaning of sentiment
and opinion is quite different.1,2 The sentiment is defined as “an attitude, thought,
or judgment prompted by feeling,” and opinion is defined as “a view, judgment, or
appraisal formed in the mind about a particular matter.” The definitions indicate that
sentiment is more of a feeling whereas an opinion is more of a person’s view about
something. For example, the sentence “I am concerned about the current state of the
economy” expresses a sentiment, whereas the sentence “I think the economy is not
doing well” expresses an opinion.

2.2 Fine-Grained Sentiment Analysis

In performing sentiment analysis, most of the studies use binary classification cate-
gories (positive or negative) or three classification categories (positive, negative, and
neutral). Fine-grained sentiment analysis is a typical breakdown of sentiments in
more discrete classes (e.g., highly negative, negative, neutral, positive, highly posi-
tive). Fine-grained sentiment analysis is often used in the comparative analysis of
sentences and systems where there is a need to prioritize customer complaints.

1https://www.merriam-webster.com/dictionary/sentiment.
2https://www.merriam-webster.com/dictionary/opinion.

https://www.merriam-webster.com/dictionary/sentiment
https://www.merriam-webster.com/dictionary/opinion
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2.3 Emotion-Based Sentiment Analysis

Emotion-based sentiment analysis tries to extract specific emotions from the text
rather than positive and negative classes. Paul Ekman gave six basic emotions that
are used in various studies to mine emotions from data [5–7].

2.4 Aspect-Based Sentiment Analysis

Aspect-based sentiment analysis is also called a feature-based sentiment analysis in
which a text is first broken down into some aspects, attributes, or features and then
some sentiments are assigned to these aspects. For example, the camera quality of
the Nokia phone is good but the sound quality is very bad. In the above sentence,
camera and sound are two features for the Nokia phones, in which sentiment for
camera feature is positive and sentiment for sound is negative.

2.5 Concept-Based Sentiment Analysis

In concept-based sentiment analysis, words in opinionated texts having similarmean-
ings are considered as the same concept. Concept-based sentiment analysis focuses
on semantic analysis of text through the use of semantic networks orWeb ontologies,
which allow the recognition of conceptual and affective information associated with
textual opinions, e.g., “Flat rate was the best thing that happened this year, @UBER
bring it back!!!”. In this sentence, first of all, the algorithm will detect a category of
a concept like “price” from the similar words network and then sentiment classifi-
cation of the above sentence will be done by considering “price” as a keyword. So,
the above sentence gives a positive review for the “price” of Uber.

2.6 Multimodal Sentiment Analysis

Multimodal sentiment analysis is different from traditional sentiment analysis where
the focus was only on the mining sentiment of the text. As the name suggests, multi-
modal means multiple types of data (includes text, images, videos, audio, GIFs). So,
multimodal sentiment analysis means finding sentiments of the data having multiple
modalities as shown in Fig. 2.
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Fig. 2 Multimodal sentiment analysis (MSA)

3 Literature Review

3.1 Multimodal Sentiment Analysis

This subsection discusses some studies which make use of two modalities to mine
sentiments of data from the various sources. Kumar and Garg [8] found senti-
ment polarity and the score of text and images (typographic and infographic) using
SentiBank and R-CNN. Huang et al. [9] proposed a new image and text sentiment
analysis model. In this model, this work used the visual and semantic attention
mechanism with a mixed fusion scheme for image and textual data. Poria et al.
[10] proposed a model for the sentiment analysis of YouTube videos and textual
content. In this study, decision-level and feature-level fusion techniques were used
to combine emotion-oriented information of different modalities like audio, visual,
and text. Kasturai and Satoh [11] proposed a novel approach for the Instagram and
Flickr images that exploit latent correlations among multiple views: sentiment view
constructed using SentiWordNet and visual as well as textual views. Baecchi et al.
[12] used two different models CBOW-LR and CBOW-DA-LR to find sentiments
of text and image information, respectively, from the Twitter dataset. The novel
model they proposed outperforms the FSLM and SentiBank models. Poria et al. [13]
discussed the feature extraction process from different modalities and also explained
that how these features can be used in multimodal sentiment analysis. This work
used two different video datasets for the affective analysis of visual, textual, and
audio data. Chen et al. [14] proposed a novel multimodal analysis architecture for
multimodal sentiment analysis of visual, text, and audio data. This study demon-
strated the effectiveness of the proposed approach to publicly available CMU-MOSI
dataset. Perez et al. [2] integrated linguistic, audio, and visual features to identify
sentiment in online Spanish videos from YouTube and English review videos from
ExpoTV. In the paper, various linguistic, audio, and visual features of online videos
were discussed and also found that the results obtained by using the three modalities
(text, audio, and visual) at a time have greater accuracy than one or two modalities.
Fang et al. [15] proposed a multimodal probabilistic graphical model to face the
problems faced in multimodal sentiment mining for entities in social media. The
model tried to find a correlation between textual and image modalities and also the
association between different aspects and related opinions. You et al. [16] gave a new
model called the competitive vector autoregression (CVAR) model. The model was
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a forecasting system for the United States House race and the presidential elections.
CVAR combines visual and textual information from Flickr data and analyzes it.
Jianqiang et al. [17] used a deep convolution neural network for sentiment classifi-
cation of five different Twitter datasets. This work reported that the proposed model
performs better than the baseline and currently available models. Asghar et al. [18]
introduced a rule-based framework to mine sentiments of tweets related to phone
products such as Samsung, Huawei, Nokia, and iPhone. Ji et al. [19] used Twitter
sentiment analysis for measuring public health concerns related to epidemics and
communicable diseases. Khodabaksh et al. [20] used previous Twitter data of a user
timeline to predict upcoming personal life events that he can post on Twitter. Ruz and
Mascareno [21] used Twitter data related to the 2010 Chilean earthquake (dataset
1) and the 2017 Catalan independence referendum (dataset 2) to assess the perfor-
mance of five supervised machine learning classifiers. The work reported that SVM
and RF (random forest) as best performing classifiers for dataset 1 and dataset 2,
respectively. Singh et al. [22] advocated that emotional analysis of tweets can be
used to improve planning and rescue operations and services during some unusual
circumstances. This work used tweets related to Las Vegas Shooting incident 2017
in the study. Azar and Lo [23] made use of tweets which were referencing to the
Federal Reserve Bank, and the study advocated that the content of tweets can be
used to predict future returns, even after controlling market factors. Xie et al. [24]
found that Twitter is an influential tool in political communication, and the study
showed that emotional appraisals on tweets by the candidate are correlated with a
large number of retweets shared by users. Furthermore, some studies [25–34] also
used Twitter sentiment analysis to predict election results.

3.2 Use of Emoji and Emoticon

Many researchers claimed an improved accuracy of their classification model by
using the extra emotional content like emoji and emoticons in the text. Therefore,
this subsection highlights some of these types of studies.

Asghar et al. [5] integrated cognitive-based emotion theory (given by Psycholo-
gist Paul Ekman) with sentiment analysis techniques to detect and classify different
types of six emotions from text. In this study, emoticons, slang words, and emotion
words from the text play a major role in improving the accuracy of the previous text
classification results by 4.59%. Gomes and Casais [35] contributed the research in
analyzing the threat-oriented feelings from Facebook and YouTube comments. This
work analyzed the comments regarding anorexia nervosa awareness using text anal-
ysis as well as emojis. The study showed the greater representativeness of positive
feelings expressed by users through the quantification of emojis. Bahri et al. [36] gave
a novel algorithm based on “emotion score learning” for identifying sentiments of a
given text-oriented sentence. The proposed algorithm EmScore computes sentiment
score of emoticons, while SentE is used for sentiment classification of 1000 tweets.
This work reported 91.1% of accuracy for sentiment classification of the selected
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number of tweets. Hogenboom et al. [37] proposed a novel method to exploit senti-
ments of Dutch tweets and forum messages, which contain emoticons. This study
found an improved polarity classification performance for paragraph- and sentence-
level sentences. Spina [38] gave detailed research work on the use of emoticons on
Twitter data, i.e., how they are used in the interactions. The paper also discussed
some variables that influence as well as affect their use in online interactions.

3.3 Fusing Results of Multimodal Sentiment Content

Fusingmultiplemodalities to output a single polarity score is a challenging task in the
multimodal sentiment analysis. Generally, there are three types of fusing techniques
used in multimodal sentiment analysis named feature-level fusion, decision-level
fusion, andhybrid-level fusion. Feature-level fusion also called early fusion combines
all the features from different modalities during the feature extraction step and puts
all those features in a single feature vector. This feature vector is then used to train
the model for the classification process. On the other hand, decision-level fusion also
called late fusion treats data from each modality into its classification algorithm, and
final classification result is obtained through fusing each result into a single decision
vector. Hybrid-level fusion is made of both feature-level and decision-level fusion
techniques. In hybrid-level fusion technique, first feature-level fusion is done on two
modalities and then decision-level fusion is applied to combine the initial results
with the new modalities. This subsection discusses some of the studies related to
modality fusion in multimodal sentiment analysis.

Huddar et al. [39] proposed an attention-based inter-modality fusion scheme for
the fusion of audio, video, and text data from two different datasets CMU-MOSI
and IEMOCAP. Corchs et al. [40], in this paper, fused the text and visual data by
late and early fusion schemes. The study found that an ensemble method based
on late fusion scheme and deep learning-based feature representation gives highly
improved results. Tran and Cambria [41] used both feature-level and decision-level
fusion methods to fuse the visual, audio, and textual modalities from the YouTube
video dataset. This work found that feature-level fusion scheme was better than
other fusion schemes based on recall and precision. Cerezo et al. [42] proposed
a novel fusion methodology that can fuse any number of modalities from different
affective information sources like text, emoticons, and facial expression.Yu et al. [43]
proposed an entity-sensitive attention and fusion network (ESAFN). This network
models the inter-modality interactions, i.e., text–image alignments and the intra-
modality interactions, i.e., entity–text and entity–image alignments. Song et al. [44]
proposed a method to fuse audio and facial expressions using the decision-level
fusion scheme. This work recognized only 43.40% accuracy using ANN and k-NN
classifiers at the fusing stage.Williams et al. [45] showed that proposed intermediate-
level feature fusion outperforms other fusion techniques and achieves 74% accuracy
for the binary classification of video and text modalities.

Table 1 gives a summarized comparative view of the above literature study on the
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basis of data source, modality, technique used, and accuracy achieved in different
studies.

4 Results and Discussion

This section gives some insights based on the literature reviewed in this paper. All
the insights analyzed are based on the data source, modality, technique used, and
accuracy achieved in different studies present in Table 1. This paper comprises a
comparative analysis of thirty-eight (38) papers related to sentiment analysis as well
as multimodal sentiment analysis.

Figure 3 illustrates data sources used in different studies. This figure shows five
different data sources from where data was extracted. Six (6) studies [2, 9, 11, 24,
35, 39] show a combined data source which means authors extracted data frommore
than one source and one study [42] used its own tool’s instant messaging data to
analyze multimodal sentiments in the conversation. Results show that most of the
studies used Twitter as a data resource.

Figure 4 illustrates various modalities used in the papers. Results show that
maximum papers used singlemodality tomine sentiments of users from the collected
data. Multimodal sentiment analysis (Text+ Image or Text+Audio+Video or Text
+ Emoticons) is done only half times of the single modal sentiment analysis. So, it is
clear that multimodal sentiment analysis needs more attention among practitioners,
academicians, and researchers.

Figure 5 shows the accuracy level achieved in the papers that has been reviewed.
Three studies [29, 33, 34]measured the accuracy of theirwork based onmean average
error (MAE). So, these studies are not mentioned in Fig. 5. Accuracy is the main
concern for sentiment analysis, but most of the studies have reported their classifier’s

Fig. 3 Different data sources used in studies
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Fig. 4 Different modalities
used in studies

5

17 

7 
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Fig. 5 Accuracy level
achieved in different studies

accuracy between 70 and 90%,which cannot be considered a very high accuracy level
achieved in this digitized world. Therefore, more work is needed in this field.

5 Research Challenges in Multimodal Sentiment Analysis
of Social Media Data

Multimodal sentiment analysis and classification of socialmedia data are an emerging
research area, and a lot more work has to be done in this research field. Social media
is a platform that provides an ongoing event’s information and discussions over
various trending topics worldwide. Social media data is present in various forms
such as messages, comments, replies, tweets, and timeline posts on the Web. But
unfortunately, mining the online data is still a challenging task because it contains
text mostly embedded with images or video. This heterogeneous type of data is not
easy to fuse because it is not easy to determine which modality should contribute
most in the fusion process. Another problem in mining online data is a complex
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sentence structure. Sometimes, both positive and negative sentiments toward one or
more targets are expressed in some sentences where the system fails to distinguish
that what is being said about whom, e.g., “I love the actor that you hate.” This
sentence contains both positive and negative sentiments toward the actor. Also, one
more problem in multimodal sentiment analysis is the accuracy of the sentiment
analysis model. Presently, the accuracy achieved by any sentiment analysis model
(on the basis of Table 1) is not so high and it is limited to only 70–90% in most
of the studies. Therefore, more work is needed to achieve a high level of accuracy
in mining sentiments from the heterogonous type of data. Further, another problem
faced in finding sentiments of social media data is noisy data such as slang words and
ungrammatical text. Moreover, some text messages also contain Uniform Resource
Locator (URL) links to someWeb pages which contain image and video information
which can explore some more hidden sentiments of the users, but generally, these
links are removed before sentiment analysis process during text preprocessing step.
So, Tumasjan et al. [30] suggested that embedded URL links should also be included
during the analysis process. In addition, different social media apps provide huge
support of language selection for the comfort of their users and there is hardly any
multilingual model available that can analyze sentiments written in multi-languages.
In this context, some studies [25, 46, 47] suggested that more work has to be done on
multilingual tweets.Moreover, another problem in sentiment analysis of socialmedia
data is detecting sarcasm. Sarcasm is a statement where somebody hurts other’s
feelings by saying something that seems to be positive. Moreover, in a sarcastic
sentence, people try to express their negative feelings using positive words, which
makes it difficult for machines or programs to understand the context of the situation
in which a sentiment or feeling was expressed.

6 Future Directions

Multimodal sentiment analysis is a new and unexplored area of research.Multimodal
sentiment analysis of social media data includes analysis of the various parts of
a message or post over social media platforms that may be a single sentence or
a sentence embedded with emoticon or image or a video. Text is not enough to
find the sentiment of a user because people are not limited to share text on their
timeline or a reply. They are highly involved in sharing emoticons, pictures, and
videos also. Therefore, if someone wants to perform a sentiment analysis of social
media data thenheor she cangoone step forward and could consider all themodalities
present in such data during the sentiment analysis process. Further, most of the
social media user’s posts are in their native languages; therefore, sentiment analysis
of this specific language should also be considered by introducing new language-
specific lexicons. Also, for proper utilization of social media posts, slang words
and misspelled words should be replaced by their root words. Therefore, strong
lexicons should be developed and considered for maintaining the substantiality of
data. Moreover, nowadays social media content contains a large number of troll and
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sarcastic messages. Dealing with sarcastic posts and trolls should also be considered
because they can affect the accuracy of a classification model.

7 Conclusion

This paper emphasizes the significance of sentiment analysis and its heavy use in
mining human behavior from social media data. This paper gave a detailed review
of multimodal sentiment analysis and the use of emoticons and result fusion. After
a quick discussion on comparative analysis of the studies, the paper highlighted the
research challenges in multimodal sentiment analysis of social media data and gave
some future directions which could be beneficial for new upcoming practitioners,
researchers, and academicians. In most of the studies, the accuracy level achieved is
not so high. Therefore, the paper concludes that more work is required to be done in
the field of sentiment analysis as well as in multimodal sentiment analysis for better
interpretation of sentiments and emotions from social media platforms.
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CrO2 Half Metal-Based Magnetic Tunnel
Junction and Its Application for Digital
Computing

Muzafar Gani, Khurshed A. Shah, Shabir A. Parah, and Altaf A. Balki

Abstract Thehalfmetal (CrO2) ferromagnet has attracted immense research interest
because of its large Curie temperature of 390 K and 100% spin polarization. Silicene
a two-dimensional monolayer material shows outstanding magnetic and electronic
properties. We have calculated the spin dependent transport of electron in our
modeled device consisting of two CrO2 electrodes and out of plane silicene as
scattering region. We have simulated the device in ATK software which uses non-
equilibrium greens function and density function theory for calculation of the trans-
port characteristics. The device is simulated to obtain IV curve and transmission
spectrum. Furthermore, spin injection efficiency and tunneling magnetoresistance
are calculated from the obtained transport characteristics. The transmission spec-
trum is found to be in agreement with the IV curve. The spin degree of freedom
is expected to increase the speed, decrease power dissipation and add nonvolatility
to devices. Also some basic logic functions have been realized from the modeled
device.

Keywords Spintronic devices · Logic gates · Spin transport · CrO2 · Half metal

1 Introduction

Spintronics also termed as spin electronics is an evolving technology, which utilizes
spin of an electron and the associated magnetic moment in combination with the
charge of an electron. Astonishing results have been achieved in the electronic
industry especially in data storage. Since the conventional CMOS technology is
expected to reach the scaling limit posed by short channel and electrostatic effects,
the scaling in CMOS devices is in agreement with Moor’s law [1] from past three
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decades. The scaling limits has compelled the researchers for alternative to CMOS
[2]. Spintronic devices because of their low power, high speed and nonvolatility have
become a prominent choice for replacement of CMOS [3].

Magnetic tunnel junction (MTJ) constitutes of three layers, a barrier layer which
is sandwiched in between the two ferromagnetic layers. TheMTJ device shows small
resistance, when the ferromagnetic layers are set to same magnetization configura-
tion and large resistance when the ferromagnetic layers are set to opposite magne-
tization configuration. The change in resistance of the device by shifting the asso-
ciated magnetic arrangements in ferromagnetic layers from antiparallel to parallel
magnetic arrangements is due to diverse fermi functions that are associated with the
spin up/down electrons that traverses through the device. The fermi function is a
consequence of electronic configuration of the magnetic material, which results in
magnetic configuration dependence of electrical resistance. The effect is termed as
tunneling magnetoresistance. Spintronic devices like MTJ, magnetic domain walls,
ferroelectric tunnel junction, spin FET, spin valve, etc., are expected to revolutionize
the electronic industry by increased processing speed, decreasing power consumption
and instant switching of devices [4].

The rutile structures of transition metal dioxides display interesting magnetic and
electric properties. The band gap in transition metal dioxides varies from large value
inTiO2 to a goodmetallic conductor likeRuO2.CrO2 is one of the importantmembers
of the family due to its unique magnetic properties. It has metallic and magnetic
properties and corresponds to itinerant ferromagnets. CrO2 shows highest Curie
temperature of 390 K as compared to other transition metal oxides, it also presents
half metallicity having 2µB themagnitude ofmagneticmoment per chromium atom.
One of the spin channels in case of half metals is metallic, while the other is semi-
conducting or insulating [5–7]. This results in unique transport properties of half
metals.

In conventional electronics, the charge property of an electron is responsible
for the representation of digital information (bit 0/1). But this paradigm undergoes
fundamental limitation. Since charge of an electron is a scalar quantity consists of
magnitude only. Thus, the logic can only be differentiated bymagnitude of the charge,
e.g., the existence of charge represents logic 0 and the absence of charge represents
logic 1. This scheme is adopted in MOSFET transistor, when the charge is present
in the channel, the transistor belongs to ONN state which represent logic bit 0. The
charge depleted channel results in OFF state of the transistor, which represents logic
1. In order to switch the device between the logic levels, the charge in the channel
needs either to be removed or accumulated, which results in the current flow and
the associated power dissipation equal to I2R, that is unavoidable in conventional
electronics.

Instead spin, a pseudo vector with fixed magnitude but variable direction, the
direction of electrons spin can be restricted to two states when placing the elec-
tron in magnetic field. These two states can be used to encode digital logic bit 1/0.
Switching of the logic states merely requires flipping the spin of electron. Hence,
the power losses are reduced by eliminating I2R loss that belong to conventional
devices. Energy dissipation associated with flipping of spin state of electron (logic
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Fig. 1 Modeled device
consisting of CrO2
electrodes and out of plane
silicene scattering region

switching) belongs to the difference in the energy between the polarization states
which are distinguished by Zeeman energy (gµBB), which may be reduced to fewer
than kBT (thermal energy).

MTJs with out of plane scattering region are promising devices for the high
density information storage as well as higher thermal stability [8]. They may also
be helpful in dipping the required critical current density for reversal of magnetic
configuration by spin transfer torque (STT) without altering thermal stability [9, 10].
There are many theoretical and experimental reports on out of plane MTJs [11–14].
Silicene due to its high mobility and other spin properties has attracted the research
attention for use in spin devices [15]. In this work, we have carried out modeling and
simulation of device consisting of CrO2 electrodes and out of plane silicene as shown
in Fig. 1. Spin dependent transport characteristics have been obtained. TMR and spin
injection efficiency have been calculated from the obtained transport characteristics.
Also, some basic logic functions are realized from the modeled device.

2 Models and Methods

The modeling and simulation of the device was carried out by ATK software which
employs density function theory (DFT) [16] and non-equilibrium greens function
(NEGF) in combination for electron transport calculation in materials at molec-
ular level [14, 17]. The spin-polarized generalized gradient-approximation (SGGA)
approximation is adopted since the flow of current is due to electrons through the
device which is spin polarized. The transmission spectrum and I-V characteristics
were calculated from the ATK software. In order to get the accurate results, the
parameters used for simulation were set as follows: density-mesh cut-off adjusted
to 155 Ry, single-zeta basis set and double-zeta basis set is used for electrodes and
silicene scattering region, respectively. The k-point sampling was set to 3 × 3 × 100
for accurate transport calculations. The transport calculations were carried out for
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parallel magnetization configuration (PC) and antiparallel magnetization configura-
tion (APC). In PC, both the electrodes were set to spin up magnetization configura-
tion, and in APC, one of the electrodes is set to spin up magnetization configuration
and the other one to spin down magnetization configuration.

3 Result and Discussions

The current through the device is calculated in terms of transmission spectrum (T (E,
VB)). Transmission spectrum gives the probability of electron to cross through the
device at energy E and applied bias voltage of V b. The below equation represents
the current flowing through the device [18].

I ↑ (↓) = e

h

∫
T ↑ (↓)(E, VB) ∗ [F(E − µr) ∗ F(E − µl)] ∗ dE (1)

where I↑(↓) denotes spin up (spin down) current, T↑(↓) (E, VB) denotes the trans-
mission spectrum for spin up (spin down) electrons, F is Fermi–Dirac distribution
and µr(l) denotes chemical potential of left(right) electrode.

The variation of the current through the device with applied bias is shown in
Fig. 2. In parallel magnetization configuration case, there is increase in the spin up
current through the device with the applied bias, but the spin down current is small
and remains almost same with the variation in applied bias. This results in high
spin injection efficiency. In antiparallel configuration case, the spin up spin (down)
current through the device remains almost same, which results in low spin injection
efficiency.

Fig. 2 IV plot for a parallel magnetization configuration and b antiparallel magnetization
configuration for modeled device
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We examine transmission spectrum to validate the achieved IV characteristics.
The transmission spectrum for both parallel/antiparallel configuration is depicted in
Fig. 3. Figure 3a represents the transmission spectrum for parallel configuration, and
the green and blue curves indicate the spin up and spin down channel’s transmission
coefficient, respectively. In case of PC, for spin up channel near fermi level, the
transmission peaks increases with applied bias voltage, while for spin down channel,
the transmission is very small. Similarly for APC, for both spin up spin (down)
channel, the transmission is small and almost same, and hence, these results justify
the obtained IV characteristics.

The TMR given by ((Ip − Iap) * 100)/Ip (where Iap and Ip represent the net current
in antiparallel and parallel configuration) versus voltage is represented in Fig. 4. The
maximum of 120% is obtained at 2 V. Also, the spin injection efficiency given by (I↑
− I↓)/(I↑ + I↓) (where I↑/I↓ represent spin up/spin down current) versus applied
bias is presented in Fig. 5, for parallel/antiparallel configuration. The peak value of
100% efficiency is obtained at 1.20 V for PC that is due to negligible spin down
current at 1.20 V.

0 V 

0.4 V 

0.8 V 

1.4 V

1.8 V 

0 V

0.4 V

1.4 V 

0.8 V

1.8 V 

(a) (b) 

Fig. 3 Transmission spectrum of the modeled device with a parallel magnetization configuration
and b antiparallel magnetization configuration
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Fig. 4 TMR versus voltage plot

Fig. 5 Plot of spin injection efficiency versus applied voltage a for PC and b for APC

4 Digital Logic Applications

We have implemented some basic logic functions using the simulated device. The
input of the device is represented by magnetization of the electrode, spin up configu-
ration belongs to logic 1, and spin down configuration belongs to logic 0. The output
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A=0/1 M=0 

Fig. 6 Diagram for the realization of NOT logic

of the device is represented by the resistance of the device. Small resistance belongs
to logic 1, and large resistance belongs to logic 0.

4.1 Not Gate

The schematic forNOTgate realization is shown in Fig. 6. The devices right electrode
as shown in Fig. 6 is pinned to spin down configuration (logic 0), and the input A is
represented by themagnetization of left electrode, logic 0 for spin down configuration
and logic 1 for spin up configuration. The output is 1 (low resistance) when input is
0 and output is 0 when input is 1 and thus the realization of NOT gate.

4.2 AND Gate

The diagram for AND gate realization is shown in Fig. 7. The device corresponds to
low impedance state, i.e., output is 1 onlywhenbothA=B=1 (spin up configuration)
which realizes the AND gate operation.

4.3 NAND Gate

The NAND logic realization can be elucidated from Fig. 8. The net resistance seen
by the battery is low (logic 1), when any of the two inputs A/B is 0. The net resistance
is high (logic 0) when both A = B = 1, hence the realization of NAND gate.
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A=0/1 M=1 B=0/1 

Fig. 7 Schematic diagram for realization of AND gate

A=0/1 M=0 

B=0/1 M=0 

Fig. 8 Schematic diagram for realization of NAND gate

5 Conclusion

In the presented work, we modeled an MTJ consisting of CrO2 electrodes and out
of plane silicene scattering region. The simulation was carried out in ATK software
which incorporates non-equilibrium greens function and density function theory for
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electron transport calculation. The device was simulated to obtain IV characteristics
and transmission spectrum. Spin injection efficiency and tunneling magnetoresis-
tance were calculated from the obtained IV characteristics. Furthermore, some logic
functions were realized using the modeled device.
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Cloud of Things: A Systematic Review
on Issues and Challenges in Integration
of Cloud Computing and Internet
of Things

Sahilpreet Singh, Arjan Singh, and Vishal Goyal

Abstract Cloud computing and the Internet of things (IoT) are two diverse tech-
nologies having complimentary relationship. The IoT generates massive amounts of
data, and cloud computing provides a pathway for that data to travel to its destination.
In the modern era, by integrating cloud computing and the Internet of things, a new
paradigm has been introduced, i.e., cloud of Things. Cloud-based Internet of Things
or cloud of things arose as a platform for intelligent use of applications, information
in a cost-effectivemanner. Both technologies help to raise efficiency in the future. But
the integration of these two technologies is challenging and bears some key issues.
Therefore, this paper provides a brief investigation of cloud of things concept. In
this paper, we review the literature about integration, to analyze and discuss the need
behind integration in various applications. In the end, we identify some of the issues
and challenges for future work in this promising.

Keywords Cloud computing · Internet of things · Cloud of Things

1 Introduction

Today’s Internet of things (IoT) is one of the most modern IT buzzwords. The term
“Internet of Things” (IoT) was first used by Kevin Ashton, a very renowned British
technology pioneer in the year 1999. His ideology was to imagine a smart world
where we had computers around us which already knew information that we need to
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know. He showed a network-oriented structure where all the things and objects shall
be interconnected with the support of sensors.

The Internet of things is related as revolution in Internet in contrast with machine-
to-machine learning. In beginning, the first version of the Internet was built around
the concept to capture and store data created by people only [1]. As the new tech-
nologies’ evolved, the next version of Internet was developed to store data created
by smart things. IoT provides numerous Internet technologies including both wired
and wireless communication and further emerging and engaging technologies like
embedded systems andmicro-electromechanical systems. IoT adds connectivitywith
people and devices through sensors which help them in generating a free-flowing
conversation between man and machine. With the help of advanced technologies
like artificial intelligence and machine learning, all the non-living objects or things
can be converted into smart things. IoT eventually work when its multiple building
blocks simultaneously run and communicate with each other. Beside former tech-
nologies, other information systems such as smart buildings and homes, wireless
sensor networks, GPS, control systems all supported the IoT [2] (Fig. 1).

1.1 Internet of Things Approach

The primary focus of IoT approach is tomerge Internet of things, computer networks,
services and people (IoTSP), Internet of energy (IoE), and Internet of media (IoM)
in a single information technology concept [3]. Internet of things, service and people
(IoTSP) is composed of elements from both physical and as well as Internet world.
It keeps people as decision-makers who program or control the process. It includes
WSN, RFID technologies, smartphones, databases as well as traditional Internet
like Web. In IoTSP, things could be devices, formed a network and other embedded
objects that enables the exchange of data. IoE term extends the Internet of things (IoT)
to describe a more complex system to the world. It includes machine-to-machine
communication, machine-to-people (M2P), and people-to-people (P2P) interaction.

The main focus behind is the integration of IoT with the building block of digital
society as well as the digital economy. Internet of things vision revolutionized with
the conjunction of having a variety of technologies such as ubiquitous computing,
advancements in machine learning rise of wireless communication, and evolution in
real-time analytics over the time in recent years. According to IoT expertise, next
evolution toward mankind is closer to devices that are not just computers but also
appliances of varying nature. The networking giant estimates that by 2020 (2 years
from now), the world will have anywhere from 50 to 200 billion connected devices
(Fig. 2).

The Internet of things connectivity concept depicts that things and humans can
be connected at anytime with anything and anyone, splendidly using whatever path
or network and any sort of service.

The visions of Internet of things based on futuristic approach and toward its final
architecture are still divergent.
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1.2 Cloud Computing

Anetwork-based computing that helps in to store and access data or information over
the Internet. It is one of the booming technologies which provides various services
that accelerate the computer industry. The major goal of cloud computing is making
sure that users should be able to use all the computing resources in very easiest and
efficient way by keeping in mind their demand and utilization.

1.2.1 Classification of Cloud [4]

1. Public Cloud: As the name describes public cloud is basically open for all
systems and services which are and can be accessible to the public. As it delivers
a huge number of resources from numerous locations, it is considered as one of
the reliable cloud. In any worst case if a resource got failed, a new resource is
provided. It has the advantage of low cost of ownership, automated deployments,
and scalability.

2. Private Cloud: In this, system and services are accessible individually or within
an organization. No other user from outside cannot access the cloud. It offers
the greatest level of control and security and also offers greater configurability
support to any application.

3. Hybrid Cloud: The hybrid approach of public and private cloud is known as
hybrid cloud. This type of cloud is widely used by organizations. In this scenario,
the private cloud is responsible for conducting critical activities and on the other
side, public cloud helps in conducting non-critical activities. It is themost control,
flexible, and cost-effective cloud.

4. Community Cloud: This cloud permits either system or services which can be
approachable by variety of numerous organizations. It can be either maintained
or operated internally by number of organizations or with the help of third party.
On the basis of security, community cloud is much secure in contrast with public
cloud and less secure as compared to private cloud.

1.2.2 Cloud Service Models [4]

Cloud models come in three types: Software as a Service (SaaS), Infrastructure as a
Service (IaaS), and Platform as a Service (PaaS). Each of the cloud models has their
own set of benefits that could serve the needs of various businesses.

1. Infrastructure as a Service (IaaS): One of the most popular and lowest level of
cloud service. Earlier name given to it was Hardware as a Service (HaaS). HaaS
provides the customer infrastructure with virtual machines and other services.
This feature enables the advantage that rather than purchasing a particular server,
customers can purchase resources, network equipment. The main benefit here is
the independency of the user to choose CPU and memory storage depending
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upon its requirement. Microsoft Azure, Amazon EC2, IBM, and many more are
IaaS services.

2. Platform as a service (PaaS): PaaS generally provides programming platforms
toward all the developers around, where they can do all the programming tasks
such as testing, compile, execute, and control all the applications. It is considered
as one of the most flexible model that minimizes the organizational cost and
can improve the time of development. One of the main advantages of Paas is
that developers without worrying about the infrastructure can concentrate on
the development and further toward innovation. Services provided by PaaS are
Google Apps Engine (GAE), Window Azure, SalesForce.com.

3. Software as a Service (SaaS): “On-Demand Software” is the most favored
among all the former services mentioned above. This basically acts as a
distributedmodel inwhich a variety of applications can be accessed by customers
over the Internet by hosting with the help of cloud service provider (CSP). More-
over, it allows organizations to access variouswork functionalities on a small cost.
But the problem is it is totally dependent on the Internet, without the Internet,
service is not usable. According to a recent survey, 74% of the cloud workload
is Software as a Service (SaaS) workload. Google and Microsoft are the service
provider by SaaS.

2 Integration of Cloud and IoT

Both Cloud, as well as IoT, have become closely allied future Internet technologies
in which one providing the other a platform for success [1]. They work toward
increasing the efficiency of everyday tasks. As we know, technology is rising day
by day. The number of connected devices also increases. All these devices contain a
huge amount of data or information. So the data or information from these devices
needed to store on the cloud. For that purpose, a rental storage space is needed, so
that the data can be used in an efficient way. This can be done by integrating both
technologies.

2.1 Need for Integration

1. Storage resources: IoT basically integrates vast information, producing non-
structured, or semi-structured data. On the other hand, cloud is so far considered
as a much convenient and cost-effective solution to deal with data produced by
IoT [4]. Thus, the integration between cloud and IoT brings a new scenario from
which vital opportunities can arise for data processing like data aggregation,
dissemination with third parties, and integration.
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2. Computational resources: One of the prominent drawbacks is on-site data
processing of IoT devices. The collected data or information is transmitted
through the strong number of nodes present in the system. The numerous data
processing capabilities of cloud toward IoT concluded that IOT processing has
to be efficiently satisfied and prediction algorithms should be possible and
accessible at as less cost as possible.

3. Communication resources: IoT and cloud integration provide pervasive ubiq-
uitous in real-world things. The Internet, nowadays, acts as point of queasiness
for providing a variety of services as well as distribution toward big data, which
can further communicate through dedicated hardware. The major drawback is
the cost of communication that quite expensive (Fig. 3 and Table 1).

2.2 Issues in IoT and Cloud Computing Integration [1]

As we know that, IOT and cloud computing are booming technology. Their integra-
tion has a great impact on computer technology or network technology. Both tech-
nologies are responsible to maintain Quality of Services (QOS). But on the other
hand, combining two technologies brings many challenges on the basis of security.

1. Heterogeneity: A wide heterogeneity associated with devices, operating
systems, platforms, and forces in both technologies one of the big challenges
to maintain security from every aspect.

2. Performance: For transferring and collecting from IoT devices to cloud, there is
a need for high bandwidth. So the challenge is to need of adequate network with
a better performance. Moreover, their integration increases the performance and
needs of QoS at various levels.

3. Reliability: The presence of reliability in both technologies is a challenging
task. The need of transmission devices which can access the information can
communicate over the cloud network. On cloud, the need for proper storage
space and resources that are highly reliable in terms of privacy or security.

4. Big Data: Real-time data analysis and security are the major concern of big data.
As technology rises day by day, the number of devices in IoT also increases and
a survey estimated that possibly a huge estimate of 50 billion devices eventually
be networked and connected by the year 2020. Themain challenge is to store vast
amounts of data on the cloud and to extract important information and regulate
patterns from the data. Also, cloud security from various attacks, ransomware,
and to find solutions is a big challenge.

5. Resource Allocation: When several IoT devices and unexpected things come
together asking for resource, then it would be a challenging task. It would be
not easy to what kind of resource required for particular IoT. The mapping with
resource allocation depends upon the frequency, time, and amount of the sensor
or device is being used.

6. Service Discovery: On cloud, the responsibility of the cloud manager is to
provide or discover new services to the user. We know IoT is so vast that any
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object can become any part or can leave at any time. Many IoT nodes are mobile
so it would be an issue to update the service according to requirement. So there is
a need for a uniform way of service that can track the records and keep updating.

3 Related Work

Khorshed et al. (2011) has presented rule-based learningmethod tomonitor the inside
activities on cloud environment. It is been always a challenging task to monitor the
attack or malicious activities. So, for the experiment, rule-based learning method
has been proposed to identify the activities. To evaluate the result, different classifier
algorithms have been tested and concluded that C4.5 classifier rule-based technique
is much better than among others.

Patel et al. (2012) have explored the intrusion detection and prevention method
in cloud computing. They presented a taxonomy and ideal requirement to design an
IDPS. For that, they concentrated on autonomic computing, ontology, risk manage-
ment, and fuzzy theory. The main goal of the research is to establish trade off
relationship and to maximize the security of the system.

Bhattasali et al. (2013) has discussed about the security and trust issues related
to cloud of things. Their main focus on to propose a secure, light-weighted cryptog-
raphy method. For that, they started pairing of communicate among different parties.
Proposed mechanism helps in to utilize the benefits between cloud and things.

Zhou et al. (2014) have presented architecture by integrating Internet of thingswith
cloud computing. Their main objective is to accelerate the IoT application on cloud
environment. For experimental work, they proposed cloud-based Internet of things
platform. Proposed architecture accommodates the cloud models for developing,
deploying, and running the IoT applications.

Farooq et al. [5] have analyzed the security issues in Internet of things. They
focused on general IoT structure, security goals, and major challenges on each layer.
By seekingnewpossible security solutions, theypresented awell-defined architecture
for IoT. The proposed framework is responsible to communicate between several IoT
devices and provide secure services to end user.

Hodo et al. (2016) have presented threat analysis of IoT using neural network.
Their main objective is to focus on threat pattern on IoT network. For experimental
work, they used multilayer perceptron classifier algorithm for classifying the attacks.
In the end, it is concluded that proposed approach is reliable and monitor the attacks
with high accuracy.

Khan et al. (2017) have discussed about IoT security issues, challenges, and
blockchain solutions. In their work, they considered popular security issues with
IoT-layered architecture, networking protocols, communication, and management.
They concluded that blockchain plays a role of a key enabler to solve IoT challenges.

Gupta et al. (2017) have reviewed about various techniques in IoT secure trans-
mission of data. In their research, they identify the right technique for cryptography.
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For that purpose, they proposed linguistic technology, semantic reasoning systems,
and showed that it is one of the best cryptographic techniques in security purpose.

Agrawal et al. [6] have presented a lightweight approach, that detectDDOSattacks
on cloud. Proposed approach experimented on two parameter: they are the traffic flow
and the flow count. After working with number of nodes, it has been concluded that,
proposed approach was adaptive and detect attacks with high accuracy.

Aldaej et al. (2017) have proposed an intrusion prevention algorithm to enhance
the cyber security. Their main focus on to control the bandwidth attacks, which
are difficult to detect. The presence of bandwidth attacks on network decreases the
performance. The proposed approach helps in to maintain the security, integrity of
network from DDOS bandwidth attacks.

Banerjee et al. [2] have observed the problem of integrity of sharing dataset and
security. For that purpose, they proposedfirmware probing approach for detection and
self healing blockchain mechanism for prevention. For experimental research, they
work on securities of blockchain mechanisms, applications like Internet of military
things, mechanisms of IoT self-healing, approaches toward IoT security, frameworks
of Intrusion prevention system, etc.

Wang et al. [7] have discussed about new security challenge to identify algorithm
for security of cloud assistance in IoT. In order to collect, store, and access data
and for maintaining confidentiality, various methods are discussed. They focused
on communication confidentiality between inside objects and edge objects data. For
that purpose, they worked on proxy re-encryption-based mechanism, and proposed
(CIBPRE) approach abbreviated as conditional-based identity broadcast proxy re-
encryption. This approach allows user to confidentially collect and store data on
cloud and share among others efficiently.

Wazidet et al. (2018) have discussed about cloud-driven IoT-based environment to
showhow the objects can route, purify, and swapmeaningful data over the Internet. In
their work, they focused on big data-based secure authentication schemes for cloud-
driven IoT. For experimental work, they proposed method and work on physically
secure authentication schemes, cross platform authentication, and granular auditing.

Xiao et al. [8] have reviewed on machine-learning (ML) security solutions in IoT
and also investigate the IoT attack model. For that, they worked with supervised
learning, unsupervised learning, and reinforcement learning (RL). They concluded
that learning-based IoT malware detection-KNN, SVM, Q-learning are shown to be
promising protection for the IoT.

Zhou et al. [9] have presented the impacts of newly developed features involved
in security as well as privacy. They focused on the majors concerns toward security
as well as privacy impacts which can affects the confidentiality, availability of data,
and also mentioned the feasible solutions for them as well. They worked on cryp-
tography methods to Insecure Protocols, Privacy Leak, Malware propagation. For
experimental work, they have shown security of data would be possible by working
on Homomorphic Encryption, Anonymous protocol, and Dynamic Configuration.

Stergiou et al. [10] have focused on gaps based on security and privacy of big
data on cloud. They proposed an architecture which improves the security issues like
edge node limited processing capability and optimization problem. To overcome
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this issue, they used deep learning tasks, used different CNN networks, and Python.
From all aspects, they have concluded that, cloud computing offers better “green”
environment.

Vorakulpipat et al. [11] have focused on IoT security challenges and concerns. For
that, they discussed the generations of IoT and challenges related to its security. Their
main aim to work on cloud-secure-based data transmission. Tominimize the security
risks purpose, they proposed a cloud-based-centralized IoT service platforms.

Aggarwal et al. (2018) have presented lightweight intrusion detection method
to overcome intrusions. They focused on learning algorithms for monitoring the
effectiveness of network security and relatable problems existing in network security
such as access control and authentication. For experimental work, they used machine
learning concept and proposed a lightweight intrusion detection method algorithm
to overcome intrusions.

Gurulakshmi et al. (2018) analyzed and monitored IoT Bots against distributed
denial of service attacks with the help of machine learning algorithms. Major goal
of their research is toward support vector machine algorithm (SVM) to classify the
traffic and abnormal flow in the network traffic. The experimental work with SVM
and K-NN classifier in detection resulted out with commendable accuracy.

Hajimirzaei et al. (2018) recommended advanced intrusion detection system (IDS)
established on combination of learning algorithm and ant colony algorithm. In their
work, learning algorithms identified traffic packets, and training of data is done by
ABC algorithm. NSL-KDD data has been approached and fFor designing network
Cloud Sim is used.

Jia et al. (2018) have discussed impacts of newly developed features and their
relevant solutions on network security as well as privacy. They studied about the
various threats on layer of IoT that may affect on internal and external objects.
Survey conducted provides reasonable solutions toward network security.

Geetha et al. (2019) proposed a framework for smarter Internet of things
devices known as lightweight machine learning-based authentication frame-
work. Traditional-based authentication and biometric template-based authentication
approaches were introduced to probe and remove threats that affecting the reliability
and efficiency of the system. Simulation method is used and it helps to obtain result
with minimal error rate as compared to existing system.

Moon et al. (2019) have presented cloud-edge collaboration framework for IoT
data analytics. Their main focus on network dependency, privacy, and delayed
response time of IoT data on cloud. For that, they transfer data to edges but still
edges are lacking in capacity to store large amount of data. For that purpose, they
proposed a new framework structure, that consist of IoT data management module
and ML model management module for processing on cloud. It helped to generate
the model and actuator operation.

Sharma et al. (2019) presented structure that defines the reaction of attacks in terms
of security, reliability, and flexibility. For that purpose, they analyzed or monitor
the protection of leakage data, network segmentation, and communication between
various devices. For experimental purpose, they proposed Op CloudSec architecture
that maximize the identification rate of attacks.
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Bojović et al. [12] have implemented a hybrid detection method to detect denial
of service attacks. This approach has been simulated under a controlled DDoS based
experiment in the real time scenario with two major kind of attacks, i.e., Internet
Control message protocol flood attack and Transmission control protocol sync flood
attack. To evaluate the results various parameters such as detection rate, recall,
precision has been considered.

Wani et al. [13] have analyzed and detect denial of service attacks on cloud using
machine learning. To evaluate the performance, various classification algorithms
have been used by designing own cloud environment. In the experimental work,
the database generated by Snort and was classified by machine learning algorithms
support vectormachine, random forest, andNaïveBayes inweka learning tool. Result
shows that the SVM algorithm model’s has high performance.

Mani et al. (2019) have discussed about security challenges in cloud computing
networks. They discuss network security in cloud computing has always been an
issue; in their research, they focus on to fill the technological gaps and different
approaches need behind it to face the challenge.

Shafi et al. [14] have presented a blockchain preventation method from botnet
attacks in Internet of things. They proposed distributed botnet detection for IoT that
uses blockchain and software defined networking. For experimental work, minimet
emulation tool is used on different topologies. It helps to verify the flow rule and
updating of process to prevent from botnet bondage between IoT devices.

4 Current Issues and Challenges in Cloud of Things

Year Author Issue Challenges

2011 Khorsheed et al. To monitor the attacking
activities in cloud environment

To identify the appropriate
rue-based algorithm to malicious
activities

2012 Distefano et al. To monitor the resources of
cloud models

Need to deal with an ad hoc
infrastructure (56)

2012 Patel et al. To work on various ontology’s
and fuzzy theories on cloud to
maximize the security

For autonomic computing to
reduce risk and establish tradeoff
relationship

2013 Bhattasali et al. To examine the security and
trust issues in cloud computing

To propose a secure and light-
weighted cryptography method for
communication purposes

2014 Zhou et al. To accelerate the IoT
application on cloud
environment

There is a need to work on the
requirement of Internet of things
based platform for deploying and
running of IoT applications

2014 Aazam et al. Data Breaching, time framing
and uploading

Need of an efficient gateway

(continued)
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(continued)

Year Author Issue Challenges

2015 Farooq et al. To establish communication
among each layer of network

Need of secure IoT architecture
that helps in to communicate
between several IoT devices and
provide secure services to end-user

2016 Hodo et al. To focus on threat analysis of
IoT using neural network

Need for appropriate neural
classifier attacks to classifying
them

2017 Khan et al. Jamming adversaries, insecure
initialization and configuration,
buffer reservation attack, RPL
routing attack, and insecure
interfaces [1]

Measuring signal strength, change
of frequencies and locations, Split
buffer approach requiring
complete transmission of
fragments, disallowing weak
passwords

2017 Stergiou et al. For Internet of Things and
cloud to recognize the right
secure integration technique

Need to work on semantic network
process and also on lightweighted
techniques [1]

2017 Banerjee et al. Integrity of sharing dataset and
security

Need of better firmware detection
and other security-based methods
[2]

2017 Rebaah et al. Insufficient cloud storage, slow
processing speed of data, and
system security [15]

Need to connect among various
devices without human
interference

2017 Deogirikar et al. Finding the most prominent
attacks in IoT security

To handle security, need of an
efficient-based security
mechanism [16]

2018 Xiao et al. Data privacy, spoofing attacks,
intrusions, DoS attacks present
on cloud-IoT driven
environment

Learning-based IoT malware
detection-KNN, SVM, Q-learning
[8]

2018 Zhou et al. Insecure Protocols, Privacy
Leak, Malware propagation [9]

Homomorphic encryption,
anonymous protocol, dynamic
configuration

2018 Stergiou et al. Edge node limited processing
capability, optimization
problem [17]

Focus on deep learning tasks, used
different CNN networks, Phython

2018 Hajimirzaei et al. To classify normal and
abnormal packets

Need for meta-heuristic methods
to detect error rate

2018 Deng et al. Mobile intrusion detection, fault
tolerance and intrusion [18]

Need for more feature selected
lightweight intrusion detection
method

2018 Moon et al. Finding the most prominent
attacks in IoT security [19]

Need for a security mechanism
which handles maximum security

2018 Aggarwal et al. How to improve the detection
mechanism to recognize
intrusions [6]

Requirement for better lightweight
intrusion detection method

(continued)
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(continued)

Year Author Issue Challenges

2019 Bojović et al. To test DOS attacks in real
network [12]

Need for identification method to
find various DDOS attacks

2019 Wani et al. Presence of critical attacks on
network compromise the
availability [13]

Need of more feature selection
model to detect attacks

2019 Bhardwaj et al. Vulnerabilities in the cloud
infrastructure [20]

Need of an efficient DDoS
detection and defense mechanisms
on cloud platform

2019 Khan et al. Data entrust, loop hole for
misusers and to investigate both
supervised, and unsupervised
machine learning capability

Need of autoencoders to improve
accuracy of result in unsupervised
learning [21]

2019 Dutta et al. Security issue on network layer Requirement of lightweighted
cryptography method [22]

2019 Wu et al. User privacy, address attacks,
access control, secure
offloading

Partial state observation,
ML-based security, and RL-based
security methods

2019 Sahfi et al. To prevent network from bot
forces or botnet attacks [14]

Need for blockchain methodology
for different topologies

2019 Taher et al. To classify network traffic
whether it is normal or
abnormal

Need of higher capacity server
platform [23]

5 Conclusion

The concept of cloud of things which is from the combination of modern cloud
technology and IoT represents a big leap ahead in the future Internet. The IoT is
becoming an increasingly ubiquitous computing service that requires huge volumes
of data storage and processing capabilities. It also has limited capabilities in terms of
processing power and storage, also some issues such as security, integrity, privacy,
performance, and reliability. As such, integration of cloud and IoT is beneficial to
overcome these challenges. This paper demonstrates the need for a cloud-based IoT
paradigm and also focused on different application scenarios, challenges, and open
research directions that require more attention in the future.
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Fig. 1 Basic phenomenon of Internet of things

Fig. 2 Connectivity of IoT

Fig. 3 General architecture of cloud-based IoT



Cloud of Things: A Systematic Review on Issues and Challenges … 585

Table 1 Complementary
aspects of cloud and IoT

IoT Cloud

Displacement Pervasive Centralized

Reachability Limited Ubiquitous

Component Real world things Virtual resources

Computational
capabilities

Limited Virtually unlimited

Storage Limited Virtually unlimited
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Data Augmentation Using GAN
for Parkinson’s Disease Prediction

Sukhpal Kaur, Himanshu Aggarwal, and Rinkle Rani

Abstract The disease of Parkinson is a gradual neurodegenerative disorder affecting
approximately one million U.S. citizens with nearly sixty thousand new annual clin-
ical health diagnoses [1]. Analysis of voice samples was used to detect Parkinson’s
disease early (PD) as an efficient tool. The use of deep learning is dependent on
the number of samples marked out, which limits the use of deep learning in the
smaller sample environment. In this paper, we suggest an approach based on a GAN
combined with a deep neural network (DNN). The initial samples were first divided
into training and a test range. The GAN learned to generate synthetic sample data to
expand the dataset. Last, the synthetic samples are prepared for the DNN classifier.
Finally, the classifier testing conducted with the test set, and the indicators confirmed
the efficacy of the small sample classificationmethod. Experimental tests have shown
greater precision than conventional approaches in the proposed plan. While the clas-
sification process appeared to be improved by traditional data increase, an increase
of 11:68% was achieved by incorporating GAN-based additions. Moreover, even
higher efficiencies can be obtained by combining conventional with GAN-based
augmentation schemes.
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1 Introduction

Doctor James Parkinson coined Parkinson’s disease as “Shaking paralysis” [1] for
the very first time in 1817. This is the other common psychiatric disorder in older
people, Alzheimer’s, [2, 3]. PD is a sort of underlying condition that affects a part
of the brain over the years. It induces various symptoms and signs. All symptoms
and symbols can be divided into two major groups from a single viewpoint, namely
motor andnon-engine.Motor symptoms include neurosymptoms and cognitive disor-
ders, problems with sleep, emotions, and autonomic neuropathy (dysautonomia) [4],
which affect movement, musculature, and non-motor symptoms. PODs can be seen
among several other signs as early as five years before diagnosis [4] by speech disor-
ders. Investigations show that about 90% of PWPs, in particular speech disability [5,
6], have motor problems. Research indicates that vocal impairment of Parkinson’s
can be characterized by decreased vocal tract volume and language ability, consid-
erably narrowing the pitch range, long pauses, smaller pitch changes, voice strength,
and articulation rate. Most researchers, therefore, find automated acoustic analysis a
usefulmethod for the non-invasivemeasurement of PD. Since small datasets typically
do not provide enough representative training samples, which could result in overfit-
ting the model, data increase was required to apply deep-seated learning techniques
to small training dataset applications. Traditional growth strategies, especially for
tasks, are severely restricted where the dataset follows strict standards, as is the case
speech samples. Data augmentation using GAN-generated samples has been shown
to provide performance improvement for supervised learning tasks. In this paper,
we proposed a method of GAN data augmentation for voice classification that uses
the prediction uncertainty of the classifier network to determine the optimal GAN
samples to augment the training set. The methodology in this paper is an attempt to
turn the classical method of statistical learning based on original samples into a deep
learning system focused on data enhancement.

2 Proposed Methodology

The data was taken from the UCI machine learning repository [7], a voice study of
patients who are stable and Parkinson’s diseases. The initial speech samples were
divided into an activity set and a test set—the software package for GAN prepara-
tion and modification of its hyper-parameters. The trained GAN generator produces
synthetic samples and filters these samples by using the discriminator. The synthetic
samples were used for the DNN classifier preparation and tested the DNN classifier
with the test collection.
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2.1 Generative Adversarial Network

A GAN consists of two artificial neural networks (ANNs), the generator, and the
discriminator, which compete against each other. Firstly, new data are created, and
secondly, validity is evaluated. It is the discriminator who assesses the quality of the
generator data. As existing feature samples, it collects either from the original dataset
or from the generator. It tries to forecast the example source [8]. The pseudo-code
of generator and discriminator training described in Algorithm 1 and 2.

2.1.1 Generative Network

We can define the generative network as a function G: (Z) → X, which has as input
data z e Z and outputs classifier label x e X. The generative network G is a CNN,
which takes as input noise and classifier label and outputs the value of the time series
for the given time stamp. This transformation is gone through four convolutional
transposes (or deconvolution) layers with ReLUs as an activation function and batch
normalization at each layer except for the last one. The generative network adjusts
its parameter to minimize log(1−D(G(z/t))), where z e Z is the noise vector [9–11].

2.1.2 Discriminative Network

The discriminative network implements a function:D: (X, T ) →[0; 1]. This network
takes as input real data x e X or generated data g e G and gives as output a
binary value, deciding whether the data is real or generated. It is composed of two
layers of convolution, each followed by a max-pooling layer. In the end, there is a
fully connected layer. The discriminative network adjusts its parameter to maximize
log(D(x/t)), where x is the time series vector. Leaky ReLU, Adam optimizer, and the
use of dropouts selected for this kind of problem are the norm. The input is not an
image, so there are no overall layers [11, 12, 16].
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Binary cross-entropy losses because the output of a model that has a probability
between 0 and 1 is best measured [10, 11]. We checked six different layer and nodal
configurations, with all the findings included in the following pages.We evaluated six
different configurations.We use a basic network setup in this experiment deliberately
to focus on the fundamental proposal to construct synthetic numerical databases. Our
neural network consists of 16 inputs in each of the three veiled layers, 10, 20, 10
neurons, and 10 neurons. For 100 and 200 iteration sessions, the network was further
trained [12].

2.1.3 Classifier

We use the DNN classifier for both experimental fields to test the results of synthetic
training data. The proposed solution is based on a back propagnetization algorithm,
three hidden layers with a transfer feature called ReLU, and one with a sigmoid
output layer transmission function tangent. Theweights and preconditions are chosen
randomly initially. TheDNNclassification is built in PythonwithTheanoKeras’ deep
learning library. The first hidden layer has 15 neurons, the second hidden layer has
13 neurons, and the third hidden layer has 12 neurons, for the optimum value to be
reached. Two neurons are used in the output layer, one for people with Parkinson’s
disease and one for healthy individuals. Algorithm 3 describes the training method
for deep learning classifier. The preparation of the classifier was carried out at the
Keras deep learning library after a generation of synthetic samples. Input parameters
for the approach that three hidden layers were employed in synthetic voice samples
and labeled training data, and the classification model is the output of the proposed
method [13–15].
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3 Result and Discussion

The Python 2.7.0 programming was performed on one workstation with a micro-
processor of the Intel® CoreTM i5-6700 K and 6 GB RAM in all. The analyses
were carried out by 196 voice samples of 31 people 23 of whom were affected [16].
The collection of voices was obtained from the Irvin College of California machine
learning repository (UCI) [24]. All column of the dataset describes a specific voice
estimate for persons and every column of 195 voices registered by those individuals.
The only goal of the dataset is to distinguish patients with PD from healthy people
based on the default setting level, where 0 is spoken to healthy people, and one speaks
to patients with Parkinson’s disease. Each of these data is divided into two sub-sets,
one for GAN preparation and one for testing (30%). Table 1 includes a description
of the datasets.

In both experiments, we generate synthetic data with a similar general GAN
architecture. The following parameters are found in GAN architecture: leaky ReLU
[17] as a negative tipping feature 0.2, lot size = five, study rates = 0.001, the Adam
optimizer [18]. We tried six specific installations, different in the number of layers
and the number of nodes in each section, to decide the exhibition of the model
whose output is likely to range from 0 to 1. We have tried six specific settings that
differ between layers and nodes in each section, and every one of the outcomes
remembered for the accompanying areas. In this trial, we purposefully utilize a
basic system and design [19], to concentrate on the essential proposition of creating

Table 1 Description of dataset used

Description Total voice
samples

Parkinson’s
disease patients

Healthy
individuals

Sex (male/female)

Total subjects 196 23 8 44/31 (F) 56/54 (M)
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manufactured statistical databases—the condition after that preparing ended.The loss
of discrimination requires a loss of 0, so that, combined, actual, and synthetic data can
not be remembered. The PD subset had similarmisfortune bends in preparation.After
the synthetic PD case voice tests have been developed, these samples are utilized for
training the DNN classifier. The DNN classifier, at that point, approved with the
voice tests of the PD test set. After a progression of examinations on the DNN,
the hyper-parameters of the DNN classifier resolved [20–22]. The element of the
classifier’s information is 22, which is equivalent to the number of PD voice samples.
The classification scheme had three hidden layers, each of which had 32 RLUs; the
softmax function was [23] used as the output, and the cross-entropy [24, 25] was
used as losses. Initially, a deep neural system design [26, 27], which is equipped
to accomplish an excellent exhibition on characterizing the two classes (e.g., PD,
NC), is chosen. This network educated conventional amplification techniques [28]
on the previously cited dataset with (II) and without (I). Sometime later, artificial
samples of the training data are introduced to form a composite dataset, again used for
classification training. The examination aims to demonstrate that the model prepared
with data augmentation using GANs (III) beats the one without (I) (Fig. 1).

Besides, the use ofGANs (III) compareswith conventional techniques of augmen-
tation (II), while also investigating the results of both forms of extensions (IV). We
first found the precision, and reminder is prepared with one fitted on synthetic data
by a DNN Classifier on the original data. Shortly, after, synthetic data is applied
to the workout data, forming a composite dataset which again uses the use of the
conventional enhancement to prepare a specific system with (IV) and without (III).

Fig. 1 Deep learning model accuracy with and without data augmentation
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We used an alternative number of synthetic samples for the DNN classifier’s training
to evaluate the influence of the synthetic training sample size on the performance
of the DNN classifier. We then tested the three-precision markers, the F-measure,
and the G-mean, with real examples. Of the 20 synthetic samples per class, over 20
synthetic samples will be used to train a DNN classifier after each interval. Over 100
synthetic samples are generated each time to prepare the DNN classification, taking
over 100 synthetic training samples. The accuracy, F-measure, and G-mean modi-
fications are shown in Fig. 2. By expanding the sample size of synthetic training,
precision has grown continuously. The accuracy reached 51.61% with 100 synthetic
training samples. The skill becomes more impressive when the sample size of the
synthetic training became 1000 (64.52%) when the sample size of the synthetic
training arrived in 2000, and the accuracy is 67.74%. However, the expansion of
the synthetic sample size did not progress, and efficiency continued to fluctuate by
about 67%. The precision was at approximately 70% when the synthetic sample
size exceeded 4000. Further, the F-measure’s propensity is fundamentally consistent
with that of accuracy if the synthetic training sample size has increased, showing that
the accuracy of the real samples from each class can be predicted with the general
situation.

Working with entirely numeric models enable the GAN to create discrete
outcomes. They are likewise quicker to compute and prepare when contrasted with
image datasets (Table 2).

Fig. 2 Performance of DNN classifier over different training synthetic and original voice samples
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Table 2 Comparison of the proposed approach with and without data augmentation

Methodology Accuracy (%) Specificity (%) Sensitivity (%)

DNN with data augmentation 88 87.14 87.92

DNN without data augmentation 84.67 83.76 84.13

We are astounded to see that sometimes, the classifier prepared on the synthetic
data accomplished preferred outcomes over the one trained in the original data, which
proposes that creating synthetic data utilizing GANs can be a decent way to deal
with over-fitting. Second, we looked at the classifier’s exhibition on an imbalanced
dataset that was enlarged by the GAN. In this experiment, the GAN improved the
outcomes when contrasted and the first, imbalanced informational index. The deep
CNN model utilizing synthetic samples allow the CNN order framework to acquire
up to 3% higher accuracy than grouping results using original images. In any case,
higher efficiency obtained with more synthetic images.

4 Conclusions and Future Work

In this project, we proposed the use of a GAN to create a synthesis data package for
the numerical dataset, to produce a classifier using the hybrid dataset. The classifica-
tion training using synthetic and original data demonstrated superior precision and
consistency to prepare the initial data collection. In a state of conflict, superior to the
original data, the GAN synthetic data was done. In this paper, only because of the
helpfulness and viability of the GAN for the Parkinson sickness scheme. With the
assistance ofGANs, the deep learningmodel performs better in terms of classification
accuracy.
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Effective Analysis of Tweets Using
Hadoop Ecosystem
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Abstract Twitter has gained enough popularity nowadays and collecting people’s
emotion, opinion, suggestion, feeling, knowledge and current market trends in the
form of post on day-by-day basis from different countries, in multiple formats and
languages; it is an absolute formof unstructured, rapidly growingmillion dollarworth
data that is difficult to manage and process. This kind of data is mainly referred to
as big data. The Hadoop ecosystem evolved around this problem space and offered
effective management of this kind of data starting from capturing through processing
till workflow management. This research is mainly aimed to provide an effective
well-scalable framework to collect, process and analyze tweets using the Hadoop
ecosystem. Here, Apache Flume is used to capture and store data in HDFS, Apache
Pig and Apache Hive are used for data processing and analysis, and Apache Oozie is
used forworkflowmanagement and task scheduling. This research also did the perfor-
mance benchmarking over Hive and Pig on these data to find the recent trends, top
influencers and top posts in various data categories. Experimental research concluded
that Apache Pig outperformed over Apache Hive in terms of processing time while
analytics results were same.
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1 Introduction

With growing popularity on online portals in our life, the data generation velocity
is also increasing rapidly [1]. People are more comfortable in accessing information
about their area of interest in their preferred language and format of data on Internets
that promotes the data creation and translation in different languages and converts in
various multimedia formats for better consumption of the knowledge inside the data.
It is going really well for the person to grasp this knowledge, but the challenge behind
manual data grasping is the scope limitation, it could not be scaled well, and at the
same time it is a costly operation too. So, lots of analytics algorithms [2] came into the
picture to collect, process and analyze these data in terms of grasping the knowledge
inside the data and report us in a specified form. It contributed significantly well, but
rapidly growing data in various forms became challenging to handle and consume
these data effectively [3].

On the other side, socialmedia has gained different labels of popularity, and people
are crazy about sharing and accessing the information on these portals. Every day
something is trolling and trending on social media portals, and people are giving their
reactions in their own style even in their own format; someone is sharing video so
someone is sharing song, someone sharing screenshot so someone will come up with
a URL, but the most important thing is that all these data contain business-critical
information [4]. Sentiments about a product, company, person, country, religion,
everything matter in the field of analytics. Similarly, people surf the e-commerce
portals [5], search various products, read these reviews, add it in a wishlist, compare
various products on same portals and sometimes on different portals as well, then buy
a few of them and share their feedback, raising complaints and getting an exchange,
etc. This process is going forever and gaining popularity like anything; this kind
of information along with its associated metadata is worth millions in the business
world. This kind of data is not available in a structured format, sometimes they are
semi-structured, and sometimes it is unstructured as well.

So, processing and consuming this kind of data in real time is the demand of the
industry but it is a tedious job to collect, store and process this elephant size of data.
This kind of data is referred to as big data, and Hadoop came to rescue us in dealing
with it [6]. Hadoop itself is a distributed file system (HDFS) and a programming
paradigm (MapReduce), but it is guided and surrounded by multiple tools or data
handling mechanisms. This entire set of things is known as the Hadoop ecosystem.
Every component in this ecosystem is very crucial in processing huge volumes of
data and plays a different role in the ecosystem. Hadoop ecosystem is very reliable,
scalable and configurable in nature, and it could be built with commodity hardware
without any additional/special hardware requirements. It is horizontally scalable in
zero downtime and performs stably till the petabytes of data; all these advantages
are making it so popular in data handling and analytics field and lure the researchers
to further research on these topics [7].

This research is mainly aimed to collect, store and analyze real-time tweets in
the Hadoop ecosystem in a time-effective manner and to produce an effective and
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scalable framework to deal tweets in further research. This research is also intended
to do the benchmarking on Apache Hive [8] and Apache Pig [9].

2 Background

Tweet’s collection [10] and distribution on Hadoop and its analysis approaches have
been tried in the pastwith different use cases, and this literature is helpful in designing
the proposed framework. Here in this section, wewill specially focus on the literature
of fetching tweet streams [7], data distribution on Hadoop, using Apache Flume [11]
and Apache Kafka [12] in sinking data in HDFS, Apache Pig and Apache Hive for
data analytics tasks done so far. Here, we would cover the literature of current trend
analysis [7], finding influencers [13] and top posts on specific areas as well.

2.1 Tweet Collection

Social media analytics, especially on Twitter data, have gained popularity in the
research world as well as brought the impact in the industries as well. In this Internet
era, data are growing like anything especially on social media platforms, Twitter is
one of biggest players of this category, and Twitter posts comprise opinions, feelings,
sentiments, reviews, trends, users liking and disliking information, etc. [14]. So, these
posts are important to collect and filter the useful information, so for that purpose
Twitter has launched its application programming interface to provide data based
on given keywords for specific timeline, language with many more filtering criteria
along with streaming, and archive data collection mode; these APIs are available in
both free and paid modes as per the use case [10]. These APIs have some limitations
on the number of tweets per hits, number of hits per minute, number of hits per
second as well; these limitations vary on different APIs. These APIs are implemented
in different languages as modules for effective use like Tweepy and Twitter4j are
implemented for Python and Java, respectively [6]. Sheela [15] and Kumar et al. [16]
used Twitter REST API to gather real-time tweets; similarly, Ha et al. [17] used it to
acquire historical data from Twitter.

2.2 Tweet Distribution on Hadoop

Storing this huge amount of data and finding insights from data is difficult; thus,
Hadoop became handy in this kind of processing [11]. To handle the continuous high
velocity of tweets, we need efficient tools for real-time streaming, and Apache Flume
is very popular for sinking these posts on Hadoop [8]; below are a few examples of
these implementations. Jain et al. [18] and Barskar et al. [9] used Apache Flume to
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stream data and to process it using Pig; Kumar et al. [16] have used it for collecting
large set of Twitter data and its storage on Hadoop and further performing sentiment
analysis of these data; similarly, Nadagoud et al. [5] used Apache Flume to collect
Twitter data and processing it with ApacheHive to identify the popularity of Flipkart.

2.3 Social Media Analytics Using Hadoop Ecosystem

Social media analytics are nowadays becoming crucial to know the opinions of the
user, so a lot of research has been carried out for the same purpose; Chauhan et al.
[6], Shang et al. [14], Ennaji et al. [19] and Mullick et al. [20] have used tweets to
identify the opinion by using big data technologies. Khade [21] predicted customer
behavior using the MapReduce programming model. Cossu et al. [13] detected the
real-life influence of people based on their Twitter account. Sheela [15], Kumar et al.
[16] and Selvan et al. [22] performed sentiment analysis on Twitter data using Twitter
data and for the storage of Twitter data on Hadoop distributed file system. Verma
et al. [23] proposed a recommendation system summarizing user reviews, comments,
feedback on various topics using the Hadoop framework.

3 Proposed Method

The proposed framework operates on Hadoop ecosystem to effectively draw the
analysis on Twitter like complex semi-structured huge amounts of data that is nearly
impossible to execute on traditional processing methods [24]. The proposed frame-
work could be explained better in the form of organizing different tools of the
Hadoop ecosystem to perform the desired tasks with the help of few config files
and scripts to perform specific functions. This framework utilizes Apache Flume
to capture/aggregate real-time streamed tweets and distribute it on HDFS with or
without using Apache Kafka as per the use case and data volume. Apache Hive and
Apache Pig would preprocess and analyze these real-time streamed semi-structured
tweets [25]. Apache Oozie could be utilized for scheduling these tasks to run on any
specified time or condition. This framework is robust, fault-tolerant and horizontally
scalable to bear with a high velocity of data.

A well-organized illustration is given (see Fig. 1) for the architectural overview
of the proposed framework.

Above-mentioned blocks of the proposed framework are described well in below
sections.
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Fig. 1 Proposed framework to capture and analyze tweets with scheduling capabilities

3.1 Twitter API

Twitter requires a Twitter application along with its generated consumer key,
consumer secret, access token and access token secret in order to fetch the tweets.
This application could be generated freely on https://apps.twitter.com/, and there
are many tutorials and blogs available to assist in creating Twitter applications and
generating required keys. Twitter has restricted the streaming APIs in fetching tweets
by limiting the number of tweets in a given time frame.

3.2 Tweet Collector

Tweet Collector is a module/script that is utilizing Twitter streaming API to collect
tweets matching certain trends or keywords. The most popular modules are Twitter4j
for Java users and Tweepy for Python users to stream tweets, they require the
Consumer key, Consumer secret, Access token, and Access token secret to interact
with Twitter API and fetch the tweets matching certain trends or keywords in JSON
data. These tweets could be limited by countries and languages as well.

https://apps.twitter.com/
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3.3 Apache Kafka

Apache Kafka is a queue and distributed publish–subscribe messaging system for
handling high volume message passing from one endpoint to another. Kafka stores
the messages in logical boundaries called as Topic, and Kafka is simply a collection
of topics split into one ormore partitions and provides both pub–sub and queue-based
messaging system in a fast, reliable, stable, persisted, fault tolerance and zero down-
time manner [26]. It is capable to deal with high throughput sources like streaming,
log aggregators, etc., and persist the messages on the disk in distributed, partitioned
and replicated manner within the cluster to ensure zero data loss. It is easily scalable
without any downtime.

In this framework, we are utilizing Apache Kafka as a channel in Flume to sink
streamed tweets into HDFS.

3.4 Apache Flume

Apache Flume is a highly reliable, distributed, fault-tolerant, horizontally scalable,
manageable and configurable service or data ingestion mechanism for collecting
aggregating and transporting large amounts of streaming data such as social media
data streams, event log, etc., from various sources at very high speed that is difficult
to manage on traditional way to a centralized data store as HDFS, HBase, etc., on
run time and provides a steady flow of data between them.

In this framework, it rescues us in storing the stream tweets collected from Tweet
Collector in JSON format on HDFS. It is configured with two channels: One is
Memory Channel for normal traffic of the data, and another one is Kafka Channel
for high through systems. Any of them could be utilized as per the use case.

3.5 Hadoop Distributed File System (HDFS)

With growing data velocity, the data size easily outgrows the storage limit of a
machine so HDFS came into the pictures to store the data across a network of
machines. It is the most reliable file system with a unique design to provide storage
for extremely large files (up to petabytes of data) by using commodity hardware
with streaming data access patterns (write-once and read-many-times). Machines in
the HDFS work in master–slave mode and monitor health using heartbeat signals.
It stores data in a distributed manner with multiple replications to provide high
availability and fault tolerance [21].

In this framework,HDFS is used to store the streamof tweets for analysis purposes
and to maintain its high availability for future use.
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3.6 Apache Hive

Apache Hive is an open-source, fast, reliable and scalable data warehouse system
built on top of Hadoop used for querying, analyzing and stigmatization of structured
and semi-structured large data sets stored in Hadoop files in a much easier manner
by using SQL-like language called HiveQL (HQL) which automatically translates
SQL-like queries into MapReduce jobs. It also provides file access on various data
stores like HDFS and HBase, its tables are defined directly in the HDFS, and it can
be portioned and bucketed to improve performance. Hive supports external tables
too which make it possible to process data without actually storing in HDFS.

In this framework, semi-structured Twitter data are preprocessed (convert nested
JSON data into a structured form that is suitable for analysis), analyzed and
summarized by Hive.

3.7 Apache Pig

Apache Pig is an abstraction over MapReduce, used to analyze large sets of data
representing them as data flows by using a high-level procedural language called Pig
Latinwhich is enrichedwith various in-built operators like joins, filters, ordering, etc.,
in addition to support of various nested data types like tuples, bags and maps. These
operators, data types and functions enable extensibility and help to perform any kind
of data manipulation operations easily and effectively as compared to MapReduce.
Overall, it provides ease of programming and flexibility for user-defined functions in
other languages and uses it in Pig Script; all these Pig Scripts are internally converted
to MapReduce jobs to perform operations.

In this framework, Twitter data are preprocessed, analyzed and summarized by
Pig.

3.8 Apache Oozie

Apache Oozie is an open-source scheduler to manage and execute Hadoop jobs
on specified schedules in a distributed environment. It allows combining multiple
complex jobs to be run in a sequential and parallel order to achieve a bigger task in a
well-planned manner. Oozie is managing and triggering the workflow actions which
are using the Hadoop execution engine behind to actually execute the task. Oozie
is tightly integrated within Hadoop stack and supporting all kinds of Hadoop jobs
including Pig, Hive, Sqoop, Java, Shell scripts, and it is also leveraging the existing
Hadoop machinery for load balancing, fail-over, etc., to effectively manage the jobs.
Oozie detects and notifies the completion of tasks through callback and polling.
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Here in this framework, Apache Oozie is responsible for managing and executing
the Oozie Coordinator Jobs to run the analysis block on Apache Pig and Apache
Hive on defined intervals.

4 Results and Discussion

This section is providing the experimental parts of the above-mentioned frame-
work, and this includes the system configurations, data collections and usages of
the framework for multiple use cases.

4.1 Experimental Setting

This sectionwill provide detailed information about the data collection strategy along
with the system configuration to set up this framework.

System Configuration. This research is part of an educational program so a variety
of systems were utilized in the collection, storage and processing of the framework
but all the benchmarking and result calculation were done on an 8 GB RAM, i5
ProcessorUbuntu 14.04 operating system laptop.Hadoop 2.6.5 is installed in pseudo-
distributedmode, andon topof thatApacheFlume1.6.0,ApacheKafka2.2.0,Apache
Hive 1.2.3 and Apache Pig 0.16.0 were also installed.

Data Set. This research is done on the reactions of Twitter users on the Citizenship
Amendment Act implementation in India. Tweet collection is based on English texts
from India only, so the topics, hashtags, events were considered accordingly, and
we retrieved approximately 1 million posts for the duration of 11 days from January
1, 2020, to January 11, 2020. Tweet collection was done through Flume using the
Tweepy library of Python, and data were sunk directly in HDFS.

4.2 Use Cases of the Framework

There are many use cases for our proposed framework where it boosts the perfor-
mance and eases the implementation to store and process huge amount of data in
relatively less time; below are few use cases implemented on this framework for
performance evaluation.

Finding Current Trends on Twitter Data. The trend is a topic or subject of the
posts on social media for a particular duration of time; finding such trends requires
the processing of the tweets collected over the needed duration. Here in this research,
we are considering hashtags of the posts to find the trends. Trends popularity could
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be examined by many parameters including the number of posts having particular
hashtag (nPH) and the number of users involved in sharing the posts of particular
hashtag (nUH). In this research, identify the trend score (tScore) calculated with
Eq. (1)

t Score = nUH × √
nPH ÷ nUH (1)

This research demonstrated the impact of these trends as a word cloud in Fig. 2,
and its top 10 trends during the period of research are given in Table 1 along with
their tScore. Apart from that, 5 most popular trends with polarity in context were
examined for time series analysis on a daily basis, and it is represented in Fig. 3.

Finding Top Posts on Specific Area. The popularity of the post could be exam-
ined by multiple parameters including the number of favorites (nF), number of re-
tweets (nRT), number of quoted-tweets (nQT), number of replies (nR), number of
the users (nU) interacted with that post, etc. These parameters are combined in some
form/formula to calculate and identify the top posts. In this research, post score
(pScore) is being calculated with Eq. (2)

pScore = log10(nU × (2 × nR + 1.5 × nQT + 1 × nRT + 0.5 × nF) + 1) (2)

Top 5 posts during the period of research are given in Table 2 along with their

Fig. 2 Trends representation as a word cloud

Table 1 Top trends and their scores

S. No. Trend (Hashtag) tScore S. No. Trend (Hashtag) tScore

1 CAA 82,771 6 CAA_NRC_Protests 18,535

2 IndiaSupportsCAA 31,596 7 CAAProtests 17,379

3 NRC 22,322 8 CAA_NRC_Protest 13,833

4 CAA_NRC 21,403 9 ShaheenBagh 12,320

5 CAA_NRC_NPR 19,725 10 CAA_NRCProtests 12,166
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Fig. 3 Time series analysis of trends

Table 2 Top posts and their scores and metadata

S. No. Post (Tweet ID) pScore Post (Tweet ID)

1 1213850414258380807 9.78 https://t.co/9gzUAVyM8P RahulGandhi

2 1213057807500529671 9.72 https://t.co/6qD1l50WpS AmitShah

3 1212663026270138368 9.50 https://t.co/dAoeJ2pftN PMOIndia

4 1213759380505554944 9.43 https://t.co/tjVkZyXRU8 ArvindKejriwal

5 1213836142828646401 9.37 https://t.co/1uYRhRq6J7 ArvindKejriwal

pScore; apart from that, this research also highlighted themost commonly usedwords
of these posts as a word cloud in Fig. 4.

Finding Top Influencers on Specific Area. An influencer is the user who is being
followed by many people, and their ports are being favorite, re-tweeted, quoted-
tweeted and replied and viewed by lots of people. In short, those are the people
influencing the domain by their activity on social media. Influencing score (iScore)

Fig. 4 Most popular word representation as a word cloud

https://t.co/9gzUAVyM8P
https://t.co/6qD1l50WpS
https://t.co/dAoeJ2pftN
https://t.co/tjVkZyXRU8
https://t.co/1uYRhRq6J7
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Fig. 5 Influencer’s representation as a word cloud

Table 3 Top influencers and their scores

S. No. Influencer (ScreenName) iScore S. No. Influencer (ScreenName) iScore

1 narendramodi 179,910 6 ArvindKejriwal 84,064

2 PMOIndia 103,909 7 ndtv 74,069

3 AmitShah 95,940 8 RahulGandhi 68,294

4 BJP4India 94,184 9 ImranKhanPTI 63,361

5 BBCBreaking 91,634 10 chetan_bhagat 61,711

of a user could be calculated by various parameters including the number of posts
(nP), number of followers (nFl), number of friends (nFr), average post score (apScore)
on their posts, etc. In this research, the influence score of a user is calculated with
Eq. (3)

i Score =
√(

log1000((nFl + 1) ÷ (nFr + 1)) + 1
) × nFl

× apScore × log10(nP + 10) (3)

This research demonstrated the impact of influencers as a word cloud in Fig. 5,
and the top 10 influencers participated in this discussion during the period of research
are given in Table 3 along with their iScore.

4.3 Performance Evaluation on the Basis of Execution Time

Wehave usedPigLatin andHiveQL languages to process real-time tweets, depending
upon the type of data and use case, developers could choose either to use the
Apache Pig or Apache Hive for the analytics purpose. Apache Pig is mainly used
by researchers and programmers, whereas Apache Hive is more popular on Extract-
Transform-Load (ETL) operations and mainly used by data analysts. In Hive, we
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Table 4 Execution time of Apache Pig and Apache Hive

No. of tweets Task name Execution time of Apache
Hive (in sec)

Execution time of Apache Pig
(in sec)

5000 Top influencers 158.20 117.65

5000 Top posts 147.53 104.37

5000 Current trends 140.28 87.34

50,000 Top influencers 507.03 423.73

50,000 Top posts 469.92 396.87

50,000 Current trends 434.63 245.97

Fig. 6 Execution time ofApacheHive andApache Pig on different use cases; a is the representation
of 5000 tweets, and b is the representation of 50,000 tweets

need to define the table beforehand and store schema details whereas in Pig there is
no dedicated metadata database and schemas.

In this research, we used Apache Hive andApache Pig; both of them as Tweets are
stored in a semi-structured format and performed their benchmarking [26] as well on
a batch size of 5000 and 50,000 tweets of the corpus. While the analytics result was
same for both of them but the execution of Apache Pig was faster than Apache Hive
because the architectural design of Apache Pig supports nested data structures and
provides high-level operators for processing semi-structured data, execution times
for both of them are given in Table 4 against all three use cases.

In our benchmarking, Apache Pig outperformed the Apache Hive and performed
the task in 83.57% on finding top influencers, in 84.45% on finding top posts and in
56.59% on finding current trends. Figure 6 illustrates the benchmarking in 5000 and
50,000 tweets of the politics category.

5 Conclusion

Social media interactions are now a very basic form of communication, expressions
of thoughts and putting opinions on approximately all the subjects of our life. Twitter
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data, e-commerce data, etc., have an extensive dependency on business and politics
decisions. In these terms, social media analytics became so popular to collect senti-
ment analysis, user opinion, etc., but its dependency on efficient mechanism and
framework to collect, store and process is inevitable due to the generation of an
abundant amount of data on daily basis which makes the mechanism of processing
and analyzing of these huge data a supercritical challenge. In recent years, Hadoop
proved to be a reliable, scalable, fault-tolerant system to process and manage huge
amounts of data. So, this research proposed an efficient framework on the Hadoop
ecosystem by integrating Apache Flume, Kafka, Pig, Hive and Oozie to handle the
social media data velocity for storage and analytics purposes. Here, Pig Latin and
HiveQL came to rescue us to deal with complex MapReduce programs, Apache
Flume to smoothen the collection and sinking process and Apache Oozie to manage
workflows. This framework was tested on three use cases finding current trends, top
influencers and top posts on Twitter data with analytics using Apache Pig and Hive.
This research also did benchmarking of execution time for Apache Pig and Apache
Hive on 5000 and 5000 batch sizes of tweets, and results concluded that Apache Pig
is approximately 20% faster as compared to Apache Hive in executing the mentioned
use cases.

6 Future Work

This research is mainly focused on the collection of tweet stream and its distribution
on Hadoop with a simple analytics demonstration. This framework could be used
to find further analytics on Twitter data, including the determining of new features,
sentiment analysis [15], user behavior analysis [20] and so on. Apart from that, this
framework could extend the modern analytics tool like Apache Storm and Apache
Spark for the analytics process and could include Apache ZooKeeper for coordina-
tion and synchronization of various components of the Hadoop ecosystem in this
framework.
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and Human Rights Violations in UK’s
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of the Brexit Referendum
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Abstract Following the testimonies of Shaimaire Sanni about the negative wanton
use of artificial intelligence (AI) politicking approaches by the Vote-leave group
during the 2016 Brexit referendum, the decision by Great Britain (GB) to leave the
European Union (EU) had stirred up heated controversies about what would have
really been the outcome of the Brexit deal if the Vote-leave group had not cheated
with AI politicking systems. Hence, the act of cheating via this platform and the
violation of Brexit spending regulations, human rights activists (HRA) like Sanni and
Wylie believed, delegitimize the results of the votes obtained for Brexit and for UK’s
institutions of democracy. Others argue that the allegations raised against the Brexit
referendum process justify the agitations for a second Brexit referendum by a section
of UK citizens. The Marxian alienation theory and Derrida’s critical and analytical
method for evaluating qualitative data and arguments gathered on the subject matter
of the paper were adopted, with the view to ascertaining the degree of AI politicking
approaches that altered the results ofUK’sBrexit referendum.Marilyn’s ex-post facto
research method was also utilized for interrogating the integrity of UK’s democracy
in the light of the allegations raised against it. The study observed that most of the
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allegations raised against UK’s Brexit referendum process had merits to their claims,
thus justifying their request for a fresh referendum. A positive implementation of AI
politicking methods from ethical perspectives was recommended against the current
reckless methods adopted by political campaigners.

Keywords Artificial intelligence politicking · AI ad campaigns · Brexit
referendum · European Union · Great Britain · Human rights violations · Human
rights activists · UK’s democracy

1 Introduction

Following the testimony of Christopher Wylie, the Cambridge Analytica (CA)
whistle-blower, who allegedly exposed the reckless degree of cheating believed to
have taken place during the 2016 US presidential elections when Donald Trump’s
campaign team hired the service of CA, an AI ad firm commercialized and used its
advanced AI technology to manipulate the votes of the US electorates, in the favour
of their candidate and the Republican Party. Since then, there have been a series of
controversies over the reliability and integrity of the election results collated from the
2016US presidential election. In view of this, scholars like [1–4] have questioned the
sanctity and credibility of future US election. By extrapolation, it also raises issues
about the legitimacy of Donald Trump’s Presidency in the White House.

In the same vein, the testimony of Shahmir Sanni, the Brexit whistle-blower
who brought to light the alleged cases of the violation ranging from the breach
of certain electoral spending regulations, to the violation of certain privacy and
fundamental human rights of UK citizens, which was allegedly believed, interfered
with the eventual results obtained during the 2016 Brexit referendum processes [5].
Consequently, there are those who believe that the outcome of the Brexit referendum
votes—which saw the group that voted in favour that Britain should leave the EU
winning—would have turned out differently were it not for the last minute negative
AI politicking approach which the Vote-leave group deployed via AI ad campaigns
from firms known as AggregateIQ (AIQ) [5]. Following the revelation made by the
Brexit whistle-blowing, a section of UK citizens called for a fresh EU referendum,
on the basis that the first one conducted was allegedly marred [5] by what scholars
like [6] referred to as ‘certain degrees of criminality’. To corroborate this fact, Sanni
had in an interview [7, 8] argued that this very act of cheating undermines the very
core feature that defines the British character. In Sanni’s words, ‘Not cheating is the
core of what it means to be British’ [9]. Tampering with this culture would annihilate
the very foundation on which the British culture is founded upon.

The problematic: The following issues constitute the specific problems which
prompted the writing of the paper.

1. That the votes cast during the Brexit referendum of 2016 in the UK were largely
flawed and hence not a true picture of the wishes of UK citizens.
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2. That the engagement of certain AI data ad firms by the Vote-leave group, during
the Brexit campaign and election processes, grossly violated the spending and
privacy/human rights regulations of UK citizens.

3. That the values and virtues that define UK’s Democratic Institution were grossly
distorted and undermined by the activities of the AI data ad firms employed for
the Brexit campaign by the Vote-leave group.

Aims and objectives of the paper: In the light of the above issues raised, the paper
is poised to do the following:

1. interrogate and evaluate the merits inherent in the claims that the results of the
2016 Brexit referendum votes were largely flawed,

2. determine the validity and extent to which the Vote-leave group used the services
of AI Data Firms to supposedly infringe on the privacy and rights of UK citizens,

3. evaluate the plausibility that the adoption of AI politicking methods was inimical
to the values and virtues that define what the institution of democracy stands for
among UK citizens.

Theoretical perspectives and methodology: The paper adopts the Marxist alien-
ation theory [10] because it offers convenient platforms for interrogating the degree
of human rights violations at play in UK’s polity. Creswell’s mixed research method
was adopted for the edge, and it offers researchers [11] evaluating and analysing qual-
itative data and arguments in the social sciences. Since the study relied mostly on
data already gathered from previous studies,Marilyn’s ex-post facto researchmethod
was adopted [7] to facilitate and justify the methods adopted. Derrida’s deconstruc-
tive and reconstructive method [8] of analysing deeper meanings of concepts and
arguments was also utilized for this study.

2 The Brexit Referendum and the European Union (EU)

The word Brexit is a fusion of two: Britain and exist from where ‘Brexit’ emerged
[12]. The words generally indicate the move of the UK as a polity to separate herself
from the union of 28 members states which constitutes the European Union [13].
The decisive move of Britain to divorce herself from a long-term marriage from the
EU on Thursday, the 23rd of June 2016, sent a rather shocking signal to the political
climate of world politics. The vote to leave the EU was substantiated with over
17 million vote, representing 51.9% of the citizens that participated in the process,
against the over 16 million votes collated, representing 48% of UK’s citizens who
wished to remain in the EU, all from a little over 33 million voters who turned out for
the referendum. However, the process recorded 46 Million registered voters for the
referendum [13]. As it stands, the vote to leave the EU is expected to fully take effect
from 11.00 pm on the 29th ofMarch 2019 [12]. Both parties have since provisionally
agreed on the divorce settlements.
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Fig. 1 An analysis of votes of the main actors in UK’s referendum of 23rd June 2016

Figure 1 contains the analysis of data and the votes cast by major key players
in UK’s politics. The diagram revealed that the votes collated in England favoured
the Brexit move by 53.4–46.6%. The votes collated in Wales revealed that 52.5% of
votes were collated for those who voted for Brexit and 47.5% for those who voted
against it. In Scotland and Northern Ireland, however, the case was different. With a
vote of 62–38% and 55.8–44.2%, both Scotland and Northern Ireland opposed the
idea to leave the EU [12].

3 Artificial Intelligence Politicking in the Twenty-First
Century

There is overwhelming consensus that AI has become undoubtedly a global
phenomenon regardless of who emerges as the number one leader in AI research
and technology [3, 14–17]. Scholars like [1, 2] have argued that one of the sectors
that have massively taken advantage of many opportunities and services which AI
platforms offer to every sector of life is ‘the political sector’ [1, 18]. Roy and Rajam
among others scholars, for instance, observed that humans and their counterparts
(AI machines) have since the past decade—as a result of rising participation and
involvement of man in political matters—put mechanisms in place to facilitate the
accurate prediction of outcomes of elections for a while now [1]. Other scholars like
[19] in their various studies affirmed that high-level machine intelligence (HLMI)
systems, and their human counterparts have long achieved the feat of using HLMI
systems to enhance political activities. Indeed, the advantage of AI lies in its ability
to predict the future of politics and various other states of affairs in different sectors
of life’s endeavours [1]. This feat notwithstanding, matters arising from the prolifera-
tions of AI technology for political campaign purposes have raised several questions



Artificial Intelligence Politicking and Human Rights … 619

among scholars about the credibility and sanctity of politically organized elections
and voting processes [20].

3.1 HLMI Systems and Agents of AI Politicking
in Twenty-First-Century UK

As mentioned in the above context, studies [2, 3, 18] reveal that one of the sectors
which have massively engaged the benefits and services which AI provides is the
political sector. Previously, political candidates running for office tend to grope in
the dark since there were no tools to help them know and understand the political
climate and temperament of electorates. Hence, more often than not, they depended
on their instincts and calculated guesses and insights regarding what decision and
steps to take vis-à-vis their campaign strategies for running for office, etc. But the
advent of innovations in HLMI systems aided by deep learning, big data analytics,
machine learning and artificial intelligent systems [19, 20] often rooted in statistical
techniques which made it possible for campaign experts to discover and to analyse
specific patterns in the culture and behaviour of electorates, long before the day
of election. This they do with a view to first collect and process electorates’ data
for the purpose of understanding their preferences in advance and to know how
best to get into their inner mind and conscience to influence them to do otherwise
regarding the choice of candidates to vote for when and where the need arises. The
studies above revealed that modernAI approaches are now being recklessly deployed
during election campaign periods in America.

These abilities in twenty-first-century HLMI systems have already been proven
to be possible and effective for campaigning, predicting and manipulating elec-
tion outcomes. Analysts and experts in America’s political arena, for instance, have
successfully used it to predict which United States Congress Bills were passed into
law. By adopting HLMI systems, one is able to simply evaluating ‘the algorithmic
assessments of the content of the bill in question and other essential variables like:
What time of the year the bill is being proposed? What number of sponsors the bill
has had in the past and the exact time and season the bill is being passed to members
of congress? [19]. Certain AI ad firms and organizations have since specialized in
the art of using these HLMI systems for political campaigns and for manipulating
the votes of the electorates in a given polity. The authors of this paper refer to AI
data ad firms and organizations that commercialize these AI ad platforms as ‘agents
of AI politicking’.

Examples of agents that have excelled in the art of tactically collecting sensitive
and private data which were later used in most cases to manipulate the psyche of
electorates via special ad campaigns [19] include: Cambridge Analytica, Strategic
Communication Laboratories (SCL), Group Limited and Global Science Research
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(GSR) Limited. These companies, scholars argue, are typical examples of AI poli-
ticking agent firms who more often than not pay little or no attention to constituted
moral laws in the line of their business [21, 22].

3.2 AI Politicking in UK’s Democracy

AI ad firms like Cambridge Analytica and AggregateIQ [9], under the directive of
billionaire financier, Robert Mercer—a major key player in bank-rolling Donald
Trump’s Presidential Campaign—was reported to have sponsored the campaign
strategy of using AI ad firm at their disposal to provide expert and technical advice to
theVote-leave campaign group, more especially, on how to target and swing the votes
ofUKcitizens via private and personal data generated fromFacebook and other social
media platforms without the consent and due authorization of the owners of these
data [20]. The service provided by Robert Mercer was observed to have attracted
the sum of £625,000. A cost for service paid by the Vote-leave group to an indepen-
dent referendum campaign organization is known as Beleave [9]. This donation was
alleged not to have been officially declared to the referendum electoral commission
since such spending exceeded the normal campaign spending limits placed on all the
campaign groups [23].

Consequently, the undeclared spending by the Vote-leave group—which was
believed to be spent on the technology that influenced the outcome of the Brexit
referendum—amounts to what Shahmir Sanni referred to as ‘cheating’. The act of
cheating, Sanni opines, interfered with what it meant to be British [6, 9]. ‘Not to
cheat’, he submits, ‘is the foundation on which UK’s democracy was founded upon’
[6]. To discover then that the Vote-leave group, a group to which Sanni initially
belonged to, could cheat in the above-stated manner was disheartening and unac-
ceptable to Sanni and his fellow human rights activists. In an interview with ‘Good
Morning Britain’ (GMB), Sanni was asked whether the £625,000 spent, over the
£7 million originally budgeted for individual campaign group spending, made any
significant impact, and Sanni opined that: ‘TheVote-leave groupwon by a 2%margin
and that £625,000 was more than enough an amount for getting hundreds of millions,
or even billions of impressions on the adverts transmitted during these periods. It’s
a digital campaign which means millions were seeing the content again and again’.
Hence, it should have had a remarkable impact on the results produced at the end of
the day.
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3.3 Human Rights Violations in UK’s Twenty-First-Century
Democracy

One of the core reasons for the loud outcry against the outcome of the Brexit refer-
endum results was that the citizens of UK discovered that there was a reckless and
unlawful use of their private and individual data by the likes of AIQ to manipu-
lating the minds of the electorates, thereby altering the results of the votes that were
eventually cast during the Brexit referendum.

AIQ, on the other hand, relied on the service of the parent company and data ad
firm known as Cambridge Analytica (CA) based in America. The whistle-blowing
efforts of Christopher Wylie revealed that, as much as $1 million was paid to CA
to acquire data from unsuspecting Internet users on online platforms like Facebook,
Twitter, Instagram etc., this move, Sanni and Christopher argued, amounts to the
gross violations of the rights and the privacy of UK citizens, hence justifying the
outcry from a section of UK citizens seeking redress and a fresh referendum [6]. It
is the act of cheating that these HRA argued had overwhelmed the idea and sanctity
of UK’s democracy [6]. The consequences of the outcome of the Brexit referendum
results exerted feelings that can best be likened to the four classes of the Marxian
alienation theory [10]. More on this would be further discussed in the concluding
section of this paper.

4 Further Discussions and Summary of Findings

The revelations following Sanni’s testimony about the intrigues that took place
between the Vote-leave and the Beleave groups, as contained in the 54 paged
published dossier by Sanni, raised some very important questions worthy of note.
Where it is proven that the last minute spending of £625,000 donation made by
the Vote-leave group through the Bealeve group, to AIQ, was what resulted to the
decision to leave the EU, the following pertinent questions arise:

1. Is the outcome of the referendum enough reason and justification for the loud
outcry by the UK citizens?

2. Is the violation of their fundamental human rights of UK citizens also enough
justification for seeking a fresh and second Brexit referendum?

4.1 Privacy and Human Rights Issues in UK’s Democracy

Evidence from the study conducted so far and the evidence from the testimonies of
Sanni tends to portray that the activities of AI politicking agents had to an extent,
subverted the democratic processes and institutions of states in the (UK), and hence,
the question of the sanctity of future electoral and democratic processes has been



622 I. A. P. Wogu et al.

raised in the state [23]. Would UK citizens be able to hold future credible elections
in the presence of the proliferation of negative AI politicking campaign approaches,
which had now taken over a greater part of UK’s democratic campaign processes,
especially when independent campaign groups wilfully violate regulations stipulated
to guide the conduct that governs the hallowed processes of UK’s democracy?

There is also the question of the degree of the human rights of UK citizens
perceived to have been violated when the private data of individuals were used
for election profiteering purposes without due consent or authorization given by the
owners of these data. The fact that the said data were also used against the individuals
in question by the supposed Believe group, through the AI ad firm contracted for this
purpose, in the opinion of most scholars [2, 24], is the most troubling of the issues
raised in this section.

This perhaps further explains the fear and feelings of alienation expressed by a
section of UK citizens who wondered if they were really in control of their own
private actions and the will to cast their votes to candidates of their choice, since AI
politicking agents now used negative AI politicking approaches to take over their
minds and decisions of the electorates to do otherwise, especially regarding matters
of politics. In view of this, UK citizens cannot help but wonder if the results of the
votes cast during the referendum would have been different from what it presently
is. Would things have turned out differently from what they presently are? Would
the Vote-stay group have won the referendum votes? The thoughts of the possible
answers to these questions and the feeling of alienation which the citizens now suffer
from, it is believed, would hunt British citizens for a long while.

4.2 Summary of Findings

The following specific finding where identified from the study:

1. The study conducted on the first objective revealed that, despite the denials made
by Facebook that the 87 million data belonging to Facebook users collected by
CA were not part of the data that was used to manipulate the votes eventually
recorded for the Brexit deal, there was overwhelming evidence that falsified the
claims.

2. The study conducted for the second objective revealed overwhelming evidence,
such as: the 54 page dossier published by Sanni which confirmed that the last
minute payment of £625,000 and engagement of theAIQ, who deployed negative
AI politicking strategies, were indeed the last straw that delivered the winner to
the Vote-leave group.

3. Analysis conducted on the third objective revealed that most scholars [4, 23, 24]
were convinced that the negative AI politicking strategies used during the said
referendum process subverted and in most cases annihilated the institution of
democracy in the UK. Their inability to freely exercise their will to choose who
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to vote also created feelings of alienation among the people since it influenced
their ability to participate in UK’s hallowed democratic process.

4.2.1 Recommendations

In the light of the objectives and findings made in the study so far, the authors here
are poised to make the following recommendations:

1. Though the study identified overwhelming evidence to support the claims that
negative AI politicking was adopted and utilized by the Vote-leave group, the
resolution to conduct another referendum would further complicate and jeop-
ardize the already poor socio-political and economic image which the UK was
already beginning to suffer from as a result of matters arising from its decision to
leave the EU.Hence, UK citizens should rather go ahead and salvage the situation
by advancing talks with Brussels which has already progressed significantly.

2. By way of curbing the negative AI politicking campaign strategies adopted by
political parties during elections, the authors of this paper recommend that certain
EU regulations, which have been inactive before now, be re-enforced such that,
while AI politicking in governments may be allowed, it will be done in a manner
where the privacy and the fundamental human rights of citizens would not be
violated or breached.Where there are breaches of any sort, redress, stiff sanctions
and appropriate penalties should be meted to earning individuals, bodies, groups
or organizations.

3. Government and all concerned agencies must ensure that politicians and all
concerned parties ethically and judiciously use these AI politicking platforms
in the manner that would not in any way further jeopardize or undermine the
rights and privacy of citizens during elections. Where these recommendations
are adopted, it would go a long way to revive the already eroding sanctity, virtue
and credibility of elections conducted in UK’s democratic institution.

4.2.2 Contribution to Knowledge

The following are the specific contributions which this paper is poised to make to
the body of knowledge and to mankind generally:

1. This paper for the first time provides the perspective of an independent study
conducted on the Brexit/EU referendum politics, with a view to identify the role
and effect of negative AI politicking activities in UK’s democracy.

2. The paper identifies that while technology via HLMI systems could be very
beneficial for political campaign experts, users of this platforms are prone to
become reckless to the point of abusing the platform and infringing on people’s
fundamental rights and privacy.

3. Where UK citizens succeed in seeing through this complex divorce process from
the EU, amides uncertainties and no clear prospects of what the outcome might
be, this study would serve as a reference point for researchers and governments
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who would want to understand the processes involve and the part played by AI
politicking strategies.

5 Conclusion

AI politicking via HLMI systems has become the way of administering twenty-
first-century political campaigns and political processes. Nations and organizations
who fail to flow in this direction would have themselves to blame. However, while
the benefits inherent in AI politicking approaches cannot be over emphasized in this
dispensation, this paper is quick to note that where appropriate regulations and ethical
foundations are not properly instituted in a polity, as it is the case in the USA and
the UK, users and agents of AI politicking platforms are prone to become reckless
leading to the negative use of AI politicking strategies leading to the breach of ethical,
moral and basic fundamental human rights as was the case for the Vote-leave group
who hired the services of AIQ to embark on activities the paper considered illegal
and unbecoming for systems and institution which places high regard for democracy.
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Design of 7 GHz Microstrip Patch
Antenna for Satellite IoT- and IoE-Based
Devices
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and Bhim Sain Singla

Abstract The next industrial revolution brings machine to machine (M2M) connec-
tivity, Internet of Things (IoT), and Internet of Everything (IoE), and this will take
governments, businesses, and people interaction with each other to new level. The
global satellite IoT and M2M device market will reach 5.96 million by 2020. Both
machine and human can communicate sense and trigger via IoT-based frameworks
over a large or remote geographical area using satellite communication. The signal
can be sensed at remote location (sea, air, or other unconnected location) and can
be uplinked to satellite and can be provided to a central control station. IoT devices
should be compact in size so that they can be mounted easily. Microstrip Patch
Antenna (MPA) is having advantage of compact design, light weight, easy fabri-
cation method, and low profile over the conventional antennas. Due to their planar
structure, microstrip patch antenna is widely used in wireless communication, satel-
lite communication, and in many areas where electromagnetic waves are used. In
this paper, inset-fed Microstrip Patch Antenna (MPA) is designed and analyzed for
7 GHz frequency band for satellite communication. The electric field norm plot,
radiation pattern are analyzed. Directivity is approximately 12.016 dB, and return
loss (S11) calculated is −20.5 dB, and front to back ratio is calculated as 19 dB.
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1 Introduction

In better than IoT which only provide machine to machine (M2M) communication,
IoE includes machine to people (M2P) and technology supported people to people
(P2P) communication. Rather than only communicating, network intelligence,
machine learning, and artificial intelligence are used in IoE. For the proper imple-
mentation of Internet of Things (IoT) and Internet of Everything (IoE) ecosystem
over a large area, satellite services have inimitable and required characteristics. First,
IoT-based device which is mostly used even now a days in ATM machine. For the
services “smart application,” satellite technology can provide variety of frequen-
cies, speeds, and orbits [1–4]. With the global broadband connectivity via satel-
lite networks satellite IoT (SIoT) provides IoT solutions in remote locations which
cannot be reasonable accessed due to cost of terrain. Figure 1 shows satellite-based
IoT system. The satellite-based devices can also be deployed in sea, air, or any other
unconnected location [5–6]. With the versatility of bandwidth in satellite communi-
cation, e.g., narrowband, broadband, and broadcast ability, the different users of IoT
and IoE can select required bandwidth and characteristics according to its need. In
the industrial IoT ecosystem, satellite technology has already proven its reliability.
Figure 2 shows smart city IoT and IoE devices connectivity with satellite [7]. In

Fig. 1 Satellite-based IoT
system (SIoT)
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Fig. 2 Connecting smart city IoT and IoE devices to satellite

2016, more than 2.8 million were connected through satellite IoT and will reach 5.96
million by 2020 and 20 billion by 2025. The devices include disaster monitoring,
oil and gas, infrastructure, environmental monitoring, military support and aviation.
These devices can be reliably operated with satellite services at remote locations or
anywhere in the world [8].

Generally, there is three layer IoT architecture model which has client-side (IoT
device layer) mid layer of operators on server side (IoT gateway layer) and pathway
layer for connecting clients (IoT platform layer). Four-layer IoT architecture is shown
in Fig. 3. Using the fundamental three layer model, the requirements are addressed
in four-layer model. The four-layer IoT architecture has first layer as sensors and
actuators, second as data acquisition system and network gateways, third is edge
IT, and fourth layer is data center and cloud. In the first layer, “things” are sensors
which convert outer world data into information for analysis and actuators intervene
physical reality like switching on/off of other connected device [9–11]. The second
layer of Internet gateways and data acquisition system takes input from sensor and
connect sensor network to aggregate output. Internet gateways work through Wifi,
WLAN, etc., and this stage processes big amount of collected data from sensors
and compresses it to optimal size for processing [12]. In the third layer edge IT,
preprocessing and enhanced analytics are done. With the use of machine learning
and visualization technologies, the architecture can be made more intelligent. In the
fourth layer, the data which is analyzed and is stored on cloud and is sent further to
communicate other IoT device [13].

IoT and IoE ecosystem requires resilient, ubiquitous, and seamless connectivity
all the times to run efficiently. With the SIoT and SIoE system, satellite opera-
tors require antennas for communication which are efficient, small in size (to be
connected with sensors), and cheap to make satellite IoT and IoE easier [14–15].
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Fig. 3 Four-layer architecture of IoT systems

Microstrip patch antennas is used mostly due to its low-profile conformal design,
inexpensive design, easy fabrication, and versatility in design in terms of realization.
It can provide good directional patterns according to applications. Figure 4 shows the
structure of microstrip patch antenna, the antenna is made up of conducting ground
plane and dielectric above it, and the conductive patch is placed over the substrate.
Generally, the patch is of the material which is conducting in nature such as copper
and can be of any metal and can take any shape [16]. The design of patch is fed
with different feeding methods like quarter-wavelength transmission line, coaxial
cable or probe feed, coupled feed, inset feed, and aperture feed. The disadvantages
of feeding methods are that there is undesirable impedance mismatch with conven-
tional 50 � line [17]. To minimize, the mismatch quarter-wavelength transformer

Fig. 4 Structure of microstrip patch antenna
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can be employed between 50 � line and microstrip feed but this approach also
have disadvantages that it increases the size of antenna; hence, overall design size
is increased [18–19]. The impedance is higher than 50 � if it is fed from edges and
if it is fed from center, then the impedance is lower. Thus, the optimal feed point is
between edge and center [20–23].

The current at the end of the patch is low, and as we move toward the center,
the current increases. If the patch is fed near the center, there is reduction in the
impedance.

2 Design Equations of Microstrip Patch Antenna

2.1 Design of Inset Feed

Due to sinusoidal distribution in current as shown in Fig. 5, moving along distance
R, from the ends, the value of current is increased by

I = cosπ

(
π × R

L

)
(1)

If the wavelength is 2L, the phase difference is given by

φ =
(

π × R

L

)
(2)

As the current increases, there is decrease in the magnitude of voltage using Z =
V /I. The input impedance is given as

Zm(R) = cos2
(

πR

L

)
Zm(0) (3)

Fig. 5 Inset-fed microstrip
antenna



632 M. Sharma et al.

where Z in(0) is the impedance if fed from end.

2.2 Design of Microstrip

The width of patch antenna can be calculated with [14]

W = v0

2 fr

√
2

εr + 1
(4)

The length of antenna can be calculated with [15]

L = v0

2 fr
√

εreff
− 2�L (5)

and

εreff = εr + 1

2
+ εr − 1

2

[
1 + 12

h

W

]−1/2

(6)

�L = 0.412h
(εreff + 0.3)

(
W
h + 0.264

)
(εreff − 0.258)

(
W
h + 0.8

) (7)

3 Modeling and Analysis of Proposed Design

The design ismodeled using the equations in software environment for analysis. Elec-
tromagnetic frequency domain was used to model the design with 7 GHz frequency
which was applied on the lumped port. The analysis of design was done.

Table 1 shows the design values used for model. The model design is shown in
Fig. 6. The design structure of microstrip patch antenna is shown in Fig. 7.

Tetrahedral meshing is done. There are five elements per wavelength in the
meshing. In meshing, 155,109 tetrahedron values, 22,940 prisms, 15,596 triangles
1140 quad, 1002 edge elements, and 52 vertex elements are used. Inside design of
patch maximum element size of 6.6620 is taken with curvature factor of 0.6. The
meshed structure is shown in Fig. 8.
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Table 1 Description of
model

Description Value (cm)

Substrate thickness 0.1524

50 � line width 0.32

Patch width 5.3

Patch length 5.2

Tuning stub width 2

Tuning stub length 1.2

Substrate width 5.3

Substrate length 5.2

Fig. 6 Dimensions of patch antenna with inset feed

4 Results and Discussion

The modeling and simulation of design are done on 4 × 2.60 GHz processor speed.
The simulation used physical memory of 3.6 GB. The frequency 7 GHz is fed to
lumped port of antenna as discussed which is in center of patch. The Fig. 9 shows
electric field distribution plot and shows the current distribution over the patch.

Figure 10 shows the 2D radiation pattern in H-plane and E-plane. The radiation
patterns show directive beam due to ground plane which blocks radiation toward
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Fig. 7 Structure of microstrip patch antenna

Fig. 8 Meshing of design
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Fig. 9 Electric field distribution plot for 7 GHz

Fig. 10 2D far-field
radiation plot

back side. The calculated antenna directivity is 12.016 dB, and the front to back
ratio in radiation pattern is more than 19 dB. It can be observed from the radiation
pattern that the antenna is radiating like directional antennawhich is good for satellite
communication. The calculated S11 parameter is−20.5 dBwhich is much better than
desired −10 dB. The 3D radiation pattern is shown in Fig. 11.
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Fig. 11 3D far-field
radiation plot

5 Conclusions

With several new applications emerging for satellite-based IoT and IoE devices
which include tracking, agriculture, location-based services, healthcare, and security
services, the devices “things” will be connected to Internet. For the all time connec-
tivity of remotely located “things” to Internet satellite communication plays a vital
role. In this paper, four-layer IoT architecture system is presented, and a microstrip
patch antenna is designed and modeled for 7 GHz satellite communication. With
the advantages of compact size, inexpensive design and low profile, the microstrip
patch antenna can be mounted on “things” easily. The designed antenna is analyzed
for parameters like electric field intensity, directivity, front to back ratio, insertion
loss S11, and radiation far-filed plot were calculated for 7 GHz. The design showed
directional antenna radiation pattern which is good for satellite communication.

References

1. Gineste, M., Deleu, T., Cohen, M., Chuberre, N., Saravanan, V., Frascolla, V., Mueck, M.,
Strinati, E.C., Dutkiewicz, E.: Narrowband IoT service provision to 5G user equipment via a
satellite component. In: 2017 IEEEGlobecomWorkshops (GCWkshps), pp. 1–4. IEEE (2017)

2. Yang, Z., Yue, Y., Yang, Y., Peng, Y., Wang, X., Liu, W.: Study and application on the
architecture and key technologies for IOT. In: 2011 International Conference on Multimedia
Technology, pp. 747–751. IEEE (2011)

3. Sohraby, K., Minoli, D., Occhiogrosso, B., Wang, W.: A review of wireless and satellite-based
m2m/iot services in support of smart grids. Mob. Netw. Appl. 23(4), 881–895 (2018)

4. Minoli, D.: Innovations in Satellite Communication and Satellite Technology.Wiley, NewYork
(2015)



Design of 7 GHz Microstrip Patch Antenna for Satellite IoT … 637

5. Kozlov,D.,Veijalainen, J., Ali,Y.: Security and privacy threats in IoT architectures. In: Proceed-
ings of the 7th International Conference on Body Area Networks, pp. 256–262. ICST (Institute
for Computer Sciences, Social-Informatics and Telecommunications Engineering) (2012)

6. Ramnath, S., Javali, A., Narang, B., Mishra, P., Routray, S.K.: IoT based localization and
tracking. In: 2017 International Conference on IoT and Application (ICIOT), pp. 1–4. IEEE
(2017)

7. Miraz, M.H., Ali, M., Excell, P.S., Picking, R.: A review on Internet of Things (IoT), Internet
of everything (IoE) and Internet of nano things (IoNT). In: 2015 Internet Technologies and
Applications (ITA), pp. 219–224. IEEE (2015)

8. Kaur, S.P., Sharma, M.: Radially optimized zone-divided energy-aware wireless sensor
networks (WSN) protocol using BA (bat algorithm). IETE J. Res. 61(2), 170–179 (2015)

9. Desai, P., Sheth, A., Anantharam, P.: Semantic gateway as a service architecture for iot inter-
operability. In: 2015 IEEE International Conference on Mobile Services, pp. 313–319. IEEE
(2015)

10. Ren, Ju., Guo, H., Chugui, Xu., Zhang, Y.: Serving at the edge: a scalable IoT architecture
based on transparent computing. IEEE Netw. 31(5), 96–105 (2017)

11. Lloret, J., Tomas, J., Canovas, A., Parra, L.: An integrated IoT architecture for smart metering.
IEEE Commun. Mag. 54(12), 50–57 (2016)

12. Li, He., Ota, K., Dong, M.: Learning IoT in edge: deep learning for the Internet of Things with
edge computing. IEEE Netw. 32(1), 96–101 (2018)

13. Tang, J., Sun, D., Liu, S., Gaudiot, J.L.: Enabling deep learning on IoT devices. Computer
50(10), 92–96 (2017)

14. Ziouvelou, X., Alexandrou, P., Angelopoulos, C.M., Evangelatos, O., Fernandes, J., Loumis,
N., McGroarty, F., et al.: Crowd-driven IoT/IoE ecosystems: a multidimensional approach. In:
Beyond the Internet of Things, pp. 341–375. Springer, Cham (2017)

15. Sharma, M., Singh, H.: SIW based Leaky wave antenna with Semi C-shaped slots and its
Modeling, Design and parametric considerations for different materials of Dielectric. In: 2018
Fifth International Conference on Parallel, Distributed and Grid Computing (PDGC), pp. 252–
258. IEEE (2018)

16. Shackelford, A.K., Lee, K.-F., Luk, K.M.: Design of small-size wide-bandwidth microstrip-
patch antennas. IEEE Antennas Propag. Mag. 45(1), 75–83 (2003)

17. Ang, B.K., Chung, B.K.: A wideband E-shaped microstrip patch antenna for 5–6 GHz wireless
communications. Prog. Electromagn. Res. 75, 397–407 (2007)

18. Menzel, W., Grabherr, W.: A microstrip patch antenna with coplanar feed line (2008)
19. Mak, C.L., Luk, K.M., Lee, K.F., Chow, Y.L.: Experimental study of a microstrip patch antenna

with an L-shaped probe. IEEE Trans. Antennas Propag. 48(5), 777–783 (2000)
20. Khosla, D., Kaur, A.: Design of hybrid compression model using DWTDCT-HUFFMAN

algorithms for compression of bit stream. Int. J. Eng. Res. Technol. (IJERT) 1, 2278–3018
(2012)

21. Singh, S., Goyal, S., Sharma, M., Kakkar, R.: Waveguide diplexer design and implementation
in communication systems

22. Sharma, M., Singh, H.: Design and analysis of substrate integrated waveguide for high
frequency applications. Recent Trends Program. Lang. 6(1), 1–5 (2019)

23. Sharma, M., Singh, S., Khosla, D., Goyal, S., Gupta, A.: Waveguide diplexer: design and
analysis for 5Gcommunication. In: 2018Fifth International Conference onParallel, Distributed
and Grid Computing (PDGC), pp. 586–590. IEEE (2018)



MWAMLB: Modified Weighted Active
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Abstract With the fast growthof technology andusers, cloud computinghas become
an important IT paradigm where the resources are available online and on fly. Cloud
computing is known for handling large amount of storage and computation data. In
the cloud environment, the distinguishing feature of easy availability of resources
makes their management a challenging task. One of the most important tasks is the
balancing of the load among different virtual machines which in turn leads to proper
utilization of resources and good response time. Many researchers have addressed
the problem of resource provisioning, but the proactive approach has been gaining
a lot of attention in recent years. The resource provisioning can be achieved either
by allocating the resources judiciously or by predicting the demand in advance. The
traditional methods make use of random selection of virtual machines(VMs) for
load balancing. In this research work, a Modified Weighted Active Load Balancing
framework (MWAMLB) has been offered with the emergence of cloud computing.
The main objective of the MWAMLB framework is to improve the response time
of the VM by selecting the virtual machine with maximum weight (W). The weight
factor is being calculated on the basis of the availability of RAM, bandwidth and
MIPS. The MWAMLB framework have been proposed, implemented and validated
in this research paper.
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1 Introduction

The cloud refers to an environment that has been developed for remote provisioning
of resources to the users that need them. In such a type of computing, the resources
are located on a common remote server and are shared among the users rather than
owing them personally on personal devices or servers. Irrespective of the fact that
cloud computing has shown tremendous growth in the past decade and has proved
to be a boon for the IT sector, there are still certain problems that need to be taken
care of. Because of the dynamic needs of the users across different geographical
locations, these resources need to be managed so as to meet the service-level agree-
ments. Resource management is an umbrella term that covers all the aspects of cloud
resources like their characteristics and usage. In cloud computing, resource manage-
ment is purely based on the allocation of resources where resources are provided to
the users by the providers on the pay-per-use basis. There is always a need of effec-
tive allocation algorithm which utilizes the resources effectively. Proactive resource
provisioning has been gaining a lot of importance these days. Efforts have beenmade
by the researchers to put forward various such schemes to distribute the load evenly
among the machines because overloading leads to the degradation of the perfor-
mance of servers. This challenging task of load balancing has been categorized into
two broad categories, namely static load balancing and dynamic load balancing.
The examples of the former one are round robin, shortest job first, weighted round
robin, etc., whereas the latter one include throttled, ant colony, particle swarm and
various other genetic, prediction and heuristic approaches. The effective utiliza-
tion of resources and management of load across multiple machines can be there-
fore achieved using the schemes that either use the proactive approach for resource
allocation or by predicting the future load.

In this research paper, much optimized load balancing scheme has been proposed
to schedule the tasks in the cloud environment. The remaining section of paper is
organized as follows: Sect. 2 presents various resource allocation schemes being
discussed by researchers. Comparative analysis of the existing techniques for the
resource allocation is given in Sect. 3. The proposed MWAMLB framework has
been illustrated and discussed in Sect. 4. Section 4 shows experimental setup, Sect. 5
shows simulation result and analysis, and Sect. 6 concludes the paper.

2 Background and Related Work

There have been various research benefactions whose nerve center is based upon
allocation of resources on demand basis and overcoming problems like limitation
of resources, certain environmental constraints, etc. [1] has proposed the two phase
techniques for monitoring and balancing the load of resources in the data center.
Graph theory has been used for the implementation of these two phases. The cloud
data center has been represented in the form of a graph in the first phase, where
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the concept of the minimum dominating set has been used for tracking the load in
the network. In the second phase, live virtual machine migrations are carried out
taking into consideration the system and network parameters for balancing the load.
An algorithm named system and traffic-aware live VM migration for load balancing
(ST-LVM-LB) algorithm has been proposed, and the comparison of the same has
been done with the existing works. The advantage of the proposed algorithm is that
it improvises the service delivery performance of the cloud data center using the
concept of graphs. Depending upon the job characteristics, [2] have mainly focused
on the allocation of VM to the user. The jobs with high deadline are considered to be
low priority, whereas the jobs with low deadline are considered to be of high priority.
The major criteria fulfilling the execution of tasks are such that the low priority jobs
should not hamper the execution of high priority jobs and the high priority jobs
should be given preference over the low priority jobs. In the proposed scheme, the
higher priority jobs are given preference over the low priority jobs. Whenever a high
priority job arrives at the data center, no new machine is created for its execution.
However, a low priority job is suspended and preference is given to the high priority
newly arrived job. The suspended low priority job gets its slot for execution only
after the execution of all high priority jobs or if any of the machines becomes free.
The proposed scheme reduces the overhead of creation of the machines. In [3], the
authors have introduced a scheduling algorithm where the containers are allocated
to the appropriate servers with the aim of achieving the balanced load in the system.
For the scheduling of tasks being constrained by certain deadlines, an algorithm has
been proposed by [4] that takes care of the cost as well as maintains the QoS of
the network. The proposed algorithm combines the features of two queuing poli-
cies, namely first come first serve (FCFS) and earliest deadline first (EDF). Results
show that the algorithm outperforms the existing schemes in terms of achieving
deadlines with the deduction in transfer cost also. Li et al. [5] have proposed two
algorithms, namely dynamic cloud list scheduling and Dynamic Cloud Min-Min
Scheduling, taking into consideration the heavy workload along with the conflict
over resources. The authors have divided the tasks into two categories: advanced
reservation list and best effort list. The tasks in the Advanced Reservation are given
priority over tasks in the Best Effort list. The latter one are preempted on occurrence
of any task from the Advanced Reservation list. The results show that the proposed
scheme proves to be more energy efficient and also improves the utilization of the
system. Reference [6] presented two scheduling algorithms which are dependent
upon two major factors of execution of tasks. The first being the requirement of the
task in terms of processing and the second is the capacity of the resource to fulfill the
needed amount. The experiments are carried out using the CloudSim toolkit, and the
results showed that the proposed scheme works better than the existing techniques
while handling heavy loads in the system and provided better resource utilization.
Host load prediction also plays a significant role for improving VM allocation and
utilization in cloud computing. In the past few years, many researchers have focused
on the prediction of workload among the hosts. The consumption of resources in
cloud environment keeps on changing which makes it quite difficult to anticipate the
future needs. In [7], the authors have proposed two algorithms for the prediction of
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dynamic workload in cloud environment. One of the algorithms is based constraint
programming, while other uses the concept of neural networks. The first step takes
as input the traces of historical data and groups them into clusters with the help of
k-means clustering algorithm. These grouped data are then used for making predic-
tions. The constraint programming is used for the optimization of heuristics, whereas
neural networks help in making better predictions. The two programming constructs
complement each other making the system more efficient. A deep belief network
(DBN)-based approach [8] has been used to predict the requests for resources in the
cloud. The researchers introduced the analysis of variance and orthogonal experi-
mental design techniques into learning parameter of DBN. The approach has been
used for both long-term and short-term predictions. Google cloud trace has been
used to trace the resource requests. The preprocessing of the requests has been done
with the help of the differential transformation, normalization, autoregression (AR)
and autocorrelation tests. Each RBM from bottom to top is trained to form a DBN
that is then fine-tuned using back-propagation (BP) to minimize its loss function.
In [9], the authors have proposed an ensemble prediction algorithm. The proposed
cloud resource model is based on learning automata (LA) theory that combines
different prediction models and also examines the importance of each constituent
model according to its performance. The proposed algorithm executes by predicting
the average of all the values predicted by the individual model. The proposed model
tends to predict the valuesmore suitably as compared to individual predictivemodels.
The authors have proposed a combination of median absolute deviation and Markov
chain and named it as Median Absolute Deviation Markov Chain Host Detection
algorithm (MadMCHD) [10]. The median absolute deviation is used to find out the
current utilization of resources, whereas the Markov chains are used to predict the
future utilizations with the help of the current values.

3 Comparative Analysis of Various Techniques
and Approaches of Resource Allocation

Different approaches of resource allocation given by the researchers is given in
Table 1.

4 MWAMLB_Modified Weighted Active Load Balancing
Algorithm

A scheme that takes into consideration the heterogeneity of the system has been
proposed. MWAMLB policy calculates the weight of each virtual machine based
upon the remaining RAM, bandwidth, number of processors and speed of each
processor with the help of Eq. 1.
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Table 1 Study of various techniques/approaches used in resource allocation

S. No Author Approaches/techniques used Results

1 Devi et al. [1] The concept of minimum
dominating sets using graph
theory has been incorporated
for load balancing

Service delivery performance
has been improved

2 Sarawathi et al. [2] Priority-based resource
allocation has been
demonstrated. Low deadline
jobs are given priority over
high deadline jobs

Overhead of VM creation is
marginally reduced

3 Bossche et al. [4] Authors have combined the
features of earliest deadline
first and first come first serve
policies

Data transfer cost has been
reduced while improving the
transfer time

4 Li et al. [5] The tasks are divided into two
lists: advanced reservation
(AR) and best effort (BE). Jobs
in list AR are given priority
over jobs in BE list

System utilization is
improved and energy wastage
is reduced

5 Sindhu et al. [6] The proposed algorithm takes
into consideration two major
factors: the processing need of
the task and the ability of the
resource to fulfill this need

Better resource utilization
with heavy workloads

6 Madi wamba et al. [7] K-means clustering, constraint
programming and neural
networks have been used

Results show optimized
heuristics and better
predictions

7 Asghar et al. [9] Learning automata has been
used to predict the workload
values

Better prediction as
compared to traditional
methods of prediction

8 Melhem et al. [10] Combination of Markov chains
and median absolute value has
been proposed

Provides better prediction of
future resource utilization

9 Barati et al. [11] Tuned support vector
regression combining the
features of genetic algorithm
and particle swarm
optimization has been used to
predict the load

Improved results in terms of
overall system metrics

10 Zhong et al. [12] Authors have combined the
concept of weighted wavelet
support vector machine and
support vector machine for
load prediction and distribution

Much efficient system in
terms of energy is achieved
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Table 2 Average response time in milliseconds

S. No No. of VMs RT using MWAMLB RT using AMLB

1 50 215.79 220.81

2 100 223.75 228.82

3 200 234.62 241.69

4 500 347.15 367.47

5 700 439.42 488.72

4.1 MWAMLB Framework

The framework for the proposed algorithm is shown in Fig. 1.
4.1.1. Components used in framework

(1) Data control center comprises virtual machines, index table and the allocation
table. An index table keeps the record of the weight of each VM calculated with
the help of Eq. 1. And an allocation table updates the parameters (RAM, BW
and MIPS) of the VM upon each allocation and de-allocation.

(2) The load balancer component is responsible for finding the virtual machine with
maximum weight.

INDEX TABLE 

ALLOCATION TABLE 

RAMRAM 

BW 

RAM 

BW BW

....VM1 

MIP

VM2 

MIP

VMN 

MIP

Calculate the weight of each 
available VM 

Find the machine with 
maximum weight 

Assign incoming request to the 
VM with maximum weight 

LOAD BALANCER

DATA CONTROL CENTER 

INCOMING REQUEST 

Fig. 1 Framework for modified weighted active monitoring load balancing algorithm
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4.2 Proposed Strategy

Calculate the weight W of each virtual machine using the following formula:

W = W1[x1 + x2 + x3 + · · ·]+W2[y1 + y2 + y3 + · · ·]
+W3[z1 + z2 + z3 + · · ·]; (

z1 = pspe1, z2 = pspe2, . . .
)

(1)

whereW1,W2,W3 are the predefinedweights of corresponding system parameter.
The weights have been decided on the basis of the generalization of the parameter.
More general the parameter, larger the weight. Following this approach, the weights
have been assigned as W1 = 0.4, W2 = 0.3, W3 = 0.3 such that their summation
becomes one. ×1, ×2 are available RAM, y1, y2 are available bandwidth, z1, z2 are
the processing speeds (pspe1 is the processing speed of processing element 1).

4.3 Flowchart

The flow of activities occurring in the execution of MWAMLB has been illustrated
in Fig. 2.

4.4 MWAMLB Algorithm

Input:
Number of incoming requests (cloudlets) r1, r2, r3, r4, …, rn.

Available virtual machines VM1, VM2, VM3, VM4, …, VMm.

Output:

All incoming requests r1, r2, r3, r4, …, rn are allocated to available VMwith highest
weight value among the available virtual machines VM1, VM2, VM3, VM4,…VMm.

1. Initially, all the virtual machines are available. The proposed algorithmmaintains
two tables.

2. On receiving a request, data control center first parses the allocation table to find
out the VMs that can accommodate the incoming request and then for these VMs,
checks the index table to find out the virtual machine with highest weight. If more
than one machine has same highest weight, then the first available machine in
the index table is selected for execution.

3. The id of this identified VM is sent to DCC.
4. A request is sent to the VM by DCC for the execution of the incoming request.
5. DCC notifies MWAMLB for new allocation.
6. Tables are updated.
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Incoming Request 

Data Control Centre (DCC) 

Alloca on Table 

Index Table 

Load Balancer 

Find first available machine (VM) with 
highest weight value 

Send machine id to DCC 

DCC assigns the incoming request to VM 

DCC no fies VM load balancer for de-
alloca on 

DCC updates table entries 

0 

DCC updates table entries 

Fig. 2 Flowchart of the proposed weighted algorithm (MWAMLB)
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7. DCC notifies MWAMLB for deallocation after getting the response from VM
about the completion of the request.

8. MWAMLB updates the allocation Table.
9. Continue from step 2 for the next request.

5 Simulation and Results

In order to evaluate the efficiency of the proposed load balancing algorithm, the
experiments were accomplished into five test case groups using the CloudSim simu-
lator. The test cases maintain the heterogeneity of the distributed environment by
increasing the number of available VMs. For simulation purpose, VMs ranging from
50 to 700 in number have been considered, all having different sizes in terms of
RAM, different bandwidths and different processors having different speeds. Simu-
lation results show that the proposed algorithm has better response time as compared
to the existing algorithm. Table 2 shows the overall average response time (RT) in
millisecond (ms). Graphical representation of the performance is shown in Fig. 3.

6 Conclusion

The drawback of the existing scheme is that the total capacity of the VM is taken into
consideration. However, in heterogeneous environments, the availability of resources
keeps on changing with allocations and deallocations. MWAMLB focuses on effec-
tive utilization and allocation of VMs by assigning them to incoming requests on
the basis of calculated weight, using available, RAM, BW and MIPs. The param-
eters are individually multiplied to the pre-decided weights, and the summed-up
value provides the average calculated weight value. The machine with highest calcu-
lated weight is the assigned to the incoming request. The proposed scheme has also
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been compared with the existing scheme through CloudSim. The results show better
response time with our proposed algorithm indicating improvement over the existing
algorithm. In future, a new strategy for prediction based load balancing technique
will be proposed.
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Principles, Challenges, Taxonomy

Manik Gupta, Shaily Jain, and R. B. Patel

Abstract The Internet of Things (IoT) has great potential to change the funda-
mental way of interacting with technology in daily life, and for ease, it also observes
and records user preferences that challenge privacy in another way. IoT devices are
suspended to extensive usage even more than mobile phones and attain more access
to private and secured data. With the growth of connected devices, mobile security
is already a challenge, so perspective challenges for IoT connected devices must
be much greater than considered at present and can be primarily categorized into
safety, security and privacy. Rigorous development of security techniques should be
an essential process toward the foundation of strong IoT systems to achieve and retain
user trust. The survey in this paper reviewed and analyzed security principles, attacks
and countermeasures at different layers of IoT-layered architecture, considering the
bottlenecks of IoT systems.
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1 Introduction

The term “Internet of Things” first proposed by Kevin Ashton in 1999 [1] refers
to all the things, commonly referred to as daily-life objects or devices with some
intelligence to carry certain applications and connected with the Internet to commu-
nicate with other devices. IoT can be summarized as a network of interconnected
heterogeneous entities that may be present in different parts of the world and can
be located with the Internet. In fact, IoT is an extension of the existing Internet that
connects smart physical devices rather than humans. The Internet of Things (IoT) is
revolutionizing human lives in almost every aspect of life as much as possible. As
part of the research, the IoT phenomenon is still in nonage, but their applications
are growing rapidly to comfort human life as the available solutions are creating a
connected environment with devices that are easy to port, easy to implant and easy
to wear. IoT is build up with a huge number of devices ranging from pint-sized chips
to colossal-sized machines, connected with wireless technology, and their scope and
rate of expansion are really astonishing. Besides domestic applications, IoT tech-
nology is marking its great presence in industrial automation and upgradation with
a huge impact in human life by encompassing machines, processes, data as well as
individuals, thus better renamed as the Internet of Everything (IoE). The IT infras-
tructure around the world is ready to support around 50 billion devices and things,
irrespective of their size and applications that are affecting humans very rapidly with
an ecosystem of information extracted from devices all around [2]. IoT is marking
its presence in various applications like smart homes, smart cities, wearable devices,
smart farming, M2M, etc. [3].

Generally, Internet works over traditional TCP/IP for network communication;
however, IoT already contains billions of devices that raise much more traffic with
the need of greater storage [4] besides other major issues like security and privacy
[5, 6], scalability, reliability, quality of service, interoperability, etc. To cater these
issues, three-layered architecture of IoT [7] was considered as best over five-layered
and seven-layered architecture due to low overhead. Here, each layer merges the
subsequent layer matching their functionality domain and is shown in Fig. 1.

Perception layer or device layer is the lowest layer of IoT architecture and consists
of perception and physical devices and GPS, WSN, RFID, RSN, MEMS NEMS

Fig. 1 Three-layered
architecture of IoT Application and Middleware Layer

Network & Transport Layer

Perception Layer
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and/or sensing devices. It involves perception and controlling objects, gathering
and identifying device-specific information from objects or the environment around,
which is then transformed into a digital setup for transferring to the network and
transport layer to process the information securely. The threats in terms of security at
this layer mostly strike from outside and are at node level or replace the device soft-
ware to act the devices as per their wish and gather network information; perception
layer supports various security services to the object devices involved [8, 9].

Network and Transport layer can be wired or wireless, and collectively known as
the transmission layer that transfers data securely for information processing from
the perception layer’s physical devices to the application and middleware layer. This
layer supports different combinations of heterogeneous networks and can be divided
into local area networks, core networks or access networks. The protrusive security
concerns in this layer are the authentication and integrity of network data. Since this
layer carries a large amount of data so, this layer is highly prone to attacks which
may cause network congestion and provides ubiquitous access to the perception layer
information [10].

IoT supports the bridge between different types of devices it connects and commu-
nicates among pairs sharing similar service types. Application and middleware
layer accepts information from the network layer performs actions like ubiqui-
tous computing, decision making and finally store this information in the database.
Further, this object information is managed globally by various applications like
smart home, smart farming, e-health, etc. The distribution speed of risks over the
devices is more prone than the Internet with IoT devices [8].

2 Principles for Secure Communication in IoT

A large number of information security systems have been investigated by [11]
and proposed comprehensive security principles in terms of security and assurance
referred to as IAS (Information, Assurance, Security) octave.

Confidentiality (C) ensures access to sensitive information should be restricted
to authorized users only which may be in the form of assets like machines, internal
objects, services as well as humans. This principle strongly follows the management
of data and its classification policy as it states that assess to assets and information
should be assessable only on the basis of requirement so that the information which
is restricted to a particular view should now have a public view and assessable to
every asset of the network.

Integrity (I) ensures themaintenance of trustworthiness, accuracy and consistency
of data throughout its lifecycle, i.e., the data or information should not have tampered
while they are stored in devices or floating from source to destination. Security
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mechanisms like data encryption, checksums, hashing, etc., ensure the integrity of
data. A very common way to maintain integrity of data is one-way-hash, which
involves calculation of hash for particular set of data before transmission which is
supposed to float along with original message and at receiver’s end if computed hash
doesn’t match the hash received reflects data loss during transition of message in the
network thus ensuring end-to-end security in IoT.

Availability (A) ensures the availability of all the resources and data to all the IoT
devices which need them. To achieve this, it involves the maintenance of hardware
involved in IoTdevices, software patching andnetwork optimization.However, avail-
ability can be defeated by natural calamities and disasters, to maintain the processes
redundancy; fault tolerance, failover, high-availability clusters and RAID systems
can help in maintaining the availability.

Non-repudiation (NR) ensures that none of the nodes in the network can deny
packet or message transmission, which it has previously sent. It is a process in which
all the incidents and non-incident of any event in the network can be validated by
IoT.

Privacy (P) ensures that IoT systems should follow privacy policies, rules and
allow network nodes to control the sensitive data stored with them and to support
context-specific anonymity. The data should be carefully protected by all the nodes in
the network, which are involved in the management of data as well as the acquisition
of data.

Audibility (AU) ensures performing firm monitoring on any actions in an IoT
system which appear to focus more on vulnerability assessment and security
configuration management.

Accountability (AC) ensures the acceptability of IoT users and the fitness of tech-
nologies deployed in the network. The IoT nodes maintain accounts of users taking
charge of the nodes and raise specific accountability challenges related to security,
privacy, safety, etc. due to the autonomous, physical and pervasive nature of the
nodes.

Trustworthiness (TW) ensures trust among third-party devices by proving their
identity with minimum requirements of security, safety, privacy, resilience and
reliability among IoT systems.

3 Security Challenges in IoT

The IoT paradigm focuses on a wide range of devices ranging frommicro-embedded
chips to high-end servers; each of them faces a variety of security issues. Imple-
menting conventional security techniques on IoT nodes is not that easy as they face
resource constraints. A number of security attacks need to be fixed at different layers
of IoT; the following section summarizes major security threats in IoT systems.
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3.1 Tag Cloning

Tags are generally installed on several things that are deployed in open access areas,
where the things can be accessed physically, and the data can be sniffed and altered
by an adversary or can be compromised by replicating the tags so that the reader
cannot differentiate it with the original [12].

3.2 Brute Force Attack

A brute force attack carries all possible combinations of key sets from the key pool
using automated software in order to find the correct encryption key. However, with
the increase in computing power and growth in success rate to capture the keys using
brute force attacks, many other attacks successfully started reducing the search space
and retrieving keys.

3.3 Eavesdropping

Eavesdropping or sniffing involves interception of communication between two
points of the network by sniffing or recording data packets and thus stealing infor-
mation among them by using cryptographic analysis tools. Since in IoT, most of
the devices are left unattended and communication between the connected devices is
through the Internet; hence, IoT devices aremore vulnerable to such attacks. In RFID
systems, since most of the RFID tags lag in encryption due to memory constraints,
so eavesdropping is generally launched during the data transmission between the
tag and readers. However, in the case of near-field communication systems, data
communication between nodes takes place in close proximity, and NFCs generally
lag in security. Here, an attacker can intrude in close proximity or even use a powerful
antenna to intercept the data values floating in the communication channel [13].

A very common form of eavesdropping that specifically targets at network layer
rather than the perception layer is a man-in-the-middle attack. It also takes control of
the network communication between different nodes of the network and malicious
nodes. It can forge their identities to communicate normally and acquire more access
in the network [14] to modify and relay the data to other malicious nodes in the
network.
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3.4 Routing Attack

The routing protocol for low power and lossy networks commonly referred to as
RPL [15] is considered as a standard routing protocol for the Internet of Things
[16]. It supports one-to-one, one-to-many and many-to-one communication, thus
composed of one node as a sink node and it is based on a destination-oriented directed
acyclic graph [17].RPLstrongly follows adestination-oriented directed acyclic graph
(DODAG) topology, which supports unidirectional traffic toward the root node and
bidirectional traffic among devices. Each node in the network contains its respective
IDs, the ID of the parent node, IDs of neighbor nodes and its rank, which represents
its position concerning the root node as well as other nodes in the network. This rank
increases downward from the root toward node and vice versa. The major attacks
that encounter RPL are sinkhole, selective forwarding, sybil, wormhole, blackhole,
identity and hello flooding attack.

3.5 Flooding Attack

Flooding attacks can be performed either internally or externally in a network and
are responsible for increasing the volume of traffic in the network to make resources
unavailable and exhaust them in worst cases that may be in the form of reaching
other devices or the links. “Hello” flooding attack is one of the major attacks in
this category. Here, devices possessing to join the IoT network send a broadcast
packet to existing devices in the network, known as “hello” packet with high-power
antenna and represent itself as a neighbor device to all other devices in the network
thus creating a fake one-hop network which does not need encryption breaking [18].
Besides this, in the case of RPL networks, an attacker can saturate the RPL nodes
and reset the trickle timer of neighboring nodes by broadcast or unicast the DODAG
Informational Solicitation (DIS) message and accepts DODAG Information Object
(DIO)message in return. Reference [19] studied the consequences of flooding attacks
and analyzed a significant increase in the control message overhead without affecting
the delivery ratio.

3.6 Wormhole Attack

Wormhole attack affects both network traffic flow and network topology. This attack
can be launched by transmitting all the packets, by creating a private channel or
tunnel between two attackers in the network [20]. There are primarily two types of
wormhole attacks—using packet encapsulation and using packet relay. In the packet
encapsulation technique, a malicious node sends packets that are encapsulated in the
payload to neighboring nodes in the network, and on other end, another malicious



Security Issues in Internet of Things: Principles, Challenges … 657

node can get the packet from the payload and transit it again in the network. In the
packet relay technique, a malicious node relays a packet between different legitimate
nodes in the network to convince them that they are neighbors.

3.7 Replay Attack

Replay attacks also known as playback attacks are classified as an intermediate
level of IoT attack in which malicious node pretends to be a legitimate node and
detects transmission of data to further carry its retransmission or delay in the network
thereby fooling the receivers and thus hindering the packet re-assembly at receiver
nodes’ end. This may focus to affect the processing of legitimate packet transmis-
sion in the network and depletion of resources in the network, rebooting of other
nodes connected in malicious nodes’ communication cycle and/or buffer overflows
to increase latency in the network [21, 22].

3.8 Spoofing and Sybil Attack

Sybil attack in IOTs enforces malicious nodes to forge their identities to disseminate
spam phishing and degrade the functionality of the network [23]. Malicious nodes
may successfully launch spoofing attacks in IoT by forging the MAC or IP address
of any legitimate node in the network and thereby claiming itself a legitimate node,
thus gaining the illegal access to the IoT network to launch more advanced attacks
like DOS attacks or man in the middle attack [24]. A huge number of security
mechanisms rely on the identity of the nodes however in perception layer, a sybil
node may provide fake MAC value with a motive to deplete network resources
and as a result, legitimate nodes may be restricted to access network resources;
this is referred as low-level sybil attack [25]. A solution proposed by [26, 27] is
to measure the signal strength and channel estimation. Similar to low-level sybil
attacks, an intermediate-level sybil attack focuses on the network layer to violate the
data privacy by forging the node’s identity and vitiate the network performance by
advertisingmalware and launchingphishing attacks [28].References [29–32] suggest
some solutions like random traversing throughout the network graph, user behavior
analysis and maintaining clear discrimination lists among trusted and non-trusted
users.

3.9 Sinkhole Attack

Networks in IoT which act more in hostile areas are usually left unattended
with devices having limited battery backup, computational capability and range of
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communication. They are usually more prone to sinkhole attack in which an adver-
sary compromises a node in the network and based on the routing metrics, it will
start establishing communicationwith neighboring nodes.At this point, the adversary
node will launch an attack; some attacks that are generally launched in sinkhole are
routing drop, spoofing attack and selective forwarding attack. Moreover, sinkholes
can also forge information send to the cluster heads and/or base stations. Some of
the anomaly-based solutions for sinkhole attack were [33] proposed an RSSI solu-
tion that involves an extra monitor node in the network, [34] can detect sinkhole
attacks based on LQI, i.e., liquid strength indicator where rate of detection increases
when number of detector node increases, [35] proposed a message digest algorithm
to achieve data authentication and integrity [35] also proposed a statistical-based
algorithm to identify the malicious node in less time with a low false-positive rate
and detect sinkhole attack.

3.10 Denial of Service and Sleep Deprivation Attack

Sensing a hostile environment with battery-operated devices like in wireless sensor
networks makes the network more vulnerable to attacks like battery drainage as the
replacement of batteries is not possible in such environments due to the absence of
infrastructure. One of the most devastating attacks of such kind is sleep deprivation
where adversaries try to maximize the power consumption of nodes in the network to
minimize thewakeup span of the nodes. Such attacks are considered low-level attacks
and are possible by increasing useless traffic toward a node in the 6loWPAN environ-
ment so that they completely deplete their batteries and stops working anymore thus
further leading to denial-of-service (dos) attacks. The solutions proposed by [36]
are to apply a multi-level intrusion detection system, and [37] builds architecture on
top of bits network framework to detects more complicated 6loWPAN-related DOS
attacks.

3.11 Insecure Software, Firmware and Interfaces

The interfaces used to access IoT services are based upon cloud, web or mobile
interfaces that are highly prone to attacks and thus may affect data privacy. Besides
interfaces, vulnerabilities may be caused by insecure firmware or software; thus,
their updates need to be carried out securely.
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3.12 CoAP and Middleware Security

The application layer containingweb transfer protocols like theConstrainedApplica-
tion Protocol (CoAP) is also prone to attacks [38–40]. To provide end-to-end security
in constrained devices, CoAP follows a specificmessage format defined inRFC-7252
[41] and uses DTLS bindings with several security modes. RFC-7252-based CoAP
messages require encryption for secure communication, whereas multicast support
in CoAP needs authentication and key management. The middleware in the IoT
paradigm used by different environments, and interfaces must be secured enough to
provide communication among various heterogeneous entities.

4 Taxonomy of Security Threats and Countermeasures
in IoT

Vulnerabilities can be exploited at all the layers of IoT security architecture, and
they can be based upon physical components, connectivity, communication, data,
operating system, software or firmware-level attacks. The countermeasures for the
security threats address these vulnerabilities to achieve security at different layers.
This section focuses on the taxonomy of various possible security threats and their
countermeasures at different layers of IoT security. Figure 2 and Table 1 high-
light the comparative analysis of various security threats, their implications, level
of attack, occurrence in architecture model, security principles compromised and
their countermeasures.
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Table 1 Affected security principles and their countermeasures

Security threats Implication Security principle
affected

Security
countermeasures

Tag cloning Privacy violation All Tag isolation, distance
estimation, tag blocking,
kill/sleep command,
implementing
authentication
techniques, hash-based
schemes, encryption
techniques [42], OTP
synchronization between
tag and backend

Brute force attack Privacy violation ALL Cryptography
techniques, firmware
security update

Eaves-dropping Privacy violation,
man-in-the-middle
Attacks

C, NR, P, I Authentication
techniques, secured
channel, RFID
communication channel
encryption [43],
pre-installation of
network key on devices,
mutual authentication
and Tamper Detection

Routing attack Man-in-the-middle
attacks, eavesdropping

C, I, A, AC, NR, P Distributed hash tables,
storing and tracking
identities of each
instances of nodes in
RPL, signature-based
authentication [44–46]

Flooding attack Denial of service and
disruption

AU, C, I, AC, NR,
P, A

Computing signal
strength, packet delivery
ration, packets encoding
with error correction
codes, change of
frequency and locations,
firewall implementation
and deep packet
inception [47–50]

(continued)
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Table 1 (continued)

Security threats Implication Security principle
affected

Security
countermeasures

Wormhole attack Denial of service C, I, AC, NR, P Trust level management,
key management, signal
strength measurement,
geographic information
binding and graph
traversal [35, 51–59]

Replay attack Denial of service and
disruption

C, I, AC, NR, P Time-stamping, hash
chain-based verification
of fragments [60, 61

Spoofing Denial of service and
network disruption

All Channel estimation,
measuring signal
strength, authentication
and encryption
techniques, Message
authentication, Filtering,
SSL authentication [62]

Sybil attack Spamming, unreliable
broadcast, privacy
violation, Byzantine
faults

C, I, AC, NR, P Classification-based
sybil detection (BCSD),
user behavior analysis,
trusted and untrusted
user list maintenance,
random walk on social
graphs [28–32, 63],
Douceur’s approach
–Trusted certification

Sinkhole attack Denial of service A, C, I Parent fail-over, IDS
solution, generating
identity certificates and
rank authentication
techniques [52, 64],
message digest
algorithm [65]

Denial of service Increase in traffic,
energy drain

A, AC, AU, NR, P Suspicious devices list
maintenance, access
control lists, policies
provided by providers
[66–68], ], Load
balancing [69]

(continued)
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Table 1 (continued)

Security threats Implication Security principle
affected

Security
countermeasures

Sleep deprivation
attack

Energy consumption P, I, C, AU, TW, NR Content chaining
approach, Round Robin
scheme,
multi-layer-based
intrusion detection, split
buffer approach, target
IPv6 defense movement
in 6LoWPAN [22, 36],
random vote

Insecure software,
firmware and
interfaces

Privacy violation,
network disruption,
denial of service

C, P, I, TW Regular device updates,
file encryption using
acceptable encryption
techniques, file
transmission via
encrypted connection,
secured update server

CoAP and
middleware security

Network disruption,
privacy violation, denial
of service

C, P, TW VIRTUS Middleware
[70], security policies,
secure middleware for
embedded peer-to-peer
systems (SMEPP),
lightweight DTLS,
TLS-DTLS mapping,
HTTP-CoAP mapping,
TLS-DTLS tunneling,
message filtration using
6LBR, service layer
M2M security [38–40,
70–74]]
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5 Conclusion

In this survey, principles for secure communication in IoT are covered along with the
security challenges and attacks at the layered architecture of IoT applications. We
presented several security threats along with their implication and countermeasures
related to the layers of IoT architecture and affected security principles. These threats
are also measured at a certain level of impact over the IoT applications. IoT can
provide every possible solution and raise more human dependency in the future
if major security concerns like authentication, trust management, access control,
privacy, confidentiality, key management and end-to-end security are fixed at both
hardware and software levels. Several countermeasures are presented in this paper to
handle various security challenges, but still a wide spectrum of security issues needs
more attention toward smart device hardening and detection. In the future, more
focus should be diverted toward the development and implementation of standardized
security solutions at the production level of IoT devices; on the other hand, end-users
should also need to understand the objectives and risks around the device, while
interconnecting. The survey is expected to be a useful resource for more secure IoT
applications in the future.
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A Review of Anomaly Detection
Techniques Using Computer Vision

Vandana Mohindru and Shafali Singla

Abstract Obtaining videos for surveillance purpose or to use them for future predic-
tions is a challenging task as a video has a large number of image frames displayed
in a sequence, and modeling every frame is not possible, so various methods are
used for building an intelligent vision system, which is used for obtaining videos
and also in video anomaly detection. This paper provides an overview of research
directions for different types of anomalies and also tells about different techniques
in machine learning for managing the problem of anomaly detection in videos and
images using computer vision. Computer vision is used to make computers capable
of extracting information from digital images or videos. It trains computers to inter-
pret and understand the visual world. When machines detect errors, abnormal or
unnatural behavior of datasets, it is called anomaly detection. In this paper, anomaly
detection techniques and anomaly detection in datasets using computer vision are
classified accordingly.

Keywords Anomaly detection · Outliers · Computer vision · Artificial
intelligence · Feature extraction · Classification

1 Introduction

Information that can be processed, interpreted and studied only by humans is called
human-readable information, for example, image, videos and text.Machine-readable
(or structured data) information is that which cannot be easily interpreted by humans
and only computer programs can process it. Now, artificial intelligence is playing
a very important role in making machines capable that they can understand and
interpret every type of human-readable information (unstructured data) like videos,
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images, written data and even human sentiments also, so in artificial intelligence [1],
there are algorithms (or we can say programs) that train machines which make them
as smart as human, and in this process, we need sample data to train them.We have to
make sure that the training data is correct and errorless, so we use anomaly detection
[2] to find the errors in data and remove them. Anomaly detection is a method to
detect abnormal or unusual behavior of data in any dataset. Along with this, as we
know that while working in the real-time environment, a machine can detect a lot of
inputs for which it is not trained because the real world is full of unpredicted events,
and it is not practically possible for training the machine for every possibility, so the
unexpected inputs are considered as anomalies, and these anomalies can decrease
the efficiency and accuracy of the machine; that is why it becomes very important
to detect these anomalies (unusual inputs) and remove them. This helps a lot in
increasing the decision-making power and efficiency of the machine.

Anomaly detection methods are used in almost every area like in monitoring
network traffic for suspicious activities (intrusion detection [3]), to prevent money
or property from being obtained through the unauthorized access in banking and
insurance (fraud detection [4]), in monitoring a system and identifying when a fault
occurred (fault detection [5]), to maintain a system inoperable condition (system
health monitoring [6]), in sensor networks event detection, in detecting ecosystem
disturbances [7] like earthquakes, storms, droughts, etc., using machine sensors, and
also, it is used for datasets to remove anomalous data from it.

Anomaly detection is very popular in surveillance and anomalous event detec-
tion [8] by using computer vision also. Computer vision is used to gain a good
understanding of images and videos. The manual labeling of abnormal events for
every image and video which is captured from the surveillance cameras present in
crowded and public places is inefficient and time-consuming. Therefore, systems that
can detect anomalies are urgently needed for surveillance [9] purpose. In this, images
and videos are firstly converted in readable form like an array of data or table of data,
etc., and then, these datasets are used as an input to the anomaly detection algorithms,
and then, abnormal data is detected. In intelligent video surveillance, anomaly detec-
tion is very difficult, but some advancement has been done in anomaly detection and
selection. The main problem is that in most of the surveillance videos, the identity
of the anomaly is indefinite. In general, we can say that the events that are expres-
sively diverse from normal events are anomalies. But sometimes an event anomalous
in one scene might not be anomalous in second, because the regular events in the
second scene may contain the anomalous event of the first scene. Hence, anoma-
lies are of inadequate dimensions, and resemblances must be excellently modeled
because sometimes, the training data of the existing datasets is not capable of effec-
tive anomaly measuring and comprises only standard events while the data to be
proved comprises both normal and abnormal events. In this paper, we are discussing
various anomaly detection methods; we can use according to the training and testing
datasets in detail.

The rest of the paper is organized as follows: Sect. 2 presents the details of
anomalies and anomalies detection. Section 3 explains the comparison of different
types of anomaly detection techniques. Section 4 discusses the anomaly detection
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using computer vision. Section 5 finally presents the conclusion and future scope of
the work.

2 Anomalies and Anomalies Detection

Exceptions or outliers are the data objects that do not have normal behavior in a
dataset. The process of finding and processing exceptions in the data set is called
anomaly detection. The anomaly detection can be:

1. Supervised;
2. Unsupervised;
3. Semi-supervised.

In supervised anomaly detection [10] technique, datasets that have data along with
labels have been used. These labels tell whether the data is “normal” or “abnormal.”
The abnormal data is determined as an anomaly.

In unsupervised anomaly detection [2] technique, datasets that do not have labels
for data have been used for detecting anomalies under the assumption that most of
the events in the dataset are normal and the event which is incompatible with the
other events is considered an anomaly.

In semi-supervised anomaly detection [11] techniques, the datasets are neither
fully labeled nor fully unlabeled that means some data of the data is labeled and some
are unlabeled; that is why it is called semi-supervised anomaly detection method.

Anomalies can be categorized (Fig. 1) into three types as follows:
Point Anomalies—Ifonly a single data value has irregular behavior in comparison

with the rest of the data, then it is called point anomaly (e.g., purchase with large
transaction value).

TYPES OF ANOMALY

POINT CONTEXTUAL COLLECTIVE

Individual data 
is Anomalous 

Data instance is 
Anomalous in a 
specific context

Collection of related 
data instances is 

Anomalous

Fig. 1 Classification of anomalies
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Contextual Anomalies—If a data value has irregular behavior in comparison
with the rest of the data in a specific context, but not otherwise, then it is called
contextual anomaly (anomaly if occur at a certain time or a certain region, e.g. large
spike at the middle of the night).

Collective Anomalies—If not single data values but collections of related data
values have irregular behavior in comparison with the rest of the data, then it is called
a collective anomaly. They have two variations.

1. Events in unexpected order (ordered, e.g., breaking rhythm in ECG)
2. Unexpected value combinations (unordered, e.g., buying a large number of

expensive items).

The anomaly detection with the help of computer vision is used for detecting anoma-
lous behavior in images and videos.Anomalies in videos are broadly defined as events
that are unusual and signify irregular behavior. Manual anomaly detection in long
video sequences is a verymeticulous task that often requiresmoremanpower because
there is a very less possibility of occurring unusual or abnormal events in long video
sequences, e.g., surveillance footage. Real-world anomalies have complications and
distinctiveness, and that is why it is difficult to list all of the possible abnormal behav-
iors of data. Therefore, the anomaly detection algorithm must not only dependent
on the knowledge about the events. In other words, anomaly detection should be
done with minimum supervision. That is why there is the concept of computer vision
in video and image anomaly detection, as it uses an algorithm to have an under-
standing of the images. Consequently, anomaly detection has broad applications in
many different areas, including surveillance, intrusion detection, health monitoring
and event detection.

3 Comparison of Different Types of Anomaly Detection
Techniques

Several anomaly detection techniques have been proposed in the literature. Some of
the popular

• Density-based techniques like k-nearest neighbor, local outlier factor, isolation
forests and many more variations of this concept.

• Tensor-based outlier detection for high-dimensional data;
• One-class support vector machines;
• Neural networks;
• Bayesian networks;
• Cluster analysis-based outlier detection like k-mean clustering;
• Fuzzy logic-based outlier detection like fuzzy c-means.

The performance of differentmethods depends a lot on the dataset and parameters,
and while comparing with various datasets and parameters, some methods have
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Table 1 Comparison of the different types of anomaly detection techniques

Technique Methodology Advantages

K-nearest neighbor [12] Assign the anomaly score to
data instances relative to their
neighbors and perform
anomaly detection based on
anomaly scores

Very easy to understand for
building models, that involve
non- standard data types, such
as text

Neural network [2] Predict different user’s
behavior in systems and have
the capability to solve many
problems detected by
rule-based approaches

A neural network learns and
does not need to be
programmed again and again
It can be implemented in any
application

Decision tree [13] Main components: nodes
(feature attribute), arcs (feature
value) and leaves (category),
and it classifies data points by
starting from the root node and
traversing until the leaf node

Simple, requires little data
preparation, able to handle both
numerical and categorical data,
robust

Support vector machine [14] It can be used for both
regression and classification; it
finds a hyperplane that
separates different data classes

Find optimal separating
hyperplane, can deal with
high-dimensional data, and
usually work very well

Self-organizing map [15] A single-layered neural
network with
of neurons arranged which
calculates
the similarity between the input
and its weights

Simple unsupervised clustering
algorithm that works with the
nonlinear dataset and can work
on high-dimensional data and
reduce its
dimensionality

K-means [16] divides the data into different
clusters of similar data
according to the value of k

The necessity of specifying and
also, it is very noise sensitive

Fuzzy c-means [17] Clustering method, in which
one data instance can belong to
two or more clusters based on a
fuzzy function

Have to define cluster number,
and are sensitive to the initial
assignment of centroids

little advantages over another. And out of all anomaly detection techniques, some
techniques are more popular which are given below in Table 1.

4 Anomaly Detection Using Computer Vision

As we know computer vision process includes methods for processing, analyzing,
and understanding digital images. Also, this process involves the extraction of high
dimensional data from the real world in order to produce information in the form
of decisions. In this, we feed images as input and get important information about
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the image as output. In the case of videos, analyzing videos and getting information
from it is a lengthy process as we know that video is a sequence of images to form
a moving picture, and to analyze a video, we have to analyze that sequence of the
image which needs a lot of processing.

The computer vision methods generally did not work on raw images, but they
use images processed by the image processor that is used to extract only useful
information from the image, and these enhanced images are more appropriate for
computer vision tasks. The computer vision gives us information about the broad
category of objects in the image, the type of a given object, key points for the object,
pixels belong to the object, etc. Many popular computer vision applications [18] are:

• Object classification;
• Object identification;
• Object verification;
• Object detection;
• Object landmark detection;
• Object segmentation;
• Object recognition.

The objects that present in an image require localization and classification, and the
object detection methods classify images and detect objects by drawing a line around
eachobjectwhich is present in the image.All these applications help a lot in getting in-
depth knowledge about images and videos. Despite all these applications, computer
vision plays a very important role in anomaly detection in images and videos, which
means detect and identify those areas of the region whose pattern or behaviors do not
conform to expect in the datasets of images and videos. This application is very useful
in surveillance [19], health monitoring [20, 21], traffic analysis [22, 23], self-driven
cars, smart homes, action classification, etc.

The image and video anomaly detection by computer vision follows the procedure
(Fig. 2):

1. Data collection;
2. Preprocessing;
3. Feature extraction;

Collection of                   
data

Processing of 
data

Feature 
extraction

Classification

Image frame 
enhancement

Manipulation 
of visual 

information

Elimination of 
unimportant 

data

Classify 
abnormal data 
from dataset

Fig. 2 Computer vision process
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4. Classification.

Data collection—The data is collected in the form of images and videos. In the
case of the video, the object movement is recorded by multiple cameras to avoid
hiding objects which is an unwanted situation that occurs when the region of interest
is blocked or masked by another object.

Pre-processing—After the collection of data, the data is processed. This video
is split into video frames (in case of the video anomaly detection) and image frames
are enhanced, and manipulation and interpretation of visual information are done.

Feature extraction—Feature extraction stands for selecting and abstracting the
most important and useful data from the dataset. It is performed by abstracting
unimportant and unnecessary data from the dataset.

Classification—Classifiers try to find dissimilarity between positive and negative
examples. For the classification purpose, we use different methods like

1. Linear classifiers: logistic regression, Naive Bayes classifier;
2. Nearest neighbor;
3. Support vector machines;
4. Decision trees;
5. Random forest;
6. Neural networks, etc.

In the classification method, classifiers should be trained by sample data before
classifications. The sample data should contain objects and background images for
image anomaly detection.

Anomaly detection techniques have many applications such as in surveillance
cameras (to detect abnormal human and object behavior), traffic analysis, health
monitoring (to monitor patient health conditions), in many industries to detect
defected products and so on.

In this paper, we discussed various anomaly detection techniques which can be
used on datasets, but these techniques have some drawbacks also like all these tech-
niques are very complex and hard to implement, need a lot of storage space, very
time-consuming, and also, energy consumption of these techniques is very high.
For example, although self-organizing map is easy to implement but it is very time-
consuming, and the neural network is feasible for every application but needs high-
level training for implementation on data. On the other side, k-means is less complex
but needs training to specify k whereas decision trees can handle both numerical and
categorical data but have a very complex structure. The SVM works very well but
requires lots of memory whereas k-nearest neighbor is very easy to understand but
is very expensive.
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5 Conclusion

In this paper,we have revisited important anomaly detection techniques and computer
vision-based survey papers. Then, we explored various types of anomalies. After
that, we presented a comparative analysis of various anomaly detection techniques
followed by knowledge of the contribution of computer vision in anomaly detection.
Variousmethods we presented for the anomaly detection scheme can be regarded as a
starting point for using a variation autoencoder to detect anomalies. Further research
directions will contain joining the input with richer temporal and contextual infor-
mation and joining the feature extraction with the final anomaly decision. Moreover,
we can understand from the deep neural network frameworks for object detection
and classification tasks to design more sophisticated frameworks, to represent the
multiple patterns from the input video. The current techniques are just focusing on
anomaly detection in every application rather than making anomaly detection more
efficient. So, energy-efficient, less complex, cost-effective and less time-consuming
analysis for the presence of anomalies is the current focus of the researchers.
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Security Attacks in Internet of Things:
A Review

Vandana Mohindru and Anjali Garg

Abstract As timeflowsby, the quality andquantity of technologykeepon increasing
in an individual’s life. Every coming day either a new technology is being discovered
or an already existing popular technology is being made more and more efficient.
One such technology on which lots of research is being done is IoT. IoT is one of
the major technologies used these days and continuous research is being done over
it to fill in the loopholes. IoT has a traditional layered architecture in which each
layer has its great importance. As believed that the future will be linked with IoT
all around, rigorous research on security issues of IoT is being done. As a thing
with great perfection or use surely has some flaws too, in the same way, IoT too had
various types of security issues associated with it. This paper deals with defining the
architecture of IoT in detail. The security goals and the issues found in IoT are also
explained. An analysis of some of the security attacks in IoT is done to have a closer
look at the effects of attacks on the network. Various types of attacks are present in
IoT among which some are easily detectable and can be prevented, but some are very
difficult to detect and prevent. The paper helps in knowing about the different aspects
of security issues and security attacks. Also, some future work related to research
areas has been mentioned in the paper.

Keywords Security · Attacks · Internet of Things (IoT) · Sensor ·
Authentication · Confidentiality · Integrity ·Malicious node

1 Introduction

In today’s era, technology is everywhere. We often hear or read news about new
technology coming into existence and gaining popularity. The concept of most of
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the technologies prevailed since the 19th or eighteenth century. But as the demand is
less and the pace of development is slow, those technologies weren’t acknowledged
much at that time. But with the progress in time and needs, the same technologies
started rising drastically. One such technology is IoT whose concept did exist in the
late 1830s but didn’t catch people’s eye then [1, 2]. But in today’s world IoT has
become the most popular and demanding technologies by gaining popularity at a
very large scale.

IoT refers to the Internet of Things. The Internet of Things can be understood as a
large number of devices or things connected to the internet for sharing and collecting
data all by themselves by using the internet without any intervention of humans. In
technical terms, IoT is a system in which interrelated computing devices, digital and
mechanical l machines, objects, people, or animals provided with unique identifiers
and quality to move data over a network without expecting human-to-human or
human-to-computer interaction are connected [3, 4]. According to McKinsey, the
definition of IoT can be stated as: “Sensors and actuators embedded in physical
objects are linked throughwired andwireless networks, often using the same Internet
Protocol (IP) that connects the Internet.” The most popular application areas of IoT
are wearable, smart cities, smart grids, industrial internet, connected cars, connected
health, smart retail, smart farming, etc. IoT has its roots stretched out in almost every
field of technology.

Since the 1970s, IoTwas knownwith the name “embedded internet” or “pervasive
computing”. The term Internet of Things was invented in 1999 to promote RFID
technology. Hence IoT is a very old term, as old as used 20 years back. Kevin Ashton
was the first person to use the term “IoT” in 1999 during his work at Procter &
Gamble. The internet is the hottest new trend in 1999, it was significant to call his
presentation “Internet of Things”. In the summer of 2010, the concept of IoT gained
some popularity [1, 5, 6]. The late Mark Weiser (at the time chief scientist at the
XEROX Palo Alto Research Center) once quoted: “The most profound technologies
are those that disappear. They weave themselves into the fabric of everyday life
until they are indistinguishable from it.” [7] Going by Mark Weiser’s statement, it is
clearly stated that the dedicated devices will be no more seen one day whereas the
information processing capabilities are going to rule all the surroundings. With the
help of integrated information processing capacity, smart capabilities in industrial
products can be seen. Electronic identities will be queried remotely or may have
sensors embedded to detect the physical changes around them [8, 9]. All the static
objects will be converted to dynamic ones. IoT will make the machines capable of
interacting with each other without human intervention.

IoT [10, 11] helps in making intelligent devices around us to perform daily tasks
and chores. The terms used in the relevance of IoT are smart homes, smart cities,
smart transportation and infrastructure, smart agriculture, etc. IoT use can range from
personal to enterprise environments. IoT also plays an important role in building up
social relationships and lets users interact with their surrounding environment. In
the transportation domain, smart roads, smart cars, and smart traffic lights serve
very convenient and safe transportation facilities. In enterprises and industries, IoT
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helps in better finance, banking, marketing, etc. activities. It helps in maintaining
monitoring agricultural activities through the use of various sensors.

The rest of the paper is organized as follows: Sect. 2 presents the IoT architec-
ture. Section 3 explains the security goals. Section 4 discusses IoT security issues.
Section 5 explains the various security attacks in IoT. Section 6 gives the analysis of
security attacks in IoT. Section 7 finally presents the conclusion and future scope of
the work.

2 IoT Architecture

IoT has a three-layered architecture in general. In the architecture, each layer has its
definition based on the functions the particular layer does and the type of devices that
are used in that layer. The number of layers in IoT is based on the opinions of different
research groups across the world [12]. Generally, IoT works on 3 tier architecture.
The three layers of IoT are named as Perception, Network, and Application layer.
All the layers have different enabling technologies and their features. Each layer
possesses its security issues. The three-layered architecture of IoT can be defined as
given in Fig. 1 [13].

The three layers of IoT can be explained as follows:

Fig. 1 Architecture of IoT
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1. Perception Layer: It is also known as the “physical layer” or “sensors layer
“as it is concerned with the physical devices [12]. This layer performs the most
importantwork of IoT, i.e., collection of information. The information is collected
with the help of different devices like smart cards, RFID tag reader and sensor
networks, etc. [13]. The information from the environment is obtained using
actuators and sensors [12]. Uncovering service and device identification is the
main work of the perception layer. By using communication technology, devices
of this layer should be able to connect either directly or indirectly via the Internet
[14, 15]. Also, each device should have a unique tag to connect successfully to
the network. The data is detected, collected, processed, and transmitted to the
next layer, i.e., network layer.

2. Network Layer: Routing data and transmission of it to the different IoT hubs
is the main task of the network layer over the Internet. As suggested by the
name, this layer includes communication channels, network interfaces, infor-
mation maintenance, network management, and intelligent processing. Here the
technologies used by different network devices are WiFi, LTE, Bluetooth, 3G,
ZigBee, etc. [12]. This layer uses wireless sensors to send information to any
information processing system that may be present within the system or outside
the system.Limitedprocessing and computingpower help the small-sized sensors
to have low electricity consumption. The data received is processed, wirelessly
transmitted, and presented to the end-user [15].

3. Application Layer: This layer is a service-oriented layer in which the type
of services ensured among the connected devices is the same [16]. It provides
capabilities of storage as well as data collection as it is capable of storing data
into the database. Outside communication from the system of the devices is done
via different kinds of applications as per the user’s needs [17, 18].

3 Security Goals

Enforcement of security goals is a must to construct a secure communication frame-
work. Ensuring proper identity authenticationmechanisms, providing confidentiality
to data, etc. are some of the primary security goals of IoT. The three main goals to
be kept in mind are—confidentiality, integrity, and availability. In case of a breach
in any of these serious issues in the system are caused. The security goals can be
explained as follows [2, 19, 20]:

1. Confidentiality: It should be ensured that only authorized users have access to
data and also data is secured. Users may be internal objects, human, external
objects, and machines and services. It can be taken as an ability to give users the
privacy of sensitive information via different mechanisms. The revelation to the
unauthorized party can be prevented. It can be accessed by permitted users only.
This makes the exchanged messages understandable for the intended entities.
The data management mechanisms to be applied, the person responsible for the
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management, and assurance of data is protected throughout should bewell versed
to the end-user of IoT.

2. Integrity: The accuracy of data should be ensured as data in IoT is exchanged
between many devices. By maintaining end-to-end security, integrity can be
imposed in an IoT network. Firewalls and protocols are used to manage data
traffic. Due to the characteristic nature of low computational power, the security
at endpoints cannot be guaranteed. It ensures that no tampering has been done
on data and that the right sender is sending the data.

3. Availability: The data should be available to the users whenever needed. In disas-
trous conditions too, the availability of data should be ensured. The prevention of
bottleneck situations that lead to the prevention of information flow is ensured.
It ensures the reachability and availability of devices and services when needed
for achieving the expectations of IoT. This requirement is targeted by the Denial
of service attack.

4. Authentication: The object present in the network should be capable of clearly
identifying and authenticating other objects also that are present in the network.
It checks whether the entities are the same as what they claim to be actually. It
is targeted by the masquerade attack or an impersonation attack. A mechanism
to authenticate entities mutually in every interaction is needed.

4 IoT Security Issues

Each layer of IoT architecture has some security issues associated with it. These
security issues make the layer vulnerable to different types of security attacks [20,
21, 22]. The security issues can be classified as shown in Fig. 2.

The three main categories of security issues are:

Fig. 2 Security issues in IoT
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• Low-level security issues (At perception Layer)
• Intermediate -level security issues (At network Layer)
• High-level security issues (At application Layer).

4.1 Low-Level Security Issues

It is concerned with the physical and data link layers of communication as well as
hardware-level security issues. This level consists of all the issues that take place at
the perception layer of IoT architecture and hinder the privacy and confidentiality of
nodes and data in it. At the perception layer, we divide the security issues based on—
wireless signals, sensor node attacks, and the network topology of the IoT network
[23]. The issues lying under the low level of IoT architecture are described below:
Based on Wireless Signals

Jamming adversaries: In this attack, the networks are dropped by emitting radio
frequency signals without following any specific protocol. This interference severely
impacts the operations of the network and leads to unpredictable behavior of the
system.

Terminal Security Issues: Large terminals are needed to represent real-time
collected data to the users. These terminals are vulnerable to security attacks which
may cause leakage of confidential information, tampering, terminal virus, copying,
and other issues.
Based on Sensor Node Attacks

Sleep Deprivation Attack: The sensor nodes are made awoke most of the time
due to which their battery life is depleted. This is the sleep deprivation attack done
on energy-constrained devices.

Node capture Attack: In this, confidentiality is attacked as the attacker takes over
the node and captures all the data and information related to that node.

Spoofing or Sybil attack at a low level: In this, a malicious Sybil node gets into
the network and uses fake identities which ultimately degrade the functionality of
IoT.

Insecure Physical Interface: Here the proper functioning of IoT devices is
hindered. The tools for testing/debugging, software access through physical inter-
faces, and poor physical security may lead to compromising nodes in the network.

Timing Attack: In this, the attacker tries to gain the encryption key from the node
by analyzing the time required to perform encryption.
Based on Network Topology

Insecure initialization: A secure initialization and configuring of IoT done at the
physical layer ensure the proper functioning of the whole system. But the vulnera-
bility of the physical layer causes the whole system not to communicate well. Hence
physical communication should also be secured.

Invoking Malicious Code: In this, malicious code or program is spread in the
network which easily affects the wireless and sensor network. The determination of
malicious code and recovery from it is hard to achieve.
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Defect of the Tag: The attacker has easy access to the information on the tag
and can illegally access the RFID system because the limited cost of the tag doesn’t
provide enough security to protect the network from the attacker. Any rewritable tag
when once accessed by the attacker can be easily copied, decoded, or fabricated by
him.

4.2 Intermediate Level Security Issues

It is concerned with the communication, routing, and session management that takes
place at the transport and network layers of IoT. At the network layer, we divide
the security issues based on—network content security, hacker intrusion, and illegal
authorization [24]. The issues related to the low level of IoT architecture are described
below:
Based on Network Content Security

Insecure neighbor discovery: To share data from the source to destination,
neighbor discovery is done before data transmission. The neighbor discovery packets
are used for this purpose. No proper verification of these packets leads to Denial of
service attack as no proper identification and verification of the neighbors is carried
out.

Replay attacks due to fragmentation: The IPv6 packet is fragmented for the
devices conforming to the IEEE 802.15.4 standard as the frame size of these devices
is small. The packets are then reconstructed at the 6LoWPAN layer which may cause
the depletion of resources, overflow buffer, and rebooting of devices. The duplicate
packets that are sent by the malicious nodes hinder the reassembly of packets and
hence the processing of other legitimate packets is also hindered.

Sybil attacks at the intermediate level: Fake identities are used by Sybil nodes
to carry out communication in the network which ultimately leads to spamming,
disseminating malware, or the launch of phishing attacks.
Based on Hacker Intrusion

Denial of service attack: In this, the required node is denied of the services from
the server as the attacker keeps the server busy which ultimately leads to denial of
service to the required node.

Buffer Reservation Attack: In this, the attacker exploits the buffer space for
reassembly of packets of a receiver node by sending incomplete packets to it. Now as
the buffer space is already filled with the incomplete packets so the actual fragmented
packets are denied and hence the receiver node doesn’t receive the packet.
Based on the Illegal Authorization

Session establishment and resumption: The session is hijacked with forged
messages which lead to the denial-of-service. The attacking node impersonates itself
as the victim node and continues the communication between the two nodes. The
nodes communicating can require re-transmission of messages through the alteration
of sequence numbers.
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Privacy violation on cloud-based IoT: In this, different attacks violating the
identity and location privacy are launched in the cloud. Also, a malicious cloud
server can be used for the deployment of IoT which may access the confidential
information being shared in the network.

4.3 High-Level Security Issues

These issues are concerned with the applications that are run on the IoT network
[25]. Some of the security issues occurring here are:

Insecure interfaces—The interfaces used through web, mobile, and cloud for
accessing the IoT services are very vulnerable to the attacks hindering the data
privacy.

Insecure software/firmware—It consists of vulnerabilities caused by insecure
software or firmware. The proper testing of code written in JSON, XML, SQLi, and
XSS are to be done. Updating software/firmware should be done securely.

5 Security Attacks in IoT

Security attacks are the attacks that hinder the security of the different layers of IoT.
These attacks can cause a security breach and data breach from the network [2, 26].
The security attacks in IoT can be classified as follows:

5.1 Based on IoT Assets

It has further classifications into it as follows:
Based on Device Property

Low-end device class attack: In it, the attack is made using IoT devices with
identical abilities and configurations of the IoT devices of a native network. For
example, a malicious wearable device containing malicious applications can get
unauthorized access to the smart TV of smart homes and launch various threatening
attacks.

High-end device class attack: In it, more powerful devices as compared to the
devices of native networks are used to get access to the network and lunch attacks.
Based on Adversary Location

Internal Attack: In this attack, the attacker is either in the close proximity of the
devices or in the same network. He uses either his malicious device or legitimate
device is compromised.
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External Attack: In this attack, the attacker is not a part of the native network. He
gets unauthorized access to the devices and resources of the network or compromises
with one of the trusted devices of the network.
Based on Access Level

Active Attacks: When the attacker causes some malicious activities inside the
network to disrupt the usual functionality of IoT devices are known as an ac.

Passive Attacks: When the attacker gathers the information about the network by
imitating an authorized device of the network and not interrupting the communication
of the devices of the network is known as passive attacks.
Based on Strategy of Attack

Physical attack: Physical attacks are the attacks that cause physical damage to the
device or change its configurations andproperties. Example-malicious code injection.

Logical Attack: Logical attacks are the attacks that might launch some kind
of attack which would make the devices dysfunctional rather than giving physical
damage to the devices. Example- an attack on the communication channel.
Based on Level of Information Damage: They focus on damaging the floating data
in the network to disrupt the network or compromising the information. Some of the
in-transit attacks are:

Interruption: Other than the interruptions like service shutdowns. Attacks like
DoS are used for causing resource exhaustion and therefore resulting in the unavail-
ability of some services. Here the implementation of disaster recovery mechanisms
is important.

Man-in-the-Middle attack: Here, the communication is intercepted which is
taking place between two nodes. Two parties are made to think that they are commu-
nicating with each other securely but actually, the attacker is communicating with
them.

Eavesdropping: Here the attacker can listen to the private communication’s infor-
mation. It poses a threat to message confidentiality and RFID devices are most
susceptible to it.

Alteration: In this, unauthorized access is taken on the information and then
tampers the information to create confusion and misleads into the network. It is an
attack on the message integrity of the network.

Fabrication: Add-ons to the data or activity is done by the attacker which doesn’t
have any existence. The main purpose of this attack is to create confusion among
the parties and threatening the message genuineness by using external or internal
resources.

Message Replay: In this, the parties are made to mislead or confused that are
not time-aware and included in the communication. In this, the message freshness is
harmed.
Based on the Host

User compromise:With the use of an unsportingmaneuver, the users are entrapped
and made to expose their security credentials. A secured credentials transfer must be
needed in this.
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Software compromise: The vulnerabilities of system software running on the node
are taken advantage of. One such method is of pushing a device into an exhaustion
state by using resource buffer overflow.

Hardware compromise: The hardware is tempered in it. Here the attacker steals
the embedded credentials such as data, keys, or program code of the device.

5.2 Based on the Area of Attack

Physical Attacks: These attacks are done on the physical layer of the IoT architecture
which consists of the hardware devices. For this, the attacker needs to be present in
the network or stay close to it. They harm the functionality and the lifetime of the
attacked hardware device. Some of the examples are:

Node Tempering: In this, the sensor node can be either completely replaced phys-
ically or a part of its hardware can be replaced. Also, a node can be electronically
interrogated to alter sensitive information by gaining access.

Malicious Node Injection: In this, a new malicious node can be deployed in the
system between any two nodes and then control all the data flow and the operation
of the nodes. Another name of this is the Man-in-the-Middle attack.

Social Engineering: In it, the manipulation of users is done. The manipulation is
done by the attacker either to extract some private information or to perform some
actions which serve his own goals. Physical interaction of the attacker with the users
is a must for the achievement of his goals. Due to this reason, it is kept under physical
attacks.

SleepDeprivationAttack: To extend the battery life of the nodes, they are powered
with replaceable batteries and programming to follow the sleep routines is done. In
this attack, the attacker does not allow the nodes to follow the sleep routines which
ultimately makes the node stay awake and hence shutting down the nodes early.

RF Interference on RFIDs: An RFID tag is easily prone to Denial-of-service
attack by including noise signals in the radio frequency signals used by RFIDs for
communication. And hence the communication is disturbed due to the noise signals
presence.
Network Attacks: Network attacks are those in which the attack is done on the
network layer of the IoT architecture. The attacker doesn’t need to be part of the
network or be close to it. Some of the examples of these attacks are:

Traffic Analysis Attacks: The attacker can pull out the confidential information
or any data which is flowing from the RFID technologies because of their wireless
nature. Before the employment of attack, firstly the attacker gathers some information
about the network. Applications such as port scanning application, packet sniffer
application, etc. help in making it happen.

Sinkhole Attack: In this, all the traffic fromWSN nodes is lured which ultimately
creates a sinkhole. In this attack, the confidentiality of data is breached and also the
services to the network are denied as all the packets are dropped instead of passing
the packets to the destination node.
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Denial of ServiceAttack: In this, a network can be bombardedwithmore andmore
traffic into the IoT network which can lead to a successful denial of service attack.
The destination node is made busy by broadcasting lots of data via the bombarded
traffic which results in a denial of the source node for sending data.

RFID cloning: In this, data fetching from the victim node and copying it to
another RFID tag can lead to RFID cloning. But in this, the id of the RFID tag
remains identical. This helps to distinguish between the actual and copied tag.
Software Attacks: One of the main sources of vulnerabilities in security in the
computerized system is software attacks. They have their hand in exploiting the
system by using spyware, Trojan horse programs, malicious scripts, and worms.
This causes tampering of data, harm to the devices, information stealing, and service
denies. Some of the examples of software attacks are:

Phishing Attacks: In this, first, the authentication credentials are taken. Then
confidential data is gained. The confidential data is obtainedwith the help of phishing
websites or infected emails.

Malicious Scripts: The user controlling the gateway is fooled into running active-
x scripts which are executable. This leads to the complete shutdown of the system
or data theft.

Virus,Worms, Spyware, Trojan horse, and Aware: the malicious software infects
the system in a variety of outcomes such as tampering data, denial of service, or
stealing information.
Encryption Attacks: These are related to encryption scheme breakage that has been
used in the IoT system. Some of the encryption attacks are:

Side-Channel Attacks: The attacker can retrieve the key used for encryption and
decryption of data by using particular techniques like power analysis, fault analysis,
timing analysis, or electromagnetic analysis.

Cryptoanalysis Attacks: In this, the plaintext or ciphertext is captured to find
the encryption key and break the system’s encryption scheme. Examples of such
types of cryptoanalysis attacks are Chosen-plaintext attack, Known-plaintext attack,
Ciphertext only attack, and Chosen-Ciphertext attack.

Man in the Middle Attack: An adversary positions itself between the two
nodes which are communicating with each other and during the challenge-response
scenario exchange the keys for establishing a secure communication channel. The
adversary performs the key exchange with the two nodes separately and hence
decrypt/encrypt the data coming from the nodes. While the two nodes think that
they are communicating with each other.

6 Analysis of Security Attacks in IoT

In IoT, different types of attacks are found. For some attacks, proper solutions have
been discovered while some still research is going on. It has been found that some of
the attacks can be easily prevented and detected. But some attacks do exist which are
very difficult to detect because of various constraints or the nature of the network. In
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this paper, some of the attacks have been discussed in the following table in terms of
whether it is an active or passive attack, which layer of IoT architecture is harmed,
what can be the location of the attacker while attacking the network, how the attack
is brought into action and whether the attack can be prevented or not. Analysis of
some of the security attacks has been done in Table 1.

From the above table, we can easily analyze what all effects various attacks have
on the network. The detection of sinkhole attacks can be done with the help of rule-
based detection, an anomaly-based detection or by key management detection. The
most common method of detecting DoS attacks is by using ACL counters. We use
a network guard device for detecting and blocking the incoming and/or outgoing
packets to know if the traffic of the network is being analyzed or not. Some attacks
like DoS cannot be prevented easily but the further spread can be stopped [27]. In
the coming future, the DDoS attacks will be very common and easy to implement
[28]. All the traditional attack detecting techniques are rule-based. In contrast to
the traditional detection techniques, a machine learning and deep learning-based
detection technique has been found which works more efficiently. Machine learning
can help in detecting any intruders into the normal activity of the system. IDS are
anomaly-basedwhichmakes use ofmachine learning techniques for detecting attacks
in real-time in IoT networks. As per [29, 30], IntrusionDetection Systems (IDSs) acts
as a great countermeasure for many of the attacks taking place in IoT. But still, more
efficient IDSs are being searched which should be lightweight and also undoubtedly
provide very high protection.

7 Conclusion

However, IoT is one of the most emerging technologies of today’s time. Hence,
the security of IoT devices is the main concern as in coming future it is believed
that the world will be driven by smart devices. Going by the architecture, IoT has a
traditional network architecture that has its flaws. Various attacks are possible that
pose a threat to the security of the devices present in IoT architecture. More andmore
research needs to be done to find some of themore capable techniques which can help
in overcoming the barriers which make detection of various attacks very difficult.
Various attacks hinder various security goals of IoT. The security goals of IoT need
to be preserved so that the devices are kept secure. This paper discusses some of
the common security issues and attacks. Moving from a rule-based technique to an
anomaly-based technique for attack detection is a considerable step towards the easy
detection of attacks and proposing a solution for them. The researchers can work on
designing a new architecture that can overcome the maximum vulnerabilities and
loopholes of the present architecture and hence make the network more and more
secure. Also, more efficient attack detection techniques should be researched so that
the attacks are easily detected and dealt with.



Security Attacks in Internet of Things: A Review 691
Ta

bl
e
1

A
na
ly
si
s
of

at
ta
ck
s
in

Io
T

N
am

e
of

A
tta

ck
Ty

pe
of

at
ta
ck

L
ay
er

at
ta
ck
ed

L
oc
at
io
n
of

th
e

at
ta
ck
er

B
as
ed

on
Se

cu
ri
ty

go
al

hi
nd
er
ed

C
an

it
be

pr
ev
en
te
d?

Si
nk

ho
le
A
tta

ck
A
ct
iv
e
at
ta
ck

N
et
w
or
k
la
ye
r

E
xt
er
na
l

R
ou

tin
g

A
va
ila

bi
lit
y,

C
on

fid
en
tia

lit
y

Y
es

if
th
e
no
de

ca
n
be

au
th
en
tic

at
ed

D
en
ia
lo

f
Se
rv
ic
e

A
tta

ck
A
ct
iv
e
at
ta
ck

N
et
w
or
k
la
ye
r

In
te
rn
al

Fl
oo
di
ng

th
e
ta
rg
et

w
ith

tr
af
fic

A
va
ila

bi
lit
y

N
ot

lik
el
y
bu
t

pr
ev
en
tio

n
ca
n
be

of
be
in
g
a
m
ed
iu
m

of
at
ta
ck

fo
r
an
ot
he
r

sy
st
em

T
ra
ffi
c
A
na
ly
si
s

at
ta
ck

Pa
ss
iv
e
at
ta
ck

N
et
w
or
k
la
ye
r

E
xt
er
na
l

K
ee
pi
ng

a
ch
ec
k
on

th
e

no
de
’s
in
te
ra
ct
io
n

C
on

fid
en
tia

lit
y

Y
es

by
us
in
g

T
ra
ffi
c-
flo

w
se
cu
ri
ty

Sl
ee
p

D
ep
ri
va
tio

n
A
tta

ck

A
ct
iv
e
at
ta
ck

Ph
ys
ic
al
L
ay
er

In
te
rn
al

M
al
ic
io
us

no
de

m
ak
e

re
qu

es
ts
to

vi
ct
im

of
te
n

to
ke
ep

it
aw

ak
e

T
he

lif
et
im

e
of

th
e

vi
ct
im

no
de

re
du
ce
d

dr
as
tic

al
ly

Y
es

by
us
in
g

cl
us
te
ri
ng

M
al
ic
io
us

N
od
e

In
je
ct
io
n

A
ct
iv
e
at
ta
ck

Ph
ys
ic
al
la
ye
r

E
xt
er
na
la
nd

in
te
rn
al

bo
th

In
se
rt
in
g
m
al
ic
io
us

no
de

A
va
ila

bi
lit
y

Y
es

if
re
pl
ic
at
io
n

at
ta
ck

ca
n
be

pr
ev
en
te
d

Ph
is
hi
ng

A
tta

ck
Pa
ss
iv
e
at
ta
ck

A
pp

lic
at
io
n
la
ye
r

In
te
rn
al

M
al
ic
io
us

lin
k
or

at
ta
ch
m
en
t

C
on

fid
en
tia

lit
y

Y
es

by
us
in
g

an
ti-
sp
yw

ar
e
an
d

fir
ew

al
ls
et
tin

gs

N
od
e
Te
m
pe
ri
ng

A
ct
iv
e
at
ta
ck

Ph
ys
ic
al
la
ye
r

In
te
rn
al

Ph
ys
ic
al
re
pl
ac
em

en
t

of
th
e
co
m
pl
et
e
no
de

or
pa
rt
of

it

In
te
gr
ity
,

C
on

fid
en
tia

lit
y

Y
es

by
us
in
g
th
e

st
ro
ng

an
d
le
ng
th
y

en
cr
yp
tio

n
ke
y

M
an

in
th
e

M
id
dl
e
at
ta
ck

A
ct
iv
e
at
ta
ck

N
et
w
or
k
la
ye
r

In
te
rn
al

Su
sp
ic
io
us

N
od
e

C
on

fid
en
tia

lit
y,

In
te
gr
ity

Y
es

by
us
in
g
fir
ew

al
ls

an
d
se
cu
ri
ty

pr
ot
oc
ol
s

W
or
m

at
ta
ck

Pa
ss
iv
e
at
ta
ck

A
pp

lic
at
io
n,
Ph

ys
ic
al

In
te
rn
al

M
al
ic
io
us

C
od
e

A
va
ila

bi
lit
y,
In
te
gr
ity
,

A
ut
he
nt
ic
ity

Y
es

if
w
e
do

no
t

al
lo
w
su
sp
ic
io
us

fil
es

an
d
si
te
s
to

ac
ce
ss

ou
r
sy
st
em



692 V. Mohindru and A. Garg

References

1. Hassan, W.H.: Current research on Internet of Things (IoT) security: a survey. Comput. Netw.
148, 283–294 (2019)

2. Mohindru,V., Singh,Y., Bhatt, R.: Prevention ofNodeCloneAttack: secure and energy efficient
algorithms in WSN (2020)

3. Singh, P.K., Bhargava, B.K., Paprzycki, M., Kaushal, N.C., Hong,W.C.: Handbook of wireless
sensor networks: issues and challenges in current scenario’s. Advances in Intelligent Systems
and Computing, Vol. 1132, pp. 155–437. Springer Cham, Switzerland (2020)

4. Tanwar, S., Thakkar, K., Thakor, R., Singh, P.K.:M-Tesla-based security assessment inwireless
sensor network. Proc. Comput. Sci. 132, 1154–1162 (2018)

5. Deogirikar, J., Vidhate, A.: Security attacks in IoT: a survey. In 2017 International Conference
on I-SMAC (IoT in Social, Mobile, Analytics, and Cloud) (I-SMAC), IEEE, pp. 32–37 (2017)

6. Singh, P.K., Kar, A.K., Singh, Y., Kolekar, M.H., Tanwar, S.: Proceedings of ICRIC 2019,
Recent Innovations inComputing. LectureNotes inElectrical Engineering,Vol. 597, pp. 3–920.
Springer, Cham, Switzerland (2020)

7. Sengupta, J., Ruj, S., Bit, S.D.: A Comprehensive survey on attacks, security issues and
blockchain solutions for IoT and IIoT. J. Netw. Comput. Appl. 149, 102481 (2020)

8. Tahaei, H., Afifi, F., Asemi, A., Zaki, F., Anuar, N.B.: The rise of traffic classification in IoT
networks: a survey. J. Netw. Comput. Appl. 154, 102538 (2020)

9. Singh, P.K., Bhargava, B.K., Paprzycki, M., Kaushal, N.C., Hong, W.C.: Handbook of wire-
less sensor networks: issues and challenges in current scenario’s. In: Advances in Intelligent
Systems and Computing, Vol. 1132, pp. 155–437. Springer, Cham, Switzerland (2020)

10. Mohindru, V., Bhatt, R., Singh, Y.: Reauthentication scheme for mobile wireless sensor
networks. Sustain. Comput. Informatics Syst. 23, 158–166 (2019)

11. Matta, P., Pant, B.: Internet of things: genesis, challenges and applications. J. Eng. Sci. Technol.
14(3), 1717–1750 (2019)

12. Mahmoud, R., Yousuf, T., Aloul, F., Zualkernan, I.: Internet of things (IoT) security: current
status, challenges, and prospective measures. In: 2015 10th International Conference for
Internet Technology and Secured Transactions (ICITST), pp. 336–341. IEEE (2015)

13. Singh, P.K., Pawłowski,W., Tanwar, S., Kumar, N., Rodrigues, Joel, J.P.C.: Proceedings of First
International Conference on Computing, Communications, and Cyber-Security (IC4S 2019).
Lecture Notes in Networks and Systems, Vol. 121, pp. 3–917. Springer, Cham, Switzerland
(2020)

14. Mahmoud, R., Yousuf, T., Aloul, F., Zualkernan, I.: Internet of things (IoT) security: current
status, challenges and prospectivemeasures. In: 2015 10th International Conference for Internet
Technology and Secured Transactions (ICITST), pp. 336–341. IEEE (2015)

15. Mohindru, V., Singh, Y., Bhatt, R.: Hybrid cryptography algorithm for securing wireless sensor
networks from Node Clone Attack. Recent Adv. Electrical Electronic Eng. (Formerly Recent
Patents on Electrical & Electronic Engineering) 13(2), 251–259 (2020a)

16. Bhabad, M.A., Bagade, S.T.: Internet of things: architecture, security issues, and countermea-
sures. Int. J. Comput. Appl. 125(14)

17. Andrea, I., Chrysostomou,C.,Hadjichristofi,G.: Internet of Things: security vulnerabilities and
challenges. In: 2015 IEEE Symposium on Computers and Communication (ISCC), pp. 180–
187. IEEE (2015)

18. Mohindru, V., Singh, Y., Bhatt, R.: Securing wireless sensor networks from node clone attack:
a lightweight message authentication algorithm. Int. J. Inf. Comput. Secur. 12(2–3), 217–233
(2020b)

19. Khan, R., Khan, S.U., Zaheer, R., Khan, S.: Future internet: the Internet of Things architecture,
possible applications, and key challenges. In: FIT, pp. 257–260 (2012)

20. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of Things (IoT): a vision,
architectural elements, and future directions. Future Gener. Comput. Syst. 29(7), 1645–1660
(2013)



Security Attacks in Internet of Things: A Review 693

21. Mahmud, H.M., Fotouhi,M., Hasan, R.: Towards an analysis of security issues, challenges, and
open problems in the internet of things. In: 2015 IEEEWorld Congress on Services, pp. 21–28.
IEEE (2015)

22. Khan, M.A., Salah, K.: IoT security: review, blockchain solutions, and open challenges. Future
Gener. Comput. Syst. 82, 395–411 (2018)

23. Ferrag, M.A., Shu, L., Yang, X., Derhab, A., Maglaras, L.: Security and privacy for green IoT-
based agriculture: review, blockchain solutions, and challenges. IEEE Access 8, 32031–32053
(2020)

24. Alaba, F.A., Othman, M., Hashem, I.A.T., Alotaibi, F.: Internet of Things security: a survey. J.
Netw. Comput. Appl. 88, 10–28 (2017)

25. Dabbagh, M., Rayes, A.: Internet of Things security and privacy. In: Internet of Things from
Hype to Reality, pp. 211–238. Springer Cham (2019)

26. Jain,A., Sharma,B.,Gupta, P.: Internet of Things: architecture, security goals, and challenges—
a survey. Int. J. Innov. Res. Sci. Eng. 2(4), 154–163 (2016)

27. Mohindru, V., Singh, Y.: Node authentication algorithm for securing static wireless sensor
networks from node clone attack. Int. J. Inf. Comput. Secur. 10(2–3), 129–148 (2018)

28. Nortan Homepage. https://us.norton.com/internetsecurity-iot-5-predictions-for-the-future-of-
iot.html. Last accessed 2020/02/20

29. Khan, Z.A., Herrmann, P.: Recent advancements in intrusion detection systems for the internet
of things. Secur. Commun. Netw. Volume 2019, Article ID 4301409, 19 pages (2019). https://
doi.org/10.1155/2019/4301409

30. Thamilarasu, G., Chawla, S.: Towards deep-learning-driven intrusion detection for the internet
of things. Sensors 19(9), 1977 (2019)

https://us.norton.com/internetsecurity-iot-5-predictions-for-the-future-of-iot.html
https://doi.org/10.1155/2019/4301409


Texture Feature Technique for Security
of Indian Currency

Snehlata and Vipin Saxena

Abstract In recent years, security of currency has gain importance in the field of
research. With the advent of digital technology, color printer, and color scanner are
the cheapest way for counterfeiter to produce fake currency. Feature extraction is
the most important technique in paper currency recognition. According to reviewer,
texture feature plays an important role for paper currency detection. Texture feature
is generally a statistical-based approach and in the present work, a new model is
proposed for paper currency detection. The presented model is computing the texture
properties like Gray Level Co-occurrence Matrix (GLCM) of Rs. 500 for real and
fake currency. The Principle Component Analysis (PCA) is used for reduction of
higher dimension of images. The proposed work provides better results with the
collaboration of PCA and GLCM. The texture properties have been used and GLCM
measured the variation in intensity at pixel of interest of the currency. The computed
results have been presented in the form of table and graphs.

Keywords Currency · Security · Texture feature · Gray-level · GLCM

1 Introduction

In the digital era of technology, it is very difficult to identify fake paper currency.
Illegal replication of original currency is known as counterfeiting. The Government
of India (GOI) has used the term fake currency in place of counterfeit. This is a very
challenging issue to identify the fake currency. Reserve Bank of India (RBI) is the
only body that takes sole responsibility to print paper currency in India. Extracting
security features from Indian currency is most important for accuracy and robust-
ness of the automated system. Features extraction in the form of colour, shape,
texture or context are the most important techniques of image processing and pattern
recognition. Although, many techniques are available in the literature to find out
the pattern of paper currency, but feature extraction is the most common technique
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Fig. 1 Representation of texture feature analysis

in the form of colour features, transform features, shape features, texture features,
edge and boundary features. From the literature of the currency identification, it is
observed that there is no work on the newly developed paper currency by RBI but
some little information in the literature are available for the Mexican banknotes,
Euro, US Dollar related to the countries namely Australia, Cyprus, Sri Lankan and
Bangladesh. Further, it is found from the literature that the banknotes of each country
are modelled by extracting the very important feature that depends on the nationality
of currency. Therefore, the contribution of systematic approach is to recognize the
currency by texture feature analysis. In the following, Fig. 1, the traditional way to
image analysis in image processing is represented.

In the present paper, Sect. 2 describes a state of art of work on the texture feature
analysis, Sect. 3 describes the feature extraction methods, Sect. 4 is related to the
result of implementation and finally Sect. 5 describes the discussion and concluding
remarks of the work.

2 State of Art of Texture Feature Analysis of Paper
Currency

In the texture feature analysis, authors have to first identify the texture features on
the basis of Pattern and analysis the same by various approaches. In this reference,
P. Mohanaiah et al. [15] have described the GLCM approach for image texture
feature extraction. In the work, it is presented an application of GLCM to extract
the second-order statistical texture feature analysis for estimation of the image using
Xilinx FPGA. The computed results present the texture feature analyses with high
accuracy in less computation time and it is efficiently used for real-time pattern
recognition application. Alnowaini et al. [2] proposed a new automated system that
identifies the Yemeni paper currency real or fake based on image processing tech-
nologywithmachine learning algorithms. This proposed framework has different five
steps such as currency acquisition, preprocessing, feature extraction, classification
and verification. The system has found to detect the currency real or fake in respect
of accuracy and fast processing time. Chavan et al. [5] designed an automatic coin
dispensing machine to resolve this issue. There have three modules such as detection
of a genuine currency note, determining the value of the note and dispensing of equiv-
alent coins. Here, the genuine currency analyses through security threadwith the help
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of histogram of currency captured by Ultraviolet (UV) light. The robust system has
92.12% accuracy for detection of denomination of the currency, 100% accuracy for
dispensing of equivalent coins, and 90.07% accuracy for the genuineness of currency.
Kekre et al. [13] have explained a method for image retrieval using texture feature
extraction from GLCM, Linde-Buzo-Gray (LBG) and Kekre’s Proportionate Error
(KPE) algorithms. Further, Chao Tong et al. (2017) proposed a new algorithm to
differentiate the new and old currency based on five level statistical parameters of
texture of currency in grayscale image, gray level-gradient co-occurrence matrices
and multi-DAG-SVM classifier. The experimental outcomes demonstrate the algo-
rithm with high speed and greater efficiency at the classification level. Hamza and
Al-Assadi [9] also described a newmethod of image improvement on optimal texture
feature extracted from GLCM using genetic algorithm which finds ideal texture
features separated from GLCM dependent on the fitness function. Yan et al. [22]
developed a prototype that identifies the currency. There are two highlight vectors
which comprised of colour features and texture features. Lot of researchwork is avail-
able on currency being grouped through a Feedforward Neural Network (FNN) and
also measured difference among sample and counterfeit banknote. Garcia-Lamont
et al. [8] addressed the use of the artificial vision to recognition ofMexican currencies
which may be grouped by colour and texture features with respect to the RGB space
and the local binary patterns. This mechanism displays the characterization outcome
for the Mexican currencies and the planned strategy may be enforced to identify
the currencies of different countries by the use of colours to recognize the groups.
Snehlata andSaxena [19] have proposed a case study of Indian currency identification
system which is based on currently launched Rs. 500 and Rs. 2000 through object-
oriented approach. Arya and Sasikumar [4] have proposed Fake currency notes are
increasing day by day, in order to overcome this, design a very helpful and efficient
system to detect the fake currency. For detecting the fake currency note is done by
counting the number of interruptions in the thread line. For predicting the note is
real or fake on the basis of a number of interruptions. If the number of interruption
is zero, if it is real note otherwise it is fake. And also we calculate the entropy of the
currency notes for the efficient detection of a fake currency note. MATLAB software
is used to detect fake currency note. Ahmadi et al. [1] explained amethod that is based
on PCA which increases the reliability of recognition system and proposed system
recognizes the six different types of bills of US dollars. First, image is captured by
Line sensor, then, image is extracted with main feature and decreased the dimension
of the image using PCA technique. It is used Linear Vector Quantization (LVQ)
network and outcomes show that the dependability has been incremented up to 95%
when the PCA component and LVQ vectors are taken correctly to recognize the
currencies for Australian blind people. Hinwood et al. [11] have proposed a Money
Talker that electronically recognize the different colours and texture of Australian
currencies. First, currency is captured by the system then light is passed through
currency and respective sensors and detect the different ranges of values depending
on the colour of the currency. Takeda et al. [20] described a method to recognize
Thai banknotes with slab values that are stored in digital form as input of Neural
Network (NN) for recognition process. Aoba et al. [3] presented Euro banknotes
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recognition system which uses the two types of NN’s. Frosini et al. [7] explained the
neural-based recognition technique which is used in banknotes machines. Snehlata
and Saxena [18] described the efficient technique for currency detection by the use
of PCA for providing the better way to currency identification. Generally, PCA is
used for dimension reduction. The eigen-values and eigen-vectors provide a better
discrimination of the fake and real currency that provides a better results in the form
of graph and table. Priyal has proposed [6] proposed an efficient Image processing
technique that has to extract various features from the U.S. currency. The features
of currency are dimensions, colour written letters, security thread, texture, federal
reserve indicator, serial number, and various other details that help to increase the
accuracy of fake currency detection. The proposed framework has used machine
learning and deep neural network to extract the more feature more and improve
accuracy.

3 An Overview of Feature Extraction

This section briefly elaborates about digital Image processing, pattern recognition
and feature extraction. Feature extraction is themost essential chunk of pattern recog-
nition that deals with the dimensionality reduction. To deal with enormous informa-
tion that contains redundant data, the feature extraction method is used to effectively
reduce the data size without losing important and relevant information. In general,
feature contains information about colour, shape, surface or context. The kind of
literature has suggested lot of techniques for feature extraction from images, some
are listed in Fig. 2.

3.1 GLCM

GLCM is a technique for extraction of texture features and according to, Guiying
Li (2012), GLCM is defined as the texture of continual arrangement of information
having the structure of regular intervals. Texture study means size, shape, density,
arrangement, surface characteristics and appearance of an object and also of its
elementary part. As texture contains vital information regarding any object, so that
texture feature extraction leads to the key function in the Image processing field.

Singh et al. [16] proposed a novel method of object recognition using point feature
technique for colour images. The SURF algorithm used to find the object detection
for unique feature matches of colour images. This approach of detection has robustly
find object between colored cluttered images. Singh et al. [17] proposed a method
suggests to usesK-means andEKmeans clusteringmethods onvarious tumor images.
The characteristics are observed based on geometrical features. Images were trained
by advanced machine learning algorithms like Artificial Neural Network (ANN)
and Support Vector Machine (SVM) where it divides the tumor into the malignant
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Fig. 2 Various types of feature extraction

type and due to segmentation it gives tumorous part. That system used characteristic
extraction by further segmenting GLCM characteristics into Haralick features.

Neville et al. (2003) demonstrated various texture feature extraction methods
and characterized as model-based and transform information, statistical, structural
methods. Among all listed methods, statistical based feature extraction method
is prominent for texture feature extraction that incorporates first-order statistics,
second-order statistics and higher-order statistics. In the present scenario, the co-
occurrence matrix and texture feature are most popularly used in the area of image
identification which was suggested by Haralick in early 1973 [12] that is based on
second-order statistical features. Suggestions regarding texture feature contain the
following two steps:

• Firstly, the computation of the co-occurrence matrix;
• Based on computation of co-occurrence matrix, texture features are calculated.

This idea is quite useful in Image analysis for currency identification. After opti-
mizing the fourteen texture features, the idea of Haralick (1973), Andrea Baraldi and
Flavio Parmiggiani (1995) proposed a new approach of the five statistical param-
eters energy, entropy, contrast, homogeneity and correlation. The explanation is as
follows:
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3.1.1 M, N:Coefficient of Co-Occurrence Matrix;

3.1.2 X (M, N):Element in the Co-Occurrence Matrix at the Coordinates
M, N;

3.1.3 K:Dimension of Co-Occurrence Matrix.

The five statistical parameters are explained below in brief:

(a) Energy

The performance can be measures in terms of energy (E) which can be measured as
the extent of pixel pair repetitions. It measures the uniformity of an image. When
pixels are very similar, the energy value will be large. The energy is defined as:

E =
√
√
√
√

K−1
∑

m=0

K−1
∑

n=0

X2(m, n) (1)

(b) Entropy

The Entropy (Ent) is the proportion of arbitrariness that is utilized to describe
the surface of the information picture. It’s worth will be maximum when all the
components of the co-occurrence matrix are the equivalent. It is defined below:

Ent =
K−1
∑

m=0

K−1
∑

n=0

X (m, n)(−In(X (m, n))) (2)

(c) Contrast

The Contrast (Con) is characterized in Eq. (3), which is a proportion of power of a
pixel and its neighbour over the picture. In the visual impression of a genuine world,
differentiate is deflect mined by the distinction in colour and brightness of the object
and different objects with-in a similar field of view.

Con =
K−1
∑

m=0

K−1
∑

n=0

(m − n)2X (m, n) (3)
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(d) Homogeneity

Homogeneity returns a value that measures the closeness of the distribution of
elements in GLCM to the GLCM diagonal. The value of energy is 1 for a diagonal
GLCM and having the range as [0 1]

Hom =
∑

m,n

X (m, n)

1 + |m − n| (4)

(e) Correlation

Correlation returns a measure of how correlated a pixel into its neighbour over the
whole image. It’s range is [−1 1] and defined below:

Corr =
∑

m,n

(m − μm)(n − μn)X (m, n)

σmσn
(5)

3.2 Principle Component Analysis

According to the data hypothesis, extract the important feature of currency image for
identification and compare one currency to another currency feature to a database.
A basic way to deal with extricating the data contained in an image of a currency
is to by one way or another catch the variety in a collection of currency image,
autonomous of results of features and utilize this data to computed and analyse the
single currency image [15]. Snehlata and Saxena [18] briefly discussed that Principle
ComponentAnalysis (PCA) is amethod of recognition based on the feature of texture
that features are expressed in the term of resemblance and dissimilarity. Once the
pattern is matched in data then it can be compressed.

The transformation function as given below:

M = YW (6)

where.
Y denotes a ∗ b matrix of a observations on b variables;
M denotes a ∗ b of a values for each of b components;
W denotes b ∗ b of coefficient defining the linear transformation.
There are included two phases: Training and Testing.

The Training phase contains the following stages:

(1) Generate the currency database;
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(2) Features are extracted from the currency;
(3) Calculate Mean;
(4) Subtract mean from each currency image, known as mean aligned currency;
(5) Calculate covariance of the mean aligned currency;
(6) Calculate Eigenvalues and Eigenvectors;
(7) Identify Eigenvectors and find principle Eigenvectors;
(8) Find the direction of Data.

The Testing phase contains the following stages:

(1) For testing, a test currency image, make it a column vector;
(2) Subtract mean of currency to this test currency;
(3) Calculate the distance.

4 Results and Discussion

Let us first describe the characteristics of Rs. 500 Indian paper currency which is
depicted in Fig. 3.

The presented currency has the following silent features listed below:

1. See through register
2. Latent image
3. Denomination numerical in Devanagari
4. Mahatma Gandhi’s portrait in centre facing to right
5. Windowed security thread
6. Guarantee clause
7. Portrait and electrotype watermark
8. Number panel with numerals growing from small to big on the top left side and

bottom right side
9. Denomination in numerals with rupee symbol in colour changing ink (green to

blue) on the bottom right
10. Asoka pillar emblem on the right
11. Circle with Rs. 500 in raised print on the right
12. Five bleed lines on left and right in raised print
13. Year of printing of the note on left
14. Swachh Bharat logo with the slogan
15. Language panel towards the centre
16. Red Fort with Indian flag
17. Denomination numeral in Devanagari on right.

The image database used in this study served as the main feature extraction of the
texture using GLCM. The GLCM method incorporates the averaging of coefficient
matrix having the direction of 0°, 45°, 90° and 135° [10]. The above-mentioned six
features of GLCM used in this research like are Energy, Entropy, Contrast, Homo-
geneity and Correlation. The values of these features are depicted as the training and
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Fig. 3 Representation of Rs. 500 Indian paper currency

Table 1 Characteristics of GLCM database training

Energy Entropy Contrast Homogeneity Correlation

0.20645 1.35718 0.83730 0.811055 0.749905

test database from our keenly observed image data set. Table 1 shows the value of
the characteristics of GLCM used as input to database training.

4.1 Classification and Identification System Testing

The determination of value k as in our cases 1, 3 and 5 is carried out with the help
of PCA classification process for fixed amount of training data. The right value of
k is totally depending upon the level of closeness and accuracy of the identification
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Table 2 Accuracy of the
identification result

Banknote k-values Accuracy (%)

Rs. 500 k = 1 100

k = 3 90

k = 5 80
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Fig.4 The Graph between k-values and Accuracy

process. Hence as a result of the identification process to determine the value of k
testing process are observed with the certain accuracy as depicted in Table 2.

The proposed technique is implemented usingMATLAB to get real currency from
the database. Based on k-value obtained different accuracy to currency detection,
graph plot between k-value and accuracy in Fig. 4.

5 Conclusion

The texture pattern of the genuine Rs. 500 currency is exceptionally powerful in the
process information securing can influence the estimation of surface element extrac-
tion utilizing the GLCM technique. The estimation of k in the arrangement input
utilizing the PCA technique can decide the exactness of the characterization proce-
dure and ID of the realness of rupee currency. The after-effects of the recognizable
proof of the authenticity of the rupee tried right now an accuracy of 100% when the
value of k = 1, accuracy of 90% when the estimation of k = 3 and accuracy of 80%
when the estimation of k = 5 with the arrangement of the measure of 20 training
data and 10 testing data. The accuracy of the value for k = 1 is the most elevated of
accuracy value. It is on the grounds that when an estimation of k = 1 is the default
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value research can be inferred that the more noteworthy of the separation technique
that has 1 nearest neighbour of that information worth or it very well may be consid-
ered that information possesses. Right now be reasoned that the more prominent the
estimation of k given to the framework during the arrangement and identification
procedure will cause the lower level of accuracy produced from the system.
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Optimal Unit Commitment for Secure
Operation of Solar Energy Integrated
Smart Grid

Aniket Agarwal and Kirti Pal

Abstract Currently, themajority of theworld’s electricity demand ismet by thermal
power generation stations that run purely on traditional fossil fuels. Utilities rely
mainly on these sources to spendhuge revenue tomeet the ever-increasing demand for
electricity. This motivates utilities to manage their generation most cost-effectively
according to the load demand. Thus, an optimum generation allocation among the
various power generating units can save considerable fuel inputs and expenses.
Extending this optimization technique to decide which of these units would partic-
ipate in the optimum allocation could theoretically save a greater amount of fuel
costs. In other words, the determination of whether the device has to be ON/OFF
is important. This is termed as unit commitment (UC). As for deciding the optimal
generation dispatch for the minimum cost, a complete optimal power flow (OPF)
is run over the UC time horizon for each hour’s commitment. Conventional OPF
solves all constraints such as fixed bus voltage limits, line power flows, transformer
tap positions, etc., for optimum dispatch adjustment, resulting in a secure solution.
In this paper, with the integration of solar thermal power plant, the total genera-
tion cost is reduced. The suggested method is tested by applying it to the standard
IEEE 14 bus test system. The findings of the UC, demonstrated in both the presence
and absence of STPP, show the method’s efficiency. We propose a mathematical
programming-based approach with alternative current optimal power flow (ACOPF)
network constraints, to optimize the unit commitment problem.
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1 Introduction

The most important problem with electric power generation scheduling is unit
commitment. Unit commitment means coordinating short-term unit generation to
meet load demand forecasting. The problem of unit commitment is a complex
problem of optimization. It has a variable integer as well as a constant variable
[1]. The unit commitment (UC) function in the power system refers to the question
of optimization to evaluate the ON/OFF states of generating units that reduce oper-
ating costs for a given time horizon [2]. The committed units must meet the system’s
forecast demand and spinning reserve requirement at the minimum operating cost,
subject to a wide set of operating restrictions.

In practice as well as in the state-of-the-art research on deterministic UC models,
what has varied most significantly are the assumptions underlying security (i.e.,
contingency [3]), network, and operational constraints for alternating current (AC)
power systems. Improving Garver’s seminal UC formulation [4], many prominent
methods to date have centered on mixed-integer linear programming (MILP) with
tighter convex hull representations of non-network constraints of thermal unit opera-
tions [5–10]. These UC formulations have usually been expanded to include a linear
(DC) representation of the network, either with (e.g., [11, 12]) or without (e.g.,
[13]) called actual power losses. The resulting commitment schedules neglect the
constraints of reactive power dispatch and AC power flow, which must subsequently
be compensated for via corrective and generally ad hoc processes [14, 15].

UC is an important optimization task in modern power system day-to-day service
planning. UC schedules are generally set a day ahead. Accurate load forecasting
offers the hourly load demand for UC problems. The only optimizing criterion in the
determination of the UC schedule is the cost of generation that must be minimized
during the planning period while meeting all system constraints resulting from the
physical capabilities of the generating unit and the network configuration of the
transmission system. The recent scenario of generating electricity is the installation
of power generators of large size. This makes the network of power systems more
complex and tends to pollute the environment. Therefore, we need a better approach
to determining the commitment schedule for the economic–emission unit.

The UC problem is a mix of two sub-problems. One determines the units to
be committed, and the other focuses on the amount of generation that each of these
committed units will produce. Generating units exhibit various operating efficiencies
and performance characteristics that reflect on the inputs required. Thus, the gener-
ation cost also depends on the output amount of each committed unit, apart from
the choice of generating units. Therefore, two stages of a UC problem are solved
that are economic dispatch and optimal power flow. With the rapid development of
the world economy and the depletion of fossil fuels, significant attention has been
given to renewable energy sources (RES) in present society, as characteristic of non-
contamination and inexhaustible [16]. By introducing renewable energy sources, we
can reduce the total fuel cost and execution time.
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In this paper, we have discussed about UC and its importance. The formulation
of the UC schedule in the presence of renewable energy resource becomes tedious,
which is done by integration of solar in existing system to reduce total generation
cost. The proposed methodology is implemented on IEEE 14 bus system.

2 Unit Commitment and Its Importance

Economic operation results in increasing operational efficiencies, thereby mini-
mizing costs per kilowatt-hour. Total power system load varies at any time, generally
higher during the daytime and early evening when industrial loads are heavy, lights
are on, and so on, and lower in the late evening and early morning when the majority
of the population sleeps. The option to turn ON enough units and leave them online
is therefore not viable due to the costs involved so that the variable load demand
is met at all times. This occasionally causes some of the units to operate close to
theirminimumcapacity, leading to lower system efficiency and increased economics.
Therefore, in order to optimize device operation, units must be shut down as the load
goes down and must be brought online as it goes up again [1].

Electrical utilities must schedule their generation in advance to meet this varying
demand, as to which generators are to be started and when to synchronize them into
the network and the sequence where working systems have to be shut down. The
decision-making process is well-known as ‘unit commitment.’ The word ‘commit’
refers to making a computer ‘turn ON’ a unit.

Therefore, the unit commitment issue is to plan the ON and OFF hours of the
generating units with the overall minimum cost while maintaining the operating
restrictions of the unit, such as peak up/down periods, ramp rate limits, andmaximum
and minimum power generation limits. The main component of the costs incurred in
generation is the cost of fuel supply per hour for all generators, while maintenance
costs only contribute to a small extent. This assessment of the fuel costs is more
relevant to thermal and nuclear power plants, which is not the case for hydrostations
where the energy is derived from the storage of water in dams built for irrigation
purposes and is apparently free. Savings in fuel costs can be achieved by proper load
allocation among the engaged units.

3 Unit Commitment with Renewable Resources in Power
System

With the prolonged and excessive use, it has become clear that supplies of fossil fuel
are increasingly depleting and that the age of fossil fuel is slowly coming to a close.
This is particularly true of coal, oil, and natural gas resources. The large-scale use of
fossil fuels has caused detrimental environmental effects over the years. The result
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of this is the movement toward global warming which is of great concern for the
future of human life. In pursuit of alternative sources, the situation has caused the
whole world to meet the energy needs.

Renewable energy sources, such as solar, wind, tidal, and geothermal, were the
alternatives that attracted the attention. It is a success to extract energy from the solar
and wind to a considerable level. The research focuses on the use of solar thermal
energy for electricity generation here. To model a solar integrated power system near
a realistic scenario, a solar thermal power plant is installed into the existing power
grid.

4 Problem Formulation

4.1 Unit Commitment Model with ACOPF Constraints

Here, a unit commitment model with ACOPF constraints is formulated, also known
as UC + ACOPF, in which the goal is to reduce the total cost of generation required
to meet the requirements of load with reserve.

Objective function: The sum of all committed generator fuel costs must be
minimized.

FT = F1 + F2 + · · · + Fng (1)

=
ng∑

i=1

Fi (Pgi ) (2)

=
ng∑

i=1

(ai Pg
2
i + bi Pgi + ci ) (3)

Subjected to OPF constraints:-

1. Power balance in the network.
2. Unit generation limits.
3. Limits on load bus voltage magnitudes.
4. Limits on transmission line flows, transformer tap settings, and phase shifter

angles.

(a) Active and reactive power balance in the network:

Pgi − Pdi − Pi = 0 i = 1, 2, . . . N (4)

Qgi − Qdi − Qi = 0 i = 1, 2, . . . Nb (5)
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wherePgi andQgi represent active and reactive power generation, Pi andQi

represent active and reactive power injections at bus i ,Pdi and Qdi represent
active and reactive power demands at bus i,N is total number of buses, andNb
is the total number of load buses in the system.

(b) Limits on active and reactive power generations on all generator buses:

Pgi,min ≤ Pgi ≤ Pgi,max i = 1, 2, . . . ng (6)

Qgi,min ≤ Qgi ≤ Qgi,max i = 1, 2, . . . ng (7)

(c) Limits on voltage magnitudes and phase angles on all load buses:

Vi,min ≤ Vi ≤ Vi,max i = 1, 2, . . . Nb (8)

δi,min ≤ δi ≤ δi,max (9)

(d) Limits on line flows can be expressed either in MW, amperes, or MVA, if it
is expressed in
MW then:

Pi j,min ≤ Pi j ≤ Pi j,max i = 1, 2, . . . Nl (10)

where Pi j is the active power flow between buses i and j. Pi j,min,Pi j,max are
the corresponding minimum and maximum limits, and Nl is the total number of
transmission lines.

4.2 IEEE 14 Bus Test System

Figure 1 shows the network containing five generator buses, nine load buses, and
twenty transmission lines. OPF is performed as a sub-problem to assess the optimum
cost of generating for the commitment of the hour.

5 Result Analysis

The proposed methodology is implemented on the standard IEEE 14 bus test system.
The results of simulation studies are depicted in three cases.

Case 1: Implementation of UC-ACOPF in standard IEEE 14 bus test system
Here, UC-ACOPF is scheduled for 24 h to show the effectiveness of the proposed
methodology. A load profile is developed for 24 h to keep in mind that during office
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Fig. 1 Single line diagram of IEEE 14 bus system

hour load is high while in the morning, lunchtime, and late night load is low. Figure 2
shows the load profile for a scheduled day. The load variation is visible in Fig. 2.
Hour 1 is started from the midnight.

Table 1 shows the 24 h UC schedule for standard IEEE 14 bus test data for load
profile shown in Fig. 2. Table 1 clearly shows hourly load demand, the total power
generated, unit status, power output of the individual generator, and total cost of UC
schedule with hourly production costs.

Unit status 1 indicates generator is ‘ON,’ and 0 indicates generator is ‘OFF.’ It is
clear from the table that during peak load hours total generator cost is very high as
uneconomical generators 3 and 8 are ON during peak load hours. To reduce the cost
of conventional generator during peak hours, here we introduce solar thermal power
plant (STPP) in the standard IEEE 14 bus system. The optimal location of STPP is
an issue that is discussed in case 2.

Fig. 2 Load profile for 24 h
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Table 1 UC for IEEE 14 bus test system without STPP integrated

Time
(h)

Load
(MW)

Unit status Power output (MW) Total
power
(MW)

Cost
($/h)1 2 3 6 8 1 2 3 6 8

1 155.40 1 1 0 0 0 134.91 25.16 0 0 0 160.07 4142

2 109.00 1 1 0 0 0 93.78 17.32 0 0 0 111.1 2675

3 104.00 1 1 0 0 0 89.25 16.46 0 0 0 105.71 2524

4 103.60 1 1 0 0 0 89.25 16.46 0 0 0 105.71 2524

5 129.50 1 1 0 0 0 111.98 20.77 0 0 0 132.75 3302

6 181.30 1 1 0 0 0 158.04 29.64 0 0 0 187.68 5047

7 181.30 1 1 0 0 0 158.04 29.64 0 0 0 187.68 5047

8 202.02 1 1 0 0 0 176.69 33.29 0 0 0 209.98 5819

9 212.38 1 1 1 0 0 186.23 35.16 0.14 0 0 221.53 6234

10 227.92 1 1 1 0 0 189.78 35.84 11.32 0 0 236.94 6836

11 230.51 1 1 1 0 0 190.34 35.95 13.27 0 0 239.56 6939

12 217.56 1 1 1 0 0 187.52 35.41 3.54 0 0 226.47 6426

13 207.20 1 1 0 0 0 181.37 34.21 0 0 0 215.58 6019

14 196.84 1 1 0 0 0 172.02 32.37 0 0 0 204.39 5622

15 227.92 1 1 1 0 0 189.78 35.84 11.32 0 0 236.94 6836

16 233.10 1 1 1 0 0 190.91 36.06 15.21 0 0 242.18 7042

17 220.15 1 1 1 0 0 188.08 35.52 5.48 0 0 229.08 6528

18 230.51 1 1 1 0 0 190.34 35.95 13.27 0 0 239.56 6939

19 243.46 1 1 1 0 1 192.79 36.42 21.98 0 1.47 252.66 7457

20 170.94 1 1 0 0 0 148.77 27.84 0 0 0 176.61 4678

21 150.22 1 1 0 0 0 130.31 24.28 0 0 0 154.59 3969

22 179.00 1 1 0 0 0 155.72 29.19 0 0 0 184.91 4954

23 176.30 1 1 0 0 0 153.40 28.74 0 0 0 221.74 4861

24 173.10 1 1 0 0 0 151.09 28.29 0 0 0 179.38 4769

Overall cost = 1,27,189.00 ($/day)

Bold values represent the unit and peak load

Case 2: Optimal location of STPP
In order to minimize the conventional generator cost, STPP is integrated into the
standard IEEE 14 bus system. STPP has to be added as an extra plant into the
existing system. To identify the optimal location for the integration of STPP, load at
each bus is increased by 10% and then by 20% to observe the impact on consumer
cost. Table 2 shows that under the base case or when load is increased by 10% and
20% in all three cases the cost is higher at bus numbers 13 and 14. To minimize the
cost and to minimize the use of conventional generator, two STPPs with capacity of
10 MW each are integrated at buses 13 and 14.
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Table 2 Load impact on cost

Bus No. Base case (259 MW) With 10% increase in load
(284.9 MW)

With 20% increase in load
(310.8 MW)

Cost ($/h) Cost ($/h) Cost ($/h)

1 36.724 36.925 37.061

2 38.360 38.590 38.754

3 40.575 40.789 40.970

4 40.190 40.437 40.603

5 39.661 39.917 40.068

6 39.734 40.030 40.160

7 40.172 40.394 40.570

8 40.170 40.390 40.564

9 40.166 40.380 40.564

10 40.318 40.567 40.767

11 40.155 40.438 40.618

12 40.379 40.742 40.942

13 40.575 40.944 41.168

14 41.197 41.573 41.873

Case 3: Implementation of UC-ACOPF in standard IEEE 14 bus test system
with STPP
As the optimal location is identified in case 2, add the STPP in bus nos. 13 and 14
of the standard IEEE 14 bus test system. As the STPP can work in daytime, only the
following schedule for generating units is assumed:

1. From 12.00 a.m. to 08.00 a.m., only the conventional thermal units have to cater
to the load.

2. From 08.00 a.m. to 6.00 p.m., conventional units and solar thermal unit cater the
load.

3. From 6.00 p.m. to 11.00 p.m., again only conventional units cater to the load.

It is clear from the time frame that during daytime or office peak hours, STPP
will remain ON. During the absence or low output periods of solar generation, load
demand has to be catered by the other units reliably without violating any operational
constraints. Thus, the choice of generating a unit that is to be substituted by the
modeled STPP is required to be judicious. Without any loss of generality, the lowest
capacity unit in the test system is chosen for the same.

Table 3 shows the UC schedule for 24 h along with unit status, total generation,
and hourly generation cost in the presence of STPP. During peak load hours such as
for hours 10, 11, 15, 16, 18, and 19, total generation cost is considerably reduced
while using STPP as compared with total generation cost without STPP as shown
in Table 1. From Tables 1 and 3, the overall cost is calculated in the presence and



Optimal Unit Commitment for Secure … 715

Ta
bl
e
3

U
C
fo
r
IE
E
E
14

bu
s
te
st
sy
st
em

w
ith

ST
PP

T
im

e
(h
)

L
oa
d
(M

W
)

U
ni
ts
ta
tu
s

Po
w
er

ou
tp
ut

(M
W
)

To
ta
lp

ow
er

(M
W
)

C
os
t(
$/
h)

1
2

3
6

8
13

14
1

2
3

6
8

13
14

1
15
5.
40

1
1

0
0

0
0

0
13

4.
91

25
.1
6

0
0

0
0

0
16
0.
07

41
42

2
10
9.
00

1
1

0
0

0
0

0
93
.7
8

17
.3
2

0
0

0
0

0
11
1.
1

26
75

3
10
4.
00

1
1

0
0

0
0

0
89
.2
5

16
.4
6

0
0

0
0

0
10
5.
71

25
24

4
10
3.
60

1
1

0
0

0
0

0
89
.2
5

16
.4
6

0
0

0
0

0
10
5.
71

25
24

5
12
9.
50

1
1

0
0

0
0

0
11

1.
98

20
.7
7

0
0

0
0

0
13
2.
75

33
02

6
18
1.
30

1
1

0
0

0
0

0
15

8.
04

29
.6
4

0
0

0
0

0
18
7.
68

50
47

7
18
1.
30

1
1

0
0

0
0

0
15

8.
04

29
.6
4

0
0

0
0

0
18
7.
68

50
47

8
20
2.
02

1
1

0
0

0
0

0
17

6.
69

33
.2
9

0
0

0
0

0
20
9.
98

58
19

9
21
2.
38

1
1

0
0

0
1

1
16

7.
96

31
.6
2

0
0

0
10

10
21
9.
58

54
55

10
22
7.
92

1
1

0
0

0
1

1
18

1.
97

34
.3
7

0
0

0
10

10
23
6.
34

60
46

11
23
0.
51

1
1

0
0

0
1

1
18
4.
30

34
.8
3

0
0

0
10

10
23

9.
13

61
46

12
21
7.
56

1
1

0
0

0
1

1
17

2.
62

32
.5
4

0
0

0
10

10
22
5.
16

56
49

13
20
7.
20

1
1

0
0

0
1

1
16

3.
31

30
.7
1

0
0

0
10

10
21
4.
02

52
63

14
19
6.
84

1
1

0
0

0
1

1
15

4.
02

28
.9
0

0
0

0
10

10
20
2.
92

48
87

15
22
7.
92

1
1

0
0

0
1

1
18
2.
66

34
.5
1

0
0

0
10

10
23
7.
17

60
76

16
23
3.
10

1
1

1
0

0
1

1
18

5.
41

35
.0
5

1.
36

0
0

10
10

24
1.
82

62
49

17
22
0.
15

1
1

0
0

0
1

1
17

4.
96

32
.9
9

0
0

0
10

10
22
7.
95

57
47

18
23
0.
51

1
1

1
0

0
1

1
18
4.
30

34
.8
3

0.
02

0
0

10
10

23
9.
15

61
47

19
24
3.
46

1
1

1
0

0
1

1
18
7.
66

35
.4
8

9.
10

0
0

10
25
2.
44

66
57

20
17
0.
94

1
1

0
0

0
0

0
14

8.
77

27
.8
4

0
0

0
0

0
17
6.
61

46
78 (c
on
tin

ue
d)



716 A. Agarwal and K. Pal

Ta
bl
e
3

(c
on
tin

ue
d)

T
im

e
(h
)

L
oa
d
(M

W
)

U
ni
ts
ta
tu
s

Po
w
er

ou
tp
ut

(M
W
)

To
ta
lp

ow
er

(M
W
)

C
os
t(
$/
h)

1
2

3
6

8
13

14
1

2
3

6
8

13
14

21
15
0.
22

1
1

0
0

0
0

0
13

0.
31

24
.2
8

0
0

0
0

0
15
4.
59

39
69

22
17
9.
00

1
1

0
0

0
0

0
15

5.
72

29
.1
9

0
0

0
0

0
18
4.
91

49
54

23
17
6.
30

1
1

0
0

0
0

0
15

3.
40

28
.7
4

0
0

0
0

0
18
2.
14

48
61

24
17
3.
10

1
1

0
0

0
0

0
15

1.
09

28
.2
9

0
0

0
0

0
17
9.
38

47
69

O
ve
ra
ll
co
st
=

1,
18
,6
33
.0

($
/d
ay
)

B
ol
d
va
lu
es

re
pr
es
en
tt
he

un
it
an
d
pe
ak

lo
ad



Optimal Unit Commitment for Secure … 717

absence of STPP and the difference is 8556.00 $/h. Thus, we have calculated the
saving in fuel cost.

6 Conclusion

Unit commitment is a complex problem of optimization in power systems. A prior
knowledge of the units to be committed among the available to meet the anticipated
load demand not only reduces the generation expense, but also allows system oper-
ators to operate smoothly. But, with the introduction of renewable energy sources
into the power grid the UC issue becomes more tedious as it reduces the total gener-
ation cost and fuel cost. An overall optimal schedule is found only by the optimal
hourly commitments of units and dispatching the load among them economically.
In this paper, the unit commitment problem is formulated with constraints involved
in finding an optimal schedule. Results for standard IEEE 14 bus test systems are
demonstrated. Unit commitment is scheduled for 24 h for IEEE 14 bus system in the
presence and absence of STPP in order to reduce the overall generation cost. Results
show the efficiency of proposed methodologies in evaluating UC schedules for the
safe operation of an integrated smart power grid with solar energy.
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Abstract In this rationalized epoch, the orb is gyrating around technological
progression with encouraging upshot. Nevertheless, it is decent being expectant,
though circumstances urge for cynicism too.Being conscious of the fact that construc-
tive facets of technology should not be a dispiriting aspect, rather emphasis should
be toward curbing continuing cybercrimes, diurnal data stealth, malicious intru-
sions, etc. Computer systems are frequently harmed by network security. Employ-
ment of cryptography and cryptographic modus operandi is ensured to overawe such
issues. The paper emphasizes utilization of cipher text in determining the critical path
employing project management method. Project management method demonstrates
all the activities requisite to accomplish a task in the finest feasible manner. The time
though which it consumes sets out all the individual activities, partaking in crafting
a colossal project. The apposite order has to be upheld as one activity could transpire
only if other activity is accomplished,whereas in other cases, some activities transpire
concurrently. The most convenient path forms the critical path. The proposed work
is principally an amalgamation of project management method along with IC Engine
Transmission Ratio and Simple Interest Formula, developed with a purpose of data
safekeeping, which is an indispensable facet for apiece organizational accentuation.
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1 Introduction

In the contemporary epoch, fresh technological tools are being hurled in the market
diurnally [1]. With ample master minds emergent apiece day, there is also copious
prospect of cybercrimes. Cybercrime is essentially a delinquency which comprises
of computer and network. The data is either pilfered or viewed by another person,
without the owner’s knowledge. The term cybercrime typically threatens an indi-
vidual or a group of individuals. It becomes a foremost predicament when it seizes
confidential and private information [2].

Cryptography is a substantial solution to all such quandary at bay. It is a procedure
for communication safekeeping or in a wider sense it is a mode for crafting and
analyzing protocols which averts any unauthorized individual from accessing the
data [2–9].

The paper illustrates amalgamation of project mnagement method with IC Engine
Transmission Ratio and Simple Interest Formula. Project management method deter-
mines the critical path method. It is a procedure which is scheduled for a cluster of
project actions. A critical path is established by classifying the protracted of reliant
actions. Furthermore, it is also employed for measuring the total time requisite for
accomplishing the activities from start to finish [10]. It also embraces simple interest
formula which is an effortless as well as hasty mode of evaluating interest claimed
on a credit. The same is determined by intensifying the daily interest proportion by
the principal amount in contrast of numeral days that elapses amid expenses.

The study focuses on ensuring computer systems free from delinquencies by
keeping apiece data secured. It endows with a diverse way of safekeeping data. It
is the most expedient procedure which employs couple of distinct disciples beneath
the identical caption [1].

2 Proposed Work

The section elucidates exclusively with the flowchart of the proposed work, followed
by key engendering, encryption modus operandi and decryption modus operandi
(Fig. 1).

Elucidating with Exemplification
Consider @12Smriti as plain text.

2.1 Key Engendering

Step 1: Consider @12Smriti as plain text. Plain text would be inserted in the table
and ASCII value would be written adjacent to the text (Table 1).
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Fig. 1 Flowchart of the proposed work

Table 1 Key engendering step 1

Plain text Activity Immediate predators ASCII value (path)

@12Smriti @ Nil 64

1 @ 49

2 1 50

S 2 83

M S 109

R m 114

I r 105

T i 116

I t 105
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0 64 @ 49 1
50

2 83 S 109 m  114 r 105 i 116 t 105 i

Fig. 2 Critical path image of the text

Table 2 Key engendering step 2

Activity Earliest start time (EST)

0 0

1, (@) 0 + 64 = 64

2, (1) 64 + 49 = 113

3, (2) 64 + 49 + 50 = 163

4, (S) 64 + 49 + 50 + 83 = 246

5, (m) 64 + 49 + 50 + 83 + 109 = 355

6, (r) 64 + 49 + 50 + 83 + 109 + 114 = 469

7, (i) 64 + 49 + 50 + 83 + 60 + 114 + 105 = 574

8, (t) 64 + 49 + 50 + 83 + 60 + 114 + 105 + 116 = 690

9, (i) 64 + 49 + 50 + 83 + 60 + 114 + 105 + 116 + 105 = 795

Step 2: Critical path is accomplished with the aid of the plain text and the
ASCII value. The table beneath displays the activity of apiece ASCII value, and
subsequently, the earliest start time is calculated (Fig. 2 and Table 2).
Step 3: The keys are engendered with reference to the earliest start time.
It could be seen that for two-digit number, first and second digit of the number
would be keys respectively, whereas for three-digit number, first digit would be
a key and second digit would be another key while the third digit would be
eliminated (Table 3).

Table 3 Key engendering final step

Earliest start time (EST) Key1 Key2

0 0 0

64 6 4

113 1 1

163 1 6

246 2 4

355 3 5

469 4 6

574 5 7

690 6 9

795 7 9
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2.2 Encryption Modus Operandi

Step 1: Consider the ASCII value as number of teeth in camshaft (Table 4).
The formula from IC engine is consequently employed:

No. Crankshaft’s Teeth/No. Camshaft’s Teeth = 2

Step 2: The crankshaft teeth number is considered as the principal. Principal along
with the two keys, assumed as rate and time, respectively, is therefore employed
for calculating the simple interest (Table 5).

Table 4 Encryption initial process

ASCII value (camshaft teeth number) CTN1 Crankshaft teeth number CTN2 = (2 * camshaft
teeth number)

64 128

49 98

50 100

83 166

109 218

114 228

105 210

116 232

105 210

Table 5 Encryption modus operandi step 2

P R T SI = P * R * T /100

128 6 4 30.72

98 1 1 00.98

100 1 6 06.00

166 2 4 13.28

218 3 5 32.70

228 4 6 54.72

210 5 7 73.50

232 6 9 125.28

210 7 9 132.30



724 R. Chowdhury et al.

Employing Formula,

SI = {P ∗ R ∗ T }/100

Now,

CTN2 = P(Principal)

Key1 = R(Rate of Interest)

Key2 = T (Time in Years)

Step 3: The alphabetic coding is taken from the cognitive slice which aids in
formulating the cipher text. The diverse variables are taken for the value of decimal
and zero. They are indicated as follows:

∗For Decimal value # and for 0---&

* The digit should always be taken such as the total number of digits equals to 4,
where ‘0’ could be employed prior and after the digit in that number to make it
as aforementioned (Table 6).

2.3 Decryption Modus Operandi

Decryptionmodus operandi is essentially reversemethodologywith an exception that
cipher text sorting is realized in a cluster of five, commencing from left. Nevertheless,
the cipher text is sorted.

3 Result Analysis

In this section, the proposed work is assessed and compared with existing works on
cryptography and values are analyzed in a tabular form and further displayed with
the aid of graph. Executable text files pertaining to encryption time and decryption
time are compared and exhibited in Table 7 (Fig. 3).

4 Conclusion

The comprehensive analysis of the subsequent modus operandi displays the amalga-
mation of project management method and cryptography, thereby ushering promi-
nence toward the necessity of interdisciplinary research. Data safekeeping is not
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Fig. 3 Time lapse comparison graph for encryption and decryption

only crucial but the most significant facet of data clandestineness. The proposed
work could be employed in diverse facets for data safekeeping and as means of
ensuring fact safety. Furthermore, it could act as a comparative and analytical tool
for future researchers during literature review, stressing on interesting findings,
thereby furnishing optimumupshot. Exhaustive design and apt implementation of the
proposed cryptographic algorithm is indispensable as the same could be integrated
in diverse stratums of organizational repositories.
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Design of Reversible Gate-Based
Fingerprint Authentication System
in Quantum-Dot Cellular Automata
for Secure Nanocomputing

Suhaib Ahmed, Soha Maqbool Bhat, and Seok-Bum Ko

Abstract The issues faced by CMOS technology in the nanoregime has led to the
research of other possible technologies which can operate with same functionalities,
however, with higher speed and lower power dissipation. One such technology is
quantum-dot cellular automata (QCA). In this paper, QCA and reversible logic have
been combined to design a 2 × 2 Feynman reversible gate-based fingerprint authen-
tication system (FSA). An 8 × 8 size input fingerprint image is compared with the
images present in the database and upon successful match, the FSA gives an output
of logic ‘1’ to confirm the match. Based on the performance analysis, it is shown that
the proposed design achieves performance improvement of up to 89.05% compared
to the previously reported design with respect to various parameters such as cell
count, area, quantum cost, etc.

Keywords Reversible computing · Reversible gate · Quantum computing ·
Fingerprint authentication · Biometric system

1 Introduction

The miniaturization of conventional silicon CMOS transistors has been the driving
force behind the rapid growth of semiconductor industry because it helped to increase
the chip density, reduce power dissipation and also to increase the switching speed of
integrated circuits. However, in the deep nanometer regime, a quantum effect comes
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into the picture and plays a major role in the transistor operation. Other problems
in designing circuits with deep nanometer transistor are high power consumption
and leakage current along with electron migration [1–3]. Various alternatives to
remedy the problems being faced by CMOS technology are being investigated by
International Technology and Roadmap for Semiconductors (ITRS) [3, 4]. Given the
current and future demand of digital systems, emerging nanotechnologies are a good
market to invest in [2, 5, 6]. In this context, quantum-dot cellular automata (QCA)
is one such new technology that is being developed for digital logic designs while
offering the solutions to various issues faced byCMOS technology in the nanoregime
[4, 7]. QCA can be developed by using molecules, and hence, the scalability of QCA
is much better compared to traditional silicon CMOS transistor scaling.

1.1 QCA Nanotechnology

One of the most promising alternative technology being explored and investigated
by the researchers is the nanotechnology based on quantum-dot cellular automata.
The concept of QCAwas first proposed by C. S. Lent [1] in 1993. QCA is developed
based on the concept of cells, and the interaction between the charges in the cells
is sufficient perform computation and information transformation [4, 7]. Another
advantage of QCA-based electronic circuit design is that for the interconnection of
cells, wires are not required. The primary component in a QCA circuit is a QCA
cell, shown in Fig. 1. It consists of four quantum dots or wells wherein only two
electrons are localized. These quantum dots are separated by quantum tunnel junc-
tions. Coulombic interactions between the cells are responsible for the electron flow.
Due to the coulombic repulsion, the electrons reside only at antipodal sites, i.e.,
diagonally thereby achieving minimum repulsion [8–10]. These electron-residing
positions result in two polarization states, viz. binary ‘0’ and binary ‘1’. The QCA
cell polarization states are shown in Fig. 2. Compared to CMOS technology, there is
relatively low energy dissipation since there is negligible energy dissipation during
the propagation and state transition in QCA [3, 11, 12].

Fig. 1 QCA cell
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Fig. 2 QCA cell polarization

1.2 Clocking in QCA

Unlike CMOS circuits, where we have only two states in clocking which are ‘LOW’
and ‘HIGH’,QCAcircuits have four-phase clock inwhich everyphase has a 90°phase
difference between them. At a particular instant, a particular clock phase enhances or
reduces the barrier potential; controlling the quantum tunneling of electrons to other
dots. This makes data transmission possible by a phenomenon of pipelining. The
QCA-based circuits are provided with clock signals, and these clock signals control
the information flow between the QCA cells. This clocking consists of four phases,
viz. switch, hold, release and relax. TheQCA cells are initially in an unpolarized state
thereby having low potential. The polarization of a QCA cell is mainly influenced by
the neighboring cell polarization during the switch phase and the potential vitality
of the electrons begin to rise. Further, no state change occurs as the electron attains
highest potential vitality toward the end of the switch phase. In the hold phase, cell
holds the previous state and potential vitality is maintained high. In the release and
relax phase, the potential vitality of the electrons begins to decrease and eventually
achieving null polarization again [4, 6, 7]. The different clock phases are shown in
Fig. 3.

Fig. 3 Graphical representations of various clock phases in QCA
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1.3 Crossovers in QCA

Many times, the circuit design involves the usage of the concept of crossover of the
QCA wires in order to design relatively less complex designs. In QCA, crossovers
are of two types. One is the coplanar crossover, and the other one is the multilayer
crossover. The coplanar crossover lies in the single plane wherein simple and rotated
cells are used to crossover the wires as there is no interaction between the cells or
alternate clock zones are used for crossovers, as depicted in Fig. 4 [13–17]. The other
one is the multilayer crossover in which more than one layers are involved, as shown
in Fig. 5. The designing of multilayer crossover is complicated, but it is preferred
over coplanar crossover to reduce the cell count and area of the circuit [1, 18–20].
However, in context to fabrication feasibility, coplanar is preferred.

Fig. 4 Illustration of coplanar wire crossing a using rotated cells, b using clock 0 and clock 2,
c using clock 1 and clock 3 in QCA [21]

Fig. 5 Illustration of multilayer crossover in QCA [22]
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Table 1 Some reversible gates

Gate size Gate

2 × 2 Feynman [23]

3 × 3 Fredkin [24], RG-QCA [3], SSG-QCA [6], IMG [25], NNG [26], Peres [27], TR
[28], QCA1 [29]

4 × 4 HNG [30], MRLG [31], RAM [32], HNFG [33], PFAG [34]

1.4 Reversible Logic

A logic is reversible in nature when the outputs and inputs are equal in number and
if there is a one-to-one mapping between the inputs and outputs which leads to a
different combination of output vector for each set combination of input vector. Till
date various reversible logic gates of different sizes have been proposed, some of
which are shown in Table 1.

2 Fingerprint Authentication System (FAS)

The digital logic-based fingerprint authentication system (FAS), shown in Fig. 6,
is used to match the input fingerprint image with existing images available in the
database. If match exists, the user is authenticated. In digital logic-based systems,
all bits of the input image are checked sequentially with the images in the database
and when the match if found the corresponding output bit is set to logic ‘1’. If at the
end of matching, all the bits of output are ‘1’ then match exists. This phenomenon
can be understood from Table 2.

Fig. 6 Block diagram representation of proposed IMG gate
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Table 2 Truth table of fingerprint authentication system (FAS)

Input A Input B Output Y

‘0’ ‘0’ ‘1’

‘0’ ‘1’ ‘0’

‘1’ ‘0’ ‘0’

‘1’ ‘1’ ‘1’

Upon closely inspecting Table 2, it is observed that the output function of the FAS
is nothing but a XNOR gate with output equation given as:

Y = A.B + A.B (1)

The entire algorithm can be visualized using the flowchart presented in Fig. 7.

3 QCA Implementation of FAS

The FAS can be designed using reversible gates in QCA as follows:

A. Feynman Gate [23]:

One fingerprint authenticator (FPA) was proposed in [35], as shown in Fig. 8,
using a 2 × 2 Feynman Gate.

Authors in [35] modified the input A of the Feynman gate to A′ to operate it as
FPA as shown in Fig. 9.

This FPA was proposed in QCA using the concept of 3-input majority voter
equations given below:

Gar = X (2)

FPAout = M
(
M

(
X ,Y , 0

)
, M(X,Y, 0), 1

)
(3)

The QCA implementation of these equations as proposed by Debnath [35] is
shown in Fig. 10.

In this paper, a new implementation of fingerprint authentication system is
proposed using 2× 2 Feynman gate as shown in Fig. 11, and its simulation waveform
is presented in Fig. 12 from which the operation of proposed design can be verified.
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Fig. 7 Flowchart of fingerprint authentication system (FAS)
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Fig. 8 2 × 2 Feynman gate

Fig. 9 FPA using 2 × 2 Feynman gate proposed in [35]

Fig. 10 FPA using 2 × 2 Feynman gate in QCA proposed by Debnath [35]

Fig. 11 Proposed QCA implementation (design-1) of FPA using 2 × 2 Feynman gate
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Fig. 12 Simulation waveform of proposed design of FPA

4 Energy Estimation Analysis

The energy dissipation analysis of the proposed 1-bit comparator circuit has been
done using a probabilistic modeling QCAPro tool [36]. This tool uses Hartree–Fock
mean-field approach approximation for power dissipation analysis as illustrated in
[37, 38].

H =
[ −Ek

2

∑
i Ci fi, j −γ

−γ Ek
2

∑
i Ci fi, j

]
=

[ −Ek
2

(
C j−1 + C j+1

) −γ

−γ Ek
2

(
C j−1 + C j+1

)
]

(4)

The power dissipation of a single QCA cell is estimated using upper bound power
dissipation model as:

Pdiss = Ediss

Tcc
〈 �

2Tcc
��+ ×

⎡

⎣− ��+∣∣∣��+
∣∣∣
tanh

⎛

⎝
�

∣∣∣��+
∣∣∣

kBT

⎞

⎠ + ��−∣∣∣��−
∣∣∣
tanh

⎛

⎝
�

∣∣∣��−
∣∣∣

kBT

⎞

⎠

⎤

⎦〉 (5)

Figure 13 shows the power dissipation maps of proposed FAS at temperature of
2 K and tunneling energy levels of 0.5 Ek , whereas Table 3 shows the dissipation
analysis for different simulation conditions.
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Fig. 13 Energy dissipation map of proposed FAS design at 2 K temp and 0.5 Ek energy level

Table 3 Energy dissipation of proposed FAS design

Energy dissipation type Tunneling energy level

0.5 Ek 1.0 Ek 1.5 Ek

Avg. leakage (eV) 0.00438 0.01143 0.01902

Avg. switching (eV) 0.00951 0.00794 0.00665

Total (eV) 0.01389 0.01937 0.02567

5 Performance Comparison

The performance of the proposed reversible FAS design is evaluated by computing
the various parameters such as cell count, total area utilized by the design, latency or
delay (which is equal to the number of clock cycles utilized in the design to get the
desired outputs), and quantum cost (which is equal to the area delay product). The
performance comparison with existing design in literature is presented in Table 4.

It is evident that the proposed design is highly area and cost efficient, thereby
making it suitable for biometric systems requiring low power consumption.

Table 4 Comparison of proposed fingerprint authentication systems (FAS) design

Parameter [35] Proposed design % Age improvement

Cell count 37 12 67.57%

Cell area (µm2) 0.0148 0.00389 73.72%

Total area (µm2) 0.0352 0.01156 67.16%

Latency 0.75 0.25 66.67%

Area delay product 0.0264 0.00289 89.05%
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6 Conclusion

A new 2× 2 Feynman gate-based reversible fingerprint authentication system (FAS)
has been proposed in quantum-dot cellular automata (QCA) for nanosecure applica-
tions. In view of the performance evaluation, it is seen that the proposed design of
fingerprint authentication system (FPA) is efficient and accomplishes improvement
up to 89.05% in terms of quantum cost and up to 73.72% in terms of cell area for
implementing the reversible logic-based fingerprint authentication system.
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A Survey on Blockchain Technologies
and Its Consensus Algorithms

Rahul Katarya and Vinay Kumar Vats

Abstract The evolution and development in blockchain technologies have attracted
both research academia and industries. A typical blockchain stores data in a perma-
nent and immutable way in form of blocks connecting, forming a chain of data. The
whole system is made decentralized so that anyone connected to the network can
verify the data, defining its P2P distributed nature. Blockchain has many components
among which the core component is consensus protocol. This protocol is responsible
for the security and performance of the blockchain. The consensus protocol intro-
duced by Nakamoto in Bitcoin led the foundation stone for more innovative alter-
native consensus mechanisms. In this paper, we will conduct a systematic review of
blockchain technology and its consensus algorithms and further analyze them based
on some essential features and factors.

Keywords Blockchain · Bitcoin · Consensus algorithms

1 Introduction

S. Haber andW. S. Stornetta developed a technique for time stamping a digital docu-
ment [1] in 1991,which is similar to the technique used by the present-day blockchain
system. In the past decade, the blockchain technology became quite popular after the
introduction of Nakamoto’s Bitcoin [2] in the industry. The digital payment system
was greatly impacted by Bitcoin. It is envisaged that a wide range of financial service
industries as well as many non-financial sectors will be revolutionized by blockchain
technology and applications based upon it. The Bitcoin blockchain keeps a record
of all transactions occurred in the network from the first block created until the last
block generated after every ten minutes. It is a decentralized system which means
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that there is no central authority which controls the whole system. The system is
distributed among all the network nodes in the system. It is secured by its design.
Being decentralized, it also does not assume trust between the network nodes. The
data structure adopted by blockchain system uses hashes, which stores the hash of
the previous block in the hash of the next block generated creating a chain of blocks.
This chain assures that the data stored on the block cannot be changed. Due to this
property of blockchain, it is considered as the backbone of upcoming peer-to-peer,
decentralized and open-source access technologies. Some also compare to emerging
Web 3.0 structure of future Internet.

But, while applying these, blockchain technologies come with some hidden and
popular problems and challenges. Between these problems, the major one faced by
a decentralized system is to reach network consensus. The decentralized nodes have
to validate a transaction and need to agree on a common validation. This is done to
ensure that the system remains identical for all nodes. In this type of system where
nodes are distributed, every node of the system can act a host and a server and they
exchange data between each other to establish a consensus in the network.

Although this technique of checking the transactions through different nodes in
the network causes confusion between them as if every node tries simultaneously to
transmit a new block. To prevent this situation, the “Consensus Algorithms” [3] must
be implemented on the system and network nodes to manage processes for updating
chains.

A modern-day blockchain deploys a range of cryptographic techniques [4] for
data management and cryptographically equates on-chain identities of the users for
the transactions they make using their tokens. This property of blockchain ensures
proof of asset (i.e., token) flow by transfer authentication and also proof of asset
ownership. Also, the whole system preserves a random order of the transaction
records by chaining the record subsets cryptographically to their chronic predecessors
in the structure of data “blocks.”

2 Background

The blockchain technology has three features which describe its nature and make it
unique. These features are.

2.1 Decentralized

The blockchain is a P2P distributed network system which provides secured oper-
ation without the need for a third-party intervention. This exclusion of third party
relieves the transaction cost used by the networks for designing centralized ledgers
and governing body. The whole database is shared with all nodes participating in
the network. A centralized system can be described as a central node or authority
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which has all the data and functionalities with it, so for any operation, other node
has to request data from that central node only. The information is not handled by
a single entity in a decentralized system. That means, the knowledge is shared by
everyone within the network. If you decided to communicate with your friend in a
decentralized network, then you can do so directly without going through a third
party. This removal of third party removes the transaction cost one needs to pay for
each transaction in a centralized system.

2.2 Immutable

Immutability is defined as the ability of a blockchain system to remain unchanged,
which means the chain cannot be altered. This means that once something enters the
blockchain, it cannot be tampered. For the assurance of this, blockchain uses cryp-
tographic hash functions. Hashing’s technique refers to taking the length of an input
string and sending out a fixed-length output. One can relate hashing to encryption
where an input of random length gives an output of a fixed-length ciphertext. If it
is altered, then it can be easily detected. This property of blockchain is ensured by
using hashes. Every next block in the chain contains a unique hash of the previous
block, and when combined, they create the unique hash for the present block. Due
to this, hashes becomes the identifiers of blocks for exchange and addressing.

With the help of the above example, one can see that changing a single word in
a the sentence or a single alphabet in a word will change the encrypted hash of the
input drastically. This property is called avalanche effect. Even if you make a small
adjustment to your data, the changes reflected in the hash will be enormous.

2.3 Transparency

The transparency in a blockchain can be seen as all the blockchain nodes have full
copy and access to the blockchain, and they all can see transactions of each others.
A person’s identity in a blockchain network is hidden via complex cryptographic
algorithms and represented in the network only by their public address.
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Table 1 Comparison between different types of blockchain

Type Public Private Consortium

Participation Anyone Specific organization In between
organizations

Directed By Anyone Organization itself Selected authority

Efficiency Low High High

User node identity Pseudonymous Revealed Some nodes are
revealed and some are
pseudonymous

Network size Large Small Medium

Example Bitcoin, Ethereum [6, 7] Blockchain of a specific
department of an
organization

Hyperledger [8]

So, I one view a person’s transaction history, in a Bitcoin wallet, you will not see

“Merry sent 1 BTC”
Rather, you will see
“1LF1bhsFLkBppp9vpFYEmvwT2TbyCt8Mnz sent 1 BTC”.

So, while the real identity of the individual [5] is secure, you will still see all the
transactions that their public address has done.

Types of Blockchain (Table 1):

3 Working of Blockchain

The first transaction is deposited in the first block referred to as the genesis block [9].
A transaction which occurs on the system requires two phases of verification before
it is added to the chain (Fig. 1):

1. Verification which is carried out in the same chain by some other nodes.
2. Sender’s digital signature verification achieved by public and private key

cryptography.

The proper transaction was annexed to the block, and the copy of this block is sent
for verification by every node in the system. Carrying out verification of block this
way causes confusion between the nodes if each node wants to update its verified
block to the blockchain. So, this condition can be prevented by an agreement which
must be reached between nodes, by applying a consensus algorithm, to decide which
block is to be appended and by which node.
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Fig. 1 Working of blockchain storing transaction history

Problems faced by the previous blockchain strategies:
There are twomajor problemswhichwere faced in blockchain development previ-

ously. But most of the present-day blockchain’s networks are immune to these two
problems.

1. Double-Spending Problem

The problem arises when two separate transactions involve the same digital coin and
try to spend it twice over. The reason behind this is that it takes a certain amount
of time in between transaction request and its completion, and the completion here
refers to the transaction which is updated to the blockchain, for example, any Bitcoin
transaction takes ten minutes for processing. In this time gap, the same digital coin
can be spent as many time [10].

2. Byzantine Generals Problem (BGP)

In a distributed P2P system, transactions are accepted by the network nodes after
achieving consensus on the transaction validity. This becomes a security issue if an
attacker tries to exploit the system by manipulating network nodes to verify a fake
transaction [11] and temper the blockchain. So that’s why consequently achieving
a consensus state by untrustworthy nodes in blockchain networks is an important
issue.

Nevertheless, if the intruder acquires 51% of the network resources, these issues
would effectively compromise the Blockchain network. The consensus algorithm,
therefore, has to be carefully designed to avoid such an attack.
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Fig. 2 Working: proof-of-work algorithm

4 Consensus Algorithms

Consensus algorithms would allow the next block to be added to the chain to be the
only version of the truth and prevent attackers from infecting the chain [12]. The
consensus algorithms are divided into two types. One of them uses proof of node
and the other one uses voting between nodes to achieve common consensus.

4.1 Proof-Based Consensus Algorithms

4.1.1 Proof of Work (PoW)

The proof-of-work [2] mechanism was recommended by Satoshi Nakamoto for the
administration of Bitcoin network. His primary goal for developing this mechanism
was to resolve the double-spending problem. This technique first time used the term
mining. In PoW, a complex cryptographic problem is attached to the new transaction
block which is ready to be added in the blockchain, the first node which solves this
problem adds this block to the blockchain and an incentive for its mining of block
given to the node. Besides its features of securing the system PoW faces, many
drawbacks like the calculation power take a lot of intensity and handling (Fig. 2).

4.1.2 Proof of Stake (PoS)

PoS evolved as a substitute to PoW which works on the principle of the economic
stake of a validator in the blockchain network. Stake here refers to the currency
number that a network participant owns in the form of tokens. The transaction
validator must possess the necessary measure of tokens for a particular time before
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Fig. 3 Working: proof-of-stake algorithm

taking part in the transaction approval procedure. Themain reason behind PoS devel-
opment was to eliminate the energy and computing power loss [13] faced due to
establishing PoW. But due to this stake holding issue, PoS is very much prone to
the 51% assault, which means that the one holding more than 51% of stakes in the
network will be chosen as the ledger with PoS protocol. To avoid this problem,
fines are forced for validating any bogus confirmation and verification [11]. The PoS
also has some future perspectives discussed in [14] which can be useful with some
upgradations (Fig. 3).

4.1.3 Delegated Proof of Stake (DPoS)

DPoS [15] can be seen as the upgraded version of PoS protocol where an election is
performed between all the stakeholder nodes and the chosen one becomes delegates.
These chosen delegates become in charge of the consensus process, while in the
PoS mechanism, majority of the network nodes participate in the consensus process,
which becomes a problem if the network size is increasing. Thus, DPoS solves this
problem by electing delegates through a continuous approval voting system. When-
ever a delegate decreases its participation in the transaction approval mechanism,
then it will be rejected and new a delegate replaces it. DPoS is thus adopted by many
cryptocurrencies like EOS [16], BitShares [17], etc.

4.2 Voting-Based Consensus Algorithms

Opposite to evidence-based consensus protocols, these consensus protocols require
the hubs’ identifiable proof that will be involved in the review proceedings before



748 R. Katarya and V. K. Vats

the work begins. In turn, the exchange will be checked by all network hubs together.
As the hub will talk to others to agree to add another block to their chain. Casting a
ballot-based agreement calculations functions like the techniques of tolerating faults
revised in the correct state. Thus, certain conditions like nodes crashing or subverting
will resist certain algorithms. Voting-based consensus algorithms can be classified
into two categories [3].

4.2.1 Practical Byzantine Fault Tolerance (pBFT)

The pBFT initiative was proposed to reduce the Byzantine weakness that remains
because theBGP is dissatisfiedwith consensus. The purpose of the pBFT is to provide
a useful Byzantine state machine replication to survive the Byzantine deficiency. To
be superior and allow low overhead, this formula is advanced to work in an offbeat
setting. The majority option has come to experience different stages right now. The
calculation of pBFT forms the exchange of demands at speed, yet the overhead
resulting from correspondence limits their adaptability. Moreover, the character of
the framework is probably going to be undermined as a result of how the calculation is
structured. Likewise, it is hard to use this calculation in the open condition because of
the prerequisite of distinguishing the number of hubs before begin working. Besides,
this calculation does not create a prize for mining [6].

4.2.2 Raft

The approach was introduced in the framework where the innovative political deci-
sion mechanism relies on randomized clocks to deal with the replicated logs forces
solid administration. This measure increases the level of security by consistent
changes for the server participation. Raft cannot accommodate malicious nodes but
can reach fault tolerance of up to 50% [3].

5 Discussion and Analysis

In this section, we discuss and examine the majority of aspects that affect consensus
algorithms.

5.1 Method for Managing User Node Identity

In public blockchains, as we have discussed that the identity of users are not revealed.
So for these public blockchains where network nodes can openly connect to a
network, algorithms such as PoW, PoS and DPoS are more reliable and efficient,
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whereas the consensus algorithms like pBFT and Raft need to test the node identity
before participating in the voting process. Thus, these algorithms are ideal for private
or cooperative blockchain networks where most of the nodes are private and revealed
and less number of public nodes.

5.2 Mining Efficiency

A very crucial point in judging a consensus algorithm for blockchain is the mining
process employed. Much is influenced by the power consumption, efficiency [18],
reliability and speed (transactions completed per second). The proof-of-work mech-
anism involves solving a complex mathematical problem that enhances security
although it requires a great deal of electrical and computational resources. Due to
which, the PoW algorithm becomes less available and least used nowadays, whereas
in pBFT, the voting process requires the exchange of many broadcast messages
between networks nodes which also, in the end, causes network overhead.

5.3 Power Consumption

Without any doubt, PoW is the most power-consuming algorithm used in blockchain
technology. A huge amount of electric energy is required for solving the complex
mathematical puzzle, which includes successive calculations to obtain the desired
hash value of the generated new block. The transaction speed of PoW transactions
per second is 3–7 which is very less and limits the PoW potential. In PoS and DPoS,
they all have identical weaknesses like the volume of calculations is smaller, which
makes them use less power than PoW, while only stakeholders in the network receive
block reward, which in the end leads to a significant reduction in coin liquidity. As
far as the voting-based techniques are considered, they do not perform any mining
process due to which energy consumption is very low in pBFT and Raft.

5.4 Incentive Mechanism

In a public blockchain network, there are many advantages to miners or the nodes
participating in the consensus management. The resources, time, computational and
electrical energy they spend for verifying a transaction they get an incentive for their
service. In private blockchain networks, the mining operations depend upon business
capital and the connected nodes are the organization’s private nodes only. Due to this,
they do not require an incentive.
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5.5 Performance and Scalability

A blockchain’s efficiency varies with the network’s increase in size. Like if the
network size increases, the efficiency decreases because the speed of verification
for a transaction decreases, and this reduces the device throughput. The speed of
creation of the block is also decreasing. All of PoW, PoS and DPoS are scaled well.
Although they do not have very high efficiency (transaction per second), there are
few ways to improve the scalability [19]. For example, the Bitcoin network adopts
a lightning network to equip transactions off-chain to increase the scalability. As
pBFT is applicable for only a small number of high-performance network nodes, the
scalability of pBFT is reduced.

5.6 Choosing Miners from the Network

Blockchain transactions are secured and reviewed by mining. Blocks are secured by
blockchain miners in the ledgers, and they form a chain linked to each other. Miners
must add a legitimate block to the existing blockchain. In PoW, the node with the
highest computing power will be able to solve the cryptographic puzzle quickly, and
it will be chosen as the miner. Both PoS and DPoS choose the validator according
to the stake of the nodes. A node with a higher stake has higher chances of being
picked as the block validator. pBFT uses mathematical methods to choose the block
validators, whereas Raft uses randomized timers to achieve the same.

Comparison (Table 2):

6 Conclusion

Blockchain is an innovative technologyhavingpotential industrial applicationswhich
facilitate safe transactions without a central authority’s intervention. While the use
of blockchain technology is still in its early stages, it is based on commonly accepted
and established principles of cryptography.

The consensus protocol is the guarantee that networkswith blockchainwill operate
stably. With the aid of consensus algorithms, the nodes decide on the state of a
transaction. We implemented some common and realistic algorithms for the process
of blockchain consensus and found their strengths, limitations and implementa-
tion through study and comparison. An effective consensus protocol is one which
takes into consideration not only good fault tolerance but also the best possible
implementation.
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Table 2 Comparison between different consensus algorithms

Type Proof-based consensus algorithms Voting-based consensus
algorithms

Factors PoW PoS DPoS pBFT Raft

Node identity
management

Public Public Public Private Private

Mining
efficiency

Low High High Medium Medium

Power
consumption

High Low Low Negligible Negligible

Scalability Good Great Great Bad Bad

Block reward
incentive

Only for first
miner

No Only for
elected
witnesses

No No

Transaction fees
incentive

Yes Yes Yes No No

Byzantine fault
tolerance (%)

50 50 50 33 50

Double spending Yes No No No Not confirm

Miners chosen
based on

Computing
Hash

Stake Stake Mathematically Randomized
timers

Examples Smart
contracts
[22]

Crypto
currency [4,
14], Smart
contracts

BitShares
[17]

Smart contracts,
distributed
systems [20]

General
applications
[21]
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Toward Prediction of Student’s Guardian
in the Secondary Schools for the Real
Time

Chaman Verma, Veronika Stoffová, Zoltán Illés, and Deepak Kumar

Abstract To ease of school management for the identification of student’s protector
during his or her schooling and evaluate the performance of a student, the guardian
predictive models are presented with the help of machine learning algorithms. For
this, standard secondary dataset of two secondary schools was considered from
Portugal belonging to the language course. The initial dataset consisted of 649
instances and 33 features. These features belong to the student’s academic, demog-
raphy, family and personal features. The guardian feature has been considered as a
class variable and others (significant) features assumed as predictors. In the orange
platform, threemachine learning algorithms, support vectormachine (SVM), random
forest (RF) and neural network (NN), were used with three testing techniques. On
one hand, the SVM computed the highest prediction probabilities of 0.996 for other
class and another hand, the NN gives the largest prediction probabilities such as
0.906 for father class and 0.889 for mother class. The NN attained the most guardian
prediction accuracy of 89% and outperformed others. Also, leave-one-out method
significantly enhanced the prediction accuracy of each learner except the SVM.Also,
it proved the NN learner slower with prediction time (23 s) and makes the SVM as
faster with time (14 s). This study may not only helpful to the school management
but also support the social administration of the district or state. Using the model, it
must be significant to predict the care-taker of the student.
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1 Introduction

Machine learning is a domain under the shelter of artificial intelligence. It has been
using in numerous fields of research such as medical, computer vision, banking
fraud identification, robotics, IoT and others. One of the important types of machine
learning is supervised learning which emphasizes the prediction of target class labels
based on the predictors class labels under the supervisor of learner with specified
rules. The application of machine learning is trending to apply the predictive models
on the educational datasets. In addition to a student performance of computer students
[1] and M.Sc. students [2], the attitude [3] and technical awareness levels [4] were
predicted with supervised machine learning algorithms. It has been also found that
placement possibilities of students predicted well based on their historical records
supported the job placement in the institutions [5, 6]. A smart approach to automatic
the real-time gender predictive model was presented [7]. Also, the few significant
genders predicted models with most accuracy have been proposed with the machine
learning techniques [8–10]. Based on the residence of educators like locality [11–13]
state [14], country [15], nationality [16], machine learning spotted most significant
features with algorithms. Also, the age-group of students toward ICT [17] and level
of study (bachelor and master) [18] reflecting binary classification problem has been
resolved with the help of machine learning. The present and growth of trending
technology have been also predicted with feature mapping on machine learning
algorithms [19]. The identification of educational institutions based on the technical
features was presented [20]. Freshly, in the Portuguese secondary school, the enthu-
siasm of students has been predicted based on various parameters [21]. The residency
of Indian faculties has been predicted with various learner algorithms [22]. Further,
many researchers worked on different problems using machine learning [23–25].
The five major sections depict the formation of the present paper. Section 1 belongs
to the basic theory and concerned related work to this paper. Section 2 about the
approach to be research methodology. Section 3 keeps the discussion theory about
the experiments performed. Section 4 compares the important performance measure
to compare each model, and Sect. 5 concludes the major findings of the work done.

2 Research Approach

2.1 Dataset Definition

The student performance dataset has 13 categorical, and 16 numeric and 04 nominal
features. The categorical and nominal features have been numerically encoded. Table



Toward Prediction of Student’s Guardian in the Secondary … 757

Table 1 Dataset features

Demographic (5) Family (7) Personal (8) Academic (13)

School Famsize Freetime Nursery, higher

Sex Medu Gout Absences, paid

Age Fedu Dalc Famsup, schoolsup

Address Mjob Walc Failures, Studytime

Guardian Fjob Health Traveltime, reason

Famrel
Psize

Romantic g1, g2, g3

Internet

Activities

1 depicts the four major categories of 33 features. It can be seen that the demographic
parameter has five features that reflect the gender, age, school, locality, and guardian.
Under the family, parent’s education and job, family size and relation were found.
For the personal parameter, student’s health, free-time, outing, romantic, drinking
frequency (daily and weekly), etc., were considered. In the canopy of the academic
parameter, student’s nursery schooling, failures, absences, grades, family and school
support and others have been considered.All the features are considered as predictors,
and the guardian is set to the class or response variable.

2.2 Dataset Preprocess

The student performance dataset has 17 categorical and 16 numeric features that are
available on the UCI repository. Because of the mixed scale of features, normaliza-
tion applied with a scale of 0–1 to implement experiments. Figure 1a initially, the
guardian class has 455 instances of the mother, 153 instances of father and 41 of
others. Figure 1b firstly, the instances belonging to others are separated and a total of
instances are 608 and minority oversampling (smote) has been performed to enhance
the father’s instances and Fig. 1c displays the balance of father and mother class with
a total of 910 instances. Later, 41 other class instances have been added into the
balanced set of father and mother class depicted in Fig. 1d. Again, smote has been
applied to make more virtual smote points with k = 5 nearest neighbor from the
training dataset, and Fig. 1e shows the complete balancing of three classes and now
1365 instances are ready to train and test using classifiers.
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(a) (b)

(c) (d)

(e)

Fig. 1 a Initial dataset, b father and mother dataset, c balanced father and mother dataset, dmerged
balanced dataset with other, e full-balanced dataset

2.3 Algorithms and Tool

To analyze the dataset and deploy the models, the orange machine learning tool is
used. To make each class balanced, the smote algorithm is used in the IBM SPSS
modeler. To predict the student’s guardian based on various features, three supervised
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learners applied. In orange, the attributes are loaded in the File widget. A column
widget is used to set the guardian as the target attribute. The test and score widget
used to make and compare the power of three learners with three testing methods. A
confusion matrix widget is used to produce comparative matrices of the learner. A
calibration plot displays probabilities of guardian prediction. The RF’s parameters:
number of trees= 10 and subset splitting >5 are used. A neural network with a multi-
layer perceptron with backpropagation is used. The 100 neurons per hidden layers
with rectified linear unit function (ReLu) activation function are used. A stochastic
gradient-based optimizer as a weight solver method is considered. The alpha: L2
penalty as a regularization set to 0.00010. The highest iteration to train is set to
200. In the SVM type, the general C parameter is used, the cost parameter is 1, the
Numerical Tolerance is 0.0010, the Iteration limit is 100. The kernel function is RBF
which is a radial basis function kernel. The regression loss is 0.10.

2.4 Performance Measures

Following performance key metrics are applied and compared appropriately to test
the predictive power of each model collectively using widgets.

1. Accuracy: It presents a total right prediction in terms of percentage.
2. Confusion matrix: It depicts the predicted versus actual instances.
3. Lift Curve: It plots the collective order of probability versus a joint number of

TP rates.
4. Calibration Curve: It plots the contest between the prediction of the model’s

probability versus probability of actual class.
5. F1: It is a harmonic mean of recall and precision values of classification.
6. AUC: It is the area under the curve of the ROC curve.
7. Precision: It is the quantity of true positive records classified as positive.
8. Recall: It is the number of true positives among the whole positive records.
9. 1-Specificity: It is a false positive rate (FP rate) of records.
10. Test time: It is a time taken by the learner to identify the unseen record.

3 Experiments and Discussion

This section discusses the results of three various experiments performed in the
machine learning tool Orange. The stabilized and preprocessed dataset has been
trained and tested using with leave one out, hold out and k-fold methods. Firstly,
dataset partitions achieved with training ratios of 50:50 which means that the 50%
dataset records have been trained with testing the 50% records randomly. Secondly, a
stratified cross-validation technique with standard split value k= 10 is applied which
makes 10 equal subsets of the main dataset. Each learner algorithm has been tested
with onefold (a group of records) at a time and the resultant tested dataset again
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tested with second fold and this process repeated for all the tenfold. Sometimes, it
is called partially cross-validation. During the third experiment, we performed a full
cross-validation method also known as leave one out which makes each record get a
chance to become a test sample, and the rest of all are considered as a train set.

Figure 2 compares the accuracies of the student’s guardian prediction about
various testing techniques. The uppermost accuracy is 89% which is attained by NN
with full cross-validation testing where k = 1365 and the SVM have the least predic-
tion accuracy of 79.9% with the same testing approach. It has been also observed
that fully cross-validation methods significantly enhanced the prediction accuracy
except for the SVM. It seems that the holdout methods best suited to the SVM. The
RF algorithm has an identical prediction accuracy of 81.4%with a k-fold and training
ratio. However, the NN proved outperformer algorithm as compared to the SVM and
the RF in the prediction of the guardian of the student.

Figure 3a shows the confusion matrix of NN, where the highest 1215 instances (i)
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Fig. 2 Guardian prediction accuracy comparison

(a) i-NN (b) i-RF (c) i-SVM

(d) p-NN      (e) p-RF (f)  p-SVM

Fig. 3 Guardian prediction accuracy comparison
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Table 2 Train versus test time at leave one out

Dataset Training time (s) Testing time (s)

NN 4687 23

RF 129 14

SVM 565 17

are classified accurately and 1165 instances correctly identifiedwith theRF in Fig. 3b.
The least accurate prediction of 1090 instances can be seen in Fig. 3c. Hence, the NN
predictedmaximum instances as compared to the RF and the SVM. Figure 3d depicts
that in the NN classification, the highest proportion of 95.4% accurate prediction is
computed in other class and the father class has the least 82.1% amount of right
predicted instances. In Fig. 3e, for the RF, the mother class has the least proportion
(p) of 76.4% right prediction, and the most proportion of 96.3% is measured in other
classes. In Fig. 3d, no major difference has been found in both classes named mother
and father considering the almost same proportion of 70 and 71%.

4 Performances Comparison

4.1 Time

The training time is the total time taken to train the model, and testing time is actual
prediction time to predict the guardian-based unseen record inputting the learner.
Table 2 keeps the two types of time in seconds (s) for each learner applied. If we
compare the time, then NN is found slower than others in both training and testing
time. The RF predictive model is found faster than the ANN and the SVM.

4.2 Probability

To compare the prediction probabilities of each learner with the real class proba-
bilities with varying cutoff points, the calibration curve seems appropriate. The two
rugs (stripped horizontal bar) signifies the right and wrong probabilities of learners.
The leftmost side of the lowest rug keeps the low probability of the guardian class,
and the right-side portion stores the erroneously allocated high probabilities. We set
the threshold (p) is equal to 0.5 which spotted with a centered black dotted line. In
both Fig. 4a, b, the NN learners have the highest prediction probability to identify
the father (0.906) and mother (0.889) as compared to the SVM and the RF learners.
In Fig. 4c, the SVM learner shows the maximum probability of 0.996 to predict the
other class and the least probability of 0.977 computed by the RF.
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(a) (b)

(c)

Fig. 4 Calibration curve of class, a father, b mother, c other

4.3 Performance Metrics

The test and score widget also important to provide others most important measures
of classification. Table 3 stores the more results of first experiment provided with
training ratios at 50:50 and compares each with specific learner algorithm. Almost

Table 3 Metric with stratified holdout 50:50

Dataset F1 Precision Recall Specificity AUC

NN 0.831 0.834 0.835 0.917 0.935

RF 0.812 0.813 0.813 0.906 0.936

SVM 0.829 0.828 0.830 0.915 0.943
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Table 4 Metric with K-fold

Dataset F1 Precision Recall Specificity AUC

NN 0.870 0.874 0.873 0.936 0.957

RF 0.854 0.856 0.854 0.927 0.952

SVM 0.813 0.813 0.814 0.907 0.933

Table 5 Metric with leave one out

Dataset F1 Precision Recall Specificity AUC

NN 0.888 0.892 0.890 0.945 0.963

RF 0.849 0.851 0.848 0.924 0.950

SVM 0.798 0.797 0.799 0.899 0.932

all key-metrics are found maximum of NN learner as compared to the RF and the
SVM.

Table 4 displays metrics of the second experiment held with k-fold with k = 10.
On the one hand, the all measures belonging to the NN and the RF are significantly
increased but on the another hand, SVM’s metrics get reduced at tenfold.

Table 5 keeps the metrics of the third experiment held with full k-fold with k =
1365 where we tested each record as a test set with training data. Fortunately, again
important increment is observed in the performance matrices of the RF and the NN
learners except the SVM.

5 Conclusion

To identify the guardian of the student based on four major important parameters,
machine learning played an energetic role. Major three experiments were executed
with three testing techniques. The first experiment revealed that the NN and the
SVM learner have the most prediction accuracy of 83.5% and 83%, respectively.
Later, in the second experiment, the k-fold method enhanced the accuracy of each
learner. At tenfold, the uppermost accuracy of 87.3% has been computed with an
NN learner. In the third experiment, full cross-validation perfectly enhanced the
proceeding accuracies of NN by 1.7% and the RF by 0.7%. The findings of all
testing methods proved that the NN learner outperformed others. The NN learners
have gained amaximumprediction probability of 90.6% to predict the father class and
the probability 89% to recognize the mother class. Also, the SVM learner depicted
themaximumprobability of 99.6% to predict the other class. TheNNand theRF have
accurately predicted a total of 1215 and 1165 instances, respectively. It is also found
that the NN classification has the highest proportion of 95.4% accurate prediction
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which has been computed in 23 s. From the accuracy prospective, the NN learner is
proved outperformer and from the viewpoint of prediction time, the RF learner is a
fast learner as compared to others.
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A Review on Enhanced Techniques
for Multimodal Fake News Detection

Vidhu Tanwar and Kapil Sharma

Abstract This paper is a reviewof enhanced techniques for detecting themultimodal
fake news. It helps to develop an insight into the characterization of a news story
with different content types and its influence among the readers. We review different
techniques on machine learning and deep learning with its merits and demerits. The
paper is concluded with the open research challenges that can assist the upcoming
researchers.

Keywords Fake news detection ·Multimodal · Social medium

1 Introduction

Dissemination and detection of fake news of social media have become a major
challenge for the past several years [1]. Due to the popularity gained by social media,
millions of data are generated on a daily basis. Likewise, different devices are also
associatedwith social media that led to an increased presence of data. Different social
platforms like Twitter, YouTube, Facebook and so on will act as great information
source to the media content developers. It shares the real-time data which helped
for promoting the contents. These promotions may be spread as false news at some
time constraints. Henceforth, social media has become a powerful tool for different
sorts of journalism like sports, healthcare and political. Fig. 1 presents the overall
workflow of the false news detection systems in social media [2].
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Fig. 1 False news detection system [1]

1.1 Types of Data in News

Since social media content is used, the content (or) data may be in the form of text,
video and audio. Each type of data spread false information in four forms, namely
[3].

1. Rumors: It is a piece of information where the information is insufficient with
fewer trust factors. Mostly, it is created by panic toward public opinions of
different credibility.

2. Fake news: In order to gain the attention of the readers, the false news are written
and published.

3. Misinformation: Some inappropriate information is communicated as if it is true
content.

4. Hoax: Most of the political news were hoaxed by journalists, so as to gain the
attention of the news.

1.2 Types of Fake News

The general categorization of the fake news is classified as follows [4]:

1. Visual-based features: It includes graphical representation of the fake news like
images, video and so on.
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2. User-based features: Several fake accounts were created by social users. Thus,
the target variables are included in age, groups, etc.

3. Post-based features: It appears in social media contents like tweets, memes, etc.
4. Network-based features: It describes the associativity between users and

networks.
5. Propagation-based features: It describes how false sentences are written and

published.
6. Knowledge-based features: It provides false content of unresolved issues.

1.3 Types of Dataset

Different sorts of datasets are available for the researchers. Here, commonly used
datasets were given as follows [5]:

1. MediaEval dataset
2. Weibo Dataset
3. Kaggle dataset
4. Sina Weibo dataset
5. FakeNewsNet
6. r/ Fakeddit.

The rest of the paper is organized as follows: Sect. 2 presents reviews of existing
studies; Sect. 3 presents the comparative analysis of existing studies; Sect. 4 presents
the future challenges and scope and finally concludes in Sect. 5.

2 Review of Existing Studies

This section presents a review of the different studies that have developed various
techniques for detecting fake news. In Zafarani and Zhou [6], the authors have
surveyed different detection methods and opportunities. The study was covered by
four perspectives, how the false knowledge proceeds, writing styles, propagation
patterns and the credibility of the creators and the spreaders. Most of the fake news is
not analyzed in the aspects of complex patterns and the network traffic data patterns.
The author in Mahid et al. [7] presented a survey on different detection techniques
of fake news on social media. Different aspects like content-based, social context-
based and hybrid-based methods were analyzed under different influential factors
of the users. The review was done for gaining knowledge in terms of interpretation,
extraction and analysis of the detection mechanisms. In Jan, [8] provide an insight
of clustering of tweets as spam or non-spam.

In Zhang et al. [9], the authors presented detector models using neural network
systems. Some deceptive words in social media networks have greatly influenced
social users. Due to the weakened communication coordination among diverse news
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articles, the extraction of latent features from text information is not analyzed. From
the aspects of data mining techniques, the detection of false news in social media
was explored by Shu et al. [10] They stated the importance of user engagements in
social media to make determined infrastructure models. False news spreaders are
not able to prevent for futuristic events. Cognition security (CogSec) [11] presented
to explore the potential impacts of fake news by decision-making systems. Human-
content cognition and social influence and opinion diffusion were explored on Poli-
tiFact datasets. Open challenges are human potentiality model on fake news, social
contagion and diffusion models, earlier detection models and the debunking of fake
news.

In Gupta et al. [12], the authors presented the Community Infused Matrix-Tensor
Coupled Factorization (CIMT) which detected the false news by the presence of
echo chambers and mouse-click events. News Cohort Analysis and Collaborative
News Recommendation were the two methodologies used for experimental purpose.
Performance measures such as precision, recall and F1 score were analyzed on two
datasets likeBuzzfeed andPolitiFact and achieved an accuracyof 0.93406 (Buzzfeed)
and 0.90626 (PolitiFact). Simpler detection process employed on large-scale profile
information yet the complex fake news patterns are ignored. Online text may subject
to different false news due to public opinion. Therefore, recurrent neural networks
(RNN) was designed by organizing the contents. It was applied in LIAR datasets
on different RNN models like LSTM, GRU and Vanilla. Compared to prior tech-
niques, increased accuracy was achieved by LSTM (0.2166), Vanilla (0.215) and
GRU (0.217).

The author in Cus,maliuc et al. [13] explained random forest, SVM and Naive
Bayes algorithms in identifying the fake news, even for re-tweeted data. It was
applied on Facebook and Twitter datasets. The system has achieved an accuracy of
92.43% (Naive Bayes); 95% (SVM) and 95.93% (random forests). Some incorrect
classes have reduced the effects of feature mapping and higher error rate. In Li et al.
[14], the authors discussed the rumor detection of social media from different aspects
of datasets. It is observed that multitask learning models have performed better than
the other learning models in the aspects of user credibility and source credibility.

Multimodal variational autoencoder (MVAE) was suggested by Khattar et al. [15]
that detects the fake news via learning the probabilistic latent variable models. Most
of the complex patterns are ignored, which was improved by multimodal represen-
tations. Experimental results have shown that the improvement of 6% in accuracy
and 5% in F1 score. Some characteristics of the users are not explored under neural
network architectures. A multimodal framework was developed by Singhal et al.
[16] which exploited textual and visual features. Different language models like
BERT were combined with VGG-19 pre-trained architecture on Imagenet datasets.
The suggested model has achieved an accuracy of 77.77% (Twitter) and 89.23%
(Weibo). Limited hidden layers are taken for analytic purpose. Zhou et al. [17]
provided a similarity between text and images features which helps to identify fake
news.
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3 Comparative Analysis

Finally, a comparative table is developed based on the studies discussed above.
The studies are compared based on the objectives, techniques, results obtained, the
demerits of further research (Table 1).

4 Research Challenges and Future Scope

The open research challenges are

1. Datasets in multimodal: Most of the public repositories contain variants of fake
news. It is also an open challenge for focusing the research objects that covers
all news data types.

2. Verification models on multimodal data: Different linguistic models were
designed for detecting [8] the false news. Visual-based features are difficult to
recognize false news.

3. Source verification: Origin of the fake news is not explored by any researchers.
4. Credibility assessment: Chain of false news under the same (or) different authors

is not studied from the aspects of propagation and knowledge-based features.

5 Conclusion

Presence of fake news has been around over several years with the intervention of
social media and the journalisms. This paper aims to present an insight into false
news characteristics, and its techniques designed are reviewed. Given the challenges
related to detecting the false news have made the researchers, to understand the
fundamentals of those origins of fake news. The comparative analysis will help the
upcoming researchers of open challenges in this field.
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An Intelligent Student Hostel Allocatıon
System Based on Web Applications

Ambrose Azeeta, Sanjay Misra, Modupe Odusami,
Onyepunuka Ugochukwu Peter, and Ravin Ahuja

Abstract Student hostel management system is a software programme designed to
manage the activities of allocating students to a hostel and other activities involved
in managing the students in the hostel. Managing the student’s hostel allocation is a
complex task. This study develops an algorithm and techniques for automatic student
hostel allocation system based on Web applications that would allocate student to
the hall and room-based certain constraints. System is faced with lot of challenges.
The system will use MySQL for the manipulation and storage of data, PHP to create
dynamicWeb pages and Sublime Text as the integrate development environment/text
editor forHTML/CSSandPHP.Theproposed algorithmand techniques for automatic
student hostel allocation system will perform the task of allocating student to hostel
rooms in a timely fashion based on the defined constraints. The algorithms and
techniques were implemented and validated. Result shows that the proposed model
provides information about the room occupancy at any given time, enabling the
management in making decisions to improve condition of living in hostels and grants
the hostel management team the statistics they need on the hostel.
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1 Introduction

Web-based applications are seen as applications that are distributed over a network on
aWeb browser which can be found on different mobile phones, smartphones, tablets,
desktop, laptops, etc. [1]. It is a software that uses the client server architecture where
the client-side logic and the user interface run on aWebbrowser. Someof the common
capacities of that can be found on a Web application are online sales, Webmail,
push notifications and many more different capacities using the Internet and mobile
network which can be accessed anywhere and anytime with great flexibility and
ease [2, 3]. A student is primarily a person enlisted in a school or other instructive
establishment who goes to classes in a course to accomplish the suitable level of
authority of a subject under the direction of an educator. In the more extensive sense,
an understudy is any individual who puts forth a concentrated effort to the serious
scholarly commitment with some issue important to first-rate it as a major aspect
of some purposeful undertaking in which such authority is crucial or definitive [4].
One of the efficient ways to manage the sudents sucessfully is the provision of good
housing.

There are a lot of issues with the allocation process that could be easily avoided.
Examples of such issues are students being allocated to room which are in a bad
state, students who are not physically enabled to use stairs up to the fourth floor
and students allocated roommates who are bullies, students allocated a room far
from their course mates, thereby limiting information of activities that would take
place in class. The identification of the drawbacks of the existing system leads to the
development of a computerized system that would be compatible with the existing
system, user-friendly and more graphical user interface (GUI) oriented.

The motivation for this research is hinged on the need to make hostel alloca-
tion system a means of providing a clearer understanding of room habitable and
provide necessary information, thereby enabling the management in making deci-
sions. Many approaches have been developed to solve HSAP, rule-based model [5,
6] heuristics model [7–9] which may search optimal solutions within reasonable
computational time but the solution tend to stuck in local optimal and thus may
not be effective for domain-specific knowledge [10] metaheuristic model [11–13].
İn this paper, we propose algorithms and techniques that is a Web-based applica-
tion that would make use of MySQL Database for the database manipulation, PHP
for the application tier it receives input from the users and sends the information
needed to the data tier, HTML/CSS for the front end and Sublime Text as the inte-
grated development environment. This study aims at providing an automated system
that allocates student to hostels using decision tree algorithm university. The rest
of the paper is sectioned as follows: the next section discusses the related works.
Section 3 presents the step-by-step methods and algorithms of the proposed model.
Section 4 presents the implementation of the model, followed by results analysis and
discussion. Section 5 concludes and suggests future areas of research.
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2 Related Works

Olantunji [5] introduced a model for hostel accomodation system based on fuzzy
inference in decision making which was implemented using server side scripting
language (PHP) in conjunctionwithMySQLbeing used as the relational database and
Apache serving as the Web server. This model used fuzzy logic rather than Boolean
logic in making decision. Ajibola [14] utilized heuristics approach to solve hostel
space assignment problem (HSAP) in higher establishments of learning. SAP is a
combinatorial streamlining issue that includes the dissemination of spaces accessible
among an arrangement of meriting substances (rooms, bed spaces, and office spaces
and so forth.), with the goal that the accessible spaces are ideally used and agreed
to the given arrangement of imperatives. Hill climbing (HC), simulated tempering
(SA), tabu search (TS), late acceptance hill climbing (LAHC) andGAwere connected
to circulate the understudies at all the three levels of distribution. At each level, a
correlation of the calculations is displayed. Results acquired with the datasets addi-
tionally show the suitability of applying tried activities explore strategies effectively
to tackle new occurrence of SAP. Authors in [15] employed genetic algorithm-based
optimization model for urban land use allocation by considering multi-objective
function for planners. The model simultaneously maximizes land prices and reduces
incompatibility among adjacent land uses for an area. The authors concluded that
more heuristics approach could be considered for future. Yip et al. [16] introduced an
integrated reservation optimization and operations management system to enhance
the management of hospital nurse quarters based on certain constraints and objective
functions. The system allowed an overall better management of the Nurses’ Quarters.
However, the system is not flexible owing to the fact that it does not allow the choices.
Adewumi and Ali [17] presented a multi-stage genetic algorithm to solve HSAP that
is multi-stage in nature. Result shows that the use of heuristics can be leverage on
for automated hostel allocation and the use of metaheuristics and their variants for
HSAP were recommended for future research. Obit et al. [10] utilized stochastic
algorithms on hostel space allocation problem where the background problems are
related with hard constraints and soft constraints. İn order to enhace the quality of the
proposed system, Great Deluge with linear and nonlinear decay rate and simulated
annealing with linear reduction are used. Result shows that simulated annealing with
linear reduction temperature performs better. Authors in [18] presented a how ICT
impacts on management of Students’ Records in University Administration. Patnaik
[19] utilized a Web-based application targeted to all sectors of management thereby
providing information within a college or university. Based on their level of access,
a student or a staff can download or upload file from the database. The system can
be divided into six modules (admin, student, login/signup, payment, room allot-
ment, complaint) and each module can be developed independently. Authors in [20]
discussed the use of Web application/Web-based information for hotel reservation
system which allows the hotels to manage their sales rate, available services and
marketing to be available to sales channels. In some other related works, authors
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in [21] proposed a framework for allocation of work among the software engineers
distributed globally.

3 Model Approach

The approaches utilized to carry out the proposed algorithm are discussed in this
section.

3.1 Functional Requirements of the Proposed System

The functional requirements of the student hostel allocation system include:

1. Users (Applicants) must be able to register, login and log out of the system.
2. Users (Applicants) must be able to view their allocation status.
3. The system must be able to allocate rooms to student based on the criteria

provided to enhance co-existence between roommates.
4. Users (Admin) must be able to upload student details to the system.
5. Users (Admin) must be able to view students details and hostel allocation

arrangement.
6. Users (Admin) must be able to generate allocation report for the various hall

containing the list of students in each room.
7. Users (Admin) must be able to view multiple complaints that have been logged

into the system.

3.2 Non-functional Requirements of the Proposed System

The non-functional requirements of the student hostel allocation system include:

1. Accuracy: The systemmust allocate room accurately based on the criteria’s used
in the decision tree algorithm.

2. Excellent human computer interface: The systemmust be user-friendly providing
optimal satisfaction to the user with easy navigations in and out of different parts
of the system as well as ease of use to the user.

3. Speed: The system must respond rapidly to users request and provide the
appropriate result.

4. Security: The system data should be protected against unauthorized users by
using appropriate measure (authentication and password encryption).

The proposed system model is represented using graphical notations to illustrate
how the systemworkswhich ismostly basedon thenotations in theUnifiedModelling
Language (UML). The (UML) Unified Modelling Language is a broadly useful
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visual displaying framework that gives traditions used by a software engineer to
indicate, imagine, build and archive the result of a system. The proposed student
hostel allocation system utilizes the following UML: use case diagram, sequence
diagram, activity diagram and class diagram. The use case diagrams utilized for the
proposed system are depicted in Figs. 1 and 2.

From Figs. 1 and 2, the use case diagrams specify the operations that the admin in
charge of the system and the students are permitted to perform respectively. Tables 1,
2, 3, 4, 5, 6, 7, 8, 9 and 10 show various use case scenerio that can be used in the
system design.

From Table 1, the student login use case scenario is detailed and explained.
From Table 2, the view room concise details are described.
From Table 3, the upload students details use case scenario is described.
From Table 4, the add session use case scenario is explained.
From Table 5, the view room status use case scenario is explicitly described.

It indicates certain parameters and conditions necessary for an admin to view the
conditions of a room and also to see the total number of allocated rooms.

Fig. 1 Use case diagram for student

Fig. 2 Use case diagram for admin
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Table 1 Login use case scenarios

Use case 1 Students login to the system

Brief description The students are to login to the system using their login details

Actor(s) User (students)

Level Students use case

Parameters Students login details

Pre-conditions User (student) must provide the correct login details

Post-conditions (success end) User has successfully logged in to the system

Post-conditions (failed end) Provided incorrect details user not found

Table 2 View room details use case scenarios

Use case 2 View personal room details

Brief description The student can view his/her roommates as well as his room
number

Actor(s) User (students)

Level A simple view room details use case

Parameters Matriculation number

Pre-condition(s) The user must be logged in to view job opening

Post-conditions (success end) User successfully views room details

Post-conditions (failed end) No room assigned to user

Table 3 Upload students details use case scenario

Use case 3 Upload students details

Brief description To successfully upload the details of students

Actor(s) User (Admin)

Level A simple upload students details use case

Parameters The required details needed for a student to be allocated rooms

Pre-conditions All necessary parameters must be filled before upload

Post-conditions (success end) User successfully uploads the student information

Post-conditions (failed end) Student already exist, incomplete form filled

From Table 6, the admin login use case scenario is described. Certain parameters
and conditions necessary for an admin to login into the system are explained.

From Table 7, the parameters and pre-conditions required for an admin to
successfully view a students record are stated.

From Table 8, the admin can only generate results based on certain parameters
and conditions (Table 11).
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Table 4 Add session use case scenario

Use case 4 Add session

Brief description Add a new session to the system before allocation begins

Actor(s) User (Admin)

Level A simple add session use case

Parameters The name of the new session to be added

Pre-conditions The admin must be logged in to add session and session must no
be in existence

Post-conditions (success end) User successfully adds session

Post-conditions (failed end) Failed to add session, session already exist

Table 5 View room status case scenario

Use case 5 View room status

Brief description The admin can view the conditions of a room and can also see
those allocated the room

Actor(s) User (Admin)

Level A simple view room status use case

Parameters Room number

Pre-conditions The admin must be logged in

Post-conditions (success end) The admin successfully views the room status

Post-conditions (failed end) Room number does not exist

Table 6 Admin login use case scenario

Use case 6 Admin login to system

Brief description The admin logs in to the system using their login details

Actor(s) User (Admin)

Level Admin login use case

Parameters Admins’ login details

Pre-conditions The admin must have the correct details

Post-conditions (success end) Admin successfully logs into the system

Post-conditions (failed end) Incorrect user details user not found

Table 7 View students use case scenario

Use case 7 View students

Brief description The admin can view all the students in the database to be allocated rooms and
their information

Actor(s) User (Admin)

Level A simple view student use case

Parameters Student name or matric number

Pre-conditions The user must be an admin and must be correctly logged in
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Table 8 Generate report use case scenario

Use case 8 Generate report

Brief description The admin can generate a report of the allocation of the students

Actor(s) User (Admin)

Level This is a simple generate report use case

Parameters Based on the session and semester

Pre-conditions The admin must be correctly logged in

Post-conditions (success end) Admin generates a report successfully from the system

Post-conditions (failed end) Failed to generate report

Table 9 Student lodge complaints use case scenario

Use case 9 Student lodge complaints

Brief description The student can make several complaints on the system

Actor(s) User (student)

Level A simple student adds complaints use case

Pre-conditions The user must be logged in as a student

Post-conditions (success end) User adds complaint successfully

Post-conditions (failed end) Failed to add complaints

Table 10 Admin view complaints use case scenario

Use case 10 Admin view complaints

Brief description The admin can view, edit the various complaints made by students

Actor(s) User (admin)

Level A simple admin view complaint use case

Parameters The time of the complaint

Pre-conditions The user must be correctly logged in as admin

Table 11 Admin allocates room use case scenario

Use case 11 Admin allocates rooms

Brief description The admin allocates rooms to students based on the criteria’s
checked

Actor(s) User (Admin)

Level Admin allocates rooms use case

Parameters Criteria’s for which the allocation is based

Pre-conditions User must select the criteria for allocation

Post-conditions (success end) Admin successfully allocates room

Post-conditions (failed end) Allocation failed
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3.3 Web Application Platform of the Proposed System

The proposed system utilized a three–tier architecture consisting of the client tier,
the application tier and the data tier. The three tiers are designed using HTML and
CSS., PHP, and MySql, respectively. The brief description of the hall database for
the proposed system is depicted in Table 12.

Brief description of the room and hall database is displayed in Tables 13 and 14,
respectively.

Table 12 Allocate_hall database

Name Type (length) Description

Allocate_hall_id Int (11)

Level Int (11) This stands for the level who has been allocated the hall

Sex Varchar (1000) This stands for the gender who the hall has been located
which has only two variable male and female

Hall_id Int (11) This is the id for the hall that was allocated

Semester_id Int (11) This stands for the id of the semester the allocation took
place

Table 13 Allocate_room database table

Name Type (length) Description

Allocate_room_id Int (11) This is the allocation id for a room that has been allocated

Allocate_hall_id Int (11) This is the allocation id for the hall that has been allocated

Student_id Int (11) This is the student id for the student that has been
allocated a room

Hall_id Int (11) This is the standard id of the halls

Room_id Int (11) This is the standard id for a room in a hall

Level Varchar (1000) The level of the student that has been allocated a room

Semester_id Int (11) The is the standard id for the semester allocation took
place

Status Int (11) This is the status of the room which was allocated usually
in 0 s (bad) and 1 s (good)

Table 14 Halls database table

Name Type (length) Description

Hall_id Int (11) This is the standard id of the halls generated once added to the
database

Hall_name Varchar (1000) This is the name of the hall that is in the database

Gender Varchar (1000) This stands for the gender that the hall can be allocated to

Status Int (11) This is the status of the hall usually in 0 s (bad) and 1 s (good)
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Table 15 Sudent database

Name Type (length) Description

Student_id Int (11) This represents the id given to the student once added
to the database

Name Varchar (1000) This is the full name of the student

Level Varchar (1000) This represents the level the student is currently in

Mat_no Varchar (1000) This represents the student matriculation number

Programme Varchar (1000) This represents the course of study of the student

GPA Varchar (1000) This represents the grade point average of the student

Bully_record Varchar (1000) This represent whether a student has a bully record or
not. It is represented in form of 0 s (no) and 1 s (yes)

Personality Varchar (1000) This represents the student personality type for
allocation

Disability Varchar (1000) This represent whether a student has physical disability
or not. It is represented in form of 0 s (no) and 1 s (yes)

Sex Varchar (1000) This represents the gender of the student in the database

Password Varchar (1000) This is the password the student uses to login to the
system

Status Int (11) Database table This represents whether the students have been
allocated a room

A brief description of student databbase is depicted in Table 15.

4 Results and Discussion

The system modules and how it operates are discuss below:
The login page (Admin) is the first page that opens to an admin as the admin

logs on to the website. This page is used to receive and confirm the administrator
credentials before granting access to the system. Figure 3 depicts a screenshot of the
login page. The administrator dashboard shows the possible operations the admin
can perform on the system along with some basic information such as the number of
students, number of halls and number of rooms. A screenshot of the administrator
dashboard is shown in Fig. 4. The view student page displays the list of students in
the database in a tabular format and allows the administrator to export the list in file
format of his/her choice. Figure 5 shows the screenshot of the view student page.

The student personal info page displays the personal information of students in
the database, e.g. name, matriculation number, bully record and personality type. A
screenshot of the student personal info page is shown in Fig. 6. The allocate hall page
is the page where the admin selects which hall is allocated to a particular gender as
depicted in Fig. 6.
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Fig. 3 Showing the admin home page

Fig. 4 Showing administrator dashboard

5 Conclusion and Future Work

İn this study, aWeb application for hostel allocation using decision tree algorithmwas
implemented using PHP for the backend, CSS for the front end and MYSQL for the
database and data manipulation. The application was designed and developed using
an integrated development environment called Sublime Text, visual paradigm in the
design of the unified modelling language diagrams like activity diagram, sequence
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Fig. 5 View students page

Fig. 6 Allocate hall page

diagram and use case diagram. The database server used in the implementation of the
system was XAMPP. The system is not only able to provide a standard framework
for hostel management with robust database, but also stores every information that
relates to hostel and update such information.
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Artificial Intelligence in the Energy
World—Getting the Act Together

Vasundhra Gupta and Rajiv Bali

Abstract The chance of growing a framework that may “think” has captivated indi-
viduals on account since authentic cases. Man-made consciousness (computer-based
intelligence) frameworks contain two preeminent districts, proficient/master frame-
works (ES), and engineered/counterfeit neural systems (ANNs). The significant goal
of this paper is to show how engineered insight methods may play a basic capacity
in demonstrating and forecast of the exhibition of inexhaustible power frameworks.
The paper plots know-how of how expert structures and neural systems perform by
utilizingway of giving an assortment of issues inside the remarkable controls of inex-
haustible force designing. The different utilizations of expert structures and neural
systems are given in a topical rather than a sequential or some other request. Results
introduced on this paper are declaration to the limit of manufactured knowledge as
a plan instrument in heaps of locales of sustainable power engineering.

Keywords Artificial intelligence (AI) · Energy consumption · Forecasting ·
Renewable energy

1 Introduction

Energy consumption is among one of the important subjects of energy systems.
Energy intake came beneath the eye after the strength disaster in nineteen seventies
[1]. Also, it is proven that electricity intake throughout the world is all of sudden
increasing [2]. Therefore, every of us tries to use as less energy as viable in their use
as distinctive areas from building to farms, from industrial manner to automobiles
[3]. As power comes from three unique resources like fossil fuels, renewable, and
nuclear assets [4], it wants a lot try to preserve monitoring of electricity intake
of these types in exceptional area. However, by using doing so, we are capable
of count on the amount of power, that is consumed in unique regions and try and
make plans, specialized for a specific usage and place. For all energy kinds noted
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above, estimating the utilization is beneficial for choice and coverage makers. By
knowing how a bargain energy may be used for his or her technique or art work,
they will be able to consider a few modifications in them to lessen the quantity
electricity utilization. Predicting future electricity utilization every in short-term and
long-term manner will assist us even to understand, that in which type energy is
used broadly speaking and try to trade the fashion, as it is miles happened within
the contemporary years for fossil fuels and now we have renewable strength. The
quantity of electricity applied in special regions is inspired by way of various factors
which includes water, wind, and temperature. Having a couple of factors, predicting
the electricity consumption is a complicated trouble [5]. Nowadays, ML models are
being applied in first rate areas due to the fact they may be beneficial and the way
ML (machine learning) works is like a function which fantastic maps the input facts
to output. Machine gaining knowledge of fashions can produce prediction for power
intake with excessive accuracy. So, they may be used by governments to implement
energy-saving suggestions. They additionally can be used to expect the destiny use
of various sorts of power like electricity or herbal fuel [6]. This research artwork has
been finished in the prediction of various electricity kind usage. Predictions may be
done on using strength in a particular system in business enterprise [7] or the general
amount of electricity used in a rustic [7]. This looks at attempts to have a look at the
latest research related to modeling and estimating of power consumption in unique
place.

2 Artificial Intelligence (AI)

Artificial intelligence (AI) has been around since the mid-1950s, but with a recent
boom inmassive computational power, big data, and algorithms, AI has seen tremen-
dous growth and is shaping the daily functions of the utility industry. With energy
industry trends, such as renewables and the industrial IoT, AI technologies can help
utilities capture these opportunities. From the perspective of power consulting at
ABB, AI can be implemented with daily operations, grid safety, reliability, and
resilience (Fig. 1).

3 Artificial Neural Networks

The idea of neural system assessment has been found almost 50 years inside the past,
anyway it is far best inside a definitive twenty years that applications programming
program has been advanced tomanage sensible issues. The records and rule of neural
systems have been characterized in a major amount of distributed writing and will
now not be covered on this paper aside from a totally short appraisal of strategies
neural systems work [3]. ANNs are well for a couple of obligations while ailing in
some others. In particular, they will be right for commitments concerning deficient
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Fig. 1 Main components of AI

records units, fluffy or fragmented data, and for perceptibly perplexing and not well-
portrayed difficulties, wherein individuals by and large settle on an intuitional estab-
lishment. They can concentrate frommodels and are fit for address non-straight diffi-
culties. Besides they show heartiness and deficiency tolerance [5]. The obligations
that ANNs cannot deal with effectively are the ones requiring over the top exactness
and accuracy as in typical feel and arithmeticians had been done strongly in different
fields of science, designing, medication, financial aspects, nervous system science,
and masses of others. A portion of the most extreme basic ones are; in example,
sound and discourse acknowledgment, inside the investigation of electromyography
and standout clinical marks, in the recognizable proof of naval force objectives and
inside the ID of explosives in traveler bags [4]. They have furthermore being used in
atmosphere and commercial center demeanors determining, inside the expectation
of mineral investigation sites, in electric controlled and warm burden forecast, in
versatile and mechanical oversee and masses of others. Neural systems are utilized
for machine oversee because of the reality they are ready to build prescient styles of
the strategy from multidimensional records routinely collected from sensors.
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4 Energy Forecasting

4.1 Nnergix

Nnergix is a statistics mining and Internet-based strength forecasting utility. Nnergix
agency makes use of both satellite for pc information from climate forecasts and
system gaining knowledge of (ML) algorithms trained to analyze the enterprise’s
statistics to make extra accurate forecasting. The excessive-decision weather fore-
casting is generated from satellite pictures. These pictures are then used to generate
both huge-scale and small-scale climate fashions. The ML algorithms examine such
statistics and predicts the state of the surroundings in a specific area [3].

4.2 Xcel

Xcel is enforcing an AI that ambitions at addressing the challenges related to the
unreliability of the climate-based power assets such as sun and wind. This software
can inform whether the electricity source will range in energy (that is influenced
through the varying climate). Xcel is utilized in getting access to climate reports
with higher accuracy and properly specific. The company gives the opportunity to
hire more precautions when harnessing and maintaining the generated power. To
provide this type of unique record, the AI gadget mines facts from nearby satellite
for pc reviews, wind firms, and climate stations [2]. The ML set of rules that drives
the machine is trained to become aware of styles the use of those information units
to expect the era of strength.

4.3 PowerScout

This application makes use of AI to version capability savings on utility expenses
using enterprise records. PowerScout leverages facts analytics to identify “smart
domestic improvement assignment”, and this is based on particular functions and
electricity utilization within the domestic of clients. Basically, the AI acts as a market
advisor by using providing pointers to assist customers in making knowledgeable
choices when buying renewable power technologies for their houses. By 2017, this
system had overseen the installation of solar capability that is almost sufficient to
energy 250,000 homes [6]. Some of PowerScout partners are the United States
Department of energy and Google.
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Fig. 2 Artificial intelligence deep learning example. Example: Online decision support for power
grids

5 Optimizing Renewables

With increasingly more renewables being delivered to the grid, AI will help utilities
to optimize their electricity resources, in particular renewables, through matching
supply and call for. According to BP’s Energy Outlook, by using 2040, renewables
will make up over 20% of general. Worldwide power technology even as hydro
and nuclear will make up approximately 10% and 8%, respectively. This worldwide
technology blend might be the most assorted the arena has ever seen. Additionally,
this boom in renewables is principal in developed and developing countries, which
include OECD countries, China, and India [4]. To assist, manipulate the diverse era
risk and lessen curtailment from renewables (Fig. 2).

AI will decide the best source of energy at any given point in time. It can also
manage DERs, like wind and battery storage, and connect electricity customers to
their preferred energy source. Not only will the grid become more optimized, but
utilities are able to create amore personalized experience for their consumers (Fig. 3).

6 Conclusion

From the above problem portrayals, you will have the option to see that both expert
structures and ANNs were actualized in a gigantic scope of fields for demonstrating
and forecast in sustainable quality structures. What is required for setting up such
structures is insights that speaks to the past history and executionof a genuine contrap-
tion and choice of suitable expert framework or neural network rendition. Without
a doubt the quantity of projects gave directly here is neither whole nor comprehen-
sive yet only an example of bundles that show the helpfulness of man-made intel-
ligence strategies. AI styles like each other estimation methods have relative favors
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Fig. 3 Local artificial intelligence in distribution grids

and inconveniences. There are no arrangements as to while this exact technique is
proper for programming. In the perspective on masterful manifestations gave here
its miles acknowledged that reproduced insight gives an elective framework which
need not be barely cared about. The vitality business is out of the blue changing
over as it faces disturbance from decarbonization, decentralization, and digitaliza-
tion. Artificial intelligence can help utilities effectively enhance the framework and
hold unwavering quality and versatility. Gigantic computational vitality, the blast of
huge realities, and better calculations have pushed simulated intelligence time than
take care of a few issues in each industry. Also, artificial intelligence streamlines
inexhaustible resources at the framework and might improve unwavering quality
and strength. It moreover gives an open door for utilities to make a customized client
appreciate.
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Non-functional Requirements
Engineering Questionnaire: Novel
Visions and Review of Literature

Naina Handa, Anil Sharma, and Amardeep Gupta

Abstract The aim of this research study is to evaluate the non-functional require-
ments (NFRs) of educational websites from the usability perspective. The online
questionnaire is used for gathering and analyzing the NFRs. The non-functional
questionnaires are filled by the 52 software developers. The questionnaire contains
different questions related to different factors of ISO 25010. The different NFRs
that are related to the usability are considered accessibility, orphan pages, irritating
elements, placement and content of sitemap, website content updating, download
time, hyperlink description, design consistency and compatibility of website with
different web browsers to mention a few. The different views that are given by soft-
ware developers on the basis of these questions are discussed. We have also added
the suggestions column in questionnaire.

Keywords Elicitation · Questionnaire · Requirements

1 Introduction

Several studies have been conducted to investigate the significance of non-functional
requirements during the initial stages of software development [1]. Unmasking non-
functional requirements (NFRs) such as consistency parameters, functionality spec-
ifications and software design limitations are critical in identifying technical alter-
natives for device from an early design point [2]. Extraction of NFRs from require-
ment documents is needed for the development of quality software product. If this
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procedure is automatic, the process will be effective, the human effort, time and
mental fatigue involved in defining specific needs from a large number of criteria in
a text [3]. Thus, the effective elicitation of NFRs plays a vital role in the process of
software development. Non-functional specifications are known as utilities such as
flexibility, modifiability, durability, portability, scalability, maintenance adaptability
and a few terms for customizability. Implicit requirements or expected from the
product are non-functional requirements [4]. These are expected attributes so-called
quality attributes. NFRs derive the technical architecture. This elaborates on system
performance characteristics. NFRs need to be given equal priority to FRs, as NFRs
can be the determining factor in a project’s success or failure [5].

The customer and developer focused most of their time on designing practical
specifications in both standard and agile software development methods. Non-
functional requirements are regarded as second-class requirements, typically over-
looked until the end of the development cycle. Often these are hidden, overshad-
owed and thus neglected or forgotten [6]. These are difficult to develop and test for
modeling.While non-functional requirements are largely ignored or retrofitted late in
software development, software repair in later stages may result in lower quality. The
understanding of NFRs is very important for application in the process of software
development. The development of better methods for eliciting NFRs is therefore of
interest [7].

2 NFR…Why?

NFRs are important for consideration in the early stages of the life cycle of system
development. It identifies the technology selection, hardware allocation and standards
adopted during software development. IT project deficiency is often related to design
process defects [8]. In a reviewof theUSAir Force program, for example, itwas found
thatmore than 40%of the uncovered errors could be traced back to requirement errors
[9]. It was also reported that failures in finding and fixing specifications account for
70–85% of IT project rework costs. A very difficult part of specifications architecture
is dealing with non-functional requirements and their management. The failure to
take proper account of NFRs will result to the most difficult and expensive errors
that can only be corrected once a system is completed [10].

It is classified as one of the ten most major risks in requirement engineering
[11]. Failure to address NFRs during the design phase may result in a failure of the
software product, even if it meets all functional needs. Client or customer consider
what theywant the device to do naturally and do not care about themoney, portability,
reliability, protection or efficiency they require. Yet non-functional specifications are
very important to manage and should be understood in development because they
impact database preference, programming language, operating system, etc. The non-
functional criteria are the restrictions on the facilities or functionality provided by the
program, e.g., time limits, implementation cycle constraints, etc. This explains how
it will be achieved by the machine and not what it will be doing [12]. Non-functional
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Fig. 1 Software product quality

specifications are typically very complex and arbitrary. These are usually informally
defined, frequently inconsistent, difficult to execute during development.

3 Standard Parameters: ISO 25010

One key success factor for successful software projects is requirements engineering
with its underlying process and methodology. The functional and non-functional
requirements are elicit and defined in this phase. They form the basis for the soft-
ware project as a whole [13]. The use of scenario in agile projects has evolved as
an appropriate way of describing the requirements. From a user’s point of view,
scenarios depict requirements. Their high quality is very critical, as the entire soft-
ware project is focused on the specifications [14]. For that purpose, the IEEE created
a set of requirement consistency features. We are outlined in the IEEE recommended
practice for IEEE Standard 830-1998 device criteria specifications and its counter-
part, ISO/IEC/IEEE 29148 [15]. Nonetheless, current scenario-based architecture
criteria methodologies do not specifically consider these qualitative characteristics.
ISO 25010 has specified quality characteristics and subcharacteristics like functional
suitability, usability, compatibility, etc. and their subcharacteristics [16] (Fig. 1).

4 Usability

It is one of the important quality factors and focused onUI andUX.UI defines the user
interface and UX defines the user experience. It must be considered while software
development. Requirement engineering is very important for the various domains
such as business, education, industry, entertainment, etc. As a result, concerns are
growing over howwebsites are developed and the degree of quality delivered. Devel-
oping a website should be progressed through several design guidelines to ensure
that the website can fulfill the aims and objectives it wants to achieve [17]. Addi-
tionally, the website of an organization is a gateway to their information, products
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and services. Ideally, it should be a representation of the interests of the consumers
it represents. However, the creation of websites also relies on infrastructure, orga-
nizational structure or business artifacts [18]. Unfortunately, website design is often
motivated not by user needs but by technology, organizational structure or busi-
ness objectives. Nevertheless, website owners and creators have increasingly begun
understanding and addressing the issue of usability in recent years [19]. Usability
is considered as one of the key factors that determine a website’s performance. As
defined by ISO 9241-11, it is “the extent to which specified users can use a product to
achieve specified objectives with efficiency, effectiveness and satisfaction in a spec-
ified context of use [20]. Many evaluation techniques were introduced to determine
website usability and make changes to website design. Several methods are present
in literature; some methods are experts in addressing, while others are geared at user.
Such methods include.

Walkthroughs including one or a group of evaluators who review a user interface
through a series of tasks to determine website comprehensibility and learning facil-
ities [21]. Questionnaires are used to retrieve document and collect information to
assess user satisfaction with the usability of the website [22]. In general, any website
should satisfy the needs of its different stakeholders [23]. Users of the educational
website mainly deal with the critical problem of NFRs like performance, security,
portability and usability is main concern.

5 Usability Elicitation Techniques

Elicitation of NFRs is very important in the early stages. Elicitation methodology
relies heavily on brainstorming, questionnaires, checklists and design. These are
used to capture stakeholder feedback. The NFRs catalog helps researchers define
criteria for consistency and reduce disagreements. Detection techniques detect the
early aspects of low-level design and code from various requirement specification
documents. The elicitation methods are used to define the NFRs requires a lot of
user interaction, so different non-functional criteria need to be defined and retrieved
automatically.

6 Literature Review

Evaluations of the usability of websites have been conducted over the years and for
many domains.

Kopczynska et al. explored the value of e-commerce-based NFR templates for
novice requirements elicitor. By using 41 industrial projects, the authors simulated
the creation of catalog of NFR models and also assessed the maintenance effort
required for catalogs. The experiment showed that templates perform better than
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Adoc’s requirement elicitation approach and also improved the quality of NFR
extraction [5].

Mishra et al. explored a method called situation requirement method system
(SRMS) was developed which is a web-based application. The proposed technique
is validated by make a use of questionnaire. The test showed tool’s utility [24].

Ganiyu et al. designed a newmethod for evaluating the accessibility of University
of Istanbul’s department websites from usability perspective. The tool comprised of
two components; the first part can be used by users who visit and answer questions
about thewebsite, and the secondpart has beendeveloped for the use of administrators
where they can handle the usability evaluation. The measurement was based on two
environments: the conventional laboratory environment and the Internet [25].

Kirakowski assessed user satisfaction of 5 websites using a questionnaire method.
For the evaluation, the authors developed a new questionnaire (called WAMMI).
The reader is directed to for more information about the WAMMI (https://www.ucc.
ie/hfrg/questionnaires/wammi). The questionnaire indicated that user satisfaction
appraisal leads to the successful creation of websites [26, 27].

The research by Chiew and Salim centered on the creation of a web-based appli-
cation (called WEBUSE) consisting of 24 questions to determine website usability.
The report the tool generates indicates how good the website is in terms of usability.
The researchers suggest that WEBUSE is ideal for testing websites of all sorts and
for any field. The tool will help webmasters develop their websites based on the
feedback the users of the expected websites receive [28].

Adepoju et al. evaluated the usability of website of their University. The
researchers used quantifiable test metrics, such as navigation times, to determine the
usefulness of site. The study showed that the website is suffering from several issues
including website-specific terminology, unorganized link patterns and poor evalua-
tion recommendations proposed by the authors to improve and unify the website of
the university [29].

Corry et al. performed an assessment of accessibility of an existing website of
Midwestern Universities. An experiment to restructure the information of current
website was conducted; a prototype was designed and tested against the existing
website. Usability was based on the ability of respondents (such as pupils, guardians
and faculty) to find the answers to a set of questions quickly and accurately. While
the study did work well, the usability measurement methodologies were limited to
the total time of the assignment and the amount of user errors [30].

Taj et al. focused on characterizing requirements in FRs and NFRs. The writers
also developed a model to help in the phase of requirement elicitation and classifi-
cation. The requirements are gathered using a method of crowdsourcing and various
stakeholders have participated in the process of elicitation. For the classification
model, the Naïve Bayes and the decision tree used. The case study was performed
to show the model’s competence [31].

Portugal et al. focused on using unstructured data to mines the NFRs. The devel-
opers developed NFRFinder, a semi-automatic tool. At first, it was applied to struc-
tured text and used as a performance metric recall and precision. NFRFinder has
delivered promising results in a structured way and showed that classification of

https://www.ucc.ie/hfrg/questionnaires/wammi
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NFRs is influenced by the context and the stakeholders involved in classification
[33].

7 Usability-Based Questionnaire

In this study, the online questionnaire-based method has used. The google forms
have been used for designing the questionnaire for elicit the NFRs from software
developers. The questionnaire is focused on the educational websites and particu-
larly on the usability perspective of NFRs. Questionnaire has identified the different
aspects like accessibility, download time, watermarks, readability and navigation or
side maps related to educational websites. The questionnaire has distributed into
two segments. The first segment represents the UX, i.e., the user experience interac-
tion and the second segment represent the UI, i.e., user interface. The questionnaire
includes the 15 questions. The questions were divided into three categories like
user interface design, navigation and readability. An extensive literature review has
done and find out the different usability attributes which need to be consider while
developing the project. The different usability questions havemeasured on the scales.

8 Results and Discussion

A total of 52 software developers have filled the questionnaire. Most of them
are having good experience in software development field and exposer of non-
functional requirements. The 20% of developers who have filled the questionnaire
are particularly deal with NFRs in their field.

It provides a description of the results obtained from the process of assessment
using the questionnaire. Figure 2 shows the distribution of the responses for the
question regarding the importance of website accessibility over the four scales like

Fig. 2 Website accessibility significance



Non-functional Requirements Engineering … 805

very important, important, less important and not important. According the four
item scale, the result indicates that the 75% software developers have considered
the website accessibility is very important. In comparison, about 23% of respon-
dents were considered it important and about 2% considered it as less important. So
accessibility is important NFR to be considered while developing the software.

Figure 3 showed that the 48% respondents are annoyedwith the irritating elements
on web page and only 7% are not considering it.

Figure 4 depicts that the 65% software developers respond that the low downtime
is required for downloading a web page is very important, 20% respond as maybe
and 15% considered it as not important at all.

Figure 5 has shown that the 69% agreed for the requirement of compatibility of
website with different web browser, 14% respond as no need of compatibility and
17% answered as maybe.

Figure 6 depicts the result of question regarding the helpfulness of placement and
side map. The 51% respondents are agreed to it, 23% are strongly agreed about the
helpfulness of side map and only 2% are disagree for the helpfulness of it. Figure 7

Fig. 3 Irritating elements in accessibility

Fig. 4 Low download time in downloading
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Fig. 5 Compatibility with different web browsers

Fig. 6 Helpfulness of site map

Fig. 7 Data confidentiality

depicts the results of data confidentiality 60% responds that the encryption techniques
are required for data confidentiality, 30% said it is automatically secured and only
9% said that no encryption technique has required. It can be interpreted that the
encryption techniques are quit important for the data confidentiality.
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9 Conclusion and Future Prospects

Quality requirements are of prime significance in systems and stakeholders cannot
compromise with quality. Considering the response of 52 developers with regard
to usability. The ideas for extending and improving questionnaire are given. The
questionnaire has two sections UI and UX which focuses on different aspects like
accessibility, download time, irritating elements on web page, etc. Designing an
online tool for usability in particular and NFR in general is a future scope to the
current work.
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Data Ingestion and Analysis Framework
for Geoscience Data

Niti Shah, Smita Agrawal, and Parita Oza

Abstract Big earth data analytics is an emerging field since environmental sciences
are probably going to profit by its different systems supporting the handling of the
enormous measure of earth observation data, gained and produced through percep-
tions. It additionally benefits by giving enormous stockpiling and registering capaci-
ties. Be that as it may, big earth data analytics requires explicitly planned instruments
to show specificities as far as significance of the geospatial data, intricacy of handling,
and wide heterogeneity of information models and arrangements [1]. Data ingestion
and analysis framework for geoscience data is the study and implementation of
extracting data on the system and processing it for change detection and to increase
the interoperability with the help of analytical frameworks which aims at facilitating
the understanding of the data in a systematic manner. In this paper, we address the
challenges and opportunities in the climate data through the climate data toolbox for
MATLAB [2] and how it can be beneficial to resolve various climate-change-related
analytical difficulties.

Keywords Earth data · Data ingestion · Hadoop · Earth observation data · Climate
data

1 Introduction

Big data is the terminology which describes excessively large and complex data
sets to be worked with applying some generally accessible tools and techniques.
An advanced analytic technique that operates on big data sets is big data analytics.
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Henceforth, big data analytics principally comprises of two things, big data and
analytics. Big data analytics have formed one of the most reflective trends in business
intelligence today.Big data is commonly defined based on the size of the data.Volume
matters, yet there are other significant features of big data analytics, that is data variety
and velocity. The three Vs that is volume, variety, and velocity of big data establish
an inclusive definition, which clarifies the myth that big data is only about volume
of the data [1].

Individually, the three Vs have its particular out-turn for analytics. From the
volume outlook, the overrun of input data is the foremost aspect which we need
to address because it may lead to paralysis of the data analytics directly. From the
aspect of velocity, streaming or real-time data leads to the issue of huge amount of
data approaching into the system within a short-term period but system inclusive of
devices may be incapacitate to hold the volume of input data. From the view point
of variety, the input data may have dissimilar types or have insufficient data in such
case how to hold that data is another concern for the operators [3, 4].

Many of us may see big data as a source for collecting more useful information
through large volume of data. In contrast, the truth is that collecting more data do not
certainly mean getting more useful and relevant information. The data may contain
abnormal and ambiguous data. For illustration, consider an individual account may
have multiple users or a user that may have multiple accounts which can lead to
inaccurate outcomes. Hence, data analytics is coming up with numerous new issues,
such as storage, security, privacy, quality of data, and fault tolerance [5]. To overcome
such issues, most of the key applications of future generation for the distributed and
the parallel systems are in big data analytics.

Climate science is one such big data domain application that is undergoing
unprecedented development. Some of the major climatology big data challenges are
easily understood. The large data mines for such applications are swiftly increasing
in volume. For such large data sets, the issue to move that data arises and it cannot
easily be moved as an alternative, certain analytical procedures must be followed to
migrate it to where the data exist in. Data often exist on platforms with fluctuating
network and computational capabilities [6].

Large amount of data surges the significance of the provenance management,
discovery, and metadata. Henceforth, a need for resource balancing, fast networks,
the ability to respond quickly to customer demands and intermediation, is created for
analytic products and migrating codes within a growing network of computational
resources and storage. Moreover, the unforeseen uses for climatology information
requires superior agility in deploying and building applications [7, 8].

While addressing these challenges, it becomes essential to take into consideration
that the climatology contains two aspects that is, social practice and technical prac-
tice. There exist certain established procedures for analyzing, sharing, and creating
scientific data sets. The paper presented addresses some of climatology big-data-
related issues including data ingestion and data preprocessing, also the technical
resolutions that are being developed to improve the data analytics, accessibility and
publication [9].
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2 Data Ingestion

Data ingestion is the process of obtaining and importing data for immediate use
or storage in a database. To ingest, something is to take something in or absorb
something. Ingestion of data can be performed in two ways that is in batches or in
real time. In data obtained in batches, the data is gathered and imported at regular
period of time in distinct chunks. While, when the data is collected and imported in
the real-time data ingestion, each time data is collected and imported as it is received
from the source. The ideal data ingestion procedure initiates by ordering the data
set sources, authenticating the individual data files, and then directing data to the
particular destination.

Batch processing is themost commonly used data ingestionmethodology. In batch
processing, the ingestion layer collects the source data at regular intervals and groups
it accordingly and then sends it to the destination system. The data is grouped based
on a simple schedule, the activation of certain conditions or any logical ordering.
When it is not essential to use the real-time data ingestion, the batch processing
is used for data ingestion as it is more affordable and easy to use as compared to
real-time streaming of data. Moreover, the real-time streaming do not involve the
grouping as the data is sourced, manipulated, and loaded immediately on creation
or recognition by the data ingestion layer. As it requires the systems to constantly
monitor the sources and input new data, it is more expensive to use. Nevertheless, it
may be useful and more appropriate for the analytics of the system data that needs
continuous refreshed information [10].

However, data ingestion comes with its own challenges. The first and one of the
major challenge is that it is slow. The data has grown somuch large in volume and has
become more diverse and complex over the time which makes old methods like ETL
tools incapable of keeping up with the volume of data and the modern data sources
as they are not fast enough. The other major challenge is that it is highly complex to
work with that because with the explosion of new data sources like sensors, smart
phones, and other connected devices, the organizations are having difficulty to get
the desired value from the input data, due to the complexity of schema mismatches
and detecting and removing errors in the data.

Another challenge is that it is expensive. Numerous factors collaborate to make
data ingestion expensive. One such factor is the infrastructure that is required for
the different data sources. Also, the proprietary tools are very expensive to maintain
over time. Moreover, it is also costly to maintain a group of experts to support the
ingestion. The risk factor also leads to expense when the real money is lost when the
business decisions are not taken quickly. Another major aspect challenged is security
issues. While moving the data, security is always an issue as during ingestion data is
often staged at various steps, which makes it difficult throughout the process to meet
compliance standards [11].
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3 Analysis Framework

Analytical frameworks are designed to support logical thinking of the analyst, in a
systematicmanner. The analytical frameworks are often presented visually and aim to
facilitate and guide sense making and understanding. Analytical frameworks guides
and supports the analysis, storage, and collection of information by identifying and
categorizing the key products and analytical outcomes at each step of the analysis.
We can easily find a way to organize what information to collect and how to analyze
the same. It also improves the way of analyzing some common gaps and deficiencies
that have particular outcomes and also identify the risks related to the geographic
location of intervention.

With the shortcoming of currently available tools and techniques adopted by
variety of industries, big data analytics come with a comparatively newer standards
to analyze the datasets. Extracting relevant and useful information from large pool of
datasets is big data analytics. It includes the methodologies to uncover the unknown
patterns and correlations, which can be further used to make effective decisions and
to give powerful insights. For the data generated every day, the methodologies are
required for the volume, variety, and velocity. For the system to identify the faulty
behavior and failures, monitoring becomes extremely crucial [12].

4 Geoscience Data

Geospatial or geoscience data refers to scattered data sets surpassing the volumeof the
current figuring frameworks. A noteworthy segment of huge information is really
geoscience information, and the volume of the information is developing quickly
at any rate by 20% consistently. Geospatial information has consistently been huge
information. In nowadays, huge information investigation for geospatial information
is accepting impressive thoughtfulness regarding enable clients to dissect enormous
measures of geospatial information. Geospatial huge information normally alludes
to spatial informational indexes surpassing limit of the current processing frame-
works. Along with this exponential increment of geospatial enormous information,
the ability of elite registering is being required significantly than any time in recent
memory, for demonstrating and recreation of geospatially empowered substance [13].
The geospatial dataset used for research and implementation is obtained from the
Indian Space Research Organization (ISRO) Web-based utility called BHUVAN.

Link: https://bhuvan-app3.nrsc.gov.in/data/download/index.php (Table 1).

https://bhuvan-app3.nrsc.gov.in/data/download/index.php
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5 Climate Data Toolbox

As a very much tried, all around reported stage for interdisciplinary coordinated
efforts, the climate data toolbox for MATLAB expects to diminish time consumed
composing low level code, that let scientists center around material science instead
of coding and energize increasingly adequate code sharing.

Climate science data is profoundly integrative commonly, so to know the interac-
tions between earth forms characteristically permit the utilization of logical program-
ming that can work over the controls of earth science. Climate data toolbox for
MATLAB contains in excess of 100 capacities that length the significant atmosphere-
related orders of earth science. The toolbox empowers modernized, totally scriptable
work processes that are instinctive to compose and simple to share. It incorporates
capacities to assess vulnerability, perform framework tasks, compute atmosphere
records, and create normal information shows.

CDTcontainsmore than100 all around recorded capacities intended to help clients
at every venture of logical investigation, from bringing in and handling information
to plotting and deciphering outcomes. The capacities are proposed to rationalize
work processes and confirm that clients never feel aground at any progression of
the examination. As needs be, the sorts of capacities in CDT length the array from
straightforward utilities, to capacities for summed up measurable investigation [2],
[16].

5.1 CDT Contents

Climatology: The climatology function gives typical values of a variable as it varies
throughout the year. The output of this function includes the overall mean. It does
not have any trend through time. Its only variability is that with the seasons. CDT has
another function called season. The only difference is that the output of climatology
includes the mean of the variable, whereas the output of the season will always have
a 0 mean value (Fig. 1).

Monthly: Themonthly function calculates statistics of a variable for specifiedmonths
of the year. For example, will the sea surface temperature in March of next year be
about the same as it was in March of last year, or is there a tremendous amount of
variability between Marches? Or What is the average springtime Antarctic sea ice
extent? From these examples, we can see that it helps in loading the time series and
plot it to get a sense of analytical questions asked (Fig. 2).

Polyfitw: The polyfitw function computes weighted polyfits. Calculates the
unweighted polynomial fit of x versus y to the nth order, exactly like polyfit. Specifies
weights to apply to each y value. Returns the structure and centering/scaling values
mu for use in polyval (Fig. 3).
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Fig. 1 Gridded data of sea surface temperatures for each month of the typical year. It makes a gif
by plotting the frames [2]

Fig. 2 Daily sea ice extent from a particular year to present and it is plotted as a function of day of
year [2]

Polyplot: This function plots a polynomial fit to scattered x, y data. It adds a linear
trend line or other polynomial fit to a data plot. It places a least-squares linear trend
line through scattered x, y data and specifies the degree n of the polynomial fit to the
x, y data (Fig. 4).

PoltpSD: This function plots a power spectral density of a time series using the
periodogram function. It plots a power spectrum of 1D array y at sampling frequency
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Fig. 3 StandardMATLABfunctionpolyfit tofind the unweighted slope of the line and the difference
due to the error in the measurements [2]

Fig. 4 Linear trend line with black seventh-order polynomial fit and±1 standard deviation of error
lines [2]

Fs using the periodogram function. Sampling frequency Fs must be a scalar. It plots
a power spectrum of y referenced to an independent variable x (Fig. 5).
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Fig. 5 Power spectrum of the train signal by using the inbuilt train whistle example and plotting
the time series for context [2]

6 Research Opportunities and Future Scope

The climatology is still in its early stage of development when the sustainable aspect
is connected to it, considering the already existing studies on Internet of Things and
big data. It is noticed that the focal point of huge information investigation application
in environmental change is by all accounts uneven, and subjects like waste or reuse
the executives with significant potential are dismissed [17–22]. The reasons might
be an absence of comparing information assets, an absence of conservative benefit
and research financing, poor correspondence between gatherings of specialists with
various abilities, vulnerability data, and so forth (Fig. 6).

One of the exploration patterns recognized among the ongoing applications is
distributed computing, which gives a superior answer for huge information stock-
piling, transmittingm and computational prerequisites. With the growth of Internet
of Things, it is worth considering the architecture of the platform that empowers real

Fig. 6 Future opportunities in climate change data to achieve sustainability through IoT that is
Internet of Things
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time, efficient, storage of large datasets and in memory cloud computing, utilizing
the advanced techniques by integrating it in the future research to attain sustainability
[8].

7 Conclusion

Earth observations are likely bound to keep on developing apace. Fortunately,
progressions in the field of analytics algorithms, especially in the machine learning
area, offer great prospects for keeping up with the massive data growth. In this
paper, we discussed the challenges and future opportunities which geoscience and
climatology brought us. This study reviews a variety of Data Ingestion tools and
methodologies for analyzing the observations made from the various outcomes used
for handling geospatial big data.

Having examined the current and future advancements of GeoScience Big Data
visualization analysis, it is clear that the volume, variety, and velocity of GeoScience
data being gathered is developing quickly and we have initiated to explore how can
we utilize this data toward development. One of the biggest challenge concerning
geospatial data is climate change data which is of storing and processing this data. In
this study, we have addressed the challenges and future opportunities in the direction
of climate change data. To aid our observations and to make a precisive analysis, we
have used climate data toolbox (CDT).

CDT as a toolbox is exceptional in that it is integrative, yet altogether and academ-
ically recorded. CDT gives specialized entrance ramps to enable new clients to start
their examination and calculated scaffolds to interface course reading hypothesis to
genuine information investigation. The tools inCDTaddress the issues of atmosphere
researchers at each phase of investigation, from bringing in and breaking down infor-
mation to showing results. The functions benefit the users to keep their attention on
physics rather than coding, and CDT linguistic structure is straightforward, instinc-
tive, and speedy to learn. Examinations achieved in CDT are completely scriptable
and direct, which collectively, we expect will empower simple coordinated efforts, an
expansion in code distribution, and a higher level of replicability for science overall
[23].
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Design of Waste Heat Recovery System
for Green Environment

Shruti Jain, Pramod Kumar, and Meenakshi Sood

Abstract The global energy problem due to population growth, industrialization,
and depletion of natural resources and environmental issues is a cause of concern. A
lot of active research on energy harvesting from waste heat from various sources is
being done. The prime concern is to not only reduce the wastage of energy resources
but also recycle the energy resources. This will also mitigate the carbon footprints
of the environment. A high potential for harvesting the energy lies in the energy
obtained fromhousehold chores. The energy recycled fromwaste energy can bemade
sufficient enough required for microelectronic devices. In this research work, a novel
module is designed to generate energy by utilizing the heat obtained from household
cooking stoves or chullahs. The designed module employs a thermoelectric energy
systemcoupledwith heat sink,DC-DCconverter, and booster circuits. Three different
modules were designed by modifying different key parameters, and the performance
of an energy harvesting system has been evaluated. The results obtained are in good
agreement with the simulation results and capable of charging a mobile device.

Keywords Thermoelectric generator · Energy harvesting system · Renewable
energy source · Green environment
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1 Introduction

A renewable energy source has emerged all over the world. The energy harvesting
system has become a popular terminology in both industrial and academics because
traditional power generation resources like fossil fuels or nuclear fission are costly
or facing a global crisis [1, 2]. There are various sources of energy harvesting
systems like electromagnetic energy from communication and broadcast, tempera-
ture gradient from the combustion engine [3–5], and motion from human movement
[6]. Recently, areas of research interests consist of waste heat recovery [7–9], pyro-
electric energy harvesting, and piezoelectric energy harvesting. The recent areas of
energy harvesting system are capable of generating sufficient power that can drive
low-power electronic devices.

As per the World Health Organization (WHO) statistics, 3 billion people cook in
open fire by burning different biomass like animal dung, coal, wood, and crop waste.
About 4 million people die from illness due to household air pollution by cooking
with different biomass fuels [10, 11]. The incomplete combustion of biomass fuels
leads to dense soot formation that is highly hazardous for small children or women
[12, 13]. In developing countries, biomass energy leads to about 90%of the total rural
supplies. Environmental degradation has increased over the last several decades [14,
15]. Rapid industrialization, vehicular emissions, and urbanization are some major
causes of air pollution. Sulfur dioxide (SO2), suspended particulate matter (SPM),
and respirable particulate matter (RPM) are some damaging effects on human health
due to air pollutants. Among all, SPM is considered a leading cause that affects
health. After China and the USA, India is third among the countries with the highest
CO2 emissions. As per WHO statistics, air pollution leads to 0.6–1.4% of disease in
developing countries.

This paper aims at developing a portable system waste heat recovery system
(WHRS) that can be used for low-power applications. The advancement of thermo-
electric generators (TEG) has led to extensive research in the field of greener sources
of energy and focus on to convert the waste heat into useful electrical energy. The
novelty of this paper lies in the utilization of the waste heat and converts it into
voltage/ power which can be used in many applications. The designed prototype has
been evaluated for three different modules to achieve better results. All the results
were simulated and experimentally verified for different stove systems at different
loads. The aim and motivation of this paper is to encourage environmentally and
eco-friendly self-sustainable local households.

Our specific objectives are as follows:

1. Designing a model for testing electrical power output across various loads.
2. Interfacing of the material with an energy harvesting circuit.
3. Testing of the prototype with traditional Indian cooking furnace.
4. Harvest the energy for final application.

In Sect. 2, the proposed methodology is discussed. Section 3 explains the results
and discussion of the implementation of different module followed by conclusion
and future work.
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2 Methodology

The world is moving toward an era where there is a decrease in energy resources and
an increase in pollution (exhaust heat from vehicles/ companies). In recent years, the
main concern of environmental issues of emissions and the limited energy resources
has resulted in extensive research into novel technologies of generating electrical
power [16, 17]. The non-renewable resources are getting exhausted day by day, and
a lot ofwork is being done and proposed renewable energy resources. In this research,
paper authors have proposed a waste heat recovery system (WHRS) prototype which
can use waste heat from the cooking system for voltage generation. TE materials
motivate the development of TEG. TEG is a suitable energy source among other
various sources, especially where other sources are not resulting in better results.

The proposed methodology consists of four modules namely cooking system,
TEG system, control system, and load system (shown in Fig. 1). As biomass fuel
burns in Chullha or stove, it leads to useful energy as well as heat that gets wasted in
environment. Thiswaste heat is used and converted to electric energy using TEG. The
energy flows in the control system which is designed to harvest max possible power
that can be stored in a battery which further may be used for low-power electronics
applications.

Cooking System: There are various types of Chullhas used in rural areas with varying
hearth height andhearth diameter.Dependingon these dimensions, differentChullhas
were designed [18].

TEG System: Thomas Johann Seebeck discovered that thermal gradient formed
between two dissimilar conductors produces a voltage. The flow of charge carrier
between hot and cold region in turn creates a voltage difference. The ideal TEG
materials have higher value of electrical conductivity, with low thermal conductivity,
and high Seebeck coefficient. Low thermal conductivity is necessary to have high
gradient between the junctions [8].

Control System: This system consists of DC-DC converter and booster circuit. The
DC voltage converts to AC first then steps up the AC voltage. Later, this AC voltage
is fed in to the power management circuit which converts back to DC voltage [19].

Fig. 1 Waste heat recovery system (WHRS)
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Load System: The amplified DC is used for storage in battery or any other low-power
electronic devices.

The generator could generate enough energy to power devices like mobile
phone, chargeable lights, and other such similar low-power applications. WHRS
is a portable, affordable, and long-lasting generator that works in all climatic condi-
tions. The outcome of this system would lead to reductions in fuel consumption. The
heat which is wasted out and pollutes the environment can be used by common man.

3 Results and Discussion

Waste heat generated from Indian cooking furnace can be used to convert into the
energy that can be stored and reused further to charge low-power devices. This is
a step toward a greener source of energy as it does not hinder the normal working
of the chullhas. The waste heat from any source can be utilized to develop different
modules for practical applications.

The developed design is a simple one and can be used in all households in every
type of chullahs. The power output and efficiency are dependent on the tempera-
ture of the cold and hot side and also the temperature difference between them. To
obtain higher efficiency and power, the temperature difference should be maximum.
Components evaluation and selection (such as high ZT value, good stability, ther-
moelectric module, non-toxicity, good contact property, low cost) play a prominent
role. Moreover, for better performance, minimization of thermal resistance between
module and heat sinks is required. This is achieved by using a good flat surface, high-
temperature thermal grease, and uniform clamping pressure. The powermanagement
system is also essential to obtain themaximumpower of TEG. The internal resistance
of TEG must be comparable to the effective resistance of the battery. Several perfor-
mance metrics as cost, reliability, and power are taken into account for selecting the
suitable best alternative. Different design parameters like reliability, cost, and power
are required for the selection of the best alternative.

In this paper, the circuitry has been designed that can convert the waste heat to the
electrical energy and tested across various loads. Also, the power conditioning circuit
has been designed specifically for traditional Indian cooking furnace and tested to
achieve continuous power output. Additional circuitry that can convert and store the
produced electrical energy has been designed and tested. From the designed circuit,
we can get enough voltage or power that helps in charging low-power devices.

In this paper, authors have designed and tested three different types of models
under different temperature conditions. Authors have also tested the designed proto-
type by using it with different types of chulhas. The first model is designed and
tested by considering the spirit lamp as shown in Fig. 2. Empirical experiments
were conducted with several TEGs and their placement in the circuit. The maximum
voltage obtained by single TEG is 237 mV, for two TEGs’, the maximum voltage
obtained is 352 mV, while when using 4 TEGs, 485 mV is achieved when employed
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Fig. 2 Prototype model using spirit lamp in the laboratory
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Fig. 3 Prototype model using copper plates on conventional chullah

with boiling water heat source. When this voltage is further fed to the booster circuit,
a voltage of 3.5 V is obtained.

To improve the voltage and its application, a novel type of the second model with
two copper heat-conducting flat plates (shown in Fig. 3) installed oppositely either of
sides of chulhas is designed to integrate a relatively large number of TEmodules. The
TEGs are connected to the copper plate with thermal grease; the voltage generated by
a single TEG is nearly 500 mV. This voltage is fed to the DC-DC converter LTC3108
yielding load current of 150 mA when connected with a 50-� load that is used to
charge a capacitor. To increase the voltage, TEG should have a proper temperature
difference. Authors have used a module with water to keep hot and cold plates at
a particular temperature (as shown in Fig. 4) to result in a better current value that
helps in charging a device.

To improve the current, a new model has been proposed. Four steel rods (two in
series and two in parallel) with TEG’s are placed as shown in Fig. 5.

Figures 5 and 6 represent the experimentations under different temperature condi-
tion. To maintain the temperature difference of TEGs, an aluminium-based model is
designed (as shown in Fig. 7). This model results in 4 V, 250 mA current with four
TEGs which is sufficient to charge a low-power EC devices.

Table 1 tabulates the voltage and current values for our three proposed models. It
is interpreted that model 3 results in maximum voltage and current values.

The final proposedmodel has been designed for Indian cooking furnace (as shown
in Fig. 8) and tested to achieve continuous power output.

Testing of prototype has been done with different types of chullhas and different
types of loads. Different models are designed and tested for achieving highest
efficiency for charging.
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Fig. 4 Conventional chullah installed with prototype model

Fig. 5 Designed structure for WHRS

4 Conclusion

In this work, waste heat is utilized which could be extracted from chullhas employed
in every household in rural areas. The TEG-based energy harvesting circuit presents
an efficient method of generating electricity fromwaste heat. The source of powering
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Fig. 6 Proposed WHRS in the laboratory set-up depicting V and I ratings

Fig. 7 Final model with booster circuit for WHRS system
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Table 1 Electrical parameters for proposed models

Proposed models Voltage (in V) (4 TEG’s) Current (mA)

Model 1 Using spirit lamp 485 mV 100

Model 2 Using two copper plates 500 mV 150

Model 3 Using four steel rods 2 V 250

Fig. 8 Mobile charging by designed module employing the proposed WHRS

the device is inexhaustible, and the energy harvested from this circuit will be helpful
in supplementing the increasing demand for electricity. The waste heat obtained
from primary source has low efficiency and, to enhance the energy content, energy
harvesting and booster circuits are designed for utilizing the recovered energy.

1. In this paper, different energy harvesting modules were designed and tested for
different types of chullhas and load.

2. By designing the proposed energy harvesting system, we were able to utilize the
waste heat from chullhas and use it for low-power microelectronic devices.

This is a promising technology for utilizing the waste heat without polluting the
environment of households. In the future, we hope that technology will help to
replace dependence on environmentally unfriendly batteries and over-reliance on
using power outlets to charge small devices.

Acknowledgements This work is funded vide project no. SCSTE/F(8)-1/2017-5085-5086 by
Himachal Pradesh Council for Science, Technology and Environment, Himachal Pradesh, India.
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Template Attacks and Protection
in Multi-biometric System: A Systematic
Review

Syed Umaya Anayat and Arvind Selwal

Abstract In themodern era of computing, the automatic authentication using human
biometrical traits is being rapidly gaining popularity. The biometrical infrastruc-
ture installations are facing a variety of challenges ranging from limitations in uni-
biometrics and attacks by imposters. Multi-biometric systems are being deployed to
overcome the limitations of uni-biometric counterparts. The key information of all
the enrolled users in biometric systems is stored centrally in the template database.
The attacks on the template database in these systemsmay either completely result in
failure or degradation in the performance of the system. This paper presents a system-
atic review of various template attack and their countermeasures in multi-biometric
systems. The survey reveals that information fusion, compatibility of templates and
size of templates are still an open challenge for researchers. Furthermore, the need
is to design more robust and efficient template security schemes for multi-biometric
system which meets the standard characteristics of ideal schemes.

Keywords Template security · Attacks ·Multi-biometric systems · Fingerprint

1 Introduction

In the traditional systems to protect private data or to reserve the access rights, people
have been using passwords, PINs, etc. But it has some limitations, due to which there
came a need for biometrics. Biometrics is described as a branch of science used for the
identification of a person by using their physical, chemical or behavioral qualities [1].
A biometric system consists of four main modules, such as sensor module, which
captures the raw biometric information of a person. Feature extraction module
extracts the unique traits from the biometric data. For example, the orientations and
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position of the minutia points in a finger are extracted as features for the fingerprint
image.Matching and decision-making module: Matching module uses the classi-
fier to contrast the extracted characteristic set with the stored template to produce the
score value. The score value is used by the decision module for acquiring or denying
an individual. System database module is used to store the biometric information
[1, 2].

The biometric systems may work in two different modes, namely identification
mode or verification mode. In case of identification mode, the user is identified
by comparing his input with the templates that are already stored in the database,
whereas in the verification mode, the user’s identity is verified against the claimed
identity and checked whether the user is genuine or not [3, 4].

Generally, the biometric systems are being deployed in various application areas,
such as commercial, for example, ATM, distance learning and PDA; government,
for example, social security, border and airport security; forensic, for example, corpse
identification, parenthood determination and criminal investigation [1].

The remainder of the paper is organized as follows: Section 2 briefly defines
multi-biometric system and fusion levels. In Sect. 3, we provide an overview of
biometric template attacks. In Sect. 4, we give an outline of template protection
schemes. Research challenges, opportunities and conclusion are defined in the last
section.

2 The State-of-the-Art of Multi-biometric Systems

The biometric framework has been divided into two categories depending upon the
number of traits used, namely uni-modal and multi-modal system in which the
system uses a single biometric trait of the individual for identification and veri-
fication [5]. There are certain limitations associated with these systems such as
intra-class variation, spoofing attack, failure to enroll and inter-class variation [4, 6].
To overcome these limitations, the multi-biometric system was introduced. These
systems are capable of using two or more modalities to identify an individual [5, 7].
The accuracy performance of a biometric system can be increased by employing the
multi-biometric system rather than the uni-biometric system [8].

The fusion plays a major role in multi-biometrics. It is carried out at five different
levels as shown in Fig. 1.

(i) Sensor-level fusion: At this level, raw data is generated from different sensors,
and this data is combined to produce new raw fused information. There are three
scenarios where sensor-level fusion can be applied, such as single-sensor multi-
sample, multi-modal and multi-sensor. (ii) Feature-level fusion: In this scheme, a
single feature vector is obtained from the different feature vectorswhich are generated
from different biometric systems. The two different scenarios where feature-level
fusion can be applied are multi-modal and multi-algorithm. (iii) Score-level fusion:
In this method, a single match score is obtained from combining multiple scores
generated from the different or same modalities. The scenarios where score-level
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Fig. 1 Fusion levels in biometric system (adopted from [9])

fusion is applied involvesmulti-modal andmulti-sample systems. (iv) Decision-level
fusion: In this scheme, a single decision can be obtained by combining the different
information generated from the multiple-decision modules. The methods used in
decision level fusion include ‘AND’, ‘OR’, majority voting and weighted majority
voting. (v) Rank-level fusion: In this mechanism, multiple ranks are combined to
produce a single rank which is used to identify the individual [7, 9].

Kabir et al. [10] proposed a matcher performance-based (MPB) fusion scheme.
They used modalities such as fingerprint, palm print and ear print. They perform
fusion at two levels, i.e., feature level and score level, for improving the complete
identification efficiency. In feature-level fusion, the encoded characteristics of two
traits with high EER are firstly fused. In score-level fusion, the modality which
has the lowest EER and score acquired from the feature level fusion are combined.
The proposed normalization technique is referred to as overlap extrema variation
anchoredmin-max (OEVBAMM). The confidence-basedweighting techniques were
used for generating FRR @0.5 FA, and EER, GAR @0.5 FAR.

Arteaga-falconi et al. [11] proposed an ECG matcher that used an SVM classifier
with the RBF radial basis function kernel. For fingerprint, they used the MINDTCT
algorithm as minutiae extractor and the BOZORTH3 algorithm as minutiae matcher.
They fused the biometric results at the decision level. They used fingerprint samples
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from 73 subjects in the DBI type of the FVC2006 database. Every subject has seven
images involving six images for verification and one image for enrollment. They
selected 73 ECG records from the database, and each signal is divided into seven
chunks of data; for enrollment, they used one chunk with 60 s in length, and for
verification, they used six chunks with 40 s in length.

Sharma et al. [12] proposed a unified scheme which is composed of generalized
extrema value distribution-based normalization and Dezert–Smarandache theory
(DSMT)-based score-level fusion technique. The experiments were conducted on
three databases, namely NIST BSSR1 multi-modal biometric score database, FRGC
V2.0 face database and LG4000 iris database. NIST BSSR1 dataset is used for
various units of fingerprint and two face algorithms and having resemblance value
vectors of 6000 images for 6000 subjects. They used half of values for evaluation of
training variables and a half for testing. Two combinations of three modalities were
used for assessment in the multi-modal biometric scheme. These combinations are
(i) combination of face and fingerprint biometric modalities from NIST BSSR1 and
(ii) face and iris traits from FRGC V2.0 and LG 4000 datasets. Resemblance values
of 3000 samples for 3000 subjects have been taken from NIST BSSR1, half of the
score is used for evaluation of training variables, and half is used for testing. From
FRGC V2.0 face and LG 4000 iris datasets, 19,079 samples of the face and 19,079
samples of the left iris from 46 subjects were employed for experiment.

Waisy et al. [13] proposed an effective and real-time multi-biometric system
established on deep learning description for samples of both the right and left irises of
an individual, and rank-level fusionmethod is used for the fusion. The proposed deep
learning system is called IrisConvNet established on the combination of the CNN
and Softmax classifier, and without domain knowledge, particular characteristics
were extracted from iris images and classified it into one of N classes. The efficiency
and durability of the proposed methods were tested on three different databases:
SDUMLA-HMT, CASIA-iris-V3 interval and IITD iris.

Bifari et al. [14] presented a weighted score matching algorithm for a multi-modal
biometric system established on fingerprint and hand geometry. In this work, authors
used five databases called fingerprint verification competition for testing fingerprint,
and each database contains 800 samples, i.e., 100 different people and 8 samples
for each. They also used COEP (College of Engineering Pune-41,005) palm print
database for testing hand geometry, and this database contains 100 persons. The
experimental outcome produced the average EER of the multi-modal system was
3.27%, while EER of the fingerprint was 8.86% and EER of hand geometry was
8.89%.

Conti et al. [15] proposed an approach that performed fingerprint matching using
the segmented regions (ROIs) surrounding fingerprint singularity points, and iris
preprocessing is used to check the circular region surrounding the iris. They used
log-Gabor algorithm-based codifier for encoding both fingerprint and iris charac-
teristics to generate a consolidated homogeneous template. Moreover, for similarity
index computation, Hamming distance was applied on the fused template. Different
datasets from FVC2002 DB2 fingerprint database and BATH iris database were used
for testing the multi-modal biometric system. Results of the first test operated on ten
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users are FAR = 0% and FRR = 5.71% although the results of the tests conducted
on the FVC2002 DB2A and BATH databases are FAR = 0% and FRR = 7.28% ÷
9.7% (Table 1).

Table 1 A comparative summary of different biometric and fusion types

Method Year Types of biometric
and fusion

Author Performance measures
and database

Frequency-based
approach

2010 Multi-modal
biometric system
and feature-level
fusion

Conti et al. FAR = 0%, FRR =
5.71%, EER = 2.36,
On FVC2002 DB2B
and BATH databases
FAR = 0%, FRR =
7.28÷9.7%, EER =
3.17÷5.76 on
FVC2002 DB2A and
BATH databases

Weighted sum rule 2017 Multi-modal
biometric system
and score-level
fusion

Bifari et al. EER = 3.27% and FVC
and COEP databases

Ranking-level fusion
method

2017 Multi-biometric
system and
rank-level fusion

Al et al. Identification rate =
100% and recognition
time < 1 s per person.
And SDUMLA-HMT,
CASIA-Iris V3 Interval
and IITD iris databases

SVM classifier and
minutiae extractor

2018 Bi-modal and
decision-level
fusion

Arteaga-falconi
et al.

EER = 0.46% and
FVC2006

Generalized extreme
value (GEV)
distribution and
Dezert–Smarandache
theory

2018 Multi-biometric
system and
score-level fusion

Sharma et al. NIST BSSR LG4000
and FRGC V2.0
databases

Overlap extrema
variation-based
anchored min-max-,
and confidence-based
weighting method

2019 Multi-biometric
system and
feature- and
score-level fusion

Kabir et al. EER =
0.47%,GAR@0.5%
FAR = 99.73,
FRR@0.5%FAR =
0.27%, and processing
time 1.1 s per image
and FVC2002-DB1-A,
COEP and AMI
databases
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Fig. 2 Attack points in a biometric system (adopted from [16])

3 Biometric System Attacks

The biometric systems are vulnerable to certain kinds of attacks. There are eight
attack points in the typical biometric system where attackers can breach the security
as shown in Fig. 2.

In this study, we only focus on ‘Type 6 attack,’ which is an intrusion on the
database where the biometric information of the users is stored [3].

4 Background

In this section, we present the review of existing template security schemes in the
literature.

To model a supreme biometric template security system, the following four
principles are required to be satisfied:

Diversity: To ensuring the user’s privacy, the cross-matching across the database
should be prevented by generating distinctive secure templates from the same source.

Revocability: One should be capable to revoke the stolen or modified template,
and unique template can be generated from the native template. Security: One
should not obtain the original biometric template from the secure template. Perfor-
mance: The biometric template security scheme should maintain the identification
achievement of the biometric system.

The template security schemes are generally classified into two categories, namely
biometric cryptosystem and cancelable biometric [17] (Fig. 3).

Biometric cryptosystem: The aim of designing the biometric cryptosystem is to
securing a cryptographic pivotal to a biometric or producing a biometric key from
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Fig. 3 A taxonomy of template security schemes (adopted from [16])

biometric characteristics. Biometric cryptosystems have needed some general data
(called as helper data) for producing key or recapturing key. The helper does not
acknowledge important information about the original biometric template [18]. The
biometric cryptosystem is also called a helper-data-based method. The helper data is
used for the extraction of crypto keys from the query biometric trait during matching
[16]. The authenticating key validities are indirectly used for biometric comparisons.
The result of the authenticationmechanism is either a key or failuremessage as shown
in Fig. 4 [18].

A biometric cryptosystem is further classified into two categories, namely key
binding and key generation systems. In key binding schemes, cryptographic keys
are not dependent on biometric features. The original data can be obtained from the
secured template only by those attackers who know the private key. In key generation
cryptosystem, recovery of the key string is not easy as data are not stored directly
[19]. The biometric template is only the one used, from which the helper data can

Fig. 4 Enrollment and authentication mechanism in biometric cryptosystem (adopted from [16])
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be acquired. The cryptographic key is achieved from the helper information and
biometric characteristics [18].

Elrefaei et al. [20] proposed a biometric cryptosystem using a fuzzy commitment
scheme. They gathered the gait templates for the machine vision sensor. The local
ternary pattern (LTP) is used for extracting gait features from gait images as LTP
upper and LTP lower and then calculating the gait energy samples for upper and lower
LTP as GEIU and GEIL. These two samples are combined using 2D joint histogram,
and joined images have a high dimension. They used PCA to reduce the dimension
and make the image compatible with the fuzzy commitment scheme. The Bose–
Chaudhuri–Hocquenghem code (BCH) is used for key encoding in enrollment and
for decoding in the verification phase. They take nine samples for each person in the
CMUMOBO database and then used eight samples for the enrollment phase and one
sample for verification phase. For the enrollment phase range of the feature, a vector
is 65,536 * 200 later generating a joint histogram and now applying PCA to decrease
the size of the characteristic vector to 199 * 200. They take five samples for each
person in CASIA A database and then four samples used for the enrollment phase
and one sample for verification phase. For enrollment phase, size of the characteristic
vector is 65,536 * 76 after generating a joint histogram and now applying PCA to
decrease the size of the feature vector to 75 * 76. The FAR = 0% and FRR = 4% in
CMU database for a fast and slow walk. Moreover, FAR = 0% and FRR = 0% in
CASIA A database for 45-degree direction.

Cancelable biometrics (CB) or Feature transformation: In this approach,
biometric template (T) is converted into transformed template (f(T; K)) by applying
a transformation function (f) and only the transformed template is reserved into the
database as shown in Fig. 5. The matching is done between the transformed template
and the transformed query (converted by using the same transformation function (f)
to query features (Q)) [16].

Beom et al. [21] proposed partial local structure (PLS) a different alignment-free
minutia-based description that is used to construct a binary cancelable fingerprint
template with low-efficiency loss. They contour a different transformation method
established on the permutated randomized non-negative least square (PR-NNLS)
optimization problem on the top of the PLS descriptor which fascinates the non-
invertibility of the template security. They used five databases for evaluating the

Fig. 5 Fingerprint biometric template after feature transformation (adopted from [16])
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proposed method. Moreover, they used FVC2004DB1 for establishingMD and PCA
projectionmatrix. In all dataset, 100 subjectswith eight images per subject are prompt
for minutia extraction. VeriFinger 6.2 is used, and for experimentation, they have
used two distinct protocols, namely original FVC and the 1vs 1 protocol. The system
achieves cancellability, non-invertibility, unlinkability and prevents from privacy and
security attacks.

There are two types of cancelable biometrics based on aspects of transformation
function (f), namely biometric salting and non-invertible transforms. In the case of
biometric salting, the transformation function (f) which is invertible is used to the
biometric template for obtaining the transformed template. The primary biometric
information can be reconstructed by the opponent from the transformed template
if transform specification is compromised and the accomplishment of the system
gets strayed [18]. As the key is distinct to the person, different templates can be
generating for the same biometric information. The compromised template can be
easily revoked and changed with the template achieved by using alternate user-
specific key [16]. In case of non-invertible transformation, the biometric template
is transformed by using the non-invertible transformation function (f). The features
of applied non-invertible transforms are changed, to produced updatable templates.
The benefit of this approach is that, when the transforms are comprised, the opponent
cannot generate all biometric information [18].

Gomez-barrero et al. [22] proposed a general framework based on bloomfilters for
biometric andmulti-biometric template protection. Theweighted feature-level fusion
for protecting templates was proposed to enhance verification efficiency along with
the level of solitary protection presented. The irreversibility and unlinkability of the
system are accomplished by using this approach. The irreversibility of the templates
is increased because OR operation is performed in this approach. Multi-hypothesis
sequential probability ratio test (MSPRT) is only evaluated for the protected template.
Experiments are carried out on different databases for development and testing stages.

Gomez-barrero et al. [23] proposed a framework for multi-biometric template
protection based on homomorphic probabilistic encryption for enhancing the perfor-
mance and accomplishing more protected and privacy conserving systems. They
carry out two distinct measures and contrast these in terms of verification perfor-
mance, irreversibility, unlinkability and computational complexity. They evaluate
and describe distinct models for three fusion levels; feature-level fusion has achieved
better performance and produced a solitary template for every subject. The experi-
ments were performed out on the fingerprint and online signature using BiosecureID
multi-modal database. They also achieved irreversibility and unlinkability. In the
feature level, EER = 0.12% was obtained.

Selwal et al. [24] proposed three multi-modal frameworks based upon fingerprint
and hand geometry biometric modalities. In the case of the multi-modal framework1
feature, templates are generated by using two different feature extractors. The fusion
has occurred at feature level, and the fused template is reserved into the database. In
the case of multi-modal framework2, two distinct feature templates are extracted, no
fusion takes place and templates are stored in different databases. In the case ofmulti-
modal framework3, various feature extractors are used for both the biometric traits
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and generate four different feature templates. These templates are combined by using
rank-level fusion. They used the fuzzy analytic hierarchy process (FAHP) technique
and identified five variables affecting the design of multi-modal. According to the
fuzzy weight matrix, the weight of the template security is 0.3940 that means it is the
highest essential parameter, and next is template size overhead with weight 0.342.
By considering all the three proposed system frameworks, framework1 has an ideal
design with a result of 0.72796.

Wild et al. [25] investigated that spoofing and recognition are jointly important
for each other. They also assess the 1-median filter as a different multi-biometric
fusion method consolidating liveness and identification scores. They employed three
base classifiers, namely regularized LR, single-layer perceptron and SVM. Three
databases were used, i.e., LivDet 2013 crossmatch: contains 4500 samples of 99
users; Idiap Replay-Attack: 1300 clips of 50 users with 320 * 240 pixels resolution;
and CASIA antispoofing face: 600 clips of 50 users with 640 * 480 pixels resolution.
The EER of this 1-media filter is between 0.47 and 1.81% for m= 1 – 5, i.e., EER is
low as compared to other rule and d-prime is high from 3.18 to 3.08. They proposed
a bootstrap aggregating classifier for antispoofing and show accuracy = 84% on
challenging database LivDet 2013crossmatch dataset.

Chin et al. [26] presented a three-stage hybrid biometric template protection
method for a secure multi-biometric system, namely (i) feature-level fusion used for
obtaining a unified template, and the fingerprint and palm print biometric systems
are combined at the feature level; (ii) random tiling (RT)—the revocability and diver-
sity are achieved by abstracting distinctive and random attributes from the combined
features by employing a user-determined key; and (iii) equal–probable 2N discretiza-
tion (eq 2N)—ultimate bit–string template is to produce from the consolidated feature
vector confer to the allocated index. They used three fingerprints and two palm
print databases, and 100 subjects and 8 samples for each participant are present in
all databases. The revocability is achieved by using various user-determined keys;
templates of bit–string generated are also distinct from each other. They used a short-
time Fourier transform analysis for enhancing the sample aspect of fingerprint and
Gaussian low-pass filter for smoothing the aspect of the palm print samples. More-
over, they adopted a set of Gabor filters along with eight distinct angles and used
them to filter the sub-bands generated by two-dimensional discrete wavelet transform
(2DDWT) (Table 2).

5 Research Challenges and Opportunities

After going through the literature, it is clear that designing an efficient template
protection scheme for multi-biometric systems is still an open challenge. Moreover,
designing a template protection scheme which satisfies all the ideal characteristics
of a template security scheme is a typical opportunity for researchers. Following are
the major research challenges which need to be addressed in future.
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Table 2 A comparative overview of various template protection schemes

Method Year Types of biometric
and fusion type

Author Performance
measures and
database

Three-stage hybrid
template protection
method

2013 Multi-biometric
system and
feature-level fusion

Chin et al. –

1-median filter 2016 Multi-modal and
score-level fusion

Wild et al. EER = 0.47–1.81%
and d-prime =
3.18–3.08 and
LivDet 2013 cross
Match, Idiap
Replay-Attack and
CASIA antispoofing
face

Fuzzy analytic
hierarchy process

2016 Multi-modal and
three levels of
fusion

Selwal et al. Overall value =
0.72796

Homomorphic
encryption

2017 Multi-biometric and
three levels of
fusion

Gomez-barrero et al. EER = 0.12% and
BiosecureID
database

Bloom filters 2018 Multi-biometric
system and
feature-level fusion

Gomez-barrero et al. –

1. Designing the more secure system which is less vulnerable to attacks. For
example, in uni-biometric systems, the sensor is more vulnerable to attacks like
attack on the face or fingerprint biometric system using fake artifacts.

2. Dimensionality reduction: For example, the dimension of a fingerprint is n*3,
and dimension of the iris is fixed, i.e., 512 bytes.

3. Deciding the level where fusion can occur so that the performance and accuracy
of the system must be improved.

4. The selection of the protection schemes for ensuring the template protection of
the system.

5. Selection of multiple sources (e.g., multi-modal, multi-algorithm, etc.) to
overcome the limitations of the uni-biometric system.

6. Designing adaptive and dynamic fusion system: For example, in online learning,
data can be regularly changed so we have to design such fusion method to regu-
larly progress overtime to receive changes in system specification along with
modification in the data distribution.

7. The conflict between systems must be resolved. For example, in identification
mode, different modalities may produce a completely different list of ranked
identities or in verification mode, one half of classifier should confirm the
claimed identity, another half disprove the claimed identity, so for such cases, it
is necessary to have a principled way to produce the decision.
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The multi-modal systems are developed with highly secured traits like fingerprint
and iris multi-modal system for improving recognition rate and lower error rate.

Moreover, for the security of the biometric system, multi-factor authentication
methods needed to be developed.

6 Conclusions

At present, the world needs very secure and protected authentication systems. When
security is the primary concern, then the multi-biometric system is used although
it takes much more time than the uni-biometric system. This research work mainly
focuses on template attacks and their countermeasures in multi-biometric systems.
The biometric templates that are stored in a database are mostly attacked by the
attackers. The template biometric schemes are used to secure the template, but
their selection depends on application scenario and specification. We can achieve
a high-protection multi-biometric system by using suitable normalization and fusion
techniques.
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Predictive Analysis for User Mobility
Using Geospatial Data
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Abstract Extremely usage of smart wearable devices such as smartphones and
smartwatches which contain various sensors for location detection such as Wi-Fi,
LTE, GPS andmotion detection such as accelerometer, it has become easier to obtain
user mobility data. Today communication systems are becoming more popular due
to the developments in communication technologies. There are various services pro-
vided which also help to access the data such as video, audio, images from which
we can be used to grab the information or pattern of user mobility. The user mobility
where user’s movements and locations can be predicted using various methods and
algorithms. It can be predicted through data mining, machine learning, and deep
learning algorithms where user’s data are fetched from the communication system.
A comparative data mining model base on DBSCAN and RNN-LSTM was pro-
posed for predicting the user’s future location-based information predicted from the
last locations reported. Mobility prediction based on the transition matrix predic-
tion is done from cell to cell and calculated with the help of the previous inter-cell
movement.
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1 Introduction

User mobility detection has become a job for daily life where mobility is predicted
from wearable devices like smartphones, watches, etc. In this paper, a data analytic
approach is used for prediction of the user future location based on their geospatial
data generated from socially connect networks [19].Usermobility detection iswidely
used nowadays for detecting the location, tracing the path, for detection the ratio of
population, mobile users, an internet user, etc. thus mobility prediction is used in
various domains [5]. This data can be used for various applications ranging in scope
froma convention hall (partymanagement) to city-wide (city planning), and spanning
multiple cities (disaster management) [10, 16, 17].

User mobility detection and prediction is an important research area. Basically
user mobility means the user movement. A record of this user movement is taken and
then by the use of various techniques the future mobility of the user can be detected
[1]. This can be useful in many circumstances which we will encounter in the next
sections During the progression of this work, we will design a machine learning-
based data analysis model trained in such a way that given the input of the previous
locations visited by the user, wherein the location is taken in the general form of
latitude and longitude; the next location of the user can be predicted accordingly
[9, 21].

As per Fig. 1 a total number of smartphone users has risen to an estimated 2.71
billion and the total number of internet users has risen to 3.9 billion as illustrated in
the diagram above. These users collectively generate a huge amount of data which
when used correctly can be extremely useful for many types of applications [5, 20].
Figure 1 is showing a quick fact that is collected from google trends, it shows how
the interest of people for internet uses increases the data volume which can be used
for user mobility detection and prediction.

Though there are high variations in the mobility prediction there also exhibit the
structural pattern due to geographic and social constraints where the user’s locations
based on their social relationship. It predicts a group of similar places of friends
or people visited in the past. But though there are some unanswered questions due
to difficulty in obtaining large scale human mobility data [1, 14]. Due to the rapid
emerges of the new technologies and expansion of the networks there are new pos-
sibilities for understanding human behavior. Smart devices such as smartwatches
or smartphones identify its environment and follow every action based on built-in
sensors. Those sensors are also used in areas such as health, sports and general user
monitoring where the transportation system is very well adapted to this type of sys-
tem [6, 9]. The routing of vehicles can be predicted through the smart device sensors
such as an accelerometer, magnetometer, and gyroscope.

The main objective of the study here is to learn various methods of Machine
Learning [15, 18]. With the use of these methods, we work on the data analysis
model to provide a solution to the above-mentioned problem. The data in real life is
too large and hence handling them can be difficult and requires more resources for
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Fig. 1 Internet users in the world during March 2004-March 2019 in different domains

utilization. So for this project, we keep the objective is to just test the project for a
small group of people whose mobility is taken into consideration.

The remaining part of the paper is organized as per the following way. Section 2
shows the related work done by different researchers in the area of user mobility
detection and prediction. Section 3 presents the proposed research work with pro-
posed system architecture. The methodologies applied to achieve defined objectives
are presented in Sect. 4. Section 5 discussed the results and the conclusion of this
paper is discussed in Sect. 6.

2 Related Work

Much research has been conducted in the field of user mobility detection and predic-
tion in many application areas. We enumerate some of it as follows. Zhao et al. [23],
proposed and presented a user mobility prediction model based on supervised learn-
ing approaches. They excrement with Nokia Mobile Challenge Data (MDC) dataset
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with three ML algorithms decision trees, neural network prediction/multilayer pre-
cision, and Bayes predictor.

Qiao et al. [12] proposed a hybrid Markov based prediction model for predic-
tion human mobility. Dataset was generated by capturing mobile patterns using LTE
network architecture. It discovers user mobility patterns from the user’s mobility tra-
jectories. The pattern is discovered based on the similarity of user mobility. They also
presented that the prediction accuracy to be improved by adding the occurrence time
distribution into the variable-order Markov. Bayir et al. [2] proposed a frame called
Mobility Profiler for the mobile user. The framework is based on high-level location
log data required for various mobile applications. It discovers the spatiotemporal
mobility pattern of mobile user locations based on selected datasets. The experimen-
tal analysis shows that a total of 15% of a cell phone user’s time is spent on average
in locations that each appears with less than 1% of total time.

Attila et al. [11] published a complete analysis for different data sources for emerg-
ing information and communication system based smart cities traffic management
systems. This paper also presents different data storage models as well as prediction
frameworks for smart city traffic management. Cerqueira et al. [4] proposed Multi-
user Session Control (MUSC) to allow fixed and mobile users to access multi-user
sessions ubiquitously while providingQoSmapping, QoS adaptation, and connectiv-
ity control in heterogeneous environments with mobile receivers and static senders.
Quintero et al. [13] proposed a new model called Seamless Mobile IPv6 (SMIPv6)
to improve the performance of the handover component in location management
schemes. This model improves handover by predicting user location based on Users’
Mobility Profiles. The overall goals of SMIPv6 are to reduce both handover latency
and signaling loads generated during the location update process.

Celik et al. [3] sought to discover socially similar users, and they did so based on
frequently visited or socially important locations of social media users instead of all
locations that users visited. The authors also proposed a new interest measure, which
is based on Levenshtein distance, to quantify user similarity based on their socially
important locations and two algorithms were developed using the proposed method
and interest measure. Xu et al. [22] proposed an analytical framework by coupling
large scale mobile phone and urban socioeconomic datasets to better understand
human mobility patterns and their relationships with travelers’ socioeconomic status
(SES). The study was conducted for the cities of Boston and Singapore. As can be
seen, the research is not limited to only scientific applications but can and does extend
to social applications. This goes to show the breadth of the application and research
area.

3 Proposed Research Work

For user mobility detection, we need to follow the steps for the prediction of the
user movement that is based on the patterns and the mined rules (see Fig. 2). Pattern
mining is used to recognize the pattern from the dataset on the trace id of the user. It
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Fig. 2 System architecture for proposed research work

can be predicted the future location of the user from the pattern which is generated.
From the pattern which is generated by the pattern mining through applying the
mining methods. Some patterns are generated according to the patterns rules are to
be followed which is used for detection of the user, that is the cell the user is residing.
After applying the mining method to the dataset and patterns are evaluated from
which mining’s rules are being applied for the prediction of the user location where
the distance of the user previous location and the present location is being calculated
and the distance between the cells is being calculated to detect the location of the
user in future.

4 Methodology and Algorithm

4.1 Dataset Selection

For the experimental analysis, we have selected to use the Nokia Mobile Data Chal-
lenge (MDC) dataset [8]. As this dataset comes from awell-established company like
Nokia and a prestigious competition like Mobile Data Challenge we can be assured
of its quality. This dataset has four features: ID, Date-Time, Latitude, and Longitude
(refer Fig. 3). Where in the datasets folder there are different chunks of the data for
the particular id. Similarly, we have data of particular id which is of 10,357 unique
id and its datasets.
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Fig. 3 Format for MDC (nokia mobile data challenge) dataset

4.2 Concepts and Methodology

The problem of user mobility prediction comes under the general umbrella of time-
series prediction problems. In time series prediction, the model needs to consider all
the examples that came before the current example and then make the prediction i.e.
when predicting the output of nth example, all the examples from 1 to n-1 impact the
output in differentmagnitude. For this, we need an algorithm that can “remember” the
1 to n-1 examples.We cannot use traditional neural networks as these onlyworkwhen
examples are independent of each other i.e. output of every example is dependent
only on the inputs of the current example. Traditional neural networks don’t have a
“memory” so to speak. There are a few algorithms like RNN and LSTM which can
be used for proposed research work in this paper [7]. We are proposing to go with
LSTM as these are shown to be generally better in most applications, which will also
improvise the accuracy of prediction. The diagram below shows how recurrent neural
networks operate in general (see Fig. 4). A recurrent neural network looks at input Xt,
performs computation and produces output ht. This is like any other neural network
model or any other algorithm in general but the step that differentiates the recurrent
neural network is that it saves the computation that was performed for getting the
output, it remembers the “thoughts” that led to forming the current output.
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Fig. 4 Long short term memory execution flow

4.3 Working Model Analysis

Figure 5 is showing a more detailed diagram showing the core computation that
happens in each cell. The problem with standard RNNs is that they don’t work when
long term dependencies are required i.e. it cannot look too far back into the past. Also,
there is no way of differentiating useful information from not useful information.
This is problematic and leads to wrong predictions. LSTMs are specially equipped
to address this problem as they are more sophisticated and most importantly allow
differentiation between useful and not useful information. LSTMs can be broken
down into three internal structures: Input gate, Output gate and Forget gate.

Forget gate (see Fig. 6a): Perhaps the most important part of LSTMs, forget gate
is what differentiate LSTMs from standard RNNs. Forget gate gives LSTMs the
ability to remember the context while forgetting the previous subject which means
that when a new example is given to LSTMs they “forget” the last input and output
but “remember” what computations led to obtaining the output.

Input gate (see Fig. 6b): The input gate decides what information to input to the cell.
The input gate analysis the newly available information decides what is useful and
what is not, normalizes the useful information and inputs it to the cell.

Fig. 5 Detailed diagram for core computation



852 J. P. Verma et al.

Fig. 6 a Forget Gate. b Input gate. c Output gate

Output gate (see Fig. 6c): Not all the information that is available in the cell has to be
output. The main job of the output gate is to decide what to output and when scaling
the output back to the original scale and conveying what led to the output to the next
cell.

Here the basic idea is to predict the user position based on the latitude and longi-
tude. Since we do not have any class labels, therefore, we cannot classify and predict
the classes.Hence clustering techniques can be used to help us.As perDBSCANclus-
tering, the data samples are taken into consideration and plotted on a 2-dimensional
graph. These points have a maximum distance threshold. If the distance between
these points becomes greater than the maximum distance threshold, then these two
points are said to be in the different clusters. Then according to our data, we create
clusters and assign cluster labels to the corresponding points that belong to that par-
ticular cluster. This is how we perform clustering. After performing clustering the
cluster labels are ready with ourselves. Hence now we can work it like classification
by taking a training and test data sample. The training data sample is used to train the
model and then we use different algorithms to predict the outcome. Here we can use
4 types of algorithms: K-Nearest Neighbors, Logistic Regression, Decision Trees,
and Naíve Bayes. With the help of these models, we can see whether the predicted
data belonged to the cluster label it was assigned or not.

4.4 Execution Steps

Pseudo-code 1 is defined as the execution steps required to achieve the proposed
objective using the methodology defined in the working model section.
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Algorithm 1: Execution Steps
Input: Dataset D, n independent variable xi=x1,x2,.., xn
Output: dependent output variable y
Step1: Using RNN and LSTMs: Import all the necessary libraries
Step2: Create a function for creating dataset from file data
Step3: Read data from file:
• As LSTMs are sensitive to scale, normalise the values of dataset
• Divide dataset into training set and testing set
• Reshape into X=t and Y=t+1
• Reshape input to be [samples, time steps, features]
Step4: Creating and fitting the LSTM model
Step5: Make predictions
• Convert normalised predictions to original scale
• Find error for training and testing data
• Shift predictions on training data for plotting
• Shift predictions on testing data for plotting

5 Results and Discussion

Plot original data and predicted data (blue-original data, orange-predictions of test
data, yellow-predictions on training data). Using various Clustering methods: Let us
begin with the implementation of our model using clustering. Here we begin first by
importing the necessary libraries required for the model. We then import the dataset
and fill in the missing values by the mean of the respective columns (here latitude
and longitude). Then for doing clustering using DBSCAN (see Figs. 7 and Figure
8), we require the max distance after which any two points will be considered in a
different group.

Fig. 7 DBSCAN based prediction
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Fig. 8 DBSCAN based cluster information

Fig. 9 Machine learning based learning model

Then using the DBSCAN approach for clustering (see Fig. 9), we form clusters
and then in the dataset variable we assign cluster labels to each one belonging to
the specific cluster. After doing clustering, we see how many items are there in each
cluster label. As the dataset is user mobility detection and prediction, a majority of
the time the user movement is very slow or sometimes still. As a result, there are
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Table 1 Confusion matrix

S. No. Precision Recall F1-score Support

1. 0.99 1.00 0.99 393

2. 1.00 1.00 1.00 11

3. 0.00 0.00 0.00 1

4. 0.00 0.00 0.00 2

5. 0.50 1.00 0.67 2

6. 1.00 1.00 1.00 2

7. 1.00 1.00 1.00 1

8. 0.00 0.00 0.00 2

9. 0.00 0.00 0.00 1

10. 0.50 1.00 0.67 1

11. 0.00 0.00 0.00 1

12. 1.00 1.00 1.00 2

many points belonging to the same cluster. This shows that the user movement is
mostly similar but varies only sometimes. Then we also divide our data into train
and test data wherein the X contains the latitude and longitude information and y
contains the cluster labels information.

After doing this we apply various classification models like logistic regression,
decision tree, etc. to find out whether the predicted point belongs to the same cluster
label or different cluster label. Their accuracy are shown below. Here we also create
the confusion matrix (Refer Table 1).

And now by using plot functions we give a figurative idea of what each cluster
looks like, where the black dots represent the center of their cluster. Thus this is how
we implement clustering to predict future locations.

6 Conclusion and Future Work

With the advent of time, the number of mobiles has increased and as a result, the
user movement has become of concern. We are proposing to use Predictive Analytic
as an approach to deal with these types of data. First, we apply Machine Learning
using the data of user movement, which consists of latitude and longitude at specific
date and time, then we are proposing to apply clustering-based learning for mobility
prediction. We also apply a different method of clustering for prediction. At the
moment, having seen the various methods of how we can predict the user movement
in the future, many more lie ahead in the future. Hence the scope of work here is of
great importance. As a future enhancement of this work, Deep Learning Algorithms
like RNNand LSTMwill be implemented to increase the accuracy of our predictions.
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A Literature Review of Critical Success
Factors in Agile Testing Method
of Software Development

Abhishek Srivastava, Deepti Mehrotra, P. K. Kapur, and Anu G. Aggarwal

Abstract Software development process is a collaborative effort to fulfil multidi-
mensional product requirements. The development methodology plays an important
role to meet the expectations of all the stakeholders especially the client. So, agile
teams are constituted having experts level of knowledge and versatility in software
development. The team tests the software in errands and takes regular feedback to
develop a final product. For this, researchers have suggested numerous approaches in
their research works. This paper is a literature review of those earlier research works
suggesting different approaches of software development using agile testing method
to increase efficacy of software as compared to traditional methods. The purpose is
to list the objectives considered which help in deciding the development approach
to be undertaken. It brings forth the related agile attributes which influence the soft-
ware development task in terms of quality, scope, timeliness and cost effectiveness.
Further, a framework has been presented for use by any of the stakeholders involved
in agile software development methodology.
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1 Introduction

Software development has been evolving to become more collaborative and have
human approach. It is due to continuous challenges faced by the software engineers
at the time of project delivery. It has been observed that there are several instances
of software rejection or project delays or even product desertion due to the product
ineffectiveness despite of thorough efforts of all the teams. This grew requirement of
a collaborative team known as agile team (AT). This team works towards a clear path
of developing flawless, quality driven end product through articulate communication
between the client and the development team. Agile teams or Dev teams comprise
software developers teamed with testers. Agile testing is not a separate phase in it but
a stage within the same team [1]. One of team member acts as an agile tester (AT) to
test the software at first and bring improvements with time as per a high-level plan on
case to case basis [2]. Within the agile team, ATs are responsible for finding defects
in software, communicate with the software developers in their terminology from
the perspective of client’s requirements. Though ATs may not have coding skills,
it needs to be highly dynamic in their working [2]. The entire functionality of an
agile team is managed by cross-functional teams through self-organization and is
requirements and solution-driven [3].

It is notable that each iteration gives fully functional software which could be
released. There are some widely used agile methodologies of software development
like Extreme Programming (XP), Lean Development (LD), Test-Driven Develop-
ment (TDD), Scrum, Feature-Driven Development (FDD) and Dynamic Systems
Development Method (DSDM) [4]. These methodologies have several iterations and
incremental development patterns within the agile framework for software devel-
opment within the stipulated time frame. Else the further improvement plan is
considered as a backlog instead of extending the project delivery date [5].

Agile software development follows a set of four core values and has twelve
principles, which are termed as Agile Manifesto. Software developers follow the
Agile Manifesto values and principles as it helps in meeting the client requirements
through continuous dialogue to build and deliver at a faster pace. The software
development life cycle is focused on working as a team, collaborative efforts and
process smoothness within some limitations as per agile development and testing
teamprinciples [4]. Itmakes the software developers powerful, as they becomepart of
team creating more business value through simplification of design but having better
technical features [6]. Researchers also referred agile methodology as consisting of
process ease with less formalized structured way of process [7]. This also brings
a brought more flexibility concept in work frame along with bringing more rapid
change due to the deftness and leanness of the teamwhich led to reduction in response
time [8].

However, this brought in few challenges also for the testers when compared to
plan-driven process. As an agile tester, some people faced challenges working under
scrum framework, as identified by the researcher. The faced were like less coopera-
tion, lack of trustworthiness and loyalty to the company and follow-up on regulatory
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governance [2]. One of the agile testers also faced problem in communication, taking
team opinion, and automation related challenges while executing a rewrite project on
legacy system. Therefore, during this manoeuvre, collaboration and internal commu-
nication can bemajor challenges for ATs towork seamlessly [9]. Due to collaborative
nature of work in agile teams, ATs also bear added challenges like team integration,
integrated system testing, enhancing developers’ skills and developing high-level
testing strategy [9]. Knowledge discourse on the domain and agile framework must
be ensured to keep from further complications.

Further, challenges faced by the agile team have been discussed along with their
associated approach.

2 Literature Review

The agile team often faces the challenge of deciding themost appropriate approach to
develop the required product in the stipulated time and also find best or any possible
solutions to the problems in the software. Sometimes, if a suitable solution could
not be found, the projects are abandoned even. This is due to the fact that the agile
development process of the software that keeps the process evolving always with
the perspective of business [10]. As the technology is continuously changing and
also a clearer idea of the product developed is obtained after iterations demo, so the
development methodology also changes. This agility has given numerous software
development approaches such as Extreme Programming, Crystal, SCRUM, Lean and
Kanban.

In general software development work in larger organizations, smaller teamswork
on specific part of the product. This keeps the team focused and gives less control
to avoid much collaboration. However, to introduce any new feature to the product
needs more collaborative effort. So, in agile methodology, a self-organizing team is
arranged, which decides on the team accessibility during the development and post
release access also. Therefore, this team is power-driven and capable of coordinating
themselves smoothly. This affects the productivity of the team positively and elevates
the software development process. This gives the team an opportunity to improve on
their professional expertise. This skill enhancement motivates them too [11].

However, it has been observed that considerable number of organizations still plan
the software development process according to a presaged plan. In such scenario,
these teams are shifted to agile teams later, which is quite an interest to many develop
new learnings, as the presaged plan for overcoming the procedural difficulties during
development process without hindrance is being studied by many researchers as
this process has witnessed lot of dead ends which forces the company to discon-
tinue the development project [12]. This often demotivates the team with lot of
questions overshadowing any minimal benefits such as the cost of transition. Also,
Smite et al. [11] found in his research that many software companies are exploring
the avenues for global sourcing for software development which means the teams
anyways will confront challenges of collaborating between teams that are far apart
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in their demographics and temperament. It brings another set of challenges leading
to agile approach of software development.

This motivated the researcher to further delve into the software development
process using agile approach and explore the success and critical factors. This paper
is focused on finding the knowledge contributions in agile in relation to the attributes
and how does the team decide the best matching approach for software development.

2.1 Critical Success Factor for Agile Teams

Critical success factor is introduced as an approach which detects names and eval-
uates an organization’s performance [13, 14]. The researchers considered critical
success factor as factors that ensure accomplishment, satisfaction and bring motiva-
tion for individuals with a healthy competitive work environment. But it is limited
to few domains only. These factors are relevant project management techniques
with a mix of software development approach and business strategies [15]. Some
researchers also consider critical success factors as variety of dimensions like product
development cycle, strategic planning, project management techniques, forecasting,
estimation, resource management, etc. [16].

Also, it is necessary to learn about possible problems to be ready beforehand, as
have been shared below.

2.2 Pitfalls in Agile Teams

Agile development is also about learning from the pitfalls or failures which other
ATs faced. So, problem searching is another way of agile development methodology,
based on experience of other specific projects which are sufficient to be general-
ized for other projects as learnings [17]. Researchers have listed about the mistakes
committed and some misunderstandings due to the multidimensional approach of
agile projects [18]. Management challenges handled during the development process
were listed [19, 20] from the perspective of technology, processes and available
resources for transitioning the general development process into agile development
process.
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2.3 Work Dimensions for Agile Teams to Drive Success

2.3.1 Organizational

To keep the agile development process outcome driven, organizations focus on equip-
ping the team with all sort of resources, trainings, cultural changes like collec-
tive rewards, acknowledgements, etc. Team building exercises help in developing
a motivated task force [21].

2.3.2 People

Agile teams interact with all stakeholders especially amongst themselves or with
others teams, client and vendors too. This impacts their performance directly [22].
Therefore, it becomes necessary that more transparency in work processes and
communications is practiced. Team meetings and interpersonal skills are consid-
ered to have better team work. Conflict management and better coordination play
important role in such coordination tasks.

2.3.3 Process

Process following agile approach requires the following project management
techniques in same manner keeping team communications very critical. Regular
team meetings, following working schedule, communicating and following client
requirements regularly makes the process agile positively.

2.3.4 Technical

The agile team members have to be well versed with the programming languages
and must have gained sufficient experience through previous engagements. This is
very much required to keep pace within the team. Merely length of experience of a
software developer does not work in agile. The products developed using the required
set of skills indicate decent software expertise to be part of AT teams [23].

2.3.5 Project

Software development is also part of the project management but in IT domain. It
involves project planning, design thinking, strategic planning and finally process
of software development starts. Similar risks are involved in this as well being the
environment is highly dynamic, with numerous teams working together on it sub-
parts. Table 1 shows the attributes considered for agile development of the software.
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Table 1 Agile attributes

Attribute name Attribute description References

Continuous integration This attribute is used when development
process is arranged as per the developer’s
knowledge about certain functions and thus
functional description of requirements
It integrates the work of the all developers to
reduce the process complexity, as multiple
developers work on same project. The
integrated work is checked for errors or bugs

[24–27]

Test environment availability This attribute is focused on defects which
exist in the software or may be highlighted
later
The developers focus on making software
defect free. The development cycle has four
methods to make software organized and
includes prevention and removal of existing
defects. Also, defect tolerance and its
forecasting are within scope of this attribute

[28, 29]

Test-driven development In this attribute, development is focused on
the software requirements and client
specifications. Therefore, software test run is
conducted, and if there is any change or fault
found, new code is written again to iterate
the testing process

[29, 30]

Adequate documentation This attribute focuses on documenting the
development path to simplify the process of
agile development. Any updates made are
documented side by side for reference at any
given time and help timely delivery of project

[31, 32]

Feedback mechanism Here, the agile team developers focus on
feedback iterations to help achieved the
desired product. This helps the team to put
productive efforts to run loops which
re-examine at every step during the software
release

[33, 34]

Availability of test data This attribute of agile software development
is to store the complete testing data for any
time reference by the team. A storage or
entire data back option of test data is must to
support the agile testing team with all
possible test environments tried. It is also
important as one may require to restore the
test environment

[35]

(continued)
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Table 1 (continued)

Attribute name Attribute description References

Supporting tools Continuous integration tools like team
management tools which help in modelling
the agile system or help in creating and
following suitable patterns of software
development by keeping them from any
possible deviations from the necessary
requirements accomplishments. Such tools
are deliberately designed depending on the
work settings and required development
tracking system during all iterations and
testing

[35–38]

Regular stand-up meetings Daily crisp meeting is a usual way of
bringing all in the team on same platform
and affirm focus on the requirement sets. It
helps each member of team to be on same
page and share the work progression and
discuss problems faced within time

[35]

Clearly defined requirement As the requirements document is updated
several times, it must have clearly stated
requirements for continuous reference by the
agile team

[35]

Automated test cases It refers to automatic testing of the agile
software as and when any updates are made
to avoid any software bug in functionality.
Regression testing or black box testing is a
method of automated testing

[39, 40]

Agile method used-repeated In this, the entire agile development process
is bifurcated into errands which are the
basically augmentations of the software.
Each errand is run repeatedly, and the
process is handled by the deputed agile team
for the specified errand which may be
focused on enhancing its code or
prerequisites or positioning or any
component testing or for responsiveness
Scrum, Kanban, XP are the most popular
methods used in this attribute

[41, 42]

Customer involvement Customer involvement is needed in every
sprint cycle so that the feedback can be
incorporated in real time and customer
feedback can be taken to increase the
efficiency and improve the quality of the
product

[29, 34]

(continued)
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Table 1 (continued)

Attribute name Attribute description References

Defect management process This defines the daily checks and
maintenance action to eliminate any
complications in the development
progression

[29, 37]

Agile testing mindset It refers to basic and repeated testing of each
module of the code as fast as possible to
know the best possible functionality

[31, 34]

Root cause analysis (RCA) It is the attribute in which the focus is on
removing the root cause of any problem to
reduce the probability of the problem
recurrence

[43]

Mutation testing (MT) The focus of system is to test the code in
cycles to ensure thorough testing of the code
and avoid any false sense of correctness of
code

[44]

Cyclic testing and lean approach The attribute keeps the project as per the
timelines decided, keeping with the quality
enhancement accomplishments. The overall
time consumed must fall within the overall
project guidelines

[45]

Process action This attribute engages a process action team
(PAT) to devise a project strategy to
complete the required tasks. The strategy is
taken as the task completion/progress path
by the agile software development team

[46]

IT governance strategy This suggests to devise a strategy to
implement the final software post-delivery.
An effective strategy would be executed to
ensure business excellence and achieve
required outcomes

[47]

Organizational change This attribute ensures smooth transition to
bring the organizational change from one
process to the fresh software. This would be
in keeping with the principles of change
management for harmonizing the changes

[48]

Effective risk mitigation During the transition process, the risk
management attribute proves its importance
as the change progresses. All possible risks
impacting the system have to be monitored
and managed through a well-designed plan
which can mitigate the risks to any level.
Proper indicative charts and supportive
documents would give clear status of each
sprint of risk exposure

[49]

(continued)
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Table 1 (continued)

Attribute name Attribute description References

Tangible outcomes and feedback This is an essential attribute of any software
development process. The strong feedback
system helps in regular refinement of the end
product both in quality adjoined with
performance. Also, a joint meeting for
feedback discussion brings both client and
the ATs to know what best is achievable
ensuring business excellence

[10]

The entire study has helped the researcher in categorizing the attributes of agile
software development teams into five categories on the basis of which the develop-
ment strategy is planned with consideration to certain suitable attributes which have
been shown in the Fig. 1.

Figure 1 shows the classification of all agile attributes chosen keeping in view
the prime focus on the suitable approach. If the development approach is associated
to source control, then it is driven by strong planning variable represents the set
of factors associated to source control. The associated system attributes are test
estimates, automated tests, clarity about requirements and agile Method used.

If the development approach is associatedwith technique being used, it means, the
approach focuses on execution of the agile development process. Thus, the develop-
ment team follows continuous integrationwith completionof requireddocumentation
with proper backup of overall test data created while the several iterations and defect
management processes.

Fig. 1 Five categories of agile software development
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If the agile team’s approach is mainly interaction-driven within or outside the
team, then the team develops tools that act as supporting tools for interaction and
developing strong feedback mechanism and have daily stand-up meeting with all
team members.

However, if the team wants more involvement from stakeholder and team func-
tioning is people-driven, then main attributes of the development process are client
involvement, whole team tests and availability of testing data.

Also, if the overall strategy ismainly for business excellencemainly with perspec-
tive of cost factor, then the agile team develops its strategy oriented towards taking
minimumrisk through attributes like effective riskmitigation, ITgovernance strategy,
organizational change management and mutation testing.

3 Conclusion

In this literature review, we have listed the possible attributes of software develop-
ment process which would be helpful for the agile team to decide the approach of
strategizing the software development process. The critical success factors as well as
pitfalls can be checked by looking into the possible dimensions of the development
process to drive success. The agile teams are exposed to all stake holders require-
ments and feedback on regular basis to refine the final product. These teams work
in highly dynamic environment to meet the requirements of the client. Therefore, a
category chart will be an instant way to decide the possible approach towards product
development as per the client requirements and matching work dimension based on
approach oriented towards source control, technique, people interaction, involve-
ment or cost. Each approach has its specific latent variable that will give the team
its related attributes to focus on deriving a successful plan of action accomplishing
the client requirements. However, further research shall be conducted to experiential
research also to lay down the most impacting attributes for each of the undertaken
approach potentially in terms of quality, scope, timeliness and cost.
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