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Preface

The 6th International Conference on Artificial Intelligence and Security (ICAIS 2020),
formerly called the International Conference on Cloud Computing and Security
(ICCCS), was held during July 17–20, 2020, in Hohhot, China. Over the past five
years, ICAIS has become a leading conference for researchers and engineers to share
their latest results of research, development, and applications in the fields of artificial
intelligence and information security.

We used the Microsoft Conference Management Toolkits (CMT) system to manage
the submission and review processes of ICAIS 2020. We received 1,064 submissions
from 20 countries and regions, including Canada, Italy, Ireland, Japan, Russia, France,
Australia, South Korea, South Africa, Iraq, Kazakhstan, Indonesia, Vietnam, Ghana,
China, Taiwan, Macao, the USA, and the UK. The submissions cover the areas of
artificial intelligence, big data, cloud computing and security, information hiding, IoT
security, multimedia forensics, encryption, cybersecurity, and so on. We thank our
Technical Program Committee (PC) members and external reviewers for their efforts in
reviewing papers and providing valuable comments to the authors. From the total of
1,064 submissions, and based on at least three reviews per submission, the program
chairs decided to accept 186 papers, yielding an acceptance rate of 17%. The volume
of the conference proceedings contains all the regular, poster, and workshop papers.

The conference program was enriched by a series of keynote presentations, and the
keynote speakers included: Xiang-Yang Li, University of Science and Technology of
China, China; Hai Jin, Huazhong University of Science and Technology (HUST),
China; and Jie Tang, Tsinghua University, China. We look forward to their wonderful
speeches.

There were 56 workshops organized in ICAIS 2020 which covered all hot topics in
artificial intelligence and security. We would like to take this moment to express our
sincere appreciation for the contribution of all the workshop chairs and their partici-
pants. We would like to extend our sincere thanks to all authors who submitted papers
to ICAIS 2020 and to all PC members. It was a truly great experience to work with
such talented and hard-working researchers. We also appreciate the external reviewers
for assisting the PC members in their particular areas of expertise. Moreover, we want
to thank our sponsors: Nanjing University of Information Science and Technology,
New York University, ACM China, Michigan State University, University of Central
Arkansas, Université Bretagne Sud, National Natural Science Foundation of China,
Tech Science Press, Nanjing Normal University, Inner Mongolia University, and
Northeastern State University.

May 2020 Xingming Sun
Jinwei Wang
Elisa Bertino
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Security Protocol for Cloud Storage Based
on Block-Chain

Congdong Lv(B)

Nanjing Audit University, Nanjing 211815, China
lvcongdonglv@163.com

Abstract. With the development of cloud storage, it is more and more import to
ensure the security of clout storage. Many professors and researchers have done
a lot of valuable works. Block-chain has the characteristics of “unforgeability”,
“whole process trace”, “traceability”, “openness and transparency” and “collec-
tive maintenance”. Based on these characteristics, block-chain technology has
laid a solid “trust” foundation, created a reliable “cooperation” mechanism, and
has broad application prospects. In this paper, we design two protocol based on
block-chain to keep the security of cloud storage. One is for enterprises, which
generally have large amount of data access, so it is necessary to solve the problem
of fast encryption and decryption of large-scale data. The other is for individuals.
Generally, the amount of personal data access is relatively small, but the operation
is frequent, so the frequent encryption and decryption of small-scale data should
be solved. The protocols are designed to make the data can only been attach by
the one who hold them.

Keywords: Cloud storage · Block-chain · Storage · Security module

1 Introduction

There are two definitions about cloud storage. In technology, the definition is that cloud
storage is a model of networked online storage where data is stored on multiple virtual
servers, generally hosted by third parties, rather than being hosted on dedicated servers.
Hosting companies operate large data centers [1]; and people who require their data to
be hosted buy or lease storage capacity from them and use it for their storage needs.
The data center operators, in the background, virtualize the resources according to the
requirements of the customer and expose them as storage pools, which the customers
can themselves use to store files or data objects [2]. Physically, the resource may span
across multiple servers [3]. The other definition is given by SNIA (Storage Networking
Industry Association) [4]. Cloud storage is a service that provides virtual storage and
related data that can be configured [5]. On the other way, cloud storage is virtual and
automatic storage [6]. The definition given by SNIA is on the sight of service and usage
[7]. Through these two definitions, we can conclude three character of cloud storage [8].
The first is that cloud storage is based on the internet. The second is that cloud storage
can be configured and distributed by need. The last is that cloud storage is a kind of
virtual storage and data management.

© Springer Nature Singapore Pte Ltd. 2020
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With the development of the society, the demand of energy is growing. But resources
are limited. So today’s research focus is how to conserve resources. With advances in
storage technology, now we can use a small amount of money to get any size of storage.
But we may need more money to use it. And sometimes, most of storages are unused.
It is a waste of money and resources. Cloud storage can save most of the problems. We
can use the storage as we need. We can save money because we don’t need to manage
them and we don’t need to prepare a place to store them. We just need the network to
connect them.

Cloud storage has advantages as following.

First, Have Redundant Hardwares and Automatic Failover
Cloud storage solves a potential problem of hardware damage by copying the files to a
different server. It knows the location where files stored.When the hardware is damaged,
the system will guid reading and writing commands to the file stored on another server
to maintain the service to continue.

Second, Storage Upgrades Without Service Interruption
When the traditional storage system upgrade, we need to backup the old files out of the
storage. Then stop the machine and put on new storage equipment, which will lead the
service to stop.

Cloud storage does not only rely on one storage server. When update and upgrade
storage hardwares, it will not effect on providing storage service. The system will move
old files to storage. After the new storage provides service, the file will be moved back.

Third, Large Capacity, Capacity Expansion and Save Electricity
When adding a new service project, we may make a wrong decision with the growth
of the data, which causes a waste of storage devices which was bought based on the
decision.

The extension of cloud storage is very simple. The storage capacity assigned to echo
project can exceed the actual storage capacity. For example, the total hard disk capacity
is only 1000 TB, but the provider can set 2000 TB or 3000 TB to the system. Then
provide them to the project. When the capacity is running out, the provider buys the
servers. This will benefit the storage service provider.

Fourth, Massively Parallel Expansion
The traditional storage uses serial expansion. No matter how much expansion box
connected, there is always a limit.

Cloud storage is a parallel infrastructure for the expansion. When capacity is not
enough, as long as you can purchase new storage servers, the capacity will increase
immediately, which is almost no limit.

Fifth, Use Common External Name
The traditional storage is based on the physical volume for mapping. If the application
side needs to read several sets of storage, all the storage must be mounted to the appli-
cation. This will be very difficult to the application which needs to see all the data and
make the index at the same time.
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Cloud storage provides a unified name. It allows applications to access the data of
the entire storage pool with the name. It is very convenient for the development of the
application.

Sixth, Load Balancing
In past, when therewere several sets of storage devices, inevitably, therewould be uneven
distribution of workload. Some devices were not used, but others were excessive load at
the same time. This would lead to a bottleneck to the performance for the storage.

Seventh, Manage Easily
Storage management is very complex. Different manufacturers have different storage
management interface. Data center staff often faces a variety of storage products, in
which case, to understand the usage of the storage (capacity, load, etc.) becomes very
complex.

Cloud storage is very simple. All storage servers are only one set of storage in the
eyes of the manager. The manager purchase new servers when the capacity of the hard
disk is running out. Each storage server usage can be seen in an administration interface.

Eighth, Have No Waste of Storage
The traditional storage has demanding requirements to the consistency of the hard disk.
They must be the same brand, same capacity, and same model. Otherwise, the system
is very easy to go wrong. With the rapid changes in the IT industry, it hard to find the
same type of hard disk to replace, when the system is used for 2 to 3 years and the hard
disk is damaged.

The security problem of cloud storage is also very clear.
HowardMarks said goodbye to Dropbox on his blog [9]. The reason is that he knows

the first stories about howDropbox’s employees actually had access to users’ encryption
keys and could decypt users’ data or even worse, deliver it to anyone with a count order
[10].

Maybe it is just a story. However, the security risk is real. How to sovle the problem
is what we really care about [11].

In this paper, we give two modules to solve the security problems of cloud storage.
In Sect. 2, we will introduce related works. And in Sect. 3, we will describe the module
in detail. We will conclude our work and talk about the future work in Sect. 4.

2 Related Works

As we have mentioned in Sect. 1, many experts and cholars research in this area.
Huang Jianzhong and his colaborators give a security protocol about the third-party

storage [12]. They proposed a security storage service model combining storage mech-
anism and security policy and designed a set of scalable third-party security protocols
[13–15]. Another method to ensure data storage security is given by CongWang and his
partners. They proposed an effective and flexible distributed scheme with two salient
features, opposing to its predecessors [16–18].

In the paper written by Jun Feng and his partners, they revealed the vulnerability in
the Amazon’s AWS cloud [19–21].
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There are also other papers discussing about the security of cloud storage [22–26].
Papers above all talk about the storage security. The point how to protect the data

from storage providers has not been mentioned. In this paper, models are used to solve
this problem. We also talk about the integrity and other properties of the data security.

3 Design Security Protocol

3.1 Basic Theory

A. Private (Symmetric) Key Cryptosystem

Advantages:
High data throughput;
Relatively short key size;
Primitives to construct various cryptographic mechanisms.
Disadvantages:
The key must remain secret at both ends;
O (n2) keys to be managed;
Relatively short life time of the key;
Now we assume as follow:
M is the cleartext;
Mk is the ciphertext; K is the key;
E () is the encryption algorithm;
D () is the decryption algorithm.
Encryption:

Mk=E (M, K).

Decryption:

M=D (Mk, K);

B. Public (Asymmetric) Key Cryptosystem

Advantages:
Only the private key must be kept secret;
Relatively long life time of the key;
Relatively efficient digital signature mechanisms;
O (n) keys to be managed.
Disadvantages:
Low data throughput;
Have much larger key size.
Now we assume as follow:
M is the cleartext;
Mk is the ciphertext;
Kpri is the private key;
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Kpub is the public key;
E () is the encryption algorithm;
D () is the decryption algorithm.
Encryption:

Mk=E (M, Kpub).

Decryption:

M=D (Mk, Kpri);

3.2 Security Protocol

Figure 1 is a description of the enterprise usermodel. TheStaff uses cloud storage through
the server of the enterprise. They don’t need to care about the security of communications
between the server and cloud storage.

Fig. 1. Enterprise user model

Now we will describe the details of these models.
Figure 2 is a description of the individual user model. Individual users communicate

with cloud storage directly. They should ensure the security of the data when they
communicate with cloud storage.

Figure 3 is specific processes of the enterprise model.
The following is the process from staffs to cloud storage.
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Fig. 2. Individual user model

Staffs:

Step 1, use function E1 () and key K to encrypt the message M;
Step 2, send the result of step 1 C1 to enterprise servers.

Enterprise server:

Step 1, use function recv () to receive data from staffs;
Step 2, use function E2 () and public key Kpub to encrypt the received data;
Step 3, use function Hash () to hash the result of step 2;
Step 4, use function Sig () to signature the result of step 3;
Step 5, send the result of step 2, step 3, and step 4 to client storage.

Cloud Storage

Step 1, use function recv () to receive data from enterprise servers;
Step 2, use function ver () to verificate the data;
Step 3, use funcion store () to store the data on the storage.

The following is the process from cloud storage to staffs.
Cloud Storage:

Step 1, use function get () to get the data C2;
Step 2, use function ver () to verificate the date C2;
Step 3, send data C2 to enterprise servers.
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Fig. 3. Specific processes of the enterprise model

Enterprise Server:

Step 1, use function recv () to receive data from cloud storage;
Step 2, use function ver () to verificate the data received from cloud storage;
Step 3, use function D2 () and private key Kpri to decrypt data;
Step 4, send data got in step 3 to staffs.

Staffs:

Step 1, use function recv () to receive data from enterprise servers;
Step 2, use function D1 () and key K to descrypt data.
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Figure 4 is specific processes of the individual user model.

Fig. 4. Specific processes of the individual user model

The following is the process from users to cloud storage.
Users:

Step 1, use function E1 () and key K to encrypt the message M;
Step 2, use function Hash () to hash the result of step 1;
Step 3, use funcion Sig () to sigature the result of step 2;
Step 4, send the result of step 1, step 2, and step 3 to client storage.

Cloud Storage

Step 1, use function recv () to receive data from users;
Step 2, use function ver () to verificate the data;
Step 3, use funcion store () to store the data on the storage.

The following is the process from cloud storage to users.
Cloud Storage:

Step 1, use function get () to get the data C1;
Step 2, use function ver () to verificate the date C1;
Step 3, send data C1 to users.
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Users:

Step 1, use function recv () to receive data from cloud storage;
Step 2, use function ver () to verificate the data received from cloud storage;
Step 3, use function D1 () and key K to decrypt data;

3.3 Analysis Models

Both of the two models share some common features. The others include cloud storage
providers don’t know the encryption key. It can keep the security of the data when they
are stored in cloud storage. The hash value is used to ensure then integity of the data.
The signature is used to explan who the data is belonging to.

They also have some differences. In the enterprise model, the encrytion algorithm
is an asymmetric algorithm. But in the individual user model, the algorithm is a sym-
metric algorithm. For individuals, the computing power is limited. And requirements of
symmetric algorithms for computing power are not very great. The enterprise server has
a great computing power. It can fit the need of asymmetirc algorithms.

4 Conclusions and Future Work

Saving energy is a major trend today. Sustainable development is very important to the
whole society. Cloud storage is very convenient and very efficient. But compared to the
traditional storage, cloud storage has some security issues. In this paper, we give two
modules to solve the problem. In the future, how to make the modules work effectively
is what we will research on.
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Abstract. Anonymous technology is a critical tool to preserve privacy.
In some communication systems, users of one communication group want
to verify that they are the legal members without exposing their iden-
tities. Some identity-based cryptographic solutions have been proposed
for anonymous communications. However, these approaches assume that
a centralized trust authority is in charge of the private key genera-
tion, so the communications are not anonymous to the trust author-
ity. We present a pairing-based anonymous scheme to realize encryp-
tion/decryption, digital signature, key exchange, and key revocation solu-
tions for communications system. In our scheme, users can self-choose
their private keys and they can also prove that they are the legal mem-
bers of one group. Our approach is simple and feasible and it can be
applied to some anonymous services.

Keywords: Anonymous system · Identity-based cryptographic · Weil
paring

1 Introduction

Preserving-privacy communication systems are very important. On the one side,
users in the communication need to prove to the peers that they are legal [1,2].
On the other side, they do not want to leak their identities during this conver-
sation. For the anonymous communication, there are always these kinds of ways
to follow. (1) Using the pseudonym to hide the actual identity. Zhang et al. [3]
proposed the identity-based key management approach [4] for anonymous com-
munications. In their approach, a trust authority (TA) administrates the anony-
mous communication system in broadcasting wireless environment. TA can also
serve as an organizer who generates the publicly known system parameters and
distribute the keys for anonymous users. Users use each other’s identity (i.e.,
a pseudonym) as the public key to set up anonymous communication sessions.
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Based on the identity-based solution, the ciphertext sender just simply uses the
receivers’ pseudonyms as the public key to encrypt the plaintext. This approach
has one drawback, the anonymous communications are not blind to the TA. To
resolve the problem in Zhang’s scheme, Huang [5] proposed a pseudonym based
scheme to achieve the goal that it is blind to TA. (2) Using the ring/group sig-
natures to hide the actual identity of the sender in a set. Zeng et al. [6] proposed
a privacy-preserving protocol for VANETs communication based on the ring
signature. In their scheme, the actual sender chooses other members to form
a ring. The generated signature is verified under these members’ public keys.
Therefore the sender’s identity will not be exposure to the public. (3) Using the
deniable authentication to deny the involvement of one conversation. Li et al.
[7] proposed an ID-based deniable authentication for ad hoc networks. In their
scheme, the sender’s output is not verified publicly. Instead, only the conversa-
tion peer can verify this authentication. Therefore, the sender can deny as his
peer can generate the whole communication transcript by his own. We propose a
pairing-based scheme to achieve the anonymous communication. Comparing to
traditional identity-based cryptography, our approach does not depend on the
TA to generate a user’s private key, but TA signs for each user’s identity (who are
legal). On the one hand, we want to protect users’ identities from being exposed;
on the other hand, we expect to create a manageable and admissible communi-
cation environment for users. Some conclusions in [4,8,9] will be applied in our
scheme to realize encryption/decryption, digital signature, key exchange, and
revocation solutions for communications system.

2 The Weil Pairing

2.1 The Properties of Weil Pairing

In this section we shall summarize the properties we require of the Weil pairing,
much of the details can be found in [4,10]. The major pairing-based construction
is the bilinear map. We denote E being an elliptic curve over the field F. Consid-
ering two groups G1 and G2 of prime order p. G1 is an additive group and G2 is a
multiplicative group. The bilinear mapping can be denoted by e : G1 ×G1 → G2

and the mapping has three properties:

1. Bilinear:

e(P1 + P2, Q) = e(P1, Q) • e(P2, Q)
e(P,Q1 + Q2) = e(P,Q1) • e(P,Q2)

e(aP, bQ) = e(P,Q)(a+b)

For(P,Q, P1, P2, Q1, Q2) ∈ G1,(a, b) ∈ Z∗
P

2. Non-degenerate: There exists P ∈ G1 such that e(P, P ) �= 1.
3. Computable: One can compute e(P,Q) in polynomial time.
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2.2 Some Hard Problems in Elliptic Curve

There are some hard problems in Elliptic Curve Cryptology (ECC), we describe
them as follows:

Elliptic Curve Discrete Logarithm Problem (ECDLP Problem): Given P ,
mP in G1 with m ∈ Z∗

P , compute m.
Computational Diffie-Hellman Problem (CDH Problem): Give P, aP, bP
in G1 with a, b ∈ Z∗

P compute abP .
Bilinear Diffie-Hellman Problem (BDH Problem): For a bilinear pair-
ing e : G1 × G1 → G2 defined as follows: given(P, aP, bP, cP ) ∈ G1, compute
e(P, P )abc ∈ G2 where (a, b, c) ∈ Z∗

P .
Bilinear Diffie-Hellman Assumption: We assume that the BDH problem is
hard, which means there is no polynomial time algorithm to solve BDH problem
with non-negligible probability.
Pairing Inversion Problem: Given P and s, find Q such that e(P,Q) = s.
The details of the pairing algorithms are out of the scope of our paper. The
interested reader may study them from [11]. The remainder of this paper we
will use the Weil pairing and take advantage of these hard problems in ECC to
ensure our scheme’s security.

3 Our Scheme

In our scheme, we propose a pairing-based public key infrastructure. Our scheme
includes following steps: Setup, Extract, Encryption/Decryption, Digital Signa-
ture, Key Exchange, and Key Revocation.

3.1 Parameters Setup and Key Extract

Similar to the IBC, our scheme also needs TA to setup the system parameters,
and some parameters (denoted as params) should be publicly known to all users.
There are many ways to publish the params. For example, it can be published
on some trusted web sites, and thus all the users can download it; some publicly
well-known trusted party can generate a certificate for the params, and thus
the certificate can be broadcasted during the anonymous communication and all
users can verify the params:

The key generate center (KGC and here we denote it as TA) runs BDH
params generator to generate two groups G1 and G2 whose orders are prime
p, and a bilinear pairing e : G1 × G1 → G2, which are described above. KGC
also choose an arbitrary generator P ∈ G1 and defines three cryptographic hash
functions:

H : {0, 1}n → G1;

H1 : {0, 1}n × G1 → Z∗
p ;

H2 : G2 → {0, 1}n;
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KGC chooses a random number s ∈ Z∗
P and set Ppub = sP . Then the KGC

publishes system parameters params = {G1, G2, p, P, Ppub,H,H1,H2}, and keep
s as master-key.

A user Mi chooses a random value ai ∈ Z∗
P as his private key, and submits

his identity IDi to the KGC. KGC computes Qi = s ·H(IDi) and returns Qi to
Mi. Mi computes Pi = aiQi. ai is kept as a secret and Pi is public to everyone.
<ai, Pi> is a key pair of Mi.

3.2 Encryption and Decryption

To encrypt the plaintext M → {0, 1}n for Mi with Mi’s public key Pi, Mj

performs the following steps:

1. Mj chooses a random value rj ∈ Z∗
P ;

2. Mj computes g = e(Pi, rjP ) , the ciphertext

C = (M ⊕ H2(g), rjPpub) = (V,U) (1)

3. Mi uses his private key ai to decrypt:

V ⊕ H2(e(aiH(IDi), U)) (2)

3.3 Digital Signature

Given a message M , Mi needs to sign it for Mj . If Mj computing the following
equation comes into existence, Mi will be considered the signer and Mi also will
be considered the legal user of one group. Our description is as follows:

Sign: assuming Mi as a signer, Mi chooses a random value ri ∈ Z∗
P , and

computes:

Ui = riPi (3)
hi = H1(M,Ui) (4)
Vi = (ri + hi) · ai · H(IDi) (5)

Sends (Ui, Vi) to receiver Mj .

Verify: Mj computes:

hi = H1(M,Ui) (6)
Qi = Ui + hi · Pi (7)

and performs the following test:

e(Vi, Ppub) = e(Qi, P ) (8)
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3.4 Key Exchange

Suppose two users Mi and Mj wish to agree a key. We denote the private keys
of the two users as ai and aj , their public keys are Pi and Pj , and both of them
choose random(ri, rj) ∈ Z∗

P , they broadcast: riPpub and rjPpub.
Mi computes:

kij = e(riPj , P )e(aiH(IDi), rjPpub)
= e(H(IDj), Ppub)ajrie(H(IDi), Ppub)airj (9)

Mj computes:

kji = e(rjPi, P )e(ajH(IDj), riPpub)
= e(H(IDi), Ppub)airje(H(IDj), Ppub)ajri (10)

Obviously that kij = kji.

3.5 Key Revocation

Our scheme is simple for TA to revoke the key of users when users leave the group.
If a user Mi leaves the group, the TA takes charge of the revocation event. TA
adds the public key Pi corresponding to Mi into the public key revocation list,
and TA maintains the list. Thus, before encrypting a message or manipulating
the other events, Mi should check the revocation list in order to validate the
corresponding public key.

If a user whose public key has already added into the revocation list, and he
will want to join the group again, it only needs to choose a new ai to construct
ai ·Qi as his public key. The proposed IBC schemes have difficulty in key renewal.
After revocation, new ID-based keys are difficult in issuing for the same identity.
This scheme which we propose introduces a new format for public keys such new
public key can be used for the same identity after the previous key has been
revoked. Mi only needs to choose a new ai to construct his new public key after
being revoked.

4 Analysis of Our Scheme

4.1 Comparison Between Our Scheme and IBC

Our scheme is similar to IBC scheme, however, they are fundamentally different.
We describe their difference as follows.

Firstly, the duty of KGC is different. In IBC scheme, the KGC (TA) takes
charge of generating the user’s private key. But in our scheme, KGC signs for
user’s identity to make user legal.

Secondly, the ways of key generation are different. In IBC scheme, users’
pairwise of keys is generated by KGC. It means that KGC knows all the keys of
users so that KGC can decrypt all ciphertexts which users deliver and KGC can
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sign messages by imitating legal users. In other words, the way of key generation
in IBC scheme is not blind to KGC. But in our scheme, the private key of user is
generated by user himself, nobody except himself knows the private key. User’s
public key is based on signature of KGC and the user’s private key so that he
can verify his legality. Our scheme is suit for anonymous communication system.

Thirdly, in IBC scheme, the users can use the identities of others as their
public key, in other words, the identities of users are not anonymous in com-
munications. In our scheme, the identities of users are blind to anyone, and the
public key of Mi is masked by the corresponding private key ai ∈ Z∗

P . Both the
public key and the private key cannot be derived by other users.

Finally, in IBC scheme, there is no simple way to renew the identity of Mi if
his public key has been revoked. But in our scheme, we present a new form that
the KGC signs for IDi, if Mi wants to join the group again after his public key
being revoked, he only needs to choose a new value ai to construct the public
key. Notice, KGC should maintain a revocation list which all the users can avail
it.

4.2 Security Analysis of Our Scheme

In our scheme, private key ai is chosen by Mi himself, and the public key of
Mi is aisH(IDi). It is a one-way function from private key to public key under
ECDLP problem, which is presented in Sect. 2.2.

Theorem 1. Our Encryption\Decryption scheme is secure.

Here, we analyze our scheme presented in Sect. 3.2. To see how it works, we
demonstrate the correctness in the Encryption\Decryption algorithm. When
decrypts the ciphertext, he performs as follow:

V ⊕ H2(e(aiH(IDi)), U) = V ⊕ H2(e(aiH(IDi)), riPpub)
= V ⊕ H2(e(aisH(IDi)), riP )
= V ⊕ H2(e(Pi, riP ))
= M ⊕ H2(g) ⊕ H2(g)
= M

Proof. We assume that the IBE scheme is secure due to the proof presented
by Boneh et al. [4,12]. To prove our scheme is secure, we should prove the
modification introduced by our scheme will not affect the security of the original
IBE scheme. In our scheme, everyone including KGC cannot derive ajH(IDj)
from Pj = ajsH(IDj), though he knows sH(IDj). Because it is at least as hard
as to solve ECDLP problem. In encryption, Mj can compute g = e(Pi, rjP ) =
e(aiH(IDi), rjPpub). To find aiH(IDi) and satisfy g = e(aiH(IDi), rjPpub) is
believed to be a pairing inversion problem (see Sect. 2.2).

IBE scheme is proved in choosing ciphertext attack secure under Random
Oracle model by Boneh et al. [4,12]. There is no polynomial bounded algorithm
having a non-negligible advantage in solving the BDH problem. Based on the
above analysis, we claim that our scheme is also secure.
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Theorem 2. Our signature scheme is secure.

Firstly, we also present the correctness of our signature scheme.

e(Vj , Ppub) = e((ri + hi)aiH(IDi), Ppub)
= e((ri + hi)aisH(IDi), P )
= e(Ui + hiPi, P )
= e(Qi, P )

Proof. Mi uses private key ai to sign the message M . The adversary cannot
solve aiH(IDi) from Ui = risaiH(IDi), which is equivalent to solving ECDLP
problem as presented above. Thus the adversary cannot forge the signature Vi =
(ri+hi)aiH(IDi). So adversary cannot modify the (Ui, Vi) to satisfy the equation
e(Vi, Ppub) = e(Qi, P ).

The correctness of key exchange has been presented in Sect. 3.4, and here we
present the secure properties in our key exchange scheme.

(1) Known Key Security: The key exchange of every times, Mi would choose
a different random value, and the adversary cannot deduce the future session
keys from the past session keys.
(2) Forward Secrecy: If a long term secret key, such as ai has disclosed, at
some point in the future does not lead to the compromise of communications in
the past, as though the private key of KGC is compromised.
(3) Key Control: Neither party can control the outcome of the session keys,
everyone should contribute the equal share to the key exchange.

4.3 Anonymity Analysis of Our Scheme

In our scheme, the private key ai of Mi is chosen by Mi himself, and identity
of Mi is masked by private key ai. Both of pairwise keys cannot be derived by
other users. And the adversary needs to know the private information ai. Given
a point sH(IDi) and Pi = aisH(IDi), the adversary cannot derive the value
ai which is equivalent to solving ECDLP problem. The KGC only knows users’
identities when he verifies the users’ legality. This kind of hidden identity just
suits for anonymous communication system.

5 Conclusion

We propose a paring-based scheme for anonymous communication system. In
our scheme, pairs of keys are generated by users themselves. KGC takes charge
of signing the identities of users. If a user is legal, (it means he is signed by
KGC) they can communicate with others including encryption/decryption, dig-
ital signature, key exchange and so on. In our scheme, key revocation is simple
because the key renewal is easy to realize. We present the correctness and the
security analysis of our algorithm. Our scheme is simple and feasible and it is
suitable for anonymous communication system.



20 M. Xia and Z. Chen

References

1. Kou, L., Shi, Y., Zhang, L., et al.: A lightweight three-factor user authentication
protocol for the information perception of IoT. CMC-Comput. Mater. Continua
58(2), 545–565 (2019)

2. Jiang, X., Liu, M., Yang, C., et al.: A blockchain-based authentication protocol for
WLAN mesh security access. CMC-Comput. Mater. Continua 58(1), 45–59 (2019)

3. Zhang, Y., Liu, W., Lou, W.: Anonymous communications in mobile ad hoc net-
works. In: 24th Annual Joint Conference of the IEEE Computer and Communica-
tions Societies. Proceedings of IEEE 3, 1940–1951 (2005)

4. Boneh, D., Franklin, M.: Identity-based encryption from the weil pairing. In: Kilian,
J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Heidelberg (2001).
https://doi.org/10.1007/3-540-44647-8 13

5. Huang, D.: Pseudonym-based cryptography for anonymous communications in
mobile ad-hoc networks. Int. J. Secur. Netw. 2, 272–283 (2007)

6. Zeng, S., Huang, Y., Liu, X.: Privacy-preserving communication for VANETs with
conditionally anonymous ring signature. Int. J. Netw. Secur. 17(2), 135–141 (2015)

7. Li, F., Xiong, P., Jin, C.: Identity-based deniable authentication for ad hoc network.
Computing 96, 843–853 (2014)

8. Choon, J.C., Hee Cheon, J.: An identity-based signature from gap Diffie-Hellman
groups. In: Desmedt, Y.G. (ed.) PKC 2003. LNCS, vol. 2567, pp. 18–30. Springer,
Heidelberg (2003). https://doi.org/10.1007/3-540-36288-6 2

9. Smart, N.P.: Identity-based authenticated key agreement protocol based on weil
pairing. Electron. Lett. 38(13), 630–632 (2002)

10. Menezes, A.J., Okamoto, T., Vanstone, S.: Reducing elliptic curve logarithms to
logarithms in a finite field. IEEE Trans. Info. Th. 39, 1639–1646 (1993)

11. Bao, F., Deng, R.H., Zhu, H.F.: Variations of Diffie-Hellman problem. In: Qing, S.,
Gollmann, D., Zhou, J. (eds.) ICICS 2003. LNCS, vol. 2836, pp. 301–312. Springer,
Heidelberg (2003). https://doi.org/10.1007/978-3-540-39927-8 28

12. Li, D., Luo, M., Zhao, B., Che, X.: Provably secure APK redevelopment autho-
rization scheme in the standard model. CMC-Comput. Mater. Continua 56(3),
447–465 (2018)

https://doi.org/10.1007/3-540-44647-8_13
https://doi.org/10.1007/3-540-36288-6_2
https://doi.org/10.1007/978-3-540-39927-8_28


A Two-Way Quantum Key Distribution Based
on Two Different States

Shihuan Xu, Zhi Qin(B), Yan Chang, Shibin Zhang, and Lili Yan

School of Cybersecurity, Chengdu University of Information
Technology, Chengdu 610225, China

xsf12315tt@163.com, cuitqz@qq.com

Abstract. In this paper, we propose a two-way quantum key distribution protocol
based on two different states (Single photon and Bell-states). It is a two-way com-
munication protocol. There is a correspondence between the Single photon and the
Bell-states. The participants both are honest. Through this protocol participants
can obtain the secret key. The secret key is generated by half of participants’ key,
the reason for the secret key is generated by this way is to prevent the outside
attackers attacking just once that can obtain the secret key that the participant
wants to distribute. And so the can establish communication by the key. We take
into account the diversity of attack patterns, so the participants in our protocol are
both have ability to detect attackers. In the security analysis, for the security of the
whole protocol, we introduce twice eavesdropping detection in the protocol pro-
cess, the analyse results show that the protocol can resistant to several well-known
attacks.

Keywords: Quantum · Two-way · Single photon · Bell-states · Eavesdropping
detection · Secret key

1 Introduction

With the emergence of quantum computing technology, the traditional cryptography
has been greatly impacted. It is important for both participants to establish a secure
secret key for message communication. Therefore, quantum secret key distribution has
always been one of the basic researches in the field of quantum communication. Since
the first quantum secret key distribution protocol was proposed by Bennett in 1984
(BB84) [1], more quantum information schemes have been proposed, such as, quantum
secret sharing (QSS) [2–6], semi-quantum QKD(SQKD) [7–9], and also have a good
development prospect in another domain [11, 12]. All make use of the fundamental
principles of quantum physics to ensure its safety [13].

The QSS (quantum secret sharing) is an important part of quantum communication.
It encodes the secrets of the secret owner and breaks it up, then sends the information
to a group of participants. Participants must cooperate to get the original information,
And none of them can obtain the initial information by themselves. Because of there
are different kinds of information to share, one is to share classical information [14],
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the other is to share quantum information. Quantum secret sharing scheme proposed by
Hillery et al. in 1999 is called HBB, which realizes secret sharing through the entangled
state of GHZ. After the HBB was proposed, After the HBB was proposed, there are so
many QSS protocols have been proposed.

The SQKD (semi-quantum quantum key distribution) is an extension of QKD. It
reduced the operating cost of QKD by combining classical channel with quantum chan-
nel. Such protocols are easier to implement. For example, in 2007, Boyer et al. proposed
SQKD protocol [7], which is called BKM07 protocol. In 2009, Zou simplified the pro-
tocol [15], reduced the number of quantum states used in the protocol, It reduces Alice’s
quantum operations and reduces the distance between SQKD and reality.

The QKD (quantum key distribution), it enables both parties to communicate to gen-
erate a random and secure key to encrypt and decrypt messages. Quantum uncertainty
principle is the most important Property, for example, in BB84 Alice prepare four polar-
ization states of the photon, Bob doesn’t know use which base to measure it, so he will
randomly use Z-base or theX-base tomeasure the photon. If there has a outsider attacker,
he also doesn’t knows the correct base, so he will measure photons by his own strategy,
after he finished the measuring operation he will prepare a new particle and sends it to
Bob. Through these operations, the initial of photons maybe have been changed. In the
protocol, the participants have a high probability of detecting attackers. And in 1992,
Bennett improved BB84 and proposed B92 [16]. In 2000, Phoenix et al. proposed aQKD
protocol [7] that is easier to implement than BB84 protocol, called PBC00. PBC00 adds
a third non-orthogonal polarization state, which is more secure than B92 and can detect
eavesdroppers more effectively. In 2004, Renes et al. [17] improved the PBC00, and the
improved protocol called R04, the protocol adopt spherical coding technique that can
let the utilization rate of the key are improved. Many scholars have demonstrated his
unconditional security.

Most protocols in the field of quantum secret key distribution are one-way. However,
in our protocol, the two parties to the protocol are both the sender and receiver of the
key, it is a two-way protocol. Each participant gives half of the classical sequence to
generate the final secret key. In real life, communication between two organizations is
based on equality of status, the secret key should be generated by mutual decision. And
participants generate different bases, it can increase the difficulty for external attackers
to make a attack in transmission.

The rest of this paper is organized as follows. Our QKD protocols is presented in
Sect. 2, the security analysis is discussed in Sect. 3, and a conclusion is drawn in Sect. 4.

2 The Proposed Protocol

The proposed protocol allows two participants, Alice and Bob, to get a secret key by
themselves. In this protocol participants both are honest. Participants must follow the
rules of the protocol. The processes of proposed protocol are described as follows.

Step1: Alice generates n-bit classical sequences randomly, SA = {Sa1, Sa2, . . . , Sai},
i = 4n and Sai ∈ {0, 1}. If Sai = 0 it means that the Alice’s the ith particle is |0〉, so if
Sai = 1 Alice prepares |1〉.
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Step2:Alice prepares quantum states according to SA,whenAlice get these qubits,Alice
performs H (|0〉 → |+〉, |1〉 → |−〉) or I operation on these qubits(equal probability),
and then sends them to Bob.

Step3: After Bob receives the particle, Bob performs H or I operation and measures it
on Z-basis. And then Bob and Alice begin a public discussion, Bob and Alice discuss
their operations. They keep the particles that they had performed the same operation.
Bob generates SB, SB = {Sb1, Sb2, . . . , Sbi}, the value of j is the number of they kept
particles, and the Sbi ∈ {0, 1}. Also Alice will update the SA(Removes discard bits),
let the i = j. Bob knows the measurements of Alice’s particles, so Bob also can know
Sai. Bob prepares particles based on Sbj and Sai. There are four situations 00, 01, 10,
11

(∣∣ϕ+〉
,
∣
∣ψ+〉

,
∣
∣ϕ−〉

,
∣
∣ψ−〉)

.

Step4: According to the measured results, Bob will prepare in one of four states∣∣ϕ+〉
,
∣∣ψ+〉

,
∣∣ϕ−〉

,
∣∣ψ−〉

. For example, if Bob measurement result of Alice’s particle is
|0〉 and Sbj = 0, Bob will prepares

∣∣ϕ+〉
. How to prepare the Bell-states show in Table 1.

Bob performs H operation on these states and sends to Alice. In this case Alice knows
the value of the Sai and Alice has to receive

∣∣ϕ+〉
or

∣∣ϕ−〉
if Alice received another states

the protocol will be restart.

Table 1. The strategy of Bob how to prepare the Bell-states.

Alice’s states The value of Sai The value of Sbj Prepare

|0〉 0 0
∣
∣ϕ+〉

|0〉 0 1
∣
∣ϕ−〉

|1〉 1 0
∣
∣ψ+〉

|1〉 1 1
∣∣ψ−〉

Step5: When Alice gets the particle, he will know Sbj. For example, if Alice received
particle is

∣∣ϕ+〉
, and Alice always knows Sai, so he knows that the value of Sbj must be

0. If they complete the above steps, Bob will know SA, Alice will obtain SB.

Step6: Alice and Bob begin to have a public discussion whether there have attackers
during the second transmission. Alice randomly announce a half of SB(value and loca-
tion), call it SB’, Bob compares SB with SB’. If it is as not same as his own, the protocol
will be restart.

Step7: If the SB’ is as same as SB, Alice will use the other half of the SB and SA to
generate a new secret key. Bob does the same operation to get the new key.

After the above steps, in the ideal case of the quantum channel, Alice obtains get
the SB, Bob obtains the SA. So they can be able to establish a communication. Alice
obtains get the SB, Bob obtains the SA.
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3 Security Analyses

3.1 Modification Attack

Under the circumstances, the outsider attacker Eve will perform some unitary operation
to let participants share a incorrect secret key. In this protocol, there are two transfers of
quantum information in the protocol. Therefore, Eve has three different attack strategies.
Eve can attack either of two transfers or attack both two transfers. The outsider attacker
Eve can use the unitary operation iσy to modify the states.

iσy = −|1〉〈0| + |0〉〈1| =
[

0 1
−1 0

]
(1)

If Eve attacks at the first transmission (step2), Eve performs the iσy operation
(|0〉 ↔ |1〉, |+〉 ↔ |−〉) and he will send the particle to Bob. Eve wants to Alice and
Bob get an incorrect secret key. In the step1 to step3, There’s 1

4 chance of keeping the
particle. In step5, Alice begins to eavesdropping detection, the probability that Eve not
being detected is 0 because Alice knows the initial states. So Eve modify the particle in
step2, The probability that Alice finds an attacker is 1.

If Eve attacks at the second transmission (in step 4), Eve performs iσy to modify
the particle, The specific operation is shown below Table 2. Alice also can detect an
attacker. Table 1 shows that there are three cases in which the attacker modifies states
successfully. Eve preforms iσy on the second particle and the probability not being
detected by Alice’s eavesdropping detection is 1, but in the step6 the probability of Bob
can detect the attacker is 1

2 (in step6), so the probability of he modifies n bits and can’t

be detected is 1−( 1
2

)n
. If the value of the n is large enough, Eve is hard to miss. Due

to the protocol process there are twice eavesdropping detection. Hence, if the outsider
attackers modify the initial states, participants can find out attackers easily.

Table 2. Eve performs iσy to modify the particle.

Intercepted states Eve’s operation Result Alice’s state
∣
∣ϕ+〉

H
(∣∣ϕ+〉

H
)
iσy 1

2 (|01〉 + |00〉 + |11〉 + |10〉) ∣
∣ϕ−〉

∣
∣ψ+〉

H
(∣∣ψ+〉

H
)
iσy 1

2 (|01〉 − |00〉 + |11〉 + |10〉) ∣
∣ψ−〉

∣∣ϕ−〉
H

(∣∣ϕ−〉
H

)
iσy 1

2 (|01〉 + |00〉−|11〉 + |10〉) ∣∣ϕ+〉

∣
∣ψ−〉

H
(∣∣ψ−〉

H
)
iσy 1

2 (|01〉−|00〉−|11〉−|10〉) ∣
∣ψ+〉

And Eve also can attack both two transfers, in this case, Eve also will be detected.
Because he modifies the Alice’s states, In step4 Alice can detect attackers. Therefore the
probability of Eve can’t be detected is 0.
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3.2 Intercept-and-Resend Attack

In this attackmode, the outsider attacker, Evewant to get the complete secret key(SA and
SB), he may try to intercept the transmitted qubits, measures these qubits, and generates
fake qubits depending on his measurement results. And then Eve Sends the fake qudits
to Bob or Alice. If the participants cannot detect the fake qubits, Eve will obtain the
information about the secret key bits of the participants.

In our protocol, there are twice transfers and twice eavesdropping detection. Eve
wants to get as much information as possible without being discovered, so he has to pass
eavesdropping detection.

In the step 2, Eve intercepts qubits andmeasures them by Z-basis. And if hemeasures
result is |0〉hewill prepare a |+〉(|1〉 → |−〉). The probability that the participant chooses
the same basis is 1

4 . The specific situation is shown in Table 3. The probability of he can

obtain one bit is 1
8 , and the probability of he can obtain n bits is

( 1
8

)n
, and the probability

of the attack can be detected is 1 − ( 1
8

)n
. If the n is large enough Alice can detect the

attack.

Table 3. Eve intercepts the qubits in the first transfer

Alice’s operation Bob’s operation The probability of Eve knows one bit

I I 1
8

H H 1
8

In the step 4, Eve intercepts particles and measures it by Bell-basis. The specific
situation is shown in Table 4. He will measure it and send the measurement to Alice, the
probability of Eve can’t be detected the attack by Alice is 1

2 (in step4). And he gets the
information is also wrong. The probability of he obtain one bit and can not be detected
by Bob is 1

4 (in step6). So the probability of Eve obtain n bits and can be detected is

1 − ( 1
4

)n
. If the n is large enough Bob can detect the attack.

Table 4. Eve intercepts the particles in the second transfer

Intercepts particles Eve’s result

1
2 (|00〉 + |01〉 + |10〉− |11〉) ∣

∣ϕ−〉/ ∣
∣ψ+〉

1
2 (|00〉 − |01〉 + |10〉 + |11〉) ∣

∣ϕ+〉/ ∣
∣ψ−〉

1
2 (|01〉 + |00〉 − |11〉 + |10〉) ∣

∣ϕ+〉/ ∣
∣ψ−〉

1
2 (|01〉 − |00〉 − |11〉 − |10〉) ∣∣ϕ−〉/ ∣∣ψ+〉

Eve wants to have the complete secret key. He have to attack twice, so after two
eavesdropping detection, if n is large enough, the probability of the Intercept-and-Resend
attack obtain the secret key and not being detected is close to 0.
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3.3 Trojan-Horse Attack

The Trojan-horse attack is a common attack, in which outsider Eve can prepares Trojan-
horse photons. The Trojan photons can be inserted into particles sent from the partici-
pants. In the process of our protocol, there are two communication. Eve try to obtain SA
in step 2 and obtain SB in step 4. However, in our protocol, Alice and Bob send different
particles, and they infer information from the particles they received. Eve can insert
Trojan-horse photons into the particles, but she can’t extract any information about the
participants’ secret key because Eve can’t retrieve the Trojan-horse photons. Hence, our
protocol be able to defense the Trojan-horse attack.

4 Conclusions

In this paper, we proposed a two-party QKD, which can be used between two quantum
organizations. In the ideal quantum channel environment, the participants can generate
4n-bits of classical sequence to get n-bits secret key, it has good efficiency. Security
analyse shows that the proposed protocol are resistant to the Modification attack, the
Intercept-and-resend attack, and the Trojan-horse attack. Because in our protocol there
are tow eavesdropping detection, Alice checks SA, Bob checks SB. If the results are not
as same as the initial value both two participants can restart the protocol. Therefore, our
protocol has good security.
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Abstract. We present an anti-noise quantum states, which is |ϕ1> = 1√
2
(|0L0L>

+ |1L1L>) or |�2> = 1√
2
(|0L1L> + |1L0L>) to resist collective dephasing noise

and |ϕ3> = 1√
2
(|0R0R> + |1R1R>) or |�4> = 1√

2
(|0R1R> + |1R0R>) to resist

collective rotation noise. With the anti-noise quantum states, Alice encode her
information. She keep the first qubit and send the second qubit to Bob. Bob can
choose to measure which means measure the second qubit by the basis {|0L>,
|1L>} or {|0R>, |1R>}, or can choose to reflect which means send the qubit
with undisturbed. About the transmission efficiency, when Alice transfers the
information of 2n bits, Bob can get the information of n bits.Moreover, the security
analysis of our scheme is also given.

Keywords: Anti-noise quantum states · Semi-quantum · Secure direct
communication

1 Introduction

Nowadays, quantum information science hasmany different branches of research. Quan-
tum information science include quantum key distribution (QKD) [1, 2], quantum tele-
portation [3] and quantum secret sharing (QSS) [4, 5]. One of the research directions
of quantum information science is quantum secure direct communication (QSDC). The
first QSDC protocol called the efficient QSDC protocol [6, 7] was proposed in 2002 by
Long and Liu.

Quantumdirect communication is different fromquantumkey distribution. Quantum
key distribution requires the transmission of key through quantum channel, and then the
transmission of information through key encryption. However, quantum secure direct
communication can directly transmit information through quantum channel, which is
more efficient than quantum key distribution.

During the transmission, the polarizationDOF of photons is incident to be influenced
by the thermal fluctuation, vibration and the imperfection of the fiber, whichwe call them
noise in total [8]. At present, we always suppose the noise in a quantum channel is a
collective one [9]. With this kind of noise, several methods have been proposed to cancel
or reduce the noise effect, such as entanglement purification [10], quantum error correct
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code (QECC) [11], single-photon error rejection [12] and decoherence-free subspace
(DFS) [13, 14]. This paper is based on decoherence-free subspace.

This paper is based on Semi-quantum Secure Direct Communication Scheme Based
on Bell States [15]. On this basis, the optimization is improved and the anti-noise func-
tion is added. The optimized part is to stop eavesdropping at the location Bob chooses
to measure. Because this part of the eavesdropping detection can not find eavesdrop-
ping. The eavesdropper can measure the second qubit and send the results to Alice.
Then remake this qubit and send to Bob. In this way Alice does not know whether the
measurement operation was performed for Bob. So Alice can’t find the eavesdropper.
Removing this step of eavesdropping detection can save the cost and improve efficiency.

In this scheme, on the basis of Bell state, Alice prepare two kinds of anti-noise
quantum states, namely, anti-phase-shift noise quantum state |ϕ+> = 1√

2
(|0L0L> +

|1L1L>) or |�+> = 1√
2
(|0L1L> + |1L0L>) and anti-rotation noise quantum state |ϕ+>

= 1√
2
(|0R0R> + |1R1R>) or |�+> = 1√

2
(|0R1R> + |1R0R>). Then, Alice keep the first

qubit and send the second qubit to Bob. Bob can choose reflect or measure the second
qubit in the basis {|0L>, |1L>} or {|0R>, |1R>}, and record themeasurement in rb. After
that, Alice will do some operations to detect the eavesdropping. If no eavesdropping,
Alice will publish her measurement of the first qubit ra. Bob can recover the message
that Alice want to give she based on ra and rb.

2 About Collective Noise

In decoherence-free subspace, suppose a qubit undergoes a dephasing process. Namely,
qubit j undergoes the transformation

|0〉 j −→ |0〉 j (1)

|1〉 j −→ eiϕ |1〉 j (2)

which puts a random phase ϕ between the basis states |0> and |1> (eigenstates of σz
with respective eigenvalues +1 and −1) [11]. This can also be described by the matrix
Rz(ϕ) = diag(1,eiϕ) acting on the {|0>, |1>} basis. In the two-qubit Hilbert space,

|0〉1 ⊗ |0〉2 −→ |0〉1 ⊗ |0〉2 (3)

|0〉1 ⊗ |1〉2 −→ |0〉1 ⊗ eiϕ |1〉2 (4)

|1〉1 ⊗ |0〉2 −→ eiϕ |1〉1 ⊗ |0〉2 (5)

|1〉1 ⊗ |1〉2 −→ eiϕ |1〉1 ⊗ eiϕ |1〉2 (6)

We can see the state |0>1 ⊗ |1>2 and |1>1 ⊗ |0>2 acquire the same phase. So
there has suggestion that a simple encoding trick can solve the problem. We can define
encoded states by |0L> = |01> and |1L> = |10>.
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In our scheme, I want transfer a Bell state in the dephasing noise environment. I can
use the encoded Bell state to transfer the information.

∣
∣ϕ+〉 = 1√

2
(|00〉 + |11〉 )−→

∣
∣
∣ϕ

1
〉

= 1√
2
(|0L0L〉 + |1L1L〉 ) (7)

∣
∣ϕ−〉 = 1√

2
(|00〉 − |11〉 )−→

∣
∣
∣ϕ

2
〉

= 1√
2
(|0L0L〉 − |1L1L〉 ) (8)

∣
∣ψ+〉 = 1√

2
(|01〉 + |10〉 )−→

∣
∣
∣ψ

1
〉

= 1√
2
(|0L1L〉 + |1L0L〉 ) (9)

∣
∣ψ−〉 = 1√

2
(|01〉 − |10〉 )−→

∣
∣
∣ψ

2
〉

= 1√
2
(|0L1L〉 − |1L0L〉 ) (10)

Namely, a qubit r undergoes the collective rotation noise.

|0〉 r −→ cos θ |0〉 + sin θ |1〉 (11)

|1〉 r −→ − sin θ |0〉 + cos θ |1〉 (12)

Where the parameter θ depends on the noise and fluctuates with time. The same, in
the two-qubit Hilbert space,

|0〉1 ⊗ |0〉2 −→ (cos θ |0〉 + sin θ |1 >) ⊗ (cos θ |0〉 + sin θ |1 >) (13)

|0〉1 ⊗ |1〉2 −→ (cos θ |0〉 + sin θ |1 >) ⊗ (− sin θ |0〉 + cos θ |1 >) (14)

|1〉1 ⊗ |0〉2 −→ (− sin θ |0〉 + cos θ |1 >) ⊗ (cos θ |0〉 + sin θ |1 >) (15)

|1〉1 ⊗ |1〉2 −→ (− sin θ |0〉 + cos θ |1 >) ⊗ (− sin θ |0〉 + cos θ |1 >) (16)

similar to the dephasing noise, We can see the state |0>1 ⊗ |1>2 and |1>1 ⊗ |0>2
acquire the same phase. So there has suggestion that a simple encoding trick can solve
the problem. We can define encoded states by |0r> = |ϕ+> and |1r> = |�−>.

In our scheme, I want transfer a Bell state in the dephasing noise environment. I can
use the encoded Bell state to transfer the information.

∣
∣ϕ+〉 = 1√

2
(|00〉 + |11〉 )−→

∣
∣
∣ϕ

3
〉

= 1√
2
(|0R0R〉 + |1R1R〉 ) (17)

∣
∣ϕ−〉 = 1√

2
(|00〉 − |11〉 )−→

∣
∣
∣ϕ

4
〉

= 1√
2
(|0R0R〉 − |1R1R〉 ) (18)

∣
∣ψ+〉 = 1√

2
(|01〉 + |10〉 )−→

∣
∣
∣ψ

3
〉

= 1√
2
(|0R1R〉 + |1R0R〉 ) (19)

∣
∣ψ−〉 = 1√

2
(|01〉 − |10〉 )−→

∣
∣
∣ψ

4
〉

= 1√
2
(|0R1R〉 − |1R0R〉 ) (20)
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3 The Scheme

In both collective phase shift noise and collective rotation noise, our protocol steps are
shown in Fig.1.

3.1 In the Collective Phase Shift Noise

1. Alice prepares one of the two quantum anti-noise state to transmit the information:

∣
∣
∣ϕ

1
〉

= 1√
2
(|0L0L〉 + |1L1L〉 ) (21)

∣
∣
∣ψ

1
〉

= 1√
2
(|0L1L〉 + |1L0L〉 ) (22)

Alice keeps the first qubit and transfer the second qubit to Bob. |ϕ1> is used to
encode bit 0. |�2> is used to encode bit 1.

2. When the qubit arrives,Bob chooses randomly either toMEASURE, or toREFLECT.
When Bob chooses is measurement, Bob will use the basis {|0L>, |1L>} to measure
the qubit and record the measurement in rb.

3. After the qubit comes back to Alice, Alice tells Bob that she has got the qubit. The
bits carried by the lost photons are disregarded. After that, Bob will tell Alice what
operation she has chosen. Alice will conduct eavesdropping detection based on this
result.

If Bob’s choices is REFLECT, Alice will use the basis {|ϕ1>, |ϕ2>, |�1>, |�2>} to
measure the state. This base is the same as described in the previous background section.
If Alice transfer a |ϕ1> to encode her information of bit 0, when Alice’ measurement has
|ϕ2>, |�1> or |�2>, and she will know there have some eavesdroppers. If Alice transfer
a |�1> to encode her information of bit 1, when Alice’s measurement has |ϕ1>, |ϕ2> or
|�2>, and she will know there have some eavesdroppers. If there is any eavesdropping,
Alice will shut down the quantum channel, establishes another secure quantum channel
and re-execute the above process.

If Bob’s choices is MEASURE, Alice will use the basis {|0L>, |1L>} to measure the
first qubit. When Alice’s measurement is |01>, and she will record a bit 0 in ra. When
Alice’s measurement is |10>, and she will record a bit 1 in ra. Only when Bob chooses
measure, Alice will record bit 0 or bit 1 in ra. When Bob chooses reflect, Alice just do
eavesdropping detection and don’t record anything.

4. When all the information has been transmitted, Alice publishes her measurement
result ra for all of the first bits. Then Bob uses rb and the measurement result ra for
all of the first bits to recover the message by S = ra ⊕ rb, that is, perform the XOR
operation for each bit pair in ra and rb. The results are shown in Table 1.
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Table 1. The transmitted information is in the collective rotation noise

Alice’s
measurement

Operation Bob’s measurement Results

|0L> XOR |0L> 0

|1L> XOR |1L> 0

3.2 In the Collective Rotation Noise

1. Alice prepares one of the two quantum anti-noise state to transmit the information:

∣
∣
∣ϕ

3
〉

= 1√
2
(|0R0R〉 + |1R1R〉 ) (23)

∣
∣
∣ψ

4
〉

= 1√
2
(|0R1R〉 + |1R0R〉 ) (24)

Alice keeps the first qubit and transfer the second qubit to Bob. |ϕ+> is used to
encode bit 0. |�+> is used to encode bit 1.

2. When the qubit arrives,Bob chooses randomly either toMEASURE, or toREFLECT.
When Bob chooses is measurement, Bob will use the basis {|0R>,|1R>} to measure
the qubit and record the measurement in rb.

3. After the qubit comes back to Alice, Alice tells Bob that she has got the qubit. The
bits carried by the lost photons are disregarded. After that, Bob will tell Alice what
operation she has chosen. Alice will conduct eavesdropping detection based on this
result.

If Bob’s choices is REFLECT, Alice will use the basis {|ϕ3>, |ϕ4>, |�3>, |�4>} to
measure the state. This base is the same as described in the previous background section.
If Alice transfer a |ϕ3> to encode her information of bit 0, when Alice’ measurement has
|ϕ4>, |�3> or |�4>, and she will know there have some eavesdroppers. If Alice transfer
a |�3> to encode her information of bit 1, when Alice’s measurement has |ϕ3>, |ϕ4> or
|�4>, and she will know there have some eavesdroppers. If there is any eavesdropping,
Alice will shut down the quantum channel, establishes another secure quantum channel
and re-execute the above process.

If Bob’s choices isMEASURE, Alice will use the basis {|0R>, |1R>} to measure the
first qubit. When Alice’s measurement is |01>, and she will record a bit 0 in ra. When
Alice’s measurement is |10>, and she will record a bit 1 in ra. Only when Bob chooses
measure, Alice will record bit 0 or bit 1 in ra. When Bob chooses reflect, Alice just do
eavesdropping detection and don’t record anything.

5. When all the information has been transmitted, Alice publishes her measurement
result ra for all of the first bits. Then Bob uses rb and the measurement result ra for
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all of the first bits to recover the message by S = ra ⊕ rb, that is, perform the XOR
operation for each bit pair in ra and rb. The results are shown in Table 2.

Table 2. The transmitted information is in the collective rotation noise

Alice’s
measurement

Operation Bob’s measurement Results

|0R> XOR |1R> 1

|1R> XOR |0R> 1

Fig. 1. Flow-process diagram of our scheme
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4 Security Analysis

4.1 Intercept - Measure - Refire attacks

The so-called intercept-measure-refire attack means that eavesdropping intercepts the
quantum bits transmitted in the channel, measures them, and then sends the appropriate
quantum state to the legitimate receiver. This is a relatively simple and common attack
method.

For intercept-measure-refire attacks, Eve can obtain ra easily. The important is the
security of rb. If Eve can’t obtain rb, he can’t obtain the encode message. Because
Eve don’t know which operation Bob choose. He can only choose to measure or not
measure the second qubit with a certain probability. When Eve choose measure the
second qubit, while Bob choose reflect the second qubit. Alice will have a ½ chance
of detecting eavesdropping. When Alice chooses to conduct eavesdropping detection,
the probability of Eve being discovered is shown in Table 3. Table 3 lists the situation
of dephasing noise, and the rotation noise is similar. That is to say, when Bob chooses
reflection, the probability of eavesdropper Eve being detected is ½, and the probability of
Bob choosingmeasurement is ½, whichmeans that Alice does not conduct eavesdropper
detection. So the probability of detecting an eavesdropper is ¼ = ½ * ½. When Alice
transfer enough bits, the eavesdropper will be detected with a probability of 1 − (¾)n.
When n is big enough, the probability is close to 100%.

Table 3. Eavesdropping detection analysis in intercept - measure - refire attacks

A particle sent by Alice The results of Eve
measured

Bob chooses reflect Detection of hacking

|0L> |0L> |0L> No

|0L> |1L> |0L> Yes

|1L> |1L> |1L> No

|1L> |0L> |1L> Yes

4.2 Modification Attack

Because the attack of eavesdropper is similar in dephasing noise and rotation noise,
and we only analyze the attack of eavesdropper in dephasing noise. Alice only do the
Eavesdropping detection when Bob choose reflect. As shown in Table 4, When Alice
send a qubit |0L>, Eve will modify this qubit from |0L> to |1L> and send the qubit |1L>

to Bob.When Bob get this qubit from Eve, he will reflect this qubit to Alice. When Alice
get this qubit |1L>, she will know that there have eavesdroppers. Namely, When Alice
send a qubit |1L>, Eve will modify this qubit from |1L> to |0L> and send the qubit
|0L> to Bob. When Bob get this qubit from Eve, he will reflect this qubit to Alice. When
Alice get this qubit |0L>, she will know that there have eavesdroppers. When Alice does
eavesdropping, she has 100% to know the eavesdropper. So, the probability of detecting
an eavesdropper is ½ = 1 * ½.
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Table 4. Eavesdropping detection analysis in modification attacks

The qubit of Alice send The qubit of
modification

Bob choose reflect Detection of hacking

|0L> |1L> |1L> Yes

|1L> |0L> |0L> Yes

5 Conclusion

This paper is based on Semi-quantum Secure Direct Communication Scheme Based on
Bell States [11]. In this scheme, we present anti-noise quantum states between two parts,
which can ensure this scheme execute normally in noisy environment. Meanwhile, for
the original protocol, We optimize it.
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Abstract. In the Block Chain (BC), all parties reach trust with each other by dis-
tributed network, non-tamperable cryptography ledger and consensus algorithm.
The consensus algorithm is the core of the BC and many researchers make efforts
for its improvement. The performamce of these consensus algorithms receive bet-
ter improvement by making optimization for them. Besides, combining two or
more consensus algorithms could apply to specific occasions. This paper intro-
duces some variant consensus algorithms based on the Practical Byzantine Fault
Tolerance and respectively discusses their implementation processes. Then we
analyze their performance and make a conclusion for this paper.

Keywords: Blockchain · Consensus algorithm · Performance evaluation

1 Introduction

Indeed, the Block Chain (BC) was first defined as the virtual infrastructure that enables
the mining and transfer of bitcoins [1, 2]. In recent years, the BC attains wide appli-
cation in financial, credit, sharing economic and IoT. The features of BC includes: it
maintains an increasing chain and data on this chain cannot be tampered; The parties
in it can reach consensus without centralized control; It uses cryptography to ensure
the transaction cannot be destroyed and protect the privacy of user. In the transaction
process, the BC network may have malicious replicas tamper the request, then the con-
sensus algorithm is necessary for ensuring consistency valid requests. Malicious attacks
exist in various occasions, such as inWLANmesh security access. Jiang et al. presented
a blockchain-based authentication protocol. It effectively monitors malicious attacks
in WLAN mesh while reducing the deployment cost [3]. Generally, this phenomenon
of malicious replicas is called the Byzantine faults and this consensus algorithm is
called the Byzantine Fault Tolerance (BFT) algorithm. The process of consensus is that
many replicas do consistency check to the requests and submit the requests to the BC
network in order. Consensus algorithms are divided into two types: Consensus algo-
rithms based on proof, the PoX (the Proof of concept approach used in Block chains
has elegantly emulated the leader-election function required in a BFT protocol to sim-
ulate the block proposal process [4]), such as PoW (Proof of Work) and PoS (Proof of
Stake); Consensus algorithms based on vote such as Practical Byzantine Fault Tolerance
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(PBFT).This paper summarizes some variant BFT consensus algorithms, respectively
introducing their implementation processes and performances. Section 2 discusses the
classical consensus algorithm PBFT. Section 3 introduces eight variant PBFT consensus
algorithms and classifies them into four types. Section 4 describes the performance of
these algorithms. Section 5 does a summary of this paper.

2 The Classical Consensus Algorithm

PBFTwas proposed by Castro and Liskvo in 1999 [5]. It solves the problem that the orig-
inal Byzantine Fault Tolerance algorithm is not efficient. It uses a three-phase protocol:
Pre-Prepare, Prepare and Commit.

Pre-prepare
The primary orders the request from the client and broadcasts the pre-prepare message
<<PRE − PREPARE, v,n,d>, m> to backup replicas. (v is the view number; m is the
request form client; d is the digest of message)

Prepare
Backup replica validates the pre-prepare message from the primary. It validates the
correctness of signature and digest at first, then it confirms the number of view if corre-
sponding or not. After the pre-prepare message has been validated, the backup replica
joins in the prepare phase and broadcasts to all replicas the preparemessage<PREPARE,
v, n, di> (i is the number of replica). The pre-prepare and prepare messages are written
into the local message log.

Commit
The replica checks the received prepare message and writes it to local message log after
the message has no faults. If the replica receives 2f prepare messages from different
replicas that matches the pre-prepare messages, the replica joins in the prepare phase
and broadcasts to all replicas the commit message <COMMIT, v, n, d, i>.

The above three steps determine the number of replicas in PBFT is 3f + 1. In Pre-
Prepare phase, the primary broadcasts the pre-preparemessage to all replicas, the number
of communications is f − 1; In the Prepare phase, every replica broadcasts the prepare
message after agrees on the request, the number of communications is f * (f− 1)= f2 −
f; In the Commit phase, every replica broadcasts the commit message after be in prepare
state, the number of communications is also f2 − f. The total number of communications
is f − 1 + f2 − f + f2 − f = 2f2 − f − 1. The communication complexity is O(f 2).

3 Variant Consensus Algorithms Based on PBFT

According to Sect. 2, we can see several disadvantages of PBFT. At first, in any system
a solution to the Byzantine fault tolerance is usually complex and assumed to require 3f
+ 1 active replication system to tolerate f failures [6]. In addition, the communication
complexity O(f2) leads the large delay. Besides, the overload of PBFT is high because
of cryptography and multicast operations (Fig. 1).
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Fig. 1. PBFT algorithm flow chart

So variant consensus algorithms are presented to issue the shortcomings of PBFT.
There are a considerable number of existing consensus protocols [7]. Many solutions
for synchronization and co-ordination based problems in distributed systems use leader
election as an integral part of their algorithm [8, 9]. We discuss eight algorithms and
divide them into four types. The first algorithm is dedicated to reduce the communication
complexity. The second tries to reduce the total number of replicas. The third aims to
decrease the network resources cost. And the last is an optimization for public chains.
The schematic is shown in Fig. 2.

Fig. 2. The schematic of variant consensus algorithm
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3.1 BBFT and FastBFT

ByStack team proposed a BBFT — a Hierarchical Byzantine Fault Tolerant Consensus
Algorithm [10]. It also needs 3f+ 1 replicas to tolerant f faulty replicas, but it reduces the
communication complexity from O(f2) to O(f) and makes communication complexity
growing linearly rather than exponentially. BBFT uses the topology tree structure and
message aggregation to reduce the communication complexity. It lays the network and
divides the nodes into three: the consensus node, the gateway node and the leader node. In
the topology tree, non-leaf nodes are gateway nodes, leaf nodes are consensus nodes and
leader node is always one of the top level gateway nodes. The consensus node is used to
join consensus. The gateway node is used to execute the additional message aggregation.
The leader node is a consensus node that proposes a block to be verified at the beginning
of the consensus round [10]. BBFT uses BLS (Boneh-Lynn-Shacham) multi-signature
scheme for efficient signature aggregation. BBFT has better configurability due to the
model of the network laying and the message aggregation in it is independent. The
message exchange pattern between logical replicas mimics is similar to PBFT [11].

Liu et al. presented the FastBFT — a fast and scalable BFT protocol in 2018. It’s
a novel message aggregation technique that combines hardware-based trust execution
environments (TEES) with lightweight secret sharing [12]. Trying to improve these pro-
tocols allowing the decision to be taken in few communication steps, fast consensus
protocols for crash [13] and byzantine [14] failure models are able to decide in two
communication steps, matching the lower bounds for asynchronous distributed consen-
sus [15]. FastBFT needs only 2f + 1 replicas to tolerant f faulty replicas. In the normal
case, it needs f + 1 active replicas agree and execute the request and the other f passive
replicas do nothing but update their states. It’s a technique based on secret sharing rather
than multi-signature, that reduces the cost brought by the encryption process due to it
not needs public key operation. This technology is suitable for hardware assistance pro-
tocol and reduces the communication complexity from O(f2) to O(f). FastBFT also uses
the topology tree structure and fault detection to increase the communication efficiency
and improve algorithm resilience. It proposes a new classical BFT protocol as fall-back
protocol and combines MinBFT with the hardware-assisted message aggregation tech-
nology described above. When the failure occurs, FastBFT triggers the view change
protocol. All replicas (active and passive) execute the above fall-back protocol during a
specific time.

3.2 MinBFT

To prevent the agreement protocol from becoming the bottleneck of the entire BFT
system, research efforts in recent years aimed at increasing the throughput of BFT
agreement while keeping the number of replicas at a minimum [16, 17].

TheMinBFT (Minimal Byzantine Fault Tolerance) was proposed byGiuliana Santos
Veronese et al. in 2009 [18]. MinBFT reduces the total number of consensus replicas
from 3f+ 1 to 2f+ 1 (f is the number of the faulty replicas), and these 2f+ 1 replicas all
join in the consensus process. It uses the USIG (Unique Sequential Identifier Generator)
service to rule the behavior of the primary, thus it only needed 2f + 1 replicas to agree
and execute the requests.
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Besides, it abandons the Pre-Prepare phase of PBFT. Instead, when a client sends a
request to all servers, the primary uses the USIG service to assign a sequence number
to the request and then sends it to all servers in a PREPARE message. When a primary
is malicious, the view change triggered by timeout has to be executed and chooses a
new primary. In addition, MinBFT also batches several requests in a single message to
reduces the cost.

3.3 OBFT, CheapBFT and Zyzzyva

In 2012, Shoker et al. presented the OBFT (Obfuscated Byzantine Fault Tolerance), a
variant PBFT algorithm based on clients [19]. It only needs 3f + 1 replicas to reach
consensus (/ is the number of faulty replicas). In OBFT, message communication is not
between replicas instead of replicas and clients. In OBFT message communication hap-
pens among clients and replicas, the overload on the replicas brought by cryptographic
load and requests multicast has been reduced and the performance has been improved.
OBFT is also a speculative algorithm. It includes two phases: Speculative phase and
Recovery phase. At first, 2f+ 1 replicas are chosen to the Active set and the other repli-
cas are in Passive set. In the Speculative phase, the primary assigns a sequence number
to the request. When all the responses of the Active set match, the client commit the
request. Otherwise, the Recovery phase is launched. After some steps in Recovery phase,
the new 2f+ 1 active replicas are chosen to the updated Active and the Speculative phase
is launched again.

The other algorithm,CheapBFT (Resource-efficientByzantine Fault Tolerance), also
reduces the total number of replicas from 3f + 1 to 2f + 1. It was presented by Rudiger
Kaitza et al. in 2012 [20].

CheapBFT adopts the optimistic execution and it only needs f + 1 replicas to agree
and execute requests of clients. It is a protocol based on a trusted component. The
trusted component in the CheapBFT is a FPGA trusted device called CASH (Counter
Assignment Service in Hardware), every replica all hosts a trusted CASH system. The
CASH system has two parts, CREATE MC is used to create the message certificate and
CHECK MC is used to check if messages were accepted or not.

CheapBFT does not adopt the traditional three-phase protocol instead of a composite
protocol. In CheapBFT, only f + 1 active replicas participate in the consensus process
and the other f passive replicas do nothing but update their own states. In the normal
case CheapTiny only uses f + 1 replicas, if in faulty case it has no ability to tolerance
the faults. CheapBFT uses the MinBFT to make use of 2f + 1 replicas to tolerant f
faults [20]. However, replicas must keep corresponding state in the protocol switch, then
CheapBFT proposes the CheapSwitch protocol for the safe protocol switch [20]. The
core of the CheapSwitch protocol is the operation of the Abort history by non-faulty
replicas. The last protocol of CheapBFT is Fall-back protocol —MinBFT. In fact, every
protocol which uses 2f +1 replicas to tolerant f faults can be adopted. As we except
permanent replicas faults to be rare, CheapBFT executes MinBFT in a specific time and
performs CheapTiny at other time.

Zyzzyva is a Speculative Byzantine Fault Tolerance which is proposed by Ramakr-
ishna Kotla et al. Speculation is that replicas speculatively execute requests without
running an expensive agreement protocol to definitively establish the order [21]. It also
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uses 3f+ 1 replicas to tolerant f faulty replicas. Zyzzyva does not adopts the three-phase
protocol in PBFT instead of agreement, view change and checkpoint three phases. Repli-
cas speculatively receive the request order from the primary and response to the client
immediately. In this speculative process, replicas could not stay corresponding states
with each other, but clients will check and correct these states. An algorithm with spec-
ulative execution must keep its safety and liveness. The general method is that append
the history information on the reply received by the client to help the client determine
when it is appropriate to act on a reply. In addition, Zyzzyva also batches the requests
as well as caches out of order request.

3.4 DBFT and CDBFT

HAO et al. proposed the CDBFT (Credit-Delegated Byzantine Fault Tolerance) [22]. It
introduces the voting rewards and punishments scheme of DPoS (Delegated Proof of
Stake) into the PBFTand reduces the participation probability ofmalicious replicas in the
consensus process. CDBFT includes three parts, a credit evaluation system for displaying
the states of replicas, a vote mechanism for increasing the enthusiasm of trusted replicas
and a privilege classification mechanism for choosing the primary with the highest
credit value. In addition, lots of communication resources are used in the periodicity-
based checkpoint in PBFT, the CDBFT proposes time-stamp-based checkpoint protocol
to reduce the communication cost.

Jeon et al. proposed the DBFT (Diversity of opinion Byzantine Fault Tolerance)
[23]. It’s also an optimization for the application of public blockchain, reducing the
probability of collusion between malicious replicas. DBFT is a two layer consensus
agreement algorithm. The first consensus process uses the classical BFT algorithm. The
second consensus process groups the participants and randomly chooses a validator from
every group to agree and execute the request.

4 The Performance of Variant Consensus Algorithm

Table 1 shows the performance of every variant consensus algorithms under different
preconditions.

When answering a request with 1 KB payload, the speed of FastBFT is twice that of
Zyzzyva. With the increase of replicas’ number and request’s overload, the performance
is marginally affected [12]. In addition, FastBFT has a good balance between perfor-
mance and resilience. When the faulty replicas are 10, the peak throughput is about
3,000 op/s and the latency is 1.5 ms.

In the communication steps and the total number of replicas of MinBFT are less
than PBFT, so its throughput is higher than PBFT. Under the high load, the PBFT can
batch up to 70 messages, however MinBFT can batch 200 messages in a single request.
It presented the better latency results than PBFT when the network latency is greater
than 2 ms. With the USIG service, the peak throughput is 23,404 op/s and the latency is
1,617 ms.

OBFT could deal with 240 requests from the client at the same time due to the
existence of the primary. No matter which benchmark, the peak throughput is higher
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Table 1. The performance of variant consensus algorithm

Protocol Latency (peak)throughput

MinBFT
[18]

1,617 ms 23,404 op/s

CheapBFT
[20]

1 ms 12,000 op/s

OBFT [19] 100 ms 2,193 op/s

Zyzzyva
[21]

0.6 ms 86,000 op/s

FastBFT
[12]

1.5 ms 3,000 op/s

DBFT [22]
—

10,000 op/s

CDBFT
[23] —

110 op/s

than PBFT and the response time and occupied CPU resources are less than MinBFT.
With the increase of clients, the throughput is gradually decreasing. It scales 280 clients
with a peak throughput equals to 2,193 op/s. In normal case, CheapBFT can process
more than 12 k requests every second, an increase of 14% over MinBFT, so CheapBFT
has higher throughput. Whether in batching or not, the throughput of Zyzzyva is better
than PBFT. Because PBFT has higher cryptographic and message overload. Zyzzyva
uses fast agreement to drive its latency near the optimal for an agreement protocol,
3 one-way message delays [21]. Zyzzyva has better fault scalability when the faulty
replicas increases and as batching is used. When the batch size is increased to 10, the
peak throughput increases to 86,000 op/s and the latency is about 0.6 ms.

Only a part of replicas chosen by a vote mechanism in CDBFT, when the number
of replicas increases, the throughput of CDBFT still keeps increasing. With the number
of error replicas is about 10, the throughput is 110 op/s. When the number of replicas is
small, DBFT’s throughput is similar to PBFT. In contrast, the performance of its is still
higher. The peak throughput is about 10,000 op/s.

5 Conclusion

This paper provides a review of introduction and performance description of variant
consensus algorithms based on PBFT. We could see not every consensus algorithm is
perfect. For example, OBFT relies entirely on the client and cannot prevent the client
from being malicious, so it can be applied on application where participants are trusted
numbers of the same organization. Zyzzyva uses the speculative execution and it has bad
fault tolerance. In the future, a consensus algorithm should also be used for a specific
spot while improving its performance.
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Abstract. With the development and popularization of the Internet, Intrusion
detection systems become indispensable. In view of the great achievements of
deep neural network in many fields. In order to improve the validity and accuracy
of network intrusion detection. A new intrusion detection method based on deep
neural network is proposed to detect the characteristics of kdd99 dataset. This
model adopts deep learning technology, including relu, full connection layer and
cascade different level. The experiment on kdd99 data set shows that the model
improves the performance of intrusion detection, reducing the training time and
false alarm rate with an accuracy rate of 92.7%.

Keywords: IDS · Cascade different level · Densenet

1 Introduction

Intrusion detection system (ids) is a kind of network security equipment that monitors
the network transmission in real time and gives an alarm or takes active response when
suspicious transmission is found. The difference between it and other network security
equipment is that IDS is a kind of active safety technology and is a kind of detection
method based on the characteristics. It is the essence of a classification problem. To the
problem of classification of machine learning, algorithm is regarded as one of the most
efficient algorithm, which received a lot of application in intrusion detection in recent
years. For example, Pervez et al. proposed a filtering algorithm based on support vector
machine (SVM) [1]. Shapoorifard et al. proposed knn-aco method based on KNN [2].
Ingre and Bhupendra et al. proposed the intrusion detection method based on decision
tree [3], Amjad Mehmood et al. proposed the intrusion detection system based on naive
bayes [4], NabilaFarnaaz et al. proposed the intrusion detection system based on ran-
dom forest [5], Traditional machine learning algorithms (such as random forest, support
vector machine, KNN, naive bayes, decision tree, neural network, etc.). Yu proposed
an intrusion detection algorithm based on feature graph [6], Ling made application of
self-organizing feature map neural network based on K-means Clustering in network
intrusion detection [7], Wu proposed a distributed intrusion detection model via non-
destructive partitioning and balanced allocation for Big Data [8]. Although in terms of
detection accuracy and the rate of false positives have good grades, a large amount of high
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dimensional nonlinear network data without a label to the intrusion detection system has
brought new challenges with the expansion of the network data, because the traditional
methods of detection performance is dependent on the characteristics of [9], in the face
of a large number of new network data and lower performance. With the development
of deep learning, deep learning, a branch of machine learning, can automatically learn
effective features from the original data, so as to improve the classification accuracy.
Meanwhile, deep learning does not need feature engineering: classic ML algorithm usu-
ally needs complex feature engineering. Typically, exploratory data analysis needs to be
performed first on the dataset. Then, lower the dimensions for processing. Finally, the
best features must be carefully selected to be passed to the ML algorithm. When using
deep learning, such feature engineering is not needed [10], because good performance
can be achieved immediately simply by passing the data directly to the network. This
completely eliminates the heavy and challenging feature engineering phases of the entire
process.

At present, a large number of scholars have carried out researches on intrusion detec-
tion methods based on deep learning, and obtained better detection results in terms of
accuracy and false alarm rate than traditional machine learning and shallow learning.
Kang songlin et al. [11] proposed the Multiple Layer Extreme Learning Machine (ml-
elm) algorithm based on the combination of deep neural network (DNN) and Extreme
LearningMachine, which reduced data classification time. Kim [12] applied high persis-
tent threat in intrusion detection based on Deep Belief Nets (DBN). Alom Zahangir et al.
[13] used Deep Belief Nets, DBN and Extreme Learning Machine (ELM) to conduct
intrusion detection, which greatly improved the accuracy of intrusion detection. Deep
learning has achieved many excellent research results in computer image processing,
including resnet, densenet, CNN, etc.

For example, densenet has the advantage of saving parameters and achieves the
same accuracy in ImageNet classification dataset. The number of parameters required
by densenet is less than half of ResNet. For industry, small models can significantly
save bandwidth and reduce storage overhead [14]. Province is calculated. With a pre-
cision comparable to ResNet, DenseNet required only about half as much computation
as ResNet. The demand of computational efficiency in the practical application of deep
learning is very strong. ShowDenseNet has very big potential for this type of application,
even without the Depth Separable Convolution can achieve better results than existing
methods. Anti-over-fitting, DenseNet has very good anti-over-fitting performance, espe-
cially suitable for the application where the training data is relatively scarce. There is
a more intuitive explanation for DenseNet’s anti-over-fitting: the features extracted at
each layer of the neural network are equivalent to a nonlinear transformation of the input
data, and the complexity of the transformation gradually increases as the depth increases
(more composite of nonlinear functions). Compared with the classifier of general neural
network, which is directly dependent on the features of the last layer of the network (with
the highest complexity), DenseNet can comprehensively take advantage of the features
with lower complexity of the shallow layer, so it is easier to obtain a smooth decision
function with better generalization performance. However, due to the incompatibility
between the dimension of intrusion detection data and the data structure of image net-
work, the intrusion detection data is basically one-dimensional data, while the image is
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basically two-dimensional or three-dimensional data. The image processing network is
less used in intrusion detection (Table 1).

Table 1. The deep learning algorithm commonly used in intrusion detection field.

dataset Lstm gru cnn resnet densenet

Kdd99
√ √ √ √

As can be seen from the figure above, densenet is still a blank in the field of intrusion
detection.

At the same time, due to the great difference between current network environments
and the traditional one, it puts forward higher requirements on the applicability of the
intrusion detection. At present, there are vast amounts of data transmitted through the
network every day, how to effectively deal with these data for intrusion detection speed
and efficiency of the higher requirements are put forward. The accuracy of detection
and false alarm rate has always been the research focus of intrusion detection, although
a lot of research in this area has made significant progress, but there is still room for
improvement. Intrusion detection as an online system, real-time is very heavy Although
deep learning can improve the accuracy of detection, it is difficult to train due to too
many parameters. Therefore, how to improve the training speed of the model and better
meet the real-time requirements of intrusion detection is also an important problem to
be solved.

Inspired by densenet, due to the network densenet is based on image processing, the
input is a 2d and 3d, and intrusion detection system is basically a dimensional data, the
correlation between the data is not large, forced data litres of d may increase the amount
of calculation, under the inspiration of densenet, based on the depth of neural network,
combined with relu, all connections, cross connection between cascade method puts
forward a new intrusion detection method, and based on the model based on pytorch -
gpu implemented code, the last is verified using kdd99 data set.

Intrusion detection system can be divided into three modules: data preprocessing
module, feature learningmodule and intrusion type classificationmodule. The ids model
is shown in Fig. 2. First data input, data preprocessing, then feature learning, and finally
classifier for detection. The details of these three modules are explained below (Fig. 1).

2 Data Pre-processing

In this paper, KDD99 datasets are used as our training and testing datasets, the data
set is nine weeks of network connection data collected from a simulated U.S. air force
local area network, divided into training data with identification and test data without
identification. The test data and the training data have different probability distributions,
and the test data contains some attack types that do not appear in the training data, which
makes the intrusion detection more realistic. Each connection of the data set consists of
41 features and 1 attack type. The training data set contains 1 normal identification type
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Fig. 1. Proposed IDS structure

Fig. 2. Designed CDNN model for IDS

and 36 training attack types, among which 22 attack modes are in the training data and
14 attacks only appear in the test data set (Table 2).

TCP basic connection characteristics (total 9 types) basic connection characteristics
include some basic connection attributes, such as continuous time, protocol type, num-
ber of bytes transferred, etc. The content characteristics of TCP connection (13 kinds
in total) are extracted from the content characteristics of data content that may reflect
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Table 2. Details of five labels

Intrusion category Description Details

Normal Normal record Normal

DOS Denial of service attack Back, land, neptune, pod, Smurf,
teardrop

Probing Scanning and detection Ipswee, ap, portsweep, satan

R2L Unauthorised remote access ftp_write, guess_passwd, imap,
multihop phf, spy, warezclient,
warezmaster

U2R Illegal access to local super users buffer_overflow, loadmodule,
perl, rootkit

the intrusion, such as the number of login failures. Statistical characteristics of network
traffic based on time (a total of 9 types, 23 ~ 31). Since network attack events have a
strong correlation in time, some connections between the current connection records
and the previous connection records in a period of time can be statistically calculated
to better reflect the relationship between connections. Host-based network traffic statis-
tical characteristics (total 10 types, 32 ~ 41) time-based traffic statistics only show the
relationship between the past two seconds and the current connection, as shown in the
figure below (Table 3).

An example of the original intrusion data record is x = {0,icmp,ecr_i,SF,1032,
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,511,511,0.00,0.00,0.00,0.00,1.00,0.00,0.00,255,255,
1.00,0.00, 1.00,0.00,0.00,0.00,0.00, 0.00,smurf}

There are 41 features and one label.
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Table 3. Details of forty one features

Description Feature Data attributes

Basic feature of individual duration continuous

TCP connections protocol_type symbolic
service symbolic
flag symbolic
src_bytes continuous
dst_bytes continuous
land symbolic
wrong_fragment continuous
urgent continuous

content features within a hot continuous
connection suggested by num_failed_logins continuous
domain knowledge logged_in symbolic

num_compromised continuous
root_shell continuous
su_attempted continuous
num_root continuous
num_file_creations continuous
num_shells continuous
num_access_files continuous
num_outbound_cmds continuous
is_host_login symbolic
is_guest_login symbolic
count continuous
srv_count continuous
serror_rate continuous
srv_serror_rate continuous
rerror_rate continuous
srv_rerror_rate continuous
same_srv_rate continuous
diff_srv_rate continuous
srv_diff_host_rate continuous

traffic features computed dst_host_count continuous
in and out a host dst_host_srv_count continuous

dst_host_same_srv_rate continuous
dst_host_diff_srv_rate continuous
dst_host_same_src_port_rate continuous
dst_host_srv_diff_host_rate continuous
dst_host_serror_rate continuous
dst_host_srv_serror_rate continuous

dst_host_rerror_rate continuous
dst_host_srv_rerror_rate continuous
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2.1 Character Numeric

Firstly we should remove duplicate data. In the actual collected data, many intrusion
records are the same, so duplicate data elimination technology can be used to reduce the
amount of data entering ids and eliminate information redundancy. The kdd99 dataset
has been de-duplicated and no filtering is required in this article. But some of the fea-
tures in the kdd99 dataset are numeric and some are character. Standardization is then
used to convert all the data captured from different ids sources into a digital format to
simplify data processing. The symbolic characteristic numeric rule is as follows: the
method of attribute mapping is adopted. For example, the attribute 2 is the protocol type
protocol_type, which has three values: TCP, udp, icmp, and is expressed by its posi-
tion, wherein TCP is 1, udp is 22, and icmp is 3. Similarly, the mapping relationship
between symbol values and corresponding values can be established by 70 symbol val-
ues of attribute characteristic service and 11 symbol values of flag. Label is processed
as follows (Table 4).

Table 4. Description of five labels

Intrusion type Description Label

Normal Normal record 0

Dos Denial of service attack 1

Probe Scanning and detection 2

R2L Unauthorised remote access 3

U2R Illegal access to local super users 4

2.2 Normalization

Because the value of some features is 0 or 1, while the value of some other features has
a wide range, in order to avoid the influence of a wide range of values is too large, and
the influence of a small range of values disappears, normalization processing is needed
to convert the values of each feature into between [0,1].

y = (x − xmin/xmax − xmin) (1)

After normalisation,
x = {0.0,3.38921626955e-07,0.00128543131293,0.0,0.0,0.0,0.0,0.0,0.0,0.0,0.0,

0.0,0.0,0.00195694716243,0.00195694716243,0.0,0.0,0.0,0.0,1.0,0.0,0.0,0.12549019
6078,1.0,1.0,0.0,0.03,0.05,0.0,0.0,0.0,0.0,0}
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3 CDNN Model Building

It can be seen that this model has 40 neurons in input layer and 5 neurons in output layer.
There are four hidden layers, each with 64 neurons and cascade different level structure.
The input of the latter layer is the output concat of all the previous layers.

3.1 The Activation Function

Select relu as the activation function. As a nonlinear element, Relu function can increase
the nonlinearity of neural network andmake the structure of convolutional neural network
piecewise linear. When the activation function is calculated by using functions such
as Sigmoid, the calculation amount is large. When the back propagation is used to
calculate the error gradient, the derivation involves division, and the calculation amount
is relatively large. Relu can make the output of some neurons 0, which leads to the
sparsity of the network, reduces the interdependence of parameters, and alleviates the
over-fitting problem.

3.2 The Loss Function

Select categorical_crossentropy, as the lossfunction, and its calculation formula is as
follows:

loss(x, target) = − log

(
exp(x[target])∑

j exp(x[j])

)
= x[target] + log

⎛
⎝∑

j

exp(x[j])
⎞
⎠ (2)

X and target represent the predicted output and label values, respectively, and j
represents each category.

3.3 Hidden Layers and Neural

First of all, we default to 80 neurons per layer (Fig. 3). It can be seen from the figure that
the accuracy of the model increases with the number of layers and reaches the highest
point when the number of the hidden layers is 4 (Table 5).

On the basis that the number of hidden layers is 4. It can be seen from the figure that
the accuracy of the model is on the rise from 40 to 64 nodes and on the decline from 64
to 100 nodes. The test finds that 64 nodes are the best.
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Fig. 3. Network layer number and detection accuracy test of the proposed NDNN on KDD99
dataset

Table 5. Number of neural and accuracy test on KDD99 dataset

Number of neural Accuracy

40 0.503

60 0.917

63 0.923

64 0.927

65 0.920

80 0.916

100 0,904

4 Experiment

4.1 Experimental Environment

The experimental environment in this paper is windows10, Anaconda open source
library, python programming language, pytorch for deep learning, etc. GTX950 graphics
card is used as GPU for accelerated computing.
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4.2 The Experimental Process

The evaluation indexes were accuracy, recall, precision and f-score are as follows
(Table 6)

Table 6. The meanings of TP, FP, FN and TN

Actual class Predicted class

Anomaly Normal

Anomaly TP FN

Normal FP TN

Accuracy = TP + TN

TP + TN + FP + FN
(3)

Recall = TP

TP + FN
(4)

PRECISION = TP

TP + FP
(5)

The classification problem is to classify instances into positive or negative classes.
For a thing sub problem, hu hu four kinds of feelings appear. If an instance is positive and
is predicted to be positive, it is True positive; if an instance is negative and is predicted
to be positive, it is False positive. Accordingly, if the example is a negative class and
is predicted to be a negative class, it is called True negative, and if the positive class is
predicted to be a negative class, it is false negative (Table 7).

Table 7. Details of the KDD99 dataset

Intrusion category Number of training data Number of test data

Normal 97278 60593

Probe 4107 4166

Dos 391458 229853

U2R 52 228

U2L 1126 16189

In the experiment, the experiment results of KNN, decision tree, AdaBoost, random
forest (RF) and CNN, RNN are compared, and the accuracy of the algorithm is shown
in Fig. 3. The accuracy of KNN, decision tree, AdaBoost, random forest and CNN are
respectively 76.6%, 80.4%, 79.7%, 76.6% and 77.7%. It can be seen that the algorithm
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Table 8. Comparison of evaluation indexes of different algorithms

Model Accuracy Recall F-score

Knn 0.766 0.610 0.748

Decision tree 0.804 0.695 0.791

Adaboost 0.797 0.698 0.796

Random Forest 0.766 0.605 0.744

Proposed 0.927 0.987 0.849

proposed in this paper has certain improvement in accuracy compared with traditional
machine learning algorithm and deep neural network CNN, reaching 92.7% (Table 8).

Known from the analysis of above benchmark Recall value compared with the tra-
ditional algorithm has great improvement, because of IDS is designed to improve the
Recall value, which reduced the abnormal samples miss as normal the number of sam-
ples. Compared with some algorithms, this paper has made great progress in this aspect.
However, as a whole, the number of misjudgment accounts for a high proportion of the
total sample size, so the precision has not been significantly improved.

5 Conclusion

Deep learning method is a new machine learning method in the field of intrusion detec-
tion. It has strong feature extraction ability for high-dimensional feature vectors and
good classification performance. In this paper, cross-hierarchy connection is used in
intrusion detection. Densenet network has made great achievements in image, which
proves that it can perform the task of feature extraction excellently. This network can
be used in intrusion detection and has good performance of feature extraction. In future
work, this neural network needs further improvement to reduce training time, further
improve classification accuracy and improve model generalization ability.

Acknowledgments. The authors would like to thank the reviewers for their detailed reviews
and constructive comments, which have helped improve the quality of this paper. This work
was supported in part by the National Key Research and Development Program of China (No.
2017YFB0802302), the Science and Technology Support Project of Sichuan Province (No.
2016FZ0112, No. 2017GZ0314, No. 2018GZ0204), the Academic and Technical Leaders Train-
ing Funding Support Projects of Sichuan Province (No. 2016120080102643), the Application
Foundation Project of Sichuan Province (No. 2017JY0168), the Science and Technology Project
of Chengdu (No. 2017-RK00-00103-ZF, No. 2016-HM01-00217-SF).

References

1. Pervez, M.S., Farid, D.M.: Feature selection and intrusion classification in NSL-KDD cup 99
dataset employing SVMs. In: International Conference on Software, Knowledge, Information
Management and Applications. IEEE (2015)



A New Network Intrusion Detection Method 57

2. Shapoorifard, H., Shamsinejad, P.: Intrusion detection using a novel hybrid method incorpo-
rating an improved KNN. Int. J. Comput. Appl. 173(1) (2017)

3. Ingre, B., Yadav, A., Soni, A.K.: Decision tree based intrusion detection system forNSL-KDD
dataset (2017).Author, F.:Contribution title. In: 9th International Proceedings onProceedings,
pp. 1–2. Publisher, Location (2010)

4. Mehmood, A., Mukherjee, M., Ahmed, S.H., et al.: J. Supercomput. 74, 5156 (2018)
5. Farnaaz, N., Jabbar, M.A.: Random Forest Modeling for Network Intrusion Detection System

Author links open overlay panel
6. Xiang, Yu., Tian, Z., Qiu, J., Shen, S., Yan, X.: An intrusion detection algorithm based on

feature graph. Comput. Mater. Continua 61(1), 255–274 (2019)
7. Ling, T., Chong, L., Jingming, X., Jun, C.: Application of self-organizing feature map neu-

ral network based on K-means clustering in network intrusion detection. Comput. Mater.
Continua 61(1), 275–288 (2019)

8. Xiaonian,W., Zhang, C., Zhang, R.,Wang, Y., Cui, J.: A distributed intrusion detection model
via nondestructive partitioning and balanced allocation for big data. Comput.Mater. Continua
56(1), 61–72 (2018)

9. Shone, N., Ngoc, T.N., Phai, V.D., et al.: A deep learning approach to network intrusion
detection. IEEE Trans. Emerg. Topics Comput. Intell. 2(1), 41–50 (2018)

10. Lecun, Y., Bengio, Y., Hinton, G.: Deep learning. Nature 521(7553), 436 (2015)
11. Kim, J., Shin, N., Jo, S.Y., et al.: Method of intrusion detection using deep neural network. In:

2017 IEEE International Conference on Big Data and Smart Computing (BigComp). IEEE
(2017)

12. Kang, S., Liu, Le., Liu, C., et al.: Application of multi-layer extreme learning machine in
intrusion detection. Comput. Appl. 35(9), 2513–2518 (2015)

13. Alom, Z., Bontupalli, V.R., Taha, T.M.: Intrusion detection using deep belief network and
extreme learning machine. Int. J. Monit. Surveillance Technol. Res. 3(2), 35–56 (2015)

14. Gao,H., Zhuang, L., van derMaaten, L.,Weinberger, K.Q.:DenselyConnectedConvolutional
Networks. arXiv:1608.06993

http://arxiv.org/abs/1608.06993


Improved Single Target Tracking Learning
Detection Algorithm

Hongjin Zhu, Jiawei Li, Congzhe You, Xiangjun Chen, and Honghui Fan(B)

College of Computer Engineering, Jiangsu University of Technology, Changzhou 213001,
People’s Republic of China

fanhonghui@jsut.edu.cn

Abstract. In order to improve the robustness and speed of single target tracking,
this paper proposes an improved tracking learning method. The purpose is to
improve the tracking module in the traditional tracking learning detection (TLD)
algorithm. By introduced oriented fast and rotated brief (ORB) feature points and
keep the original uniformdistribution point to improve the robustness and speed up
execution of tracking. The experiment shows that the improved TLD algorithm has
strong robustness in different environments, and the feat can quickly and accurately
track the single object. The proposed algorithm can overcome the tracking failures
caused by objects with partial occlusion, fast motion and leave the tracking field
of vision, and has better robustness. It is experimentally verified that it has the
veracity and the execution speed, compared with the traditional TLD algorithm.

Keywords: Tracking learning detection · ORB feature points · Single-target
tracking · Uniformed-distributed points

1 Introduction

With the rapid development of information technology, intelligent detection and tracking
technology of moving objects has been widely applied in daily life. For example: in ITS,
accurate detection of vehicles is a very important part; In the intelligent monitoring
system, detection and tracking of moving objects such as humans, animals and vehicles
is the key to the operation of the whole system. Moving target detection and tracking
technology is becoming more and more mature. However, due to the impact of many
adverse factors in the process of target detection and tracking and the high expectation
of precision in the application process of the industry, this research direction is still a
hot research topic.

In the process of detection and tracking of the moving target, the moving target
and the background may change, such as rotation change, rapid movement, illumina-
tion change, scale change, background similar interference, motion blur, occlusion and
beyond the field of vision [1, 2]. Moving object detection and tracking algorithms are
mainly divided into two categories [3]. The first one is to detect moving objects directly
from image sequences without relying on prior knowledge, and to identify target objects
and track moving targets of interest [4]. The second one is the prior knowledge that
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depends on the target. First, it models the moving objects, and then finds the matching
moving targets in the image sequence in real time. The algorithm proposed in this paper
belongs to second kinds of algorithms, and it is also suitable for long time tracking [5].
There is a common problem in the research of long time target tracking. After moving
away from the camera’s field of vision, the motion target will appear again, whether the
system can detect it again, and start the new tracking. In addition, there are many prob-
lems to be solved in the process of long time tracking, such as the fusion of detection and
tracking, the occlusion of the moving target and the feature selection of the detector. The
tracking learning algorithm (Tracking Learning Detection), proposed by Dr. Kalal of the
University of Surrey in 2013, is one of the most representative long - time tracking meth-
ods in recent years [6]. The TLD algorithm is composed of threemodules, the tracker, the
detector and the learning module. These three modules support each other, complement
each other, run at the same time, and have high efficiency. It is a relatively complete
tracking method. Although TLD has shown excellent performance in robustness and
accuracy, there is still room for improvement. Wang et al. [7] uses the back projection
algorithm to construct skin color classifier to transform the detection module in TLD.
Medouakh et al. [8] introduces a new tracking and detection feedback mechanism by
introducing color histogram feature and scale adaptation. These two papers have been
modified for the traditional TLD algorithm, all of which have improved the robustness
of the traditional TLD algorithm to a certain extent, but the speed of execution still needs
to be improved.

This paper is mainly aimed at improving the tracker module of traditional TLD,
and designing a new tracker. The new tracker introduces the ORB feature points, and
preserves the original uniform distribution points. The improved algorithm has better
robustness and execution speed. Experiments show that the algorithm proposed in this
paper improves the execution speed of the traditional TLD algorithm, and solves the
problem of tracking failure due to the occlusion or rapid movement of the moving
target.

The traditional TLD algorithm is a long time tracking algorithm suitable for a single
target in complex environment, which consists of three parts, the detector (detector),
the tracker (tracker) and the learner (learning), which are composed. Unlike traditional
tracking and detection methods, TLD algorithm has both detection module and track-
ing module, and they are not interfering with each other and run at the same time. The
modular module of TLD algorithm mainly consists of three modules, and the algorithm
structure is shown in Fig. 1. Tracking module: assuming that the tracking objects in the
front and rear frames are tracking the field of vision, they are used as a precondition to
track the motion of the target. Once the tracking target is lost in the tracking field, the
tracking failure will happen. Detection module: assuming each video frame is indepen-
dent of each other, according to the target model detected and learned, the full graph
of each frame is searched to locate the area that the tracking target may appear. How-
ever, as with other simple target detection methods, there are also errors in the detection
modules in TLD. The errors are divided into two cases, which are the positive sample
as negative sample and the negative sample as the positive sample. Learning module:
according to the results of the tracking module, the two errors of the detection module
are evaluated, and the training samples are generated to update the target model of the
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detection module according to the results of the evaluation, and the key feature points
of the tracking module are updated to avoid the similar mistakes.

Fig. 1. Frame diagram of TLD components

2 Improved Tracking Learning Detection Algorithm

Feature point extraction is the key step in the process of target detection and tracking by
feature matching algorithm. The quality of feature point extraction will directly affect
the follow-up detection or trackingwork [9, 10]. SURF, SIFT, BRISK,ORB and FREAK
are common feature points extraction algorithms [11]. The ORB algorithm is proposed
by Zhu and others in the article “Copy-move forgery detection based on scaled ORB”
in 2016. Based on the well-known feature descriptor of Fast feature detection and the
Brief descriptor proposed by Calonder et al. [13, 14]. In recent years, the feature points
are directed to the feature points, and the feature points are rotated [15–17]. Based on
meanwhile, we propose to solve the problem of scale invariance by constructing Pyramid
method. The ORB feature matching algorithm steps are as follows:

Step 1: First of all, the scale Pyramid is built.
Pyramid has a total N level, which is different from SIFT, with only one image per layer.
The scale of layer S is:

scales = Fators (1)

The Fator is the initial scale (the default is 1.2), and the original is on the zeroth level.
Layer s image size is:

Sizes = (H ∗ 1

scale
) × (W ∗ 1

scale
) (2)

Among them,H is the height of the initial image, andW is the width of the initial image.
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Step 2: Using Faster to detect feature points on different scales.
On each layer, the feature points N need to be extracted by formula are calculated, and
the Faster corner response values are sorted on this layer, 2N feature points are extracted
before and then sorted according to the response value of Harris corner points, and the
former N feature points are taken as the feature points of this layer.

N =
∑

x∀(circle(p))
|I(x) − I(P)| > εd (3)

The P is the candidate point, and I(X ) is the gray value of any point on the circle of
the circle with the P point. I(P) is the gray value of the center P, the epsilon εd is the
threshold, and if N > εd determines that P is a feature point.
Step 3: Calculate the main direction of each feature point.
Taking the feature points obtained in step 2 as the center, the Cartesian coordinate system
is set up. In this field, the center of mass is calculated in S, then the feature point is the
starting point and the center of mass is the direction vector. The direction of the direction
vector is the direction of the feature point. The moment of the region S is:

mp,q =
∑

x, y

xpyqI(x, y) (4)

Regional centroid:

C =
(
m1,0

m0,0
,
m0,1

m0,0

)
(5)

Characteristic point direction:

θ = arctan

(
m0,1

m1,0

)
(6)

Including: X , y,−[−R,R], R and P is at the center of the circle radius, P feature points,
Q as the center point.
Step 4: Rotate the Patch of each feature point to the main direction, and use the 256 best
descriptors selected by the above step 3 to account for 32 bytes.
Test criteria for τ :

τ(P; x, y) =
{
1, P(x) < P(y)

0, P(x) ≥ P(y)
(7)

N-dimensional binary bit strings:

fn(P) =
∑

1≤i≤n
2i−1τ(P; xi, yi) (8)

Among them: P is the image domain of S × S size, P(x) is the gray value of P at x in
the image domain, P(y) is the gray value of P in the y area of the image domain. (xi, yi)
represents a test point pair, In formula (8) n = 256.
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Step 5: Use the Hamming distance to match the feature points.
Suppose k1, k2 is the feature point obtained by the ORB algorithm:

k1 = x0x1x2 · · · x255, k2 = y0y1y2 · · · y255 (9)

Then, the Hamming distance of two 256 dimensional ORB feature points is calculated
by calculation to get the similarity between them.

D(k1, k2) =
∑255

0
xi ⊕ yi (10)

D(k1, k2) represents similarity, a larger value indicates a lower similarity.
In order to verify the characteristics of ORB feature points, a group of experiments
were carried out, and the experimental results were shown in Fig. 2 (the threshold in
experiment is 2000). From Fig. 2(a) and Fig. 2(b), we can see that ORB feature points
overcome the problem of rotation and noise better, and have good rotation invariant
characteristics and anti noise characteristics.

Fig. 2. ORB feature point matching effect

In order to further verify that the execution speed of the ORB algorithm is far superior to
the previous SIFT and SURF algorithms, the data sets (mainly used for feature detection
and matching) provided by Mikolajczyk and Schmid are used for experiments. The
experimental results are shown in Table 1. By contrast, the execution speed of ORB is
much better than that of other algorithms.
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Table 1. Comparison of detection speed and matching speed between 5 feature points.

Algorithm SIFT SURF ORB

Successful matching logarithm 5335 2809 446

Total time (s) 13.9123 4.17253 0.36394

Matching speed (ms) 2.6081 1.4849 0.7931

3 TLD Algorithm Based on ORB Feature Point Improvement

In the process of moving target tracking, the traditional TLD algorithm tends to track
the drift due to the tracking target occluded or the moving speed is too fast, which leads
to the failure of tracking. From the 2.1 section, we can see that ORB feature points
are insensitive to noise, rotation invariance and fast execution speed, which satisfy the
requirement of saliency feature points. Therefore, this algorithm combines traditional
TLD algorithm and ORB feature points to transform the tracking module in traditional
TLD algorithm. The ORB feature point and the uniform feature point are used in amixed
way, rather than using the ORB feature point alone, because the target tracking failure
can be caused when the ORB feature point of the tracking target is not extracted or when
it is very small. The algorithm of the improved tracker is as follows:

Input: It−1, It, bt−1
Output: bt ← (bt−1,T , S)

Step1: The selected tracking target is uniformly sampled to get the initial tracking point

Rt−1 =
{
xt−1
1 , xt−1

2 , · · · , xt−1
M

}
, Rt−1 refers to 100 uniform feature points in bt−1.

Step 2: Using the ORB algorithm, the feature point Kt = {
xt1, x

t
2, · · · , xtm

}
between

It−1 and It are obtained. Optimum matching is used to get the optimal feature point
Kt = {

xt1, x
t
2, · · · , xtn

}
.

Step 3: If the feature point Rt found in Step2, Kt and Rt−1 are combined into F as a
reliable tracking point to predict.
Step 4: If the best feature points are not found in Step2, the optical flow method

will be used, Calculate the trace points Rt =
{
xt−1
1 , xt−1

2 , · · · , xt−1
M

}
and Rt−1 =

{
xt−1
1 , xt−1

2 , · · · , xt−1
M

}
from It−1 to It .

Step 5: Evaluation of tracking error fb = FB(Rt−1,Rt−1), ncc = NCC(Rt−1,Rt),
Among them, FB refers to the error of the forward and backward direction; NCC refers
to a normalized cross-correlation.
Step 6: Filter out the peripheral points to R = {(Rt−1,Rt)|ncc > M ncc, fb < M fb },
Among them, M fb = med(fb),M ncc = med(ncc), med refers to an array for an
intermediate value.
Step 7: The tracking points R and Kt feature points into a reliable point is R.
Step 8: Using reliable R to evaluate scale transformation S and translation transform T :
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S = med

⎧
⎨

⎩

∥∥∥xti − xtj

∥∥∥
∥∥∥xt−1

i − xt−1
j

∥∥∥
, i �= j

⎫
⎬

⎭ (11)

T = med(dx, dy) (12)

Among them, dx, dy respectively refer to Rt and Rt−1, which want to reduce the
horizontal and vertical components.

4 Experimental Results and Analysis

In this paper, the traditional TLD algorithm and ORB based O-TLD algorithm are exper-
imentation in the same complex environment respectively. Figure 3 is the tracking exper-
iment result of the traditional TLD algorithm, and Fig. 4 is the tracking experiment result
of O-TLD algorithm.

Fig. 3. The tracking results of the original TLD algorithm

Figure 3(a) and Fig. 4(a) show the tracking effect of the moving target under no
occlusion. The TLD algorithm and the O-TLD algorithm all follow the success, but by
contrast, the tracking effect of the O-TLD algorithm is better; Fig. 3(b) and Fig. 4(b)
show the tracking effect of the moving target under partial occlusion, the TLD algorithm
tracking failure, the O-TLD algorithm heel Fig. 3(c) and Fig. 4(c) show the tracking
effect that the moving target has just left the camera field of vision (complete occlusion).
The O-TLD algorithm is successfully traced to the position of the moving target to leave
the camera field, while the TLD algorithm fails to track the target, Fig. 3(d) and Fig. 4(d)
show the tracking effect of the fast motion of the moving target. The fast motion of the
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Fig. 4. The tracking results of the improved TLD algorithm

moving target produces motion blur, the TLD algorithm fails to track, and the O-TLD
algorithm tracks the moving target better. The following results are summarized, and
two points are obtained. (1) when moving targets are not blocked, O-TLD algorithm has
better tracking effect and higher accuracy. (2) when the tracking target appears partial
occlusion, complete occlusion (just leaving the field of vision) and fast moving, the
O-TLD algorithm can better overcome these problems, successfully track the moving
target and have better robustness.

In order to verify the performance of the algorithm in different experimental envi-
ronments, 15 test video sequences were selected in TB-100, and TLD algorithm and
O-TLD algorithm were tested. 15 of the selected video sequences cover a variety of
problems, such as fast moving, illumination change, scale change, background similar
interference, motion blur, occlusion and beyond the field of vision. This experiment uses
2 performance indicators to evaluate the performance of tracking: (1) the success rate
(Success Rate, SR): the ratio of the number of successful tracking frames to the total
number of frames. (2) the average time consuming (Average Consumption Time, ACT):
refers to the average time of processing each frame. Table 2 shows the average data of
two algorithms on 15 test videos. Figure 5 shows the performance comparison between
O-TLD and TLD algorithm.

Table 2. The test results of the video.

Item SR/(%) ACT/(ms)

Algorithm TLD method O-TLD method TLD method O-TLD method

Mean value 52.1 67.6 14.23 12.38
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Fig. 5. O-TLD algorithm and TLD algorithm

From the average data of Table 2, we know that the accuracy of O-TLD algorithm is
about 15% higher than that of TLD algorithm, and the average consumption time is less
than 2 ms. The analysis of Fig. 5(a) shows that the success rate of O-TLD algorithm is
much higher than that of TLD algorithm. The analysis of Fig. 5(b) shows that the average
consumption time of O-TLD algorithm is much lower than that of TLD algorithm.
Therefore, the O-TLD algorithm proposed in this paper has better success rate and
execution speed. The experimental results also prove that the O-TLD algorithm is more
accurate and real-time.
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5 Conclusion

This paper mainly improves the tracker in TLD, introduces the ORB feature points, and
preserves the original uniformdistribution point, and solves the problemof occlusion and
fast moving of the moving target, and improves the robustness, accuracy and execution
speed of the algorithm. The experimental results show that the improved TLD is better
than the traditional TLD performance in terms of robustness and execution speed, but it
is only a single target tracking, and further research is needed in the tracking of multiple
targets. In the futurework,wewill further improve theTLD tracking algorithm to achieve
multi-target motion tracking.
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Abstract. The user data stored in remote server should be assured
intact. Remote data integrity checking scheme (RDIC) allows a third
party auditor (TPA) to examine the integrity of data in cloud server.
As we know, the user authentication is necessary in the cloud storage.
Obviously, the user identity is sensitive as the user can be identified when
it requests integrity checking. In this paper, we employ zero-knowledge
undeniable signature to RDIC to tackle the privacy leakage. There is no
evidence to show the user checking, thus the user privacy is protected.

Keywords: Cloud storage · Privacy preserving · Data integrity ·
Provable data possession

1 Introduction

In the era of big data, due to the fact that everyone has a lot of data need to
upload and download [6,15], the traditional remote data integrity checking is
far from satisfying people’s needs. Since cloud storage has huge memory and
computing resources which breaks the restrictions of geography and storage for
users, the original method by comparing hash value is not suit for current situ-
ation for the lack of local copy anymore. Thus, the paradigm of provable data
possession (PDP) was first proposed by Giuseppe Ateniese et al. [1].

In the model of provable data possession, taking consideration of users’ com-
putation resource and the size of the file, generally speaking, a third party auditor
(TPA) could be employed by data owners to check the integrity of the file with
a high probability to prevent some malicious cloud servers delete or lost users’
data, which could bring a good deal of benefits for data owners. For example,
data owners can save more time and energy to manage their outsourced file
[12,14]. However, the foundation of provable data possession lie in the truthful
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interaction between users and cloud. Owning to the reason that the user pur-
chase the server’s service, for the general case, the cloud service should only
be available to those honest and already paid users [10,18]. Therefore, in this
circumstances, in order to ensure the legitimacy of the user’s identity while not
revealing the user’s privacy, we proposed our scheme.

1.1 Motivation

In this paper, we would pay more attention to the contradiction between users
and cloud. Considering such a scenario, suppose Alice needs to upload some
private information to the cloud. What if other one pretends to be Alice upload-
ing some junk file? It would lead to network congestion. Therefore, making an
authentication before saving data from users directly is widely viewed indispens-
able to the cloud. In a common sense, Alice can make a digital signature on file
block labels to convince cloud server the authenticity of her identity. Unfortu-
nately, Alice worries her private information would be known to the server.

Several schemes that support identity authentication resorted to group sig-
nature or ring signature. But there are both important premises that group
signature needs a trusted group manager which still not address the difficulty
in essence. And for ring signature, getting the signature of the members of the
group is in terms of forming a group. Thus, it is very essential to utilize undeni-
able signature [7,8] technology for help.

1.2 Related Work

To prevent some malicious cloud server delete data owners’ files, a scheme which
allow users to check the outsourced date without downloading the whole file was
presented by Blum [3]. In 2007, a paradigm called PDP was first introduced by
Ateniese et al. [1]. After that, Giuseppe Ateniese et al. continued to propose
dynamic PDP notion and its related concrete scheme [2]. But it failed to realize
inserting operation. Hence Erway et al. [9] utilized rank-based authenticated
skip lists to make PDP model dynamic in 2009. Also the same work has been
made by F. Sebé et al. [17] which dramatically reduced the I/O cost at a lower
level. Then in 2012, Wang et al. [22] manipulated Merkel Hash Tree (MHT) to
enhance the block tag authentication . But it could contribute to replace attack
said by Liu et al. [13]. To deal with the problem, Yu et al. [25] picked a tag salt
and appended it at the end of the file and they improved their scheme based
on identity, filling the gap that no zero-knowledge stored data privacy had ever
been realized [24]. At the meantime, to make the protocol more efficient and
flexible, Wang et al. [21] distributed the PDP in multi cloud storage .

In other aspect, considering to provide anonymity for users, Yu et al. [26] let
the users commonly share a secret key and all legal users could use it. But it
subjects to the scale of group. Formally, Wang et al. [19] proposed the model of
privacy-preserving for shared data which combines the property of ring signature
[5,16]. Similar work has been done by [11,20]. Different from the previous one,
[4,20] resorted to short group signature method in tag generation algorithm to
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meet the need of constant tag size. Although the tag size has already had nothing
to do with scale of users, the composition of uploader’s tag is still complex.
Because the group G1 has four elements, G2 has one and other six elements are
from Z

∗
p. Therefore, aimed at optimize both efficiency and privacy, Wu et al. [23]

constructed a special three triples of tag. But the cloud still know the privacy is
from one of the group members and the data owners need to form a group first
before uploading.

1.3 Contributions

In this paper, we focus on eliminating the contradiction between identity ver-
ification and privacy preserving problem. We proposed the new model called
privacy-preserving authentication for cloud audit (PPACA). We construct a 4-
round interaction between user and cloud server by utilizing undeniable signature
[7,8].

1.4 Paper Organization

The following part is organized as follows. Section 2 we review some preliminar-
ies. Section 3 we formalize our model: PPACA. Section 4 concretes our PPACA
protocol. Section 5 the soundness of our PPACA scheme will be formally proven
and its performance will be analyzed. In the end, we conclude the paper in
Section 6.

2 Preliminaries

2.1 Bilinear Map

A bilinear map is a function that generates an element of the third vector space
from elements in two vector spaces, and the function is linear for each parameter.
Specifically, let G1 and G2 be two cyclic group. The prime order is q. Typically,
e: G1 × G1 → G2 is a bilinear pairing map function if it meets the following
properties:

1) Bilinear: ê(ua, vb) = ê(u, v)ab, for all u, v ∈ G1 and a, b ∈ Zq.
2) Non-degeneracy: ê(g , g) �= 1, for generator g .
3) Computable: ê(ua, vb) can be computed efficiently for any u, v ∈ G1 and a, b

∈ Zq.

2.2 Computational Diffie-Hellman (CDH) Problem

(CDH Problem). Let ê : G1 × G1 → G2 be a bilinear pairing map function.
The following is the CDH problem: Given (g , ga, gb) ∈ G1 for randomly chosen
a, b ∈ Zq, compute gab ∈ G1. We say a adversary has advantage ε in solving the
problem if

Pr[gab ← A(g , ga , gb)] ≥ ε.
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Definition 1. (CDH Assumption). For any polynomial-time adversary, the
advantage in solving the CDH problem is negligible in the CDH assumption.

2.3 Syntax of Undeniable Signature

(Protocol). We suppose the prime order q and a primitive element g are public
for any signers. x is signer’s private key and gx corresponds the public key. The
message is m and the signature z = mx. So the challenge is the form of

za(gx)b,

where the a and b are independently and uniformly selected by verifier from the
group elements. Next, the signer needs to calculate the response as the form of

magb

to pass the verification.
A secure undeniable signature scheme should have the two properties such

as confirmation and disavowal.

Confirmation. The signer S can convince the verifier that his signature is valid
by providing a correct response.

Disavowal. Even the signer S has infinite computing power, S still cannot pro-
vide an incorrect response for his valid signature with exceeding q−1 probability.

3 The Model of PPACA Scheme

3.1 System Components of PPACA Scheme

As we can see in Fig. 1, the components of an PPACA consist of mainly three
entities, namely the users, the cloud server and the third party auditor (TPA).

– Users: Any user can use his or her secret key to calculate the label of the
message which is stored in a certain message block with index tag. Then,
user can upload the index message tag tuple to the server.

– Cloud Server (CS): It is an entity which has huge memory space and signifi-
cant computation resource to maintain files from data owners. Typically, the
message block is the basic storage element and it is labeled by index. Each
tag and the message are stored in corresponding message block.

– Third Party Auditor (TPA): The TPA receives audit requests from a set of
users and challenges the server to perform audits by using some message block
indexes and corresponding challenge values. It then, on behalf of user, checks
the validity of the server response and notifies the user of the results.
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Fig. 1. Components of an PPACA system.

3.2 Syntax of PPACA Scheme

A PPACA model includes 6 algorithms. They are listed below: Setup, KeyGen,
Sign, Interaction, Challenge, Respond and Verify. The following is the detail of
each algorithm.

– Setup(1k): Input the security parameter 1k. Then it outputs some public
parameter. Moreover, this algorithm still generates the public and the secret
key pair (pkj , skj) for the jth users.

– Sign(skj , i, mi): Next, the jth user inputs skj , i and mi to generate an
index-message-tag σij = (i, mi, σij). The index-message-tag will be uploaded
in the cloud.

– Authentication(σij): Upon receiving σij from the user, the cloud need to
confirm the validity of the tag. Hence, the user has to make an undeniable
signature with the cloud.

– Challenge(pkj , P): The TPA takes the public keys and randomly select P
from block sectors S to generate the challenge chal. After that, TPA sends
the chal to the cloud.

– Respond(chal , M , Σ): Getting the challenge, the server calculates the mes-
sage M = {mi| i ∈ P} and the associated tags Σ = {σij | i ∈ P} to generate
the response(σres, μ). Then the cloud will reply it to TPA.

– Verify(σres, μ, chal): The TPA utilities the secret value s and the challenge
chal to verify the response. Hence, the TPA outputs ‘1’ when the verification
correct and ‘0’ for false.
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3.3 Security Model of PPACA Scheme

We say a PPACA scheme can resist integrity forgery if there exists no IF adver-
sary who can win the following game in polynomial time t with a non-negligible
advantage AdvIF

A against challenger C.

– Setup: First, the challenger inputs the security parameter 1k. Then it outputs
some public parameter and public key pkj which would be given to adversary.

– Signing Query: The signing oracle could be adaptively queried by adver-
sary for the index-message pair (i, mi). According to the public key pkj the
adversary chooses, the challenger utilities the sign algorithm to return the
corresponding tag σij .

– Challenge: The adversary randomly selects a subset P∗ from the storage sec-
tor S as long as existing more than one index which has never been accessed to
sign oracle. The challenger utilities Challenge algorithm to return a challenge
chal of P∗.

– Respond: The adversary outputs the respond (σres, μ).
We define the advantage of the adversary in winning the game as:

AdvIF
A = Pr

〈
Verify(σres , μ, chal )

= ′1′

∣∣∣∣∣∣∣∣∣∣∣∣

(parameter, pkj) ← Setup(1k )
(pkj , i , mi) ← A(1k )
σij ← Sign(skj , i , mi)

P∗ ← A(1k )
chal ← Challenge(pkj , P∗)

(σres, μ) ← A(chal)

〉

Definition 2. For any polynomial time IF adversary A, the advantage of adap-
tively integrity forgery Attack in PPACA scheme is negligible.

3.4 Deniability Property of PPACA Scheme

We say a PPACA scheme can reach deniability property if there exists no adver-
sary A′ who can win the following game in polynomial time t with a non-
negligible advantage against challenger C.

– Setup: First, the challenger inputs the security parameter 1k. Then it outputs
some public parameter and secret key pairs (sk1, pk1,. . . , skn, pkn) which
would be given to adversary.

– Signing Query: The signing oracle could be adaptively queried by adver-
sary for the index-message pair (i, mi). According to the public key pkj the
adversary chooses, the challenger utilities the signing algorithm to return the
corresponding tag σij for i ∈ {1, . . . , M} and j ∈ {1, . . . , N}.

– Authentication: The adversary can adaptively pick σij to make an undeni-
able signature with the algorithm. The algorithm would return a commitment
C1.
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– Challenge: The challenger randomly selects i′ and j′ to generate a tag σi′j′

through the signing oracle. Then the challenger utilities undeniable signature
algorithm to generate a challenge commitment C1′ .

– Guess: The adversary selects a σij .
We define the advantage of the adversary in winning the game as:

Adv
IND
A′ = Pr

〈
i′ = i

j ′ = j

∣∣∣∣∣∣∣∣∣∣

(parameter, (sk1, pk1), . . . , (skn , pkn)) ← Setup(1k )

(skj , pkj , i, mi ) ← A′(1k )

σij ← Sign(skj , i, mi )

C1′ ← Authentication(σi′j ′ )
(i, j ) ← A′(1k )

〉
− 1

MN

Definition 3. (Deniability). The PPACA scheme reaches deniability prop-
erty for any polynomial time IND adversary A′. The advantage of AdvIND

A′ is
negligible.

4 Construction of PPACA Scheme

4.1 Construction

– Setup(1k): Input the security parameter 1k. Then it outputs some public
parameters = {G1, G2, e : G1 × G1 → G2, q, d, g ∈ G1, H:{0, 1}∗→ G1}.
Moreover, this algorithm still generates the public and the secret key pair
(pkj , skj) for the jth user Uj . Pick skj = xj ∈ Z

∗
q and compute pkj = gxj .

– Sign(skj , i, mi): Assume that, the ith message block stores mi ∈ Zq and Uj

can sign the message block like this:

σij = (H(i) · dmi )
1
xj .

Then, the tuple of index-message-tag (i, mi, σij) will be upload.
– Authentication(σij):

1) Upon receiving σij from Uj , The cloud randomly select two number λ1

and λ2 to compute a commitment C1 and send C1 to user, where

C1 = (H(i) · dmi )
1
xj

·λ1 · gλ2 .

2) Then Uj also randomly selects β ∈ G1 to calculate a pair of commitments
C2 and C3, where

C2 = (H(i) · dmi )
1
xj

·β · gb+β ,

C3 = [(H(i) · dmi )
1
xj

·β · gb+β ]xj .

3) Later, to confirm the commitment C2 and C3, the server gives user “λ1”
and “λ2”.
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4) Next, Uj first checks if

C1
?= (H(i) · dmi )

1
xj

·λ1 · gλ2 .

If it holds, then Uj continues to tell server the value of ”β”; Otherwise
abort.

5) At last, the server examine the correctness of C1 and C2, if right then
store Uj ’s data; Otherwise abort.

– Challenge(pkj , P): Uj recalls TPA to perform the verification. Conse-
quently, TPA randomly selects a subset P from the storage sector S and
randomly chooses si ∈ Z

∗
q for i ∈ P. T = {(i, si)| i ∈ P}. Therefore the

challenge chal = (pkj , T).
– Respond(chal , M , Σ): Then server calculates the response (σres, μ):

σres =
∏

(i, si )∈T

ê(σsi
ij , pk j ) and μ =

∑
(i,si )∈T

si · mi ,

where M = {mi| i ∈ P} , Σ = {σij | i ∈ P} and σij represents the Uj ’s tag.
– Verify(σres, μ, chal): In the end, the TPA verifies whether

σres
?= ê

⎛
⎝ ∏

(i, si )∈T

H(i)si · dμ, g

⎞
⎠ .

If the equation holds, it means the message block is stored integrally; Other-
wise, TPA does not accept it.

4.2 Comparison

Compared with Wu’s scheme [23], our scheme achieves a lower cost of computa-
tion. To reach information-theoretical anonymity, their scheme needs to hide the
user into a group. However, in our scheme, our privacy preserving solution relys
on zero-knowledge undeniable signature. We avoid n pairs of bilinear pairing
computation. Hence, the overhead is relatively low.

In other aspect, our scheme achieves a better security property than Wu’s
scheme. In our scheme, our privacy preserving solution is provided with denia-
bility property. Even if the cloud leak users’ data to the TPA, since the copy
of authentication can be simulated by anyone, the TPA would not trust the
authentication is real. Therefore, the privacy property is relatively better.

5 Security

5.1 Correctness

The verification can be always passed and the elaboration of correctness can be
listed as follows.
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σres =
∏

(i·si ∈ T)

ê
(
σsi
ij , pk j

)

=
∏

(i·si ∈ T)

ê
(
(H(i) · dmi )

1
xj

·si
, gxj

)

= ê

⎛
⎝ ∏

(i·si ∈ T)

H(i)si · dμ, g

⎞
⎠ .

5.2 Soundness

Theorem 1. If a verifier cannot confirm that a malicious server delete data,
an instance of the CDH problem can be addressed.

Proof. Suppose that, an adversary can adaptively access to hash oracle no more
than p times and sign oracle within time t. Of course, the adversary may output
a valid response with the advantage ε. Given the parameters={G1, G2, q, g , ga,
gb}. The simulator θ is aimed at computing ê(g , g)ab. Thus, a challenger may
have advantage over ε

p in addressing CDH problem within time O(t) by playing
a game with adversary.

Setup: Randomly pick l0, lj ∈ Z
∗
q and calculate

(ga)l0 , (ga)lj

set d = (ga)l0 and pick hash function H:{0, 1}∗→ G1 as random oracle. Then,
give adversary the parameters = {G1, G2, q, ê, g , d , H} and Uj ’s public key

pkj = (ga)lj .

Hash Queries: For any query for the value of the index, the hash oracle will
give adversary the answer. Then the simulator would keep a pre-test paper and
he can randomly select i∗ ∈ {1, . . . , p} and α∗ ∈ Z

∗
q . If the adversary require the

hash value of i∗, then the ki∗ = (gb)α∗
will be returned to adversary and (i∗, α∗)

will be included in the pre-test paper. Otherwise, randomly choose αi ∈ Z
∗
q and

include (i, αi) in the pre-test paper. Then, the adversary will have the value of
ki = (ga)αi .
Signing Queries: For any query for the ith data block mi, assume the hash
value of i has been hash queried, the oracle would always tell adversary the tag
as long as i �= i∗. Therefore here is a valid tag

σij = g
αi
lj · g

l0·mi
lj

= (ga·αi )
1

a·lj · (ga·l0·mi )
1

a·lj

= (H(i) · dmi )
1

skj
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Authentication: The adversary can choose λ1 and λ2 at random to compute
a commitment

C1 = (H(i) · dmi )
1

skj
·λ1 · gλ2 .

And the simulator can choose β ∈ G1 at random to calculate a pair of commit-
ments

C2 = (H(i) · dmi )
1

skj
·β · gb+β ,

C3 = [(H(i) · dmi )
1

skj
·β · gb+β ]skj .

Then, in order to pass the verification, the adversary need to give λ1 , λ2 and
the simulator need to give β.
Challenge: Now the adversary randomly selects a subset P∗ from the storage
sector S as long as existing more than one index which has never been accessed
to signing oracle. Without loss of generality, suppose there is only one index
called i′. Then the simulator would randomly choose si, for i ∈ P∗ and γ ∈ Z

∗
q

if and only if i′ = i∗. Compute

Uj = (ga)lj and T = {(i, si) | i ∈ P∗}.

Finally, the simulator gives the challenge chal = (T, Uj) to adversary.
Respond: The game will be ended with the response (σres, μ) calculated by
adversary. If and only if

σres = ê

⎛
⎝ ∏

(i, si )∈T

H(i)si · dμ, g

⎞
⎠ ,

the adversary would win the game.

Next, the simulator outputs

result =

⎡
⎢⎢⎢⎢⎣

ê

( ∏
(i, si ) ∈ T

H(i)si · dμ, g

)
(

ê
∏

(i, si ) ∈ T, i �= i′
gαi , g

)si

· ê (g l0·μ, g )

⎤
⎥⎥⎥⎥⎦

1
(s

i′ ·α∗)

= ê
(
H(i ′)si′ , ga

) 1
(s

i′ ·α∗)

= ê(g , g)ab .

From the above equation, we can make sure one point that whether the challenger
can solve the CDH problem relies not only on the valid response the adversary
calculate but also for the limitation factor that i �= i∗ in the Signing Query phase
and i′ = i∗ in the Challenge phase. Therefore, with the help of adversary, the
advantage of addressing CDH problem is:

AdvCDH
C ≥ Pr (¬abortθ) · AdvA ≥ ε

p
.
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Simultaneously, since the λ1, λ2 and β are respectively choosen by two parties
at random, the process of authentication can be simulated by anyone. Therefore,
the privacy leakage problem can be perfectly solved.

6 Conclusion

In this paper, we enhance the security and avoid the drawbacks of previous
scheme. Thus, we formally propose our PPACA scheme aimed at checking the
legality of user’s identity while not revealing user’s privacy. At the same time,
the correctness and soundness of the scheme has been proved. Therefore, the
risk of denial of service attack and privacy breach can be perfectly solved.
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Abstract. In recent years, deep neural networks have greatly facilitated machine
learning tasks. However, emergence of adversarial examples revealed the vul-
nerability of neural networks. As a result, security of neural networks is draw-
ing more research attention than before and a large number of attack methods
have been proposed to generate adversarial examples to evaluate the robustness
of neural networks. Furthermore, adversarial examples can be widely adopted
in machine vision, natural language processing, and video recognition applica-
tions. In this paper, we study adversarial examples against image classification
networks. Inspired by the method of detecting key regions in object detection
tasks, we built a restrict region-based adversarial example generation system for
image classification.We proposed a novelmethod called gradientmask to generate
adversarial examples that have a high attack success rate and small disturbances.
The experimental results also validated the method’s performance.

Keywords: Adversarial examples · Gradient mask · Restricted region · Image
classification

1 Introduction

Neural networks are seeing wider adoption in different fields includingmedical services,
transportation management and control systems. With the development of deep learning
in recent years, neural networks have indeed achieved great success. Neural networks
are very effective in many complex machine learning tasks. In image recognition, the
accuracy of neural networks has reached a level similar to that of human vision [1, 2].
Moreover, neural networks are also widely used in speech recognition [3] and natural
language processing [4–6].

However, in 2014, Szegedy et al. [7] first discovered the existence of adversarial
examples which imply the neural networks are easy to be fooled by small perturbations
added onto the image. The existence of adversarial examples makes people aware of the
vulnerability of neural networks. In some areas with high security requirements, such
as self-driving, facial payment, financial risk control, the robustness of neural networks
is emphasized. Adversarial examples can serve as an important surrogate to evaluate
and improve the robustness of models [8]. Adversarial examples have been detected not
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only in image classification tasks, but also in speech recognition [9], objection detection
[10], natural language processing tasks [11] and many real-world applications [12].

In our paper, we focus on generating adversarial example for image classification
tasks.Manymethods have been proposed to generate adversarial examples in image clas-
sification. In 2015, Goodfellow et al. first proposed FGSM (fast gradient sign method)
[13] to generate adversarial examples. After that, many gradient-based methods have
beenproposed, such asBIM(basic iterativemethod) [14], PGD(project gradient descent)
[15] and MI-FGSM (momentum iterative FGSM) [16]. These methods, also known as
white-box attacks, entail the gradient information of a given model. White-box attacks
assume that the complete knowledge of the network is known beforehand. Black-box
attacks are proposed without obtaining the network information in advance. Typical
black-box methods include a genetic algorithm proposed in [17], UPSET (universal per-
turbations for steering to exact targets) and ANGRI (antagonistic network for generating
rogue images) [18].

The contributions of the paper is summarized as follows:

1) We proposed a new method to generate adversarial examples, i.e. a restrict region-
based gradient mask method.

2) We built a system that users can restrict the attack region by themselves.
3) Our method could have a higher attack success rate and a smaller perturbation range

than existing methods.

The remainder of the paper is organized as follows. The next section high-lights the
related work. Preliminaries are provided in Sect. 3.We describe ourmethod for Gaussian
Noise attacks to the restricted region and gradient mask attacks to the restricted region
respectively in Sect. 4. We show the results and analysis in Sect. 5. We discuss about
the advantages and disadvantages of the our method in Sect. 6. Finally, we conclude the
paper in Sect. 7.

2 Related Work

Because neural networks are vulnerable and inexplicable, many adversarial example
generation algorithms have been proposed in recent years to attack neural networks.
These algorithms can be classified based on different standards. First, according to the
target of attacks, they can be divided into targeted attacks and non-targeted attacks. These
algorithms can also be divided into white-box attacks and black-box attacks based on
the attacker’s understanding of the model. There are also real-world attacks, which we
call physical-domain attacks. Next, we will introduce the details.

2.1 Image Classification

Image classification is the process of taking an input (like a picture) and outputting a
class (like a cat) or a probability that the input belongs to a particular class (there is a
90% probability that this input is a cat). When you look at a picture of your face, you
will recognize it is you, and a computer can also recognize it. The convolutional neural
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network (CNN) is a class of deep learning neural networks. CNNs represent a huge
breakthrough in image recognition. They are widely used to analyze visual imagery
and are frequently working behind the scenes in image classification. In our paper, we
generate adversarial examples for three CNNmodels, i.e. VGG16 [24], IncetionV3 [25],
ResNet50 [26], to conduct image classification.

2.2 Adversarial Examples

Adversarial examples are specifically created examples that will make models mis-
classify the input. If an input example is a natural sample, such as a photo from the
ImageNet dataset, we call it a clean example. If an input alters the image so that a model
mis-classifies the image, we call it an adversarial example. Adversarial attack algorithms
do not always succeed in attacking the model. Sometimes, an attacked model may still
be able to classify adversarial examples correctly. We can measure the accuracy or error
rate of different models on a particular set of adversarial examples.

White-Box Attack. The attacker has all the knowledge of the model, including the
structure of the model, all the parameters and the values of trainable weights. If the
attacker knows such information, a white-box attack algorithm will transform the prob-
lem of generating adversarial examples into an optimization problem. Its purpose is to
ensure that the difference between the adversarial examples and the original images is
as small as possible so that the adversarial examples can mislead the models.

The L-BFGS [22] algorithm is a commonly-used method to solve function optimiza-
tion problems in machine learning. Szegedy et al. first proposed the term of “adversarial
examples” in 2014. They used the L-BFGS white-box attack algorithm to solve the
problem of adversarial example generation. After Szegedy et al. [7] first pointed out
the existence of adversarial examples, Goodfellow et al. [13] analyzed the causes. They
assumed that the linear behavior in the high-dimensional space is a cause for the gen-
eration of adversarial examples, and on that basis, they proposed a classical white-box
attack algorithm based on gradient, i.e. the fast gradient sign method (FGSM). After the
FGSM algorithm was proposed, a large number of white box attack algorithms based
on gradient were proposed, such as the PGD attack, which was considered to be the
strongest first-order iterative gradient attack. The mi-fgsm attack proposed in [16] is a
gradient attack based on momentum and has won the 2017 NIPS adversarial examples
challenge competition. In addition to gradient-based white box attack algorithms, there
are many other white box attack algorithms. For example, the C&W attack [19], an
optimization-based attack algorithm, realizes attacks mainly by adjusting the parame-
ters c and k. It can adjust the confidence and generate small disturbances, but the speed
is slow. There is also a DeepFool attack algorithm [23] based on the decision surface,
which iteratively calculates the closest boundary to the original image to find adversarial
examples.

Black-Box Attack. Black box attacks are divided into black box attacks with query and
black box attacks without query. In black box attacks with query, the attacker does not
knowmuch about the model, but can query the model by, for instance, using some inputs
and observing the model’s outputs. In black box attacks without query, the attacker has
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limited or no knowledge about the model and is not allowed to use querying methods to
build a specific adversarial example. In this case, the attackermust construct a generalized
adversarial example that can fool many machine learning models. In [7], Szegedy et al.
indicated that adversarial examples could be generalized between different models. In
other words, if an adversarial example can fool one model, it can fool other models. In
a black-box scenario, an attacker can train his model on the same dataset, or even on
other datasets with the same distribution as the trained dataset. The adversarial examples
of the model trained by the attacker is likely to be able to fool other unknown target
models. We can improve the success rate of the attacking model based on transferability
of adversarial examples by systematically designing the model instead of relying on
mere luck.

If the attacker is not in a full black box scenario and the query is allowed to be used,
a query can be made to train the attacker’s own copy of the target model, which is called
a “replacement”. This approach is very powerful because the input examples as queries
do not need to be real training examples; instead, they can be specific examples selected
by the attacker to accurately locate the decision boundary of the target model. Therefore,
the attacker’s model can not only be trained to be a good classifier, but also can actually
imitate the details of the target model, so the two models can have a high success rate
based on transferability of adversarial examples. One strategy to increase the success rate
of adversarial examples in a black-box scenario where the attacker cannot send queries
is to combine multiple models into a set as the source model to generate adversarial
examples. The basic idea here is that if an adversarial example can fool every model in
the entire set, it is more likely to be generalized and fool other models.

3 Preliminaries

3.1 Notations

Neural Networks: Aneural network can be regarded as a function F(x)= y that accepts
an input x ∈ Rnand produces an output y ∈ Rm. The model F also implicitly depends
on some model parameters θ; in our work, the model is fixed. We produce adversarial
examples by constantly adjusting the input of the model. In this paper, we focus on
neural networks used as an m-class classifier. The output of the network is computed
using the softmax function, which ensures that the output vector y satisfies 0 ≤ yi ≤ 1
and y1 + … + ym = 1. The output vector y is thus treated as a probability distribution,
i.e., yi is treated as the probability that input x belongs to class i. The classifier assigns
the label C(x) = argmaxi F(x)i to the input x. Let C(x) be the correct label of x.

Targeted Adversarial Examples: When given a valid input x and a target t = C(x),
it is often possible to find a similar input x’ such that C(x’) = t, yet x, x’ are close
according to some distance metric. An example x’ with this property is known as a
targeted adversarial example.

Non-targeted Adversarial Examples: Instead of classifying x into a given target class,
we only search for an input x’ such that C(x ) )C(x and x, x’ are close.



Adversarial Examples Generation System 85

3.2 Adversarial Attack Algorithms

Fast Gradient Sign Method (FGSM): In the white box, FGSM calculates the deriva-
tive of themodel to the input, then obtains its specific gradient directionwith the symbolic
function, and then multiplies it by a step size, and the resulting “disturbance” is added
to the original input to obtain the adversarial example x’.

x′ = x + ε · sign(∇xJ (x, y)) (1)

In Eq. (1), ε is a hyperparameter which is used to control the size of perturbation;
Sign(·) is a sign function to make the perturbation meet the Linfty norm bound; ∇xJ is a
gradient of the loss function.

Basic Iterative Method (BIM): The Basic Iterative Method was first introduced in
[14]. It is an iterative version of the one-step attack FGSM. In a non-targeted attack
setting, it gives an iterative formulation to create x’:

x0 = x (2)

xt+1 = Clipx,ε(xt + α · sign(∇xL(θ, xt, y))) (3)

This iterative attacking method is also known as Projected Gradient Method (PGD)
if the algorithm is added by a random initialization on x, as used in [15].

Momentum Iterative Fast Gradient Sign Method (MI-FGSM): This method
assumes that perturbation in every epoch is related not only to the current gradient,
but also to the previously calculated gradient. The update procedure is:

gt+1 = μ · gt + ∇xJ(x′
t, y)

||∇xJ (x′
t, y)||1

(4)

where gt gathers the gradient information up to the t-th iteration with a decay factor μ.

Carlini & Wagner’s method (C&W): C&Wmethod is a powerful optimization-based
method, which solves

(5)

where the loss function J could be different from the cross-entropy loss. This method is
based on two assumptions. First, adversarial examples generated by this method have
the smallest perturbation. Second, adversarial examples generated by this method need
to fool the model that is attacked.
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4 Method

As we know, an adversarial attack algorithm modifies the pixels of the original image to
generate adversarial examples. If the range of modification is large, it would lead to large
perturbation to the original image. Our goal, however, is to minimize the perturbation.
Although there are black-box attack algorithms that generate adversarial examples by
modifying only one pixel in [17], its success rate is very low and its speed is very slow.
We try to generate adversarial examples in restricted regions, which is inspired by the
attention mechanism [20, 21]. We know that when people observe an image, they will
quickly skim the whole image to find the target region of key information, and then
complete identification of the image by understanding the key region. Based on this, we
tried to generate adversarial examples that only modify the key-information region of
an image. In our built system, the region could be selected by the user.

In our work, we designed a system that would allow users to choose the region that
they wanted to attack. We used several attack algorithms for comparison, i.e. FGSM,
PGD and restrict region attack methods.

Next, we introduce two steps to make restrict region attacks. One is the Gaussian
noise perturbationmethod. To be specific,Weproduce aGaussian noisematrix according
to the region the user chooses. After that, we add the matrix to the corresponding region
of the original image to obtain adversarial examples.

Figure 1 shows the architecture of our method. We initialize the adversarial example
with the value of the original image. To select an image classificationmodel that wewant
to attack, such as an inception model, we calculate the output using the forward function,
obtain the gradient using the backpropagation algorithm, and then use the gradient mask
method to ignore the gradient outside the restricted region. Finally, we use the PGD
algorithm to update adversarial examples. We finish attacks until the number of iteration
epochs reaches the preset maximum or until the adversarial example succeeds in fooling
the model.

Fig. 1. The architecture of gradient mask method.

The gradient mask method is easy to implement. Figure 2 shows an image of a size
of 299 × 299. The size of the restricted region is 229 × 229. We construct a matrix
that the shape is the same as the gradient matrix. The value is 1 within the restricted
region, while the value is 0 outside the restricted region. We use this matrix to modify
the gradient.
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Fig. 2. Gradient mask.

5 Experiments

5.1 Experimental Setup

In our experiments, we use GPU 2080Ti to finish our experiments. We use Python
3.5 and keras 2.2.4 on ubuntu. We choose an ImageNet dataset comprised of 3000
images to conduct our experiments. This dataset is used in the CAAD 2019 CTF Image
Adversarial competition.We use three typical models (InceptionV3, VGG16, ResNet50)
to make image classification.We compare our algorithmwith FGSM [13] and PGD [15],
two typical white-box attack methods. For the setting of hyper-parameters, we set the
maximum perturbation at ε = 16 among all experiments with pixel values in [0,255].
For the iterative attack, we set the maximum number of iteration as 2000. If the number
of iteration epochs reaches the maximum number, the algorithm will break forcibly. The
learning rate is 1.0.

5.2 Image Classification

In our experiments, we used three models to recognize 3000 images used in the CAAD
2019 CTF Image Adversarial competition. Table 1 shows the recognition accuracy of
the three models. We used the weights of Keras’s built-in ImageNet dataset. As Table 1
shows, the accuracy of InceptionV3 is the highest.

Table 1. Accuracy of three models.

Model Accuracy

InceptionV3 99.866%

VGG16 76.833%

ResNet50 92.100%
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5.3 Gradient-Based Attack

We chose two different gradient-based attack methods to conduct our experiments: fast
gradient sign method (FGSM) and project gradient descent (PGD). We use the Incep-
tionV3 model to calculate the gradient to generate adversarial examples. The generated
adversarial examples were used to attack other models. The results are shown in Table 2
and we can find that the prediction accuracy decreases dramatically by the gradient-
based attack method against the InceptionV3 model. However, we can see that the
prediction accuracy of some models is still high, which implies that the attacks are not
very successful.

Table 2. Different gradient-based (InceptionV3) attacks on three models.

Model InceptionV3 VGG16 ResNet50

FGSM 36.066% 42.566% 70.233%

PGD 0.000% 50.300% 87.700%

Figure 3 shows the adversarial examples generated by the FGSM method and the
PGD method for InceptionV3. We use different gradient-based attack methods (FGSM,
PGD, MIFGSM) and they are all depicted in Fig. 3. The first column shows the original
images, the second column shows the images generated by the FGSM method, and the
third column shows the images generated by the PGD method. The prediction accuracy
of the models are listed in Table 2.

Fig. 3. Original images and adversarial images by FGSM and PGD.

5.4 Restrict Region Attack

In order to reduce perturbation between the adversarial examples and the original ones,
We used a restrict region based gradient mask attack method to generate adversarial
examples. To facilitate the calculation of the success rate of attacks, we chose a fixed
region of a size of 229 × 229 in the middle of the original image. In our built system,
the user can customize the location and size of the attack region.
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Figure 4 shows the adversarial examples generated by two restrict region attack
methods for InceptionV3, including the Gaussian noise attack and the gradient mask
attack. The first column shows the original images, the second column shows the images
generated by the Gaussian noise attack method, and the third column shows the images
generated by our method. The recognition accuracy of the models is listed in Table 3.

Fig. 4. Original images and adversarial images by Gaussian Noise Attack and our method.

Table 3. Restrict Region Attacks on three models.

Model InceptionV3 VGG16 ResNet50

Gaussian Noise Attack 96.366% 72.333% 91.233%

Iterative Gradient Mask Attack (our) 0.000% 36.433% 80.333%

In our work, we find the selection of region is very important, and selecting a proper
region can improve the success rate. Figure 5 shows images with different attack regions.
The first column is the original image, and the second column is the imagewith a selected
attack region of a size of 229 × 229 on the top left. The third image has a selected attack
region of a size of 229 × 229 in the middle. We attacked the images with different
attack regions, and found that images with an attack region closer to the image’s edges
were more difficult to attack successfully. Even when the attack succeeded, it took more
time than the image with an attack region in the center. We selected 100 images for
comparison and found that the average time for successful attack of the top left region
was 92 s, and that for the middle region was 63 s. This indicates that selection of the
attack region is very important. A properly selected region means a higher success rate
and faster attacks. Hence, we built the system that enables users select any region to
generate the adversarial examples.

Fig. 5. Images with different attack regions.
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6 Advantages and Disadvantages

In this paper, we propose a method based on gradient mask to generate adversarial
examples in restricted areas of images. The experimental results show that the effect
is very good. First of all, we restrict the change region of an image so that the overall
visual disturbance of an adversarial example is less than that of an original image.
Secondly, our algorithm is very simple and does not entail many additional operations.
It only implements partial mask of the backpropagation gradient in the restricted region
through a mask matrix. There are, however, some problems in our method. Our system
allows the user to select the region that they want to attack, but this step increases the
processing time and requires additional operations. Then the time of our attack algorithm
is unstable and the success rate is uncertain. If the user selects a small region, it means
that our algorithm will need more time to adjust this restricted region. What’s worse, if
the region selected by the user is small and insignificant, or not the region that the model
focuses on, it is likely that our algorithm will fail to attack. In general, based on gradient
mask, the success rate of attack is still high.

7 Conclusion and Future Work

In this paper, we propose a method based on gradient mask to generate adversarial
examples in restricted areas of images. This method alters a limited region of an image
and generates smaller perturbation than other existing methods do. Based on the success
of the idea of gradient mask, we also want to make similar attempts on the loss function
in the future. For example, we can focus on the loss of a certain part of the key area in
an image and hide the loss of other parts to generate adversarial examples. In the future,
we will conduct more experiments to verity the feasibility of this idea.
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Abstract. Faced with the explosive growth of Internet information today, the
Internet is full of public opinion information, which contains rich and valuable
data and covers a large amount of false information.How to extract key information
from the information published on the Internet is the content of this paper. Since
the accuracy of the factual information provided by the encyclopedic text on
the Internet is higher than other texts, and for the resume text of the character,
the encyclopedic knowledge covers a large amount of unstructured information,
and the information has high accuracy. The work of this research is based on
the knowledge of Chinese network encyclopedia to obtain key information. The
main method is to conduct experiments based on the rule matching mode and the
method of extracting attribute values by the language technology platform tool of
Harbin Institute of Technology. The experimental results prove the feasibility and
accuracy of the extraction effect.

Keywords: Attribute value extraction · Data processing · Rule matching

1 Introduction

In the past ten years, the data of the explosive growth of the information age has been
promoted, making the information data of the Internet an important way for people
to obtain information in daily life. However, there is a large amount of unstructured
and semi-structured information and entity-attribute relationships, which brings certain
difficulties to our use of network data to build a knowledge base. Earlier, Michael B and
Michael J C [1] proposed an open information extraction technology, followed by Kedar
B and Partha P T and others [2] proposed a weakly supervised entity attribute extraction
method. Later, for unstructured information extraction, research and breakthroughs were
made based on patternmatchingmethods [3, 4]. For the problem, we can use information
extraction technology and entity and attribute relationship extraction technology to build
high-quality and high-confidence knowledge base from network data.

The problem studied in this paper is based on the key research and development plan
of Guangdong Province, “Large Space Search: Accurate Characters for Public Informa-
tion”. The preliminary purpose of the research is to provide the resume information of
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the academicians of the Chinese Academy of Engineering and the academicians of the
ChineseAcademy of Sciences on the Chinese network encyclopedia, extract the attribute
values, construct the structured resume information of all academicians, and provide sup-
port for the construction of the knowledge base of academicians of the Chinese Academy
of Engineering and academicians of the Academy of Sciences.

The main contributions of this paper are as follows. First of all, in the realization pro-
cess of precision resume engineering project, the attribute value technology mentioned
in this paper has an important role in obtaining attribute value information. Then, the
paper cleverly borrows the named entity recognition function of the LTP tool to handle
part of the task of attribute value extraction.

The overall structure of this paper is as follows. The first part is an overview of the
background of attribute value extraction and the overall flow of attribute value extraction.
The second part introduces the related work and achievements made by researchers in
the field of attribute value extraction in recent years. The third part details the specific
algorithmic process of attribute value extraction in the resume project. The fourth part
is based on the partial test display and effect analysis of the attribute value extraction in
the resume project. The fifth part is a summary analysis of this article.

2 Related Work

Because Wikipedia is composed of a large number of manually labeled and structured
information, a large number of researchers now use Wikipedia as a data source to study
the automatic acquisitionof attributes and attribute values.However, theChinese network
encyclopedia is different from the structure ofWikipedia. Therefore, if youwant to apply
the knowledge acquisitionmethod forWikipedia to the knowledge acquisition ofChinese
network encyclopedia, the algorithm idea may have some reference, but the specific
implementation process is Chinese. Network encyclopedia has certain limitations. The
Chinese network encyclopedia covers a wider range of knowledge, and the number of
entries and the number of users far exceed the scale ofWikipedia. Each entry article is an
exact description of an instance, and the text contains a wealth of attributes and attribute
value information. The content of the Chinese Network Encyclopedia is updated faster,
and it can reflect the latest hot events in China as soon as possible.

As early as 2007, FabianM.S et al. [5] proposed a technology called ‘YAGO’, which
is a new ontology that combines high coverage and high quality. It makes effective use of
the fact that Wikipedia has category pages, and the core is assembled byWikipedia. The
experiments in this article show the extraction technique, which extends YAGO from
the facts of web documents. The more facts YAGO contains, the easier it is to expand
through more facts. The result of a unified experiment on WordNet and the facts from
Wikipedia was 95% accurate. Soren Auer et al. [6] subsequently studied the availability
of structured information from Wikipedia that is highly usable, and it is also the text of
Wikipedia that handles the demarcation of attributes and attribute values.

Wu [7],Weld [8] andothers backedup themanually labeledWikipedia text sentences,
and obtained training corpus for extracting attribute values, which were used to train
the extractor of each attribute. However, most Chinese encyclopedia texts have not been
manually labeled. Jun [9] research shows that there are notmany related features between
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different web pages, and most categories of attributes are scattered among the various
article articles. Therefore, the more mature methods of dealing with Wikipedia cannot
be directly used to process the text of the Chinese Network Encyclopedia.

In the field of extracting category attributes, Tokunago [10] uses large-scale web
documents as data sources, using word frequency statistics, document patterns, and
HTML tags to extract attributes related to attributes. Pasca [11], Han [12] and Durme
[13] cleverly use the search engine to query the log and extract it as a data source. Through
deep use of search engine query results, Kopliku [14], Han [15], Sanchez [16], Wei [17],
Shudong [18], Wenjie [19] and others use seed instances or patterns as query requests to
extract attributes. In the process of extracting attribute values, Yoshinago [20] uses the
given attributes to extract attribute values from semi-structured web documents. Probst
[21], Chen [22] and Bakalov [23] use semi-supervised learning, using a small number
of seeds. Obtain trained data for the decimator that trains the attribute values. Jianyi [24]
and Zheng [25] draw on the relevant methods of character attribute extraction, which
is used to study the extraction of entity relations, and uses the support vector machine
method in machine learning algorithm to judge the relationship.

Mintz [26], Yao [27], Hangfeng [28], Riedel [29], Surdeanu [30], Hoffmann [31],
Qing [32], Libo [33], Daojian [34] etc. use theweak supervisedmethod of the knowledge
base to use the text of the existing relational instance as the data source and the unlabeled
data. Training corpus, the performance of extracting attribute values depends on the size
of the training corpus, which often determines the performance of general machine
learning algorithms.

In the Chinese Internet Encyclopedia, the descriptions of themembers of the Chinese
AcademyofEngineering and theChineseAcademyofSciences contain a large amount of
textual information, while a small amount of descriptions are incorrect or even wrong.
The main work of this paper is to perform more perfect and accurate attribute value
extraction tasks for the resume texts of 852 academicians of the Chinese Academy of
Engineering and academicians of the Chinese Academy of Sciences in four Chinese
online encyclopedias.

3 General Attribute Value Extraction Method

At present, there is a large amount of false information in the introduction part of the
existing resume system on the network, which is inconsistent with the actual situation
of the character. After the accurate character resume project of this topic is completed,
we only need to input the name of a certain character we want to obtain in the system,
and the system can automatically return a resume with a higher authenticity. Follow-up
on the attribute value extraction task in the project is discussed.

3.1 Brief Description of the Entity Attribute Extraction Process

The overall process of attribute and attribute value extraction can be divided into the
following five steps, as shown in Fig. 1 below.
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Fig. 1. Entity attribute extraction process

3.2 Overview of Entity Attributes and Attribute Value Extraction Methods

The traditional attribute value extraction method is based on the evolution of machine
learning evolution. However, with the rapid growth of computer storage capacity in
recent years, the computing speed of computers has increased, and the application of
deep learning has become more and more extensive. For the field of attribute value
extraction, a large number of researchers use the deep learning method to do the task of
attribute value extraction. Figure 2 below is a classification representation of the attribute
value extraction method.

The rise of deep learning

Fig. 2. Classification of attribute value extraction methods

In the traditional attribute value extraction method, the main methods can be divided
into three categories, namely the pattern matching method, the classifier-based method
and the encyclopedic knowledgemethod. Among them, for themethod of patternmatch-
ing, K-words mode matching is commonly used, and the method needs to manually
formulate a lexical syntax pattern or a dependency relationship mode. Therefore, the
shortcomings of this method are obvious, its extraction performance is poor, the accu-
racy of the obtained attribute values is relatively low, and the robustness of the established
model is weak.

A classifier-based method, which relies on semantic similarity between multiple
texts, classifies textswith similar content into one class, and gives some common attribute
trigger words for the text as a fixed extraction method for the category. Its shortcoming
lies in the generation process of the classifier, which requires a large number of manually
labeled training corpora. The quality of the extracted results depends not only on the
scale of the manually labeled training corpus, but also on the accuracy of the manually
labeled corpus.
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The use of network encyclopedia knowledge belongs to the third traditional attribute
value extraction method, which can automatically construct training corpus by means
of information box knowledge in encyclopedia, saving the process of manually labeling
corpus. However, the range of knowledge in encyclopedia is limited, the coverage of
training corpus is not high, and it is difficult to cope with the massive processing needs.

In the work of Huanjian [35], the LSTM-based multi-instance multi-label attribute
extraction method is used to train the model, and the large-scale training data is gener-
ated by the remote supervision method. The overall process of completing the attribute
extraction task is as shown in Fig. 3 below.

External 
Knowledge Base

Remote Supervision

Data generation

Text Knowledge 
Base

Model TrainingRecurrent 
neural network

Multi-instance 
multi-label

Feature Extraction

Fig. 3. Attribute extraction based on deep learning

Thefirst step is the process of generating data. This paper uses the external knowledge
base and the text knowledge base as the whole data source, and uses remote monitoring
to convert the text into the format text needed in the later stage of the city. Then, the
process of feature extraction of the standard input text, the learning acquired features
will be used as the input of the next recursive neural network. The neural network will
adjust the parameters and network structure during the learning and training process,
and finally input to the layer of multi-instance and multi-label, which will give feedback
to the recurrent neural network layer.

3.3 Overview of Entity Attributes and Attribute Value Extraction Methods

Firstly, the word segmentation work of the acquiring encyclopedia resume is done, and
the word segmentation effect using the Boson segmentation is the best. Since the method
of using rule matching is very demanding on the input data, it must be very regular. The
most important point is to be able to match one of the rule sets written by the match.
Therefore, a large amount of data preprocessing work is performed on the acquired
webpage text, the data is cleaned, and data with high data quality is obtained as an input
of the rule matching process.
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In the entire accurate resume project, the flow chart of attribute value extraction is
as follows (Fig. 4).

Fig. 4. Program flow chart for attribute value extraction

In the first part, the image below shows part of our attributes for the accurate resume
attribute table (Fig. 5).

Fig. 5. Partial attribute display of the accurate resume attribute table

In the second part, the comparative experiments on the Jieba segmentation, the Lan-
guage Technology Platform (LTP) tools created by Harbin Institute of Technology and
the commonly used word segmentation tools show that most of the word segmentation
tools are not accurate for the identification of names, while the Boson segmentation
can identify the names of the people, and the effect of the participles is more accurate.
Therefore, the third step is to use the Boson participle to carry out the preliminary work
of text processing.

In the fourth part, we observe a large number of description languages and gram-
matical features based on the texts introduced by the encyclopedia, and summarize
the common grammatical rules and common language patterns of some attributes. Then
write the relevant regular expression as the core extraction algorithm of the rulematching
algorithm. The fifth part is to improve the applicability of the whole program, manually
check a large number of texts, and complete the regular rule set of each attribute, so that
the whole program is very robust against various variable network texts.



98 Y. Han et al.

In the sixth part, we will serialize the entire process of aquiring the encyclopedia
text and extracting the attribute values to form a program that automatically extracts the
attribute values and outputs the resume attributes of the characters. In this program, our
input can be 852 Chinese Academy of Sciences. With the name of each academician in
the engineering institute, the program will automatically crawl multiple encyclopedia
information from the Internet, and then carry out the process of extracting each attribute
value, thereby forming a more accurate resume information of the academician.

3.4 Extracting Attribute Values Based on Language Technology Platform

LTP is anopenChinesenatural languageprocessing systemdevelopedbyHarbin Institute
of Technology Social Computing and Information Retrieval Research Center for more
than a decade. The tool contains a very important function is the named entity recognition
function, which can be used for text segmentation. Partial identification is classified into
entities and non-entities. For the entity part, the tool subdivides the three categories of
adult name, place name, and organization name.

We took note of this feature of the tool and applied it to the attribute value extraction
process of the accurate resume generation project. For the work of extracting attribute
values of the sub-attribute part of the organizational unit in the work experience of
the character, we abandon the method of using a large amount of human-generated
rule set, and select the LTP named entity recognition function to identify the attribute
value of the specific statement. For example, information on institutional units. Through
programming experiments, we found that this method can more accurately find the
attribute value of the organization unit than the original rule matching method, and can
extract the name of the organization name appearing in the Chinese sentence. Therefore,
it is efficient and accurate to use the method for the attribute value extraction work of
the person’s service unit.

4 Attribute Value Extraction Implementation Based on Accurate
Resume Project

The subsequent experimental content is the practice process of the principle method
described earlier. Through the experimental analysis, we can clearly see the partial dis-
play of the attribute value extraction, which enables us to have a deeper understanding
and understanding of the natural language processing process. The process of natural
language processing and the accumulation of experience in the process of code imple-
mentation. The experiment is mainly divided into two parts, which are based on rule
extraction attribute values and LTP extraction attribute values.

4.1 Data Set

We have selected four common Chinese Internet encyclopedia texts as data sources,
namely Baidu Encyclopedia, Sogou Encyclopedia, Interactive Encyclopedia and 360
Encyclopedia. In the realization of the engineering project, the selected objects are 852
academicians of the Chinese Academy of Engineering and academicians of the Chinese
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Academy of Sciences. Then use web crawler technology to obtain its encyclopedic
knowledge, and use the resume text as the text of the attribute value to be extracted.
In the course of subsequent experiments, we only use the well-known biographical
information of Obama as an example to briefly explain the experimental process.

4.2 Extracting Attribute Values Based on Rule Matching Method

4.2.1 Text Segmentation Preprocessing

Afterwe fully investigate the performance of the existingmulti-word segmentation tools,
we choose the Boson segmentation as the word segmentation tool for the resume text.
The Boson segmentation industry and business field are the most widely used tools with
the best word segmentation.

The following is the pseudo code for the word segmentation process:

Define Text Segmentation:
Input an Academician's Encyclopedia Resume Text;
For each statement in the text:

Introduce the Boson NLP tool and import the API; 
Boson NLP tool handles each statement;

Word segmentation results are stored in plain text as output text.

Using the Boson word segmentation tool, we need to register an account with the
Bosonword segmentation. The account number corresponds to theAPI interface used by
a tool. This API interface needs to be put into the function called the programming func-
tion, which is one of the parameters. In the process of running the code, theAPI password
will be executed normally. We selected the resume information of Baidu Encyclopedia
of Obama as an example to show the word segmentation (Fig. 6):

Fig. 6. Participle results display

4.2.2 Text Segmentation Preprocessing

According to the resume text ofObama, after observing and thinking, the text information
of the part of the character experience contains a large amount of unstructured redundant
information. This information is very confusing for the process of extracting attribute
values using the rule matching method. Since the rule matching method requires a very
uniform format for the input statement, we need to further filter the text after the word
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segmentation before using the method to extract the attribute value. The text of the
character experience part is the most complicated, as shown in the following Fig. 7, we
will elaborate on the information of this part.

Fig. 7. Character experience of Obama

For the person to experience this part of the information, we define four attributes
for the work experience, namely the starting time of the job, the termination time of the
job, the name of the organization and the title of the job. The process of getting this part
of the text from the entire resume text is shown below:

The explanation for the above figure is as follows. In the text we acquired, we
defined four parts, namely basic information, character experience, social service and
major achievements. Therefore, we use the character experience and social service as
the identification words, and intercepting all the texts is the information about the expe-
rience of the characters we need. Then, for the information obtained, it also includes
the person’s growth experience and educational experience, and we only need to get
the work experience of the character. Therefore, we have given some high-frequency
vocabulary descriptions of the growth experience and the text of the educational experi-
ence as feature words, and check the acquired character experience information step by
step. If a sentence contains the characteristic words we set, we will regard this sentence
as the information of the growth experience and the educational experience. We will
filter this sentence, loop through each statement, and finally retain the work experience’s
information of the character.

As can be seen from Fig. 8, the work experience text also contains other redundant
information, such as the digital label “[1, 5, 11]”, the termination information appearing
at the end of the text “(第56届 )”, which means ‘(56th Session)’, and so on. In addition,
there are multiple job information in some sentences, we need to extract the title of
each job, so before designing the regular expression, we must also consider the structure
of the statement, whether it contains multiple job information, split multiple job title
information Then, the regular expression is used to extract the title of the job for each
support information.

For the process of extracting multiple job information, we need to manually generate
a job list, which needs to cover a large number of job titles. For each job statement,
according to the expression convention of Chinese language, the job unit and job title are
generally closely combined. For example, Professor of Harbin Institute of Technology.
Therefore, the design algorithm checks whether the last four words of the statement are
in the job list. If it exists in the job list, the word before the statement is regarded as
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Fig. 8. Character experience of obama

the employer unit, otherwise it is further checked whether the last three words of the
statement are in the job list. In turn, decide whether to distinguish between units and
titles. If the last three words are still not on the list, use the last two words to check. If
they are still not in the list, the last word will definitely appear in the list. Separate the
unit of employment from the title of the job. The following figure is a set of selected
attributes. The corresponding Chinese meaning is that Obama held the presidency of the
United States from January 20, 2009 to January 10, 2017 (Fig. 9).

Fig. 9. Extracted one piece of job attribute information

4.3 Based on LTP to Extract Some Attribute Values

Based on the named entity recognition function of the Harbin Institute of Technology
LTP tool, the name, place name, and organization name appearing in the text can be
identified and marked with different label symbols. We combine this function with the
attribute value extraction task to realize the attribute value extraction task of the unit
organization in the job experience.

4.3.1 Based on LTP to Extract Some Attribute Values

The installation process of the tool’s pyltp version requires the computer to be configured
with a python environment and installed using the pip install command. In addition, the
tool also needs a model file, which can be downloaded from the LTP website. When
using the tool in the program, you need to import the path of the model from the local
folder to use the various functions of the tool. As shown below (Fig. 10):

4.3.2 Extracting the Attribute Values of the Organization Using LTP

The pseudo code to call the tool is as follows:
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Fig. 10. Importing a model file in a program

Import model files and paths;
Define named entity recognition function:

Initialize the instance and import the named entity recognition model;
Enter the statement into the model function;
Function output statement with named entity annotation;

Release the model to free up memory space.

The tool includes word segmentation, part-of-speech tagging, named entity recog-
nition, dependency parsing and semantic role tagging. In combination with accurate
resume projects, we only use named entity recognition.

The results of the extraction of the two statements are shown below (Fig. 11):

Fig. 11. Extracting the attribute values using LTP

Interpretation of the above Chinese: Obama has served as state senator in Illinois
since 2002, and Obama has served in the federal Senate since 2004.

As can be seen from the extraction results, the statement is a text containing multiple
job information. For the second result, the attribute of the unit is equivalent to the first
result, so it is not displayed, only the change of the position is displayed. According to
this method, the information of the unit organizations in all the experience is extracted.
The results of the extraction of 852 academicians show that the accuracy and efficiency
of the extraction results will be higher only on this attribute.

5 Conclusion

This paper is mainly based on the attribute value extraction task in the accurate
resume generation system. The resume information of 852 academicians of the Chinese
Academy of Sciences and the Chinese Academy of Sciences in four Chinese encyclope-
dias is used as a data source, word segmentation, and filtering of redundant information.
Then use the regular matching method and Harbin Institute of Technology’s language
technology platform tools to jointly extract the attribute values, and finally get a more
accurate 852 academician’s resume text. Subsequent research work will focus on the
study of deep learning. In the future, deep learning methods can be considered to extract
the academician’s resume information in order to further improve the efficiency and
accuracy of the information.
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Abstract. The development of the Internet of Things (IoT) makes people pay
more andmore attention to the security of embedded systems. The most important
of it is the security issues brought by firmware. The threat posed by firmware
vulnerabilities is fatal. Researching firmware vulnerability mining technology is
a way to effectively protect embedded systems. However, it’s not easy to move
the software’s vulnerability mining methods to firmware. The existing firmware
vulnerability mining work can effectively solve some problems, but it still has
some shortcomings. In this paper, we first summarize the main challenges of
firmware research. Then we analyze the work related to firmware vulnerability
mining. After that, we classify and analyze the existing firmware vulnerability
mining work from two aspects of method and technology. At the same time, we
have made some performance comparisons on the exiting work. Finally, we give
some suggestions on the future direction of the firmware vulnerability mining
work.

Keywords: Firmware · Embedded system · Vulnerability mining

1 Introduction

Nowadays,with the development of IoT,more andmore embedded devices are connected
to the Internet. In the trend of the IoT, embedded devices are almost everywhere. They
penetrate into every aspect of our lives and play a decisive role in the future of IoT
security. Today, the security of embedded systems is getting more and more attention,
and the core of embedded system security is firmware.

The term firmware is defined as a layer of bonded microcode between the CPU
instruction set and the actual hardware in a Datamation article written by Opler A [1] in
1967. However, this definition is gradually expanded to the level of computer data with
the development of computer hardware devices. The firmware is given a new meaning
in the IEEE Standard Glossary of Software Engineering Terminology, Std 610.12-1990
[2]: The combination of a hardware device and computer instructions and data that reside
as read-only software on that device.
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After that, the rise of the IoT has allowed the definition of firmware to be developed
again. According to Zhang [3], firmware refers to a binary program stored in a non-
volatile memory (e.g., FLASH, ROM) of an embedded device, which is non-volatile
and solidified. Zaddach J et al. [4] generalize the firmware to all code sets (machine
code and virtual machine code) running on the hardware processor. These definitions
introduce the features of the firmware from different aspects, but their core content
is actually the same: firmware is the set of software that makes an embedded system
functional.

Embedded devices are mostly controlled by firmware, which is usually provided
by the device vendor and has strong specificity and privacy. Unfortunately, these device
vendors typically do not consider securitywhen designing firmware. Thismakesmillions
of homes and small businesses face known and unknown threats on the network at all
times. With these vulnerabilities, an attacker can easily control and destroy a device.
Tor hidden services is also a new security issue. Q. Tan et al. [5] present practical
Eclipse attacks on Tor HSs that allow an adversary with an extremely low cost to block
arbitrary Tor HSs. A firmware vulnerability is fatal for some equipment related to social
infrastructure, which seriously threatens people’s lives and property. Therefore, we must
accurately identify the vulnerability in the firmware. Although the existing firmware
vulnerability mining research has achieved results in some aspects, there are still some
limitations.

In summary this paper makes the following contributions:

• We point out the challenges brought by the firmware.
• We review and compare the work related to firmware vulnerability mining.
• We classify the related work from two aspects of method and technology.
• We analyze the technical route of the work including the simulator.
• We summarize the future work and development direction of firmware vulnerability
mining.

2 Challenges

The reason why firmware has many security issues and is difficult to detect is that
firmware is essentially different from traditional software. These differences hinder the
security of the firmware, so that the original mature software security policies and detec-
tion methods can not be applied to the firmware. At the same time, these differences are
also challenges that we must overcome in the security research process. We summarize
some important firmware challenges as follows.

2.1 Complex Format

The format of the firmware is a very complicated problem. Unlike traditional software,
the firmware does not have a standard file format. In today’s embedded device market,
the firmware formats used by different vendors are different. Although the exact format
of the firmware is difficult to determine, Zaddach J et al. classify the firmware into the
following three categories based on the components and functions of the firmware:
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• Full-blown (full-OS/kernel + bootloader + libs + apps).
• Integrated (apps + OS-as-a-lib).
• Partial updates (apps or libs or resources or support).

In addition, these objects can be arbitrarily grouped and packaged into various
archives or file system images. The combination of different firmware categories and
different packaging methods allows the firmware format to be changed at will, which
greatly increases the complexity of the firmware format.

2.2 Update Difficulty

For firmware vendors, it is important to consider how to obtain more profit, and the
security of firmware is something that will be considered after that. On the other hand,
the diversity of platforms and applications increases the difficulty of compiling and
maintaining. In addition, since some firmware involves important infrastructure, special
inspection standards are required for supervision.

For users, the process of updating the firmware is not as easy as the software update.
Updating the firmware sometimes requires the user to have some knowledge of the
hardware device, and even need to learn the knowledge of the specific update software.
To make matters worse, if the update process fails, it may cause device crash. And
updating the firmware does not bring new features.

2.3 Diverse Architecture

Different from the hardware architecture of traditional computers, embedded devices
have many choice. These architectures have their own unique features in various fields,
which are difficult to replace for each vendor. And it is difficult to achieve uniformity in
one aspect.

In terms of processor architecture, embedded devices are more diverse than tra-
ditional computers. ARM and MIPS processors are the most widely distributed. The
choice of architecture for simple devices is diverse, such as PowerPC,ARCandMotorola
6800/68000 with smaller memory.

The use of the operating system is equally diverse. Complex devices usually use a
mature operating system (e.g., Linux, Windows NT), and Linux is currently the most
popular operating system. And simple devices use a proprietary real-time operating
system (e.g., VxWorks). It even includes some questions about Internet of Vehicles. Z.
Tian et al. [6] propose to consider dynamical and diversity attacking strategies in the
simulation of reputation management scheme evaluation.

3 Review of Firmware Vulnerability Mining

In recent years, people gradually realize the significance and value of firmware vulner-
ability research, and urgently want to apply software vulnerability mining methods to
the firmware. However, research on firmware vulnerability mining is not as smooth as
imagined. We study the existing firmware vulnerability mining methods. Hou et al. [7]
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and Xie et al. [8] have some good classification of existing methods. Based on these
efforts, we reclassify existing research into the following categories from the method
level. And we compare them in Table 1.

3.1 Static Analysis

Static analysis is away to directly analyze firmware content to discover bugs in a program
without having to execute the program on the actual device or simulator.

Costin et al. [9] propose a static analysis framework for the process of firmware
collection, filtering, unpacking, and large-scale analysis. The framework determines
whether it contains a private encryption key or a string of known errors by studying
the firmware information extracted from each firmware sample. This work is tested in
approximately 32,356 firmware images collected. It proves that 693 firmware images are
affected by at least one vulnerability. Of these, 38 are newly discovered vulnerabilities.
However, this approach faces the classic trade-off of static analysis. That is, the analysis
of the firmware is too broad or too specific.

3.2 Symbolic Execution

Instead of specific variables, symbolic values are used to simulate each path to produce
the possibility of each execution. Solving the mathematical expression of a result gives
the path to the result.

FIE [10] is a major concern for memory security issues and is used to automatically
analyze firmware vulnerability detection systems that are widely used inMSP430micro-
controllers. It compiles the source code of the analysis firmware into LLVM bytecode
for analysis as input to the symbol execution. It is based on the KLEE [11] symbolic exe-
cution engine. FIE significantly improves code coverage with state pruning and memory
blur. It can be used to discover two types of vulnerabilities. However, FIE is limited to
analyzing small firmware written in C and must obtain firmware source code. And for
the vulnerability reported by the system, the user must manually verify.

Firmalice [12] is a symbolic analysis system for analyzing binary code in complex
firmware on different hardware platforms. It is based on the angr [13] symbol execution
engine. Firmalice generates a program dependency graph for the firmware from the static
analysis module and uses this graph to create an authentication slice from the entry point
to the privileged program point. It attempts to find the path to the privileged program
point and performs a certificate bypass check on the successfully arrived symbol state.
After testing, Firmalice can effectively detect a large number of complex backdoors
without relying on the implementation details of the firmware itself. However, Firmalice
requires manual operation when providing security policies for devices, so it cannot be
used for large-scale analysis.

Avatar [14] is a dynamic analysis framework based on embedded device firmware.
It acts as a software agent between the embedded device and the simulator based on the
S2E [15]. The firmware instructions are executed in the simulator, and I/O operations
are introduced into the embedded device. The state is passed between the simulator
and the device while the firmware is running. And the state remains the same when it
is passed. The experimental results show that Avatar can play a good supporting role
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for reverse engineering of firmware, vulnerability detection and hardcoded backdoor
discovery. However, Avatar is much slower on the emulator than on the actual device.
And Avatar relies on hardware devices.

3.3 Fuzzing

Fuzzing is to construct random and unintended malformed data as the input of the
program, and monitor the abnormalities that may occur during the execution of the
program.

Firmadyne [16] is a framework for dynamically analyzing vulnerabilities in Linux-
based embedded firmware. It is an automated, scalable dynamic analysis technology. It
collects firmware on the vendor’s website. A binwalk script effectively implements the
extraction of file systems and optional kernels. During the simulation phase, Firmadyne
performed an initial simulation on the QEMU [17] simulator. This learning process, it
will continually modify the network configuration for QEMU. Fimadyne provides three
analysis channels to analyze firmware. Firmadyne can accurately simulate the firmware
of network devices and has good versatility. However, Firmadyne uses a general-purpose
kernel in the simulation process. This approach prevents it from analyzing vulnerabilities
in kernel or kernel modules.

Dai et al. [18] propose a method based on using dynamic fuzzing and static taint
tracing on the simulator to locate and exploit firmware vulnerabilities. This method
uses risk weights to design a set of fuzzing cases, which improves code coverage and
dynamic analysis capabilities. It constructs a taint propagation path graph by identifying
and tracing tainted data sources for binary data. The taint path graph is then dynamically
executed on the simulator and fuzzed to detect vulnerabilities in the firmware. However,
this method also has certain limitations. The simulator cannot accurately simulate some
firmware images that require hardware support.

3.4 Comprehensive Analysis

Comprehensive analysis refers to the use of several different methods for firmware
vulnerability mining. And some tools are effectively integrated to provide more accurate
analysis results.

Avatar2 [19] is a dynamic multi-target orchestration framework designed to support
interoperability between any number of different dynamic binary analysis frameworks,
debuggers, simulators, and physical devices. Avatar2 is a completely redesigned system
compared to Avatar. It includes the Avatar2 kernel, targets, protocols, and endpoints.
In the end, Avatar2 integrated five targets: GDB, OpenOCD [20], QEMU, PANDA
[21], angr. These targets provide a large number of analytical combinations. However,
the GDB stubs are highly dependent on the architecture of the analysis target and are
difficult to abstract in a generic way.

3.5 Others

In addition to the above literature, the following literature also contributes to the firmware
vulnerability mining and can be classified by the above methods, which is not described
in detail here.
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Bojinov et al. [22] propose a vulnerability scanning work for the embedded web
interface of IoT devices. They scan a total of 21 devices.More than 40 newvulnerabilities
are discovered and a new type of web vulnerability called XCS is discovered.

FEMU [23] proposes a simulation framework that mixes firmware and hardware. It
implements consistent SoC verification by using the ported QEMU at the BIOS level.
But this method requires the support of hardware devices.

Hu et al. [24] study embedded firmware without file system. They discuss the prob-
lems of library function identification and backdoor detection. This method successfully
identify the main contents of a real firmware and detect multiple backdoors.

Shang et al. [25] design a vulnerability analysis system for industrial embedded
devices, including multiple analysis modules. It provides a theoretical approach to the
development of vulnerability analysis systems for industrial control systems.

Li et al. [26] aim at the recurrence of the same vulnerability in the development
process of embedded device firmware. Finally, they perform vulnerability detection on
similar firmware based on the analysis result.

Genius [27] is a vulnerability search system based on digital feature search technol-
ogy. It learns advanced features from control flow graphs. Genius tests in 8126 firmware
and averages the search in less than a second.

Table 1. Performance comparison of firmware vulnerability mining

Tool/method Architecture Vulnerability
type

Support Large-scale
analysis

Simulator Vulnerability
mining

Costin et al. – Backdoor Homology
√ × ×

FIE MSP430 Memory
security

Source
code

√ × √

Firmalice – Backdoor – × × √

Avatar – – Device × √ √

Firmadyne Linux
(ARM,
MIPS)

– –
√ √ ×

Dai et al. ARM,
MIPS

– – × √ √

Avatar2 – – – × √ √

4 Technical Route

The above firmware vulnerability mining methods can be divided into two categories
from the technical level: No-simulator and Simulator.

No-simulator usually rely onfirmware source code (e.g., FIE).However, thefirmware
source code is usually not provided by the vendor. And it becomes the biggest bottleneck



Research on Automated Vulnerability Mining 111

of this type of method. Methods that do not use firmware source code are also present
(e.g., Firmalice), but such methods have poor analytical capabilities.

Simulator pays more attention to the execution of the firmware in the embedded
device. It has no excessive restrictions on the input, and has relatively better analysis
and expansion capabilities. It is suitable for firmware analysis without actual device or
device without a debug interface. The technical route is clear. We design a framework
for vulnerability mining with a simulator (see Fig. 1).
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parameters, etc.

Fig. 1. The framework for vulnerability mining with a simulator

4.1 Firmware Acquisition

In the firmware acquisition phase, our main task is to accurately obtain the firmware to
be analyzed and provide sufficient firmware information resources for the analysis. The
technology of this process is relatively fixed.

The first method is the most ideal and the most common method. For some larger
vendors, the firmware is usually posted on the official website. At the same time, the
firmware released on the official website usually has a lot of firmware information. These
firmware information plays a role in the later analysis. Some vendors’ official websites
do not provide firmware, but there are dedicated FTP download sites.

The second method is complicated. It requires us to find the firmware from the
official website update package when the firmware is updated. We can capture it during
the firmware transfer. This requires us to have some understanding of the firmware and
the corresponding firmware update process.

The worst case is that we have to extract the firmware from the embedded device. At
this time we have to understand part of the structure of the device, find the interface to
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extract the firmware, and use the professional tools and methods to extract the firmware.
Among them edge computing is a new security issue. Z. Tian et al. [28] propose amethod
named CloudSEC meaning real time lateral movement detection for the edge-cloud
environment.

4.2 Firmware Extraction

In the firmware extraction phase, we need to extract the parts we need from the complete,
and identify the hardware architecture information that thefirmwaredepends on.Binwalk
[29] is the most common tool in the process. We only need to use the API of the binwalk
to write analysis scripts according to the content we need. Besides binwalk, firmware-
mod-kit [30], FRAK [31], and Binary Analysis Toolkit (BAT) [32] are also optional
firmware extraction tools.

The content we want to extract is mainly the file system in the firmware. Normal
compressed files and file systems can be recognized and extracted by binwalk, but some
complex or packaged files modified by the vendor require special unpacking tools. They
may need some digital technology. Z. Tian et al. [33] propose a secure digital evidence
framework using blockchain (Block-DEF).

Another part worthy of our attention is the kernel in the firmware, which is the part
that must be used during the simulation. However, it is optional during the firmware
extraction process. This is because the kernel in the firmware usually only performs
some of the device-related functions. So we can use a pre-prepared kernel.

4.3 Simulator Simulation

The main work of the simulator simulation phase is to apply the extracted parts from
the firmware to the simulator and finally run the firmware. Traditional device emu-
lation is roughly divided into three levels: complete hardware emulation, hardware
over-approximate, and firmware adaptation.

We can see that the performance of the simulator is the key to the simulator simulation
phase. What needs to be considered is how to simulate more accurately. Using the
improved QEMU is a broad idea. QEMU is a machine simulator and virtualization
platform. It has the ability to simulate a complete system and user-mode.

Although the performance of QEMU is good enough, its shortcomings are obvious.
First of all, the architecture it supports is not enough, which makes it difficult to imitate
dedicated complex devices. Secondly, in addition to the kernel and file system, QEMU
needs to input the most basic parameters for system configuration. These parameters are
not recognized by QEMU. In addition, QEMU is also helpless with the simulation of
peripheral devices and memory mapping.

4.4 Automated Analysis

After the firmware has been run on the simulated device, our task is to analyze the virtual
device using dynamic analysis. This process is usually targeted at a specific category or
categories of vulnerabilities. It is limited by the analytical capabilities of the analysis
tool. Here are some common firmware vulnerability mining methods.
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At its simplest, you can scan the device for vulnerabilities. This method is based on
a vulnerability database. Nmap [34] is an analysis tool that provides information about
exploits that may exist on a device. However, this type of method cannot discover new
vulnerabilities.

Symbolic execution (as described in Sect. 3.2) is a very efficient method of analysis
that can reduce the difficulty of analysis and theoretically reveal all vulnerabilities. The
commonly used symbolic execution engines are angr and KLEE, both of which are
very powerful enough to enable in-depth vulnerability mining. An analytical framework
based on the symbolic execution engine is also a good choice.

Fuzzing (as described in Sect. 3.3) is considered to be the most effective method of
vulnerability analysis. However, in the current firmware vulnerability detection tools,
there are few tools that use fuzzing. This is mainly limited by the difficulty of fuzzing
and device interaction. AFL [35], LibFuzzer [36], Honggfuzz [37], etc. are simple and
powerful fuzzing tools. These tools also provide more options for exploiting embedded
devices.

In addition, analytical methods combining symbolic execution with fuzzing are also
evolving, and Driller [38] is a typical example of this approach. It adds the dynamic sym-
bolic execution engine angr to the AFL. Simulation of network devices may involve net-
work routing decisions. Z. Tian et al. [39] present a prefix level route decision prediction
model.

5 Future Work

The existing firmware vulnerability mining methods have formed a complete technical
route. However, there are still many shortcomings in these methods. We can continue
to find more versatile methods for the key issues in each step along this technical route.
Andwe can even extend the new technology route.We believe that the future direction of
firmware vulnerability mining should aim to achieve a large-scale automated firmware
vulnerability mining tool with in-depth analysis capabilities. This paper proposes the
following new ideas and suggestions.

5.1 Introducing Machine Learning Module

Since the firmware does not have a standard format (as described in Sect. 2.1), the
firmware extraction phase relies too heavily on unpacking tools like binwalk. Existing
methods are discussed in a single form in addition to binwalk, while binwalk often has
false positives when dealing with complex formats, and scripts written using the API
of the binwalk are less versatile. If there are multiple file systems in the firmware, then
binwalk alone can’t complete our needs. Some firmware may require trusted commu-
nication services. Vcash [40] is a reputation framework for identifying denial of traffic
service.

We can consider adding a separate machine learning module. The module first needs
to acquire a large number of different categories of firmware. After that, it is the work
that machine learning needs to accomplish. We formatted a large number of different
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categories of firmware to select the main features of each part of the firmware, and vec-
torized these features to finally train the optimal firmware model. With this firmware
model, we can identify the firmware and split the firmware more accurately and con-
veniently during the firmware extraction phase. It is no longer limited by the type and
packaging of firmware.

5.2 Improve In-depth Analysis

Existing methods can take many approaches during the automated analysis phase (as
described in Sect. 4.4). However, they generally have problems with insufficient analyti-
cal capabilities. Vulnerability scanning can only verify existing vulnerabilities; symbolic
execution is generally detected for certain types of vulnerabilities; the use of fuzzing is
almost always on the surface. This limits the ability of large-scale vulnerability mining
to a certain extent.

We consider improving the software’s fuzzing tools to adapt it to the firmware.
The focus is on the interaction of the fuzzing process with the emulation device and
how to run the scripts we need on the firmware of the different architectures. At the
same time, symbolic execution needs to overcome the limitations of single vulnerability
detection, which requires further study of the symbolic execution engine. This will
greatly improve the analysis capabilities of firmware vulnerability mining and achieve
large-scale in-depth analysis.

5.3 Integrate Existing Tools

A number of tools have been developed for different phases of analysis of different
architectures that overlap in functionality but have their own analytical capabilities. We
consider ways to integrate multiple tools. The work of Avatar2 is similar to ours, but the
shortcomings of Avatar2 are obvious (as described in Sect. 3.4).

Our idea is not limited to the integration of tools at a certain stage, but the integration
of stage tools with the overall tools. For example, by integrating Firmayne and Angr,
firmware vulnerability exploitation of general network devices with good performance
can be achieved; Costin’s system can greatly improve the analysis capabilities of Firmal-
ice as input from Firmalice. It should be noted that in the process of integrating tools,
the synchronization of the running state of the devices and the memory data between
different frameworks is crucial. Integrating existing frameworks is designed to enable
large-scale, general-purpose analysis.

6 Conclusion

In this paper, we summarize the important firmware challenges. We divide the existing
firmware vulnerability mining work into four categories: static analysis, symbolic exe-
cution, fuzzing, and comprehensive analysis. The contributions and deficiencies of the
typical work in these four categories are analyzed in detail and compared. Thenwe divide
them into No-simulator and Simulator technically. We notice the lack of No-simulator
and detail analysis of the technical route of the Simulator. We divide this technical route
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into four stages: firmware acquisition, firmware extraction, simulator simulation, and
automated analysis. At the same time, the techniques commonly used and the problems
that should be paid attention to in each stage are summarized. Finally, we propose the
future direction of the firmware vulnerability mining work for the above analysis. This
includes three suggestions: introducing machine learning modules, improving in-depth
analysis capabilities, and integrating existing tools. Our work is aimed at implement-
ing a large-scale automated firmware vulnerability mining tool with in-depth analysis
capabilities.
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Abstract. Recommendation systems have been extensively adopted in various
applications. However, with the security concern of artificial intelligence, the
robustness of such systems against malicious attacks has been studied in recent
years. In this paper, we build a journal recommendation system based on the Naive
Bayesian algorithm which helps recommend suitable journals for the authors.
Since journal recommendation systems may also suffer from various attacks, we
explore attack methods on the malicious data. We construct specific malicious
data to attack the availability of training data, and such deviations in the train-
ing data could lead to poor recommendation accuracy. We also conduct extensive
experiments and the results show that the recommendation accuracy could be
dramatically reduced under such attacks.

Keywords: Naive Bayes · Journal recommendation systems ·Malicious data
attack

1 Introduction

The emergence of the Internet has brought a lot of information to users,which satisfies the
demand for information in the information age. However, with the rapid development
of the network, the amount of online information has increased dramatically. When
facing a lot of information, users cannot get the information that is really useful to
the users, which reduces the efficiency of using the information. This is the so-called
information overload problem. The recommendation system could solve this problem
well, which serves as an information filtering system recommending information and
products interested by the users, according to the users’ demands and interests.

Recommendation algorithms can be divided into several categories: content-based
recommendations, collaborative filtering recommendations, recommendations based on
social network analysis, and other recommendation methods. Among them, the rec-
ommendation for the text mainly includes content recommendation and collaborative
filtering recommendation. Based on the data of the sample text, the content recommen-
dation algorithm selects a text type with a similar feature from each text category as
the recommendation result. This recommendation algorithm first extracts the key con-
tents (or keywords) of the text, and then achieves the classification effect by calculating
the difference between the categories. Collaborative filtering algorithm recommends by
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categorizing users who like to read similar texts. Usually, the needs of users with the
same interests are also highly similar. The recommended text is obtained by querying
the selection of the same user group. This algorithm can be considered as recommending
by the users’ categories.

In the recommendation of texts, journal recommendation plays a very important role,
because the recommendation system could efficiently recommend some journals with
highmatching rate of a submittingmanuscript for academic service organizations. Then,
the authors of the manuscript/paper could select the final journal from the recommended
journals. The Naive Bayesian method is very suitable for this kind of recommendation
scenario, because theNaive Bayesianmethod has beenwidely used in text categorization
since the 1950s. In theory, it is assumed that the appearance of each word is independent
of each other. We can calculate the frequency of occurrence of a single word, and
then multiply all the words to obtain the result. The algorithm only needs to count the
frequency of the words in the paper, so the data preprocessing process could be relatively
simple, and the calculation process is similar when calculating the similarity between the
paper and each candidate journal. The efficiency is also relatively high, and themethod of
recommending by the algorithm has practical application scenarios. However, there may
be some competition between academic service organizations. Some organizations may
deliberately pollute competitors training data for the purpose of malicious competition,
with the intention of biasing the models trained by opponents.

For example, the amount of data in other journal articles is maliciously inserted into
a normal journal article which interferes with the normal distribution of the original data,
generating large errors in the results. Such attacks are often referred to as data poisoning
attacks against usability. At present, there exists few work on journal recommendation
scenarios to study attacks of poisoning data against usability. To this end, this paper has
carried out the research work on attacking the journal recommendation system, which
is depicted as Fig. 1.

Fig. 1. The process of the journal recommendation system
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The main contributions of this paper are as follow. In the first place, we implemented
a Naive Bayesian-based journal recommendation and the recommendation accuracy has
been quantitatively evaluated and analyzed. Secondly, we construct the data poisoning
method to attack the systemandwe show some experimental results against the generated
journal recommendation system. Finally, comparing the result of attacking, we show
that the security of such system exists and should be considered when we design the
recommendation system.

Specifically, we study the Naive Bayesian-based journal recommendation algorithm
in this paper.We firstly collect the titles, abstracts and keywords of paper in each journal,
and remove the pre-processing of the stop words in the paper. After becoming words to
vectors, the TF-IDF value of the words in each category is counted, the word frequency
of the statistical range in some limits can stay in keyword database, and the proportion
of the same type of paper data in the total data is calculated, and the words of each
category are compared with the same words of the target paper. Probability, descending
and sorting the results, the larger the value, the more identical words appear, the higher
the similarity, so that the journals with the top ranked recommendation results can be
used as the journal recommendation reference.

Afterwards, we construct the data poisoning method of usability data. When training
the test papers as example, it is not easy to find the specific andmalicious data in amounts
of training papers’ data. However, these malicious data is too adequate to change the
distinguish ability of model, and we can make the system finally produces error result to
users. We add a small amount of specific interference data to the journal database and in
this way the normal journal can get the more features including some features of other
journals after training. Hence, we can affect the journal recommendation performance.

Finally, we conduct real experiments in journal recommendation system. The result
indicates thatwhen adding tenmalicious papers including specificwords to 50% journals,
it can reduce the recommendation accuracy by 20% compared with the normal recom-
mendation accuracy. With more malicious data, the recommendation accuracy could be
much worse. Thus we can conclude the Naive Bayesian recommendation model is very
vulnerability against such attacks.

The rest of the paper is organized as follows. The second section discusses is the jour-
nal recommendation system and the related research of journal system attacks. Section 3
shows the implementation process of the Naive Bayesian-based journal recommenda-
tion algorithm in details. Section 4 depicts the data poisoning attack method against
the recommendation algorithm of the Naive Bayesian based journal recommendation.
Section 5 compares the experimental results of the journal recommendation algorithm
with or without attack and we conclude the paper in Sect. 6.

2 Related Work

There are not many related researches on journal recommendation systems, but in other
application areas, there are some similar studies including content-based recommen-
dations, collaborative filtering-based recommendations, and hybrid recommendations.
In the work of G. Adomavicius et al. [1], there are three main methods for reviewing
modern recommendation systems.
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Content-Based Recommendations. M.J. Pazzan et al. [2] Pollock et al. [3] A.
Gunawardana et al. [4] mentioned that the user U would be recommended to be similar
to the item I1 bought in the past. The principle of the characteristic item I2, which solves
the recommendation problem at the time of text retrieval, uses TF-IDF to judge key-
words, and the methods include Naive Bayes, Decision tree, Neural network and other
methods to construct the recommendation system. though independence of keywords
does not seem to be true, but the accuracy of the Naive Bayesian algorithm is quite
high. Of course, the method based on content recommendation is difficult to describe
the item in detail because of the number of features that the system can extract from
the item; It is impossible to distinguish the advantages and disadvantages of the items
to be recommended; the recommended closed-loop problem is that the user will always
be recommended for items similar to the items that have already been purchased, and it
is difficult to find new items with different characteristics; the new user problem in cold
start, one user must Purchase records for items can be recommended.

Collaborative Filtering-Based Recommendations. Such as P. Resnick et al. [5], B.
Sarwar et al. [6],H.Kautz et al. [7],M.Cornor et al. [8] using userUwill be recommended
and similar to him. The principle of the item I purchased by the hobby user U1, which
was first proposed by D. Goldberg et al. [14] in his work of 1992. Unlike content-based
recommendations, it has two ways: user-based and item-based. Collaborative filtering
algorithm, where the user-based algorithm is applicable to occasions where there are few
users, and the timeliness is strong, and the user’s personalized interest is not obvious,
but the real-time performance is not strong, and the new item needs to be calculated after
a period of time after going online. Push to the user, the second item-based algorithm
is applicable to the occasion where the number of items is significantly smaller than the
number of users, the long-tail items are abundant, and the user’s personalized demand
is strong. Real-time is very strong, once the user has new behavior, it will lead to real-
time recommendation changes, but there is no way to recommend new items to the user
without updating the item similarity table offline.

Hybrid Recommendations. There are P. Melville [9], BM Sarwar [10], and B. Burke
[11]. The work of the model can be divided into four categories: (1) the two methods are
implemented separately, and their predicted results are combined. (2) Add some features
of the content in the content filtering to the collaborative filtering (3) Add some features
of the collaborative filtering to the content filtering (4) Create a joint model and fuse the
two methods together.

At the same time as the recommendation system emerged, attacks against the rec-
ommendation system also followed. Author Michael P.O’Mahony proposed two attacks
in his work [12]: 1. Targeted attack strategy, recommended from the recommendation
system. In the process, look for the eigenvalues that can influence the recommendation
orientation, and then pretend that the normal users successfully guide the eigenvalues.
The performance on the product, for example, the user’s evaluation affects the product’s
rating, and the attacker creates a large number of malicious users to score. There is a
gap between the orientation and the real result. Second, the probe attack strategy uses
the seed user to understand the recommended weights, to refine the real structure of
the recommendation system and then focus on the critical areas. Compared with the
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first method, it only needs a small amount of Resources can achieve mastery of the
recommended structure.

In thework of author David J.Miller [13], a hybridmodel for attacking data pollution
based on naive Bayes is proposed. In the spam classification, the guiding factor for Naive
Bayes is single factor, so you can use the classifier to increase the weight of certain
specific words, the spam of the words with the same part of speech but not often appears
can successfully attack the recipient.

From the above related work, there is not much research work on the journal recom-
mendation system. This paper studies the security of the Naive Bayesian-based journal
recommendation algorithm.

3 Naive Bayes Journal Recommendation Algorithm

3.1 An Overview of the Algorithm

When an author wants to submit a paper to a suitable journal after completing the
manuscript, how can the author quickly select a number of journals that meet his require-
ments from so many journals? For this purpose, designing an efficient journal recom-
mendation system can help the author solve the task. According to the manuscript’s
topic, the recommendation system can help the author identify several appropriate jour-
nals and the author could select the most appropriate one to submit. Hence, the author
can save a lot of time in selecting journals and focus more on scientific research.

In the real experiment, it is assumed that there exists a journal recommendation
system. The system includes some key information of the paper, such as the title T,
abstract A, and the content of the keyword K. Suppose there are NUM journals from
the journal publisher’s website and we define the recommendation rate as RA, thus the
number of recommended journals TAR = NUM * RA.

The training set is trained by extracting C% of the papers from each journal, and
the remaining (1 − C%) papers are selected as test sets. In the test set, these papers
are calculated by the similarity probability of journals according to the Naive Bayesian
algorithm, and we denote the pre-TAR journals are selected as recommended journals
according to the descending order of the similarity probability.

If the recommended journals of the manuscript contain the journal corresponding
to the paper in the test set, the journal recommendation is considered successful. If the
journal in which the paper is located is not available in all recommended journals, the
recommendation is considered failed.

Finally, in order to prevent some journals due to having more test papers, the recom-
mendation accuracy rate of the journals will be lowered. Therefore, the recommendation
accuracy of the journal recommendation system is calculated according to the weighted
of every journal’s papers. The quantity is finally averaged for the total, and the correct
rate is recommended by NUM journals.

3.2 Preprocessing Module

We use all words of the paper as a corpus, remove the stop words from the words in
the corpus and merge the words in the singular and plural form. After that, we calculate
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the TF-IDF value for the remaining words. According to the TF-IDF value range of
MAX(R1) and MIN(R2), we can filter some frequently or rare words to reduce the
number of words, and then select the representative keywords according to the words’
frequency of each journal. According to whether the position of words in the title,
abstract and keyword, we can plus the different weights to count its word frequency,
thus constructing a word frequency table containing keywords in each journal. We need
to filter the test set papers of each journal to include the vector corresponding to the
representative keyword in the corpus. In the statistics of the number of papers in each
journal as a percentage of the total number of papers in the journal, we can calculate the
Naive Bayes algorithm based on the data of the three tables. The following process is
shown in Fig. 2.

Fig. 2. Generate two data tables

3.3 Recommended Calculation Module

When the user submits the title, keyword and abstract of the paper to the recommenda-
tion system, the system first extracts the representative keyword according to the paper
words provided by the user. Then the next steps include removing the stop word, merg-
ing the singular, plural forms of the word, and comparing the extract keyword with
each representative keyword of journal. If there exists the same word, it can calculate
the probability that the word frequency of the journal keyword occupied in the same
corpus; otherwise, the system multiplies the reciprocal of the number of words in all
the current corpus, the logarithm is added after each keyword is calculated and the total
similarity probability is obtained by summing up them. The probability of each journal
is different in principle. According to the similarity probability ranking from high to
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low, the journals of the former TAR (the number of recommended journals) are regarded
as recommended journals. Then, we can verify whether the original papers are in the
recommended journals by the test set. The details of Operation 1 and Operation 2 are
introduced in Sect. 3.4, and the process is depicted in Fig. 3.

Fig. 3. Keyword match model.

3.4 Probability Calculation Module

The total number of words is assumed to be P. The P words in the paper database have
P serial numbers. The word frequency of each journal’s keyword number is recorded
in the word frequency table. At this time, the weight of word frequency calculation can
be considered by the title, the keyword and the abstract in descending order. Assuming
that the specific keyword (X) appears N times in the journal, if the paper submitted by
the user contains the corresponding X word, the similarity probability with a journal is
calculated by the Naive Bayes algorithm.

Operation 1 : (1 + N )/(M + P)

M is the total number of key words in training data of all journals. If there is no X
word in corresponding journal, then the probability at this time is calculated as:

Operation 2 : 1/(M + P)

Finally, each result ismultiplied by the number of papers in the journal as a percentage
of the total number of papers.

In order to facilitate the calculation, each calculation of the probability results takes
the logarithm and adds the results of each logarithm of the entire journal to as the
recommended value of the entire journal. Comparing the recommended values of each
journal can produce the recommendation list.

4 Training Data of Poisoning Attack Against Naive Bayesian
Journal Recommendation Algorithm

4.1 Attacking Target

The target of this attack is the availability of data whose destination is to disturb the
training data. We select S% representative keyword from papers of journal, and these
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words can express the feature of journal. For example, if the journal belong to biology
area, it may has knowledge including some specific words. When the model trains
by the database, these malicious data disguised in the database can could affect the
recommendation results. In addition, we can adjust the value of S to maintain the level
of attack that decreases the recommendation accuracy.

4.2 Attacking Method

We calculate the word frequently to find the representative keyword in each journal
and these words may consist the S% proportion of keyword database. We put the papers
which include the keyword of other journals to every journal, the recommendationmodel
may predict error result. When the rate of journals’ keyword gets closer to the S%, the
recommendation accuracy will be more decrease, we can analysis accuracy of different
rate of journal keywords to conclude the attack effect.

4.3 Evaluation Metric

When keeping the number of recommendation journal, we evaluate the effect of the
success recommendation rate. Then we can change the different proportion of malicious
data to observe the change of the recommendation accuracy.

5 Experimental Results and Analysis

5.1 Experiment Setting

In our experiment, we select one hundred journals including the latest published papers
and the number exceeds twenty thousand. These papers contain three section: the title
(T), the abstract (A), and the keyword (K). We assume the recommendation rate is 5%;
we select 90% papers of each journal as training data, and the remaining 10% papers
are considered as test set. We use the TF-IDF to take out the words frequently over 1000
times and the remaining words consist the keywords database. Then we gain the statistic
of keywords and table of every word frequency. According to the words in the title,
abstract and keywords, the frequency of word multiply 5, 1, 3 to weight the frequency.
In addition, we gain the statistic about the test set including corresponding keywords in
database and the number of paper in each journal as a percentage of the total number
of papers, using these three tables to calculate the recommendation probability through
the Naive Bayesian algorithm.

The attack method is based on 50% of the random journals from 100 journals to
simulate the injection of malicious data. In the selected journals, ten fake papers with
specific malicious data are added which includes the title, abstract and keywords of each
paper. The malicious data is about 5000 words located near the highest IDF value, and
the recommended accuracy is calculated after retraining the entire model.
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5.2 Accuracy Distribution of the Number of Different Recommended Journals
Without Attack

Figure 4 shows the experimental results of the accuracy distribution of the number of
different recommended journals without attack. The number of recommended journals
on the x-axis is from 1 to 5. The recommendation accuracy is gradually increasing. The
recommended growth rate is firstly fast and then slow, with the number of recommen-
dations increasing, the recommendation accuracy gradually approaches the upper limit.
When TAR = 5, the recommendation accuracy rate reached 84.3%.

Fig. 4. Normal recommendation accuracy

5.3 Accuracy Distribution of the Number of Different Recommended Journals
with Attack

Figure 5 shows the experimental results of the accuracy distribution of the number of
different recommended journals under attack. When TAR = 5, the recommendation
accuracy rate reaches 61.1% and when TAR = 1, the recommendation accuracy rate
only reaches 43.3%, lower than the normal recommendation accuracy.

5.4 Comparison of Recommendation Accuracy Rate with or Without Attack

Figure 6 shows the results of a comparison of the accuracy distributions of different
recommended journals with or without attack. It can be seen that the recommendation
accuracy of the post-attack model is significantly reduced, and the accuracy relative to
the number of recommended journals is reduced by about 20%.
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Fig. 5. Attacked recommendation accuracy

Fig. 6. Normal and attack recommendation accuracy

6 Conclusion

The Naive Bayesian-based journal recommendation system is fragile, and we can
severely damage the recommendation system by attacking the availability of the training
data. As long as we could find the keywords with high weight in the journal recommen-
dation system, we can achieve good results by a small number of attack contents. As
our experiment shows, only ten papers could reduce the recommendation accuracy rate
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by 20%. In summary, how to prevent the attack data from being mixed into the model
through retraining needs special attention in practice.
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Abstract. The industrial control system is the core of various infrastructures.
With the development of process technology and the development of computer
network technology, industrial control systems are constantly integrating with the
Internet, evolving into an open system, which also brings numerous threats to
the industrial control systems. As an important security protection technology,
many scholars have conducted a lot of research on industrial control system intru-
sion detection. The main work of this paper is to summarize the current intrusion
detection technology. First part introduces the industrial control system and ana-
lyzing its threat and the main defense technologies. The second introduces the
intrusion detection technology. followed by the current research on the different
classification methods of intrusion detection technology to summarize, classify
and compare the existing research. Finally, it summarizes and looks forward to
intrusion detection technology of industrial control system.

Keywords: Industrial control systems · Intrusion detection · Safety protection

1 Introduction

Industrial control system is a general term for control systems of industrial production.
It is widely used in petroleum, chemical, electric power, manufacturing and so on. In
recent years, due to the development of process technology and the development of
information technology, traditional physical isolation industrial control systems have
been unable to meet the needs of modern industrial production, and have developed
into a large number of open systems connected to the Internet. While it brings a lot of
convenience and progress to the industrial control system, it also brings a lot of security
threats. Because the traditional industrial control system is mainly for the safety of the
system and it doesn’t take into account the network information security of the system,
so there are no corresponding security protection measures. In recent years, the security
threats against industrial control systems have increased, and the degree of harm is quite
large too.

TheStuxnet in 2010 caused huge losses to the Iranian nuclear power plant, it seriously
affect the operation of nuclear reactors and it cause irreversible damage to nuclear reactor
equipment [1]; in 2011, the emergence of a variant of the Stunet virus, Duqu virus,
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which could last for a long time lurk and collect relevant information, and launch an
attack when necessary; In 2012, a flame virus was discovered, which is able to collect
various sensitive information; a continuous high-level attack took in 2014 caused the
production process of a German steel plant to shut down suddenly, causing irreversible
damage to the entire production system; in 2015, the attackers attacked the Ukrainian
power sector monitoring and management system, causing 42 substations in Ukraine to
fail, causing power outages in many areas for several hours. These events made many
countries gradually realize the importance of industrial control system safety. Along
with the implementation of the German Industry 4.0 strategy, many countries have
raised industrial control systems to national strategic security and taken various security
protection methods for various malicious threats, such as vulnerability scanning, deep
firewall defense, Intrusion detection, etc. As an important way of security protection,
intrusion detection can detect the internal and external threats of the system, which has
implications for the late defense of the system.

At present, the intrusion detection technology for industrial control systems has
considerable more research, and the work of this paper is mainly about the overview of
current research. First part mainly introduces the threat of industrial control system and
Introduce the industrial control system and analyze its threats and current main defense
technologies. The second introduce the related concepts and classification methods of
intrusion detection technology. followed by the current research on the different classi-
fication methods of intrusion detection technology to summarize, classify and compare
the existing research. Finally, it summarizes and looks forward to intrusion detection
technology in its industrial control system.

2 Industrial Control System

2.1 Overview of Industrial Control System

Industrial control system is a general term for control systems in industrial produc-
tion, which is widely used in petroleum, chemical, power, manufacturing, etc. From
the emergence of computers and beginning to be used in industrial control systems, the
development of industrial control systems has probably gone from direct digital Con-
trol system, distributed control system, and fieldbus control system. At the present, the
industrial control system has changed from a traditional closed system to an open net-
work interconnection system. The modern industrial control system includes enterprise
office network and process control. And it consists of three parts: themonitoring network
and the on-site control system. The corporate office network is mainly composed of the
enterprise resource planning network and the manufacturing execution system, which is
mainly responsible for receiving system information, network information and issuing
decisions. The process control and monitoring network consists of various monitoring
stations, engineer station, various historical database server and OPC server, which is
mainly responsible for data collection. The field control system mainly includes remote
control unit, programmable logic controller and various physical equipment. The struc-
ture of modern industrial control system brings great convenience in industrial produc-
tion, which is also very vulnerable. Currently, the threats and attacks against industrial
control systems involved in every level of the system.
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2.2 The Threats to the Industrial Control Systems

Although many countries pay more and more attention to industrial control security and
propose corresponding countermeasures. Plenty of the cyber-attack methods are con-
stantly developing in these years. However, the current form of industrial control security
is still in danger. So, some scholars have proposed the security threats faced by industrial
control systems, which can be roughly divided into three categories: misuse of mobile
media, the lack of network management awareness, and system security vulnerabilities
[2]. There are two main aspects of security risks caused by misuse of mobile media.
On the one hand, some related people have unintentionally or jointly leaked the system
with external personnel. On the other hand, the mobile media used were infected with
viruses, which made the stored information destroyed or stolen. The lack of network
management awareness can be divided into two aspects. Firstly, it mainly refers to the
lack of personnel management training in current enterprises. As a result, many system
administrators lack enough security awareness who may directly publish confidential
corporate information on the network or leading to the use of illegal elements. Secondly,
some enterprises are short of enough management, which will cause huge losses to the
enterprise. There is a security breach in the system. It mainly refers to the existence of
system vulnerabilities in the design of industrial control systems, which provides rel-
evant attackers with an opportunity. They can use the system’s existing vulnerabilities
to attack the system. The literature [3] takes advantage of the vulnerability of the exist-
ing decentralized structure used by hidden services in the Internet of things to launch
Eclipse attacks on them, and demonstrates the great threat posed by these vulnerabili-
ties. In response to these threats and attacks, the industrial and academic industries have
proposed various protective measures.

2.3 Industrial Control System Safety Protection Technology

The architecture of the industrial control system is very different from the information
network. First of all, in terms of security concepts, information technology follows the
CIA principle, which is about the confidentiality, integrity, and availability. The first
consideration is the confidentiality of information. However, industrial control systems
follow the CIA principle and put safety on the first place. When considering safety
solutions, they are due to the unique characteristics of industrial control systems. So
we must consider new solutions that based on the characteristics of industrial con-
trol systems. At present, the main safety of industrial control systems protection meth-
ods includes industrial firewall technology, security audit technology, access control
technology, intrusion detection technology, vulnerability scanning vulnerability mining
technology, and situational awareness technology [4].

Access control technology is used to restrict the access to specific resources in the
system, and ensure the security of the system by authorizing access. The typical access
control method is by establishing a whitelist mechanism. The whitelist mechanism is
the basic security policy of industrial control system security protection. By establishing
a white list of software, system configuration, user connections, and identity authenti-
cation. Literature [5] proposed to improve the reliability of vehicle application level by
deployingRSG, aiming at the problem of vehicle verification trust existing in the Internet
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of vehicles. In order to ensure the security of digital evidence in documents, literature
[6] designed a block-DEF framework using Block chain technology, and proved through
experiments that this design can well meet the needs.

The vulnerability scanning and mining technology identify some vulnerabilities in
the system by scanning system devices, system software and then compare them with a
network security vulnerability library. It can be divided into static vulnerability mining
methods and dynamic vulnerability miningmethods. Literature [7] designed the concept
of network reference vulnerability association based on evidence reasoning, and built
erns for network system vulnerability and environment information. In the literature [8],
the game theory is used to model the attack of the attacker, and the experiment proves
that this scheme plays an important role in the protection of Internet of vehicles.

Industrial firewall, intrusion detection and security audit together form the whole
of the defense-in-depth system. As the outermost layer of defense-in-depth, industrial
control firewalls should play a role about the function of intrusion from external net-
works. For industrial control firewall designing, industrial control firewalls must support
industrial control. The analysis of unique protocols and the deep protection of indus-
trial control systems must be combined with specific process information and intrusion
detection. As the second step of defense in depth, which can not only detect threats
outside the system, but also detect anomalies from inside the system. For the last link
of defense in depth, security audit also plays an important role in the security protection
in industrial control systems. It can perform in-depth analysis and analysis of the actual
network topology and detection information and messages of industrial control systems.
Analysis of malicious behavior, which strengthens the defense effect of the entire system
in turn.

As a major way of security protection in industrial control systems, intrusion detec-
tion can detect abnormalities from inside and outside of the system. In next section, this
paper will introduce the related concepts, classification and applications of industrial
control system’s intrusion detection technology.

3 Intrusion Detection Technology

Researchers draw on the traditional intrusion detection in the information field, and
propose the intrusion detection of industrial control systems based on the characteristics
of industrial control networks. As an important security protection technology, intrusion
detection is mainly through security monitoring and abnormal alarms to ensure the
industrial control system safety. The detection process can be described as firstly by
collecting various devices and network information in the industrial control system,
and then identifying and distinguishing the information in a specific manner, and finally
determining the state of the system, that is, whether the system is normal or abnormal. In
recent years, the industry and academia have conducted a lot of research on the intrusion
detection of industrial control systems, and have achieved a lot of achievement.

At present, there is still no unified classification method for intrusion detection sys-
tems. The mainstream method still adopts two main classification methods [9]. One
classification method is based on the detection technology, and the intrusion detection
system is divided into a feature-based intrusion detection system and anomaly-based
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intrusion detection systems. The feature-based intrusion detection system establishes
a model for abnormal behaviors and establishes an anomalous behavior library. When
there are new behaviors, it compares with the feature behavior library to find anomalies.
The anomaly-based intrusion detection is just opposite. it discovers anomalous behavior
by establishing a model of normal behavior. Another classification method is to divide
the intrusion detection system into network intrusion detection system and host intrusion
detection system according to different data sources. network intrusion detection system
can be summarized as setting detection points at different locations in the network to
acquire traffic in the network, and excavating and analyzing the acquired network traffic;
the host intrusion detection system can be summarized as mainly through monitoring
and detecting host configuration, applications, and I/O in industrial control systems to
detect anomalies. The following content mainly summarizes the existing research based
on these two classificationmethods and compares the specific classification among them.

4 Classification of Intrusion Detection Based on Different Detection
Techniques

4.1 Feature-Based Intrusion Detection

Feature-based intrusion detection mainly finds the abnormal behavior of the system by
comparing the detection behaviorwith the existing abnormal behavior library. Therefore,
the key anddifficult point of thismethod is to accurately extract the description features of
abnormal behavior.Because of the diversity and complexity of industrial control systems,
when designing feature-based intrusion detection systems for specific industrial control
systems. It is necessary to accurately extract features that reflect abnormal behaviors
and to simplify other features. In this way, it can improve the accuracy of the intrusion
detection system and reduce the time of intrusion detection.

At present, many scholars have done a lot of research on feature-based intrusion
detection. The features selected to indicate anomalies in the current research are mainly
network traffic, industrial control communication protocols, and system parameters.
There are quite a few scholars use the change of network traffic as a feature to detect
anomalies in the system. Reference [10] uses the network traffic of SCANDA system as a
feature, and proves the effectiveness of the method from the concept of implementation.
Reference [11] uses the size of network traffic to identify abnormalities in the system,
and experimental results show that the method can effectively identify abnormal condi-
tions in the system. In the research characterized by system parameters, literature [12]
mainly uses various I/O data and registers of the system. The value is used as the char-
acteristic value representing the abnormal behavior, and the abnormality of the system
is detected by the way of supervised learning; Literature [13] uses the time parameter
of the equipment, various communication information, etc. as the characteristic value
to detect the abnormal intrusion of the substation. The method can detect anomalies in
different locations and different substations. At the same time, a large number of scholars
also specialize in industrial control communication protocols. Anomaly detection. Ref-
erence [14] is based on the Modbus RTU/ASCII protocol commonly used in industrial
control systems, using intrusion detection based on Snort software to identify abnor-
malities in the system. For the redundancy and high latitude characteristics of data in
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industrial control systems, the optimization of feature selection improves the accuracy of
detection algorithms and reduces the false alarm rate. Literature [15] propose the use of
Fisher score and KPCA algorithm, and designed an intrusion detection model based on
SVPSO-SVM. Through experiments and compare with other algorithm models proves
the effectiveness of this algorithm.

4.2 Anomaly-Based Intrusion Detection

Anomaly intrusion detection technology is another important way to detect anomalies.
Unlike feature-based detection, this detection method requires the establishment of a
model of normal behavior. Anomalies in industrial control systems are identified based
on the comparison of normal behavior.

Aiming at the detection of industrial control abnormal protocol behaviors, the litera-
ture [16] establishes an industrial control communication protocol data detection model
through the SVMmethod, and compares the relevant parameters of the establishedmodel
to identify abnormal phenomena in the system. Some scholars mainly focus on estab-
lishing an anomaly detection model for industrial control system model parameters.
Literature [17] has carried out efficient path modeling for routing. Literature [18] estab-
lished a multi-model based on industrial process automation system, and distinguished
between faults and abnormalities through the HMMmodel, the simulation results show
that the system has high detection accuracy and the false alarm rate is less than 1.6% high
detection accuracy, and the false alarm rate is below 1.6%, and it also verifies that the
system has little effect on the real-time performance of the system. At the same time, the
literature [19] mainly establishes a systemmodel for complex industrial control systems,
and use the ant colony algorithm and unsupervised feature extraction to identify abnor-
mal behaviors. Aiming at some problems in the detection of traditional machine learning
algorithms, some scholars are committed to algorithm improvement to improve the level
of intrusion detection in industrial control systems In literature [20], SSAE unsupervised
learning algorithm is used to improve the traditional PNNmodel to solve the problem of
slow convergence and high false positives of collaborative intrusion detection algorithm,
and the feasibility of the algorithm was proved through experiments.

4.3 Comparison of Two Detection Methods

The detection method used in feature-based intrusion detection systems is to detect
attacks in industrial control systems by extracting features that can indicate abnormal
behavior, and then identify the features through feature recognition. Therefore, this detec-
tion method has high detection accuracy. However, its defects are also obvious. First of
all, it is necessary to count a large number of characteristics of abnormal behavior, and
there is another obvious defect is that it cannot detect unknown types of attacks. The
detection method used by anomaly-based intrusion detection algorithms is by extracting
features that can represent normal behavior, and according to the normal behavior model
identifies and detects attacks in industrial control systems. One obvious advantage of this
detection method is the ability to identify unknown types of attacks. However, due to the
complexity of industrial control systems, it is difficult to establish a normal and univer-
sal model that can represent the normal system, and the performance of feature-based
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intrusion detection systems is not as good as that of feature-based intrusion detection
systems.

On the whole, the application scope of anomaly-based intrusion detection is wider
than that of feature-based intrusion detection. At present, a major research hotspot based
on anomalies is mainly to improve its detection accuracy. There are related studies that
combine the two methods together to detect anomalies in industrial control network.

5 Classification of Intrusion Detection Based on Data Sources

5.1 Network Intrusion Detection

The monitoring device in the Intrusion Detection System (IDS) based on the industrial
control network is always located in the entire network, capturing communication pack-
ets between the master control center and the field site or field devices. The information
in these captured data packets is evaluated to determine whether it constitutes a threat. If
the packet is suspicious, an alert will be issued. This detection method is called network
intrusion detection.

Network intrusion detection mainly focuses on the detection of network traffic and
industrial control network protocol. In the research of network protocol detection, in
literature [21], MODBUS RTU/ASCII Snort is used to simulate the use of snort rules
to detect four exceptions: denial of service, command injection, response injection and
system reconnaissance anomaly onModbus network, and it focus on the implementation
of this system and improve detection accuracy; the literature [22] uses neural network
algorithms to detect attacks on commonly used industrial control protocols such as
Modbus and OPC protocols. At the same time, many studies are devoted to the use of
various algorithms to detect anomalies based on abnormal network traffic in industrial
control networks. [23] uses probabilistic component analysis to detect traffic transmitted
between networks; reference [24] models the network traffic of the industrial control
network to detect anomalies in the network; reference; the literature [25] uses the K-
neighborhood learning algorithm to detect network traffic.

Detection accuracy and false alarm rate are important evaluation indicators for indus-
trial control system intrusion detection. Therefore, research on improving the detection
accuracy of the algorithm and reducing the false alarm rate is particularly important.
The literature [26] detects the known attack types by using information mining and
semi-supervised learning algorithms, and simulates the network attack to detect the
effectiveness of the algorithm. The experimental results show that the algorithm can
avoid the semi-supervised K-means algorithm’s shortcomings and it can improve the
detection accuracy.

5.2 Host Intrusion Detection

The host intrusion detection system mainly extracts the information of the status of the
host device, the login of the device, the operation of the device, the I/O of the device,
and various operations performed on the device, and then performs detection according
to the extracted features.
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In terms of device input and output detection, In literature [27], the normal output of
the system is modeled by the self-associative kernel regressionmodel, and the anomalies
in the system are identified according to the residuals of the normalmodel. Some research
scholars mainly rely on System data is used to identify abnormal data. the literature [28]
adopted Obtain all kinds of data of smart grid operation, and then use unsupervised
learning to detect anomalies. In terms of system state parameters as features, reference
[29] uses industry Control the various register values in the system to build a system
model, and identify system anomalies based on the difference between the model output
and the actual output. Literature [30] uses various system parameters and establishes
a normal model of the system to implement anomaly detection based on the model.
Anomaly detection can also be performed based on the input and output of the system,
for example, the anomalies of data utilization and CPU utilization of the system are
solved by the iterative data mining method in [31].

5.3 Comparison of Two Detection Methods

The network intrusion detection system identifies network anomalies in the system by
detecting network packets in the industrial control network. It does not depend on specific
hosts and configurations, so it has the characteristics of high portability. In addition, the
network intrusion detection system can only detect and monitor a network area, which
can greatly reduce the cost of detection. T Network intrusion detection system are main
defects cannot detect the host internal attacks and unable to cope with Dos attack at
the same time, it can’t check all packets at the same time, can lead to packet loss, thus
caused it weak in terms of accuracy, compared with the method of network intrusion
detection, host intrusion detection method does not need to monitor the network data
flow, it largely reduces the consumption of time and resources. However, due to the large
differences between the system structure and functions of the industrial control system,
the host intrusion detection system performs poorly in terms of portability. Also because
the host needs to occupy system resources, it will affect the host performance. There is
also a negative impact on host performance due to the host intrusion detection system
need to occupy system resources.

6 Conclusion

The networking of modern industrial control systems has become an inevitable trend.
However, when it brings great progress and convenience to the industrial control system,
it also brings many security threats to the industrial control system. Intrusion detection
technology as an important security protectionmethod for the information network, it has
been obtained extensive research in the security protection of industrial control systems.
The mainstream method still adopts two main classification methods. One classification
method is based on the detection technology, and the intrusion detection system is divided
into a feature-based intrusion detection system and anomaly-based intrusion detection
systems. Another classification method is to divide the intrusion detection system into
network intrusion detection system and host intrusion detection system according to
different data sources. This paper mainly reviews the research involved in this existing
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mainstreammethod, and summarizes the advantages and disadvantages of each detection
method. These studies can improve the safety of industrial control systems to a certain
extent, but for the moment, the whole. The research started late and it is mainly in
the state of theoretical research. In the face of complex and specific industrial control
systems, each industrial control system has its own unique characteristics in practical
applications. It is necessary to study and adapt to different industrial control systems.
With the continuous development of industrial control systems and the development of
aggressive behavior, the corresponding intrusion detection must continue to develop.

As far as the current research is concerned, the intrusion detection technology should
be further developed for the detection of more efficient anomaly intrusion detection fea-
tures, continuous improvement of intrusion detection algorithms, and further application
of machine learning and data mining methods to intrusion detection systems. Further
strengthen the accuracy and real-time of the intrusion system, andmust further strengthen
the combination of theoretical research and practical application. As an important secu-
rity protection method for industrial control system security, intrusion detection is of
great significance to enhance the security of industrial control systems. At the same
time, intrusion detection should be combined with other security protection methods to
jointly protect the Industry Control System security.
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Abstract. Slide puzzle captcha is a kind of dynamic cognitive game, which
requires users to pass a series of cognitive tasks to verify themselves. Compared to
boring text captcha, the user experience has been greatly improved, so slide puzzle
captcha has gradually replaced the text-based captcha on many large platforms.
In this paper, we divided slide puzzle captcha cracking into three steps: identify-
ing the gap position, generating the sliding track, and implementing the browser
automation. For the location identification of the gap, we used residual network
based on object detection and yolov3-based object detection, establish Resnet-18
model and Yolov3 model, and in order to train the two models, we collect 1000
images from Bilibili, Netease Shield, Tik Tok, Jingdong, etcand estimated accu-
racy of gap identification; As for the generation of sliding trajectory, we analyze
the sliding trajectory of human and imitated the human slider trajectory by the
piecewise curve fitting of least-squares method; For the automatic implementa-
tion of browser, we calculate the offset position, use the TencentAPI, directly feed
the recognition result to the page. We choose the resnet-18 and Yolov3 model
to identify the location of the gap. We utilize the least-squares method to fit the
sliding trajectory segmentally, increasing the degree of simulation and avoiding
machine detection.

Keywords: Slide puzzle captcha · Resnet · Yolo neural network · Object
detection

1 Introduction

The basic principle of Captcha is a Turing test, which aims to distinguish a legitimate
human user from a computerized program in a simple and low-cost way, so it is also
called Human-Computer Interaction Verification (HIP), but the current captcha, no mat-
ter traditional text-based captcha, slide puzzle captcha, audio captcha or even spatial
reasoning captcha [1], there is a method of cracking, but since the cracking cost is high

© Springer Nature Singapore Pte Ltd. 2020
X. Sun et al. (Eds.): ICAIS 2020, CCIS 1254, pp. 140–153, 2020.
https://doi.org/10.1007/978-981-15-8101-4_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8101-4_14&domain=pdf
https://doi.org/10.1007/978-981-15-8101-4_14


Resnet-Based Slide Puzzle Captcha Automatic Response System 141

and a certain basic technology is required, the captcha is now often used to block Auto-
mated scripting on the web for the abuse of online services, including walking spam and
a lot of repetitive operations [2].

In order to realize the automatic response system of the slide puzzle captcha, we
innovatively use the Resnet-based object detection and Yolov3-based object detection to
identify the gap location, establish Resnet-18 model and Yolov3 [3] model, and in order
to train the two models, we collect 1000 images from Bilibili, Netease Shield, Tik Tok,
Jingdong, etc. As a result, the accuracy of the object detection model based on Resnet-18
can reach about 88% in the step of identifying the gap position, and the object detection
model based on Yolov3 can reach 90%. By analyzing the human sliding trajectory, the
segmental curve fitting of the least-squares method is used to simulate the human sliding
trajectory to achieve the purpose of confusing the machine.

2 Related Research

Object detection is widely used inmany scenarios such as intelligent navigation, medical
examination, industrial inspection [4], etc. There is a lot of methods for improvement in
the accuracy and efficiency of detection [5]. The machine learning method is adopted,
wherein the main classifiers used are Support Vector Machine (SVM) [6] and convolu-
tional neural networks. Among them, well-known algorithms include: R-CNN [7], Over
Feat [8], Fast R-CNN [9], Faster R-CNN [10], Yolo [11], SSD [12], Yolov2 [13], AlexNet
[14], GoogleNet, etc. These object detection algorithms based on convolutional neural
networks are divided into candidate region-based object detectionmodels (R-CNN, SPP-
Net [15], Fast R-CNN, and Faster R-CNN) based on the difference in the way of target
location. Regression object detection models and residual-based object detection mod-
els. Suphannee Sivakor el al. design a novel low-cost attack that leverages deep learning
technologies for the semantic annotation of images. The success rates of their system
range from 37% to 83%. Binbin Zhao and Raheem Beyah (2018) propose three generic
attacks against selection captcha, slide puzzle captcha, and click-based captcha. their
attacks are mainly built on object detection models including CNN, R-CNN and Faster
R-CNN, The success rates of the recognition and captcha-solving services range from
41% to 90%.

At present, slide puzzle captcha are gradually being used by major websites and
network service providers. theoretical research and verification of their security are still
needed, and a lot of manpower and material resources are needed to realize them. How
to improve the user recognition rate, prevent brute force attacks, prevent hackers from
malicious attacks, improve security and reliability, this is the main content of this paper.

3 Resnet-Based Slide Puzzle Captcha Automatic Response System

3.1 System Functions

Data Set Collecting. Collecting the slide puzzle captcha images from Bilibili, Netease
Shield, Tik Tok, Jingdong, etc., as a data set preparation.
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Image Preprocessing. Normalize and grayscale the captured images, and expand the
training set through various methods such as blurring and rotation, and finally convert
to permanent storage of binary files.

Model Effect Test. The object detection effects of Resnet-18 model and Yolov3 model
were tested separately.

Curve Fitting. Use the least-squares method to fit the drag track that best suits human
habits.

Notch Position Identification. Select the picture and frame the gap.

Automated Response. Use the Flask web framework and the TencentAPI to directly
report the recognition results to the page.Using theFlask template, and send a verification
request to the Tencent server, driving themouse to drag the control to achieve the purpose
of the automatic verification of the slide puzzle captcha.

3.2 Model Architecture

Resnet-Based Gap Recognition Model. The residual networkwas proposed byKaim-
ing He and Xiangyu Zhang in 2015. Inserting a residual block in the network can solve
the degradation problemwell. For the pre-processed captcha gap, the Resnet-18model is
established for predictive identification. Themodel includes convolutional layer, pooling
layer, activation layer, input and output layer.

We select the Rectified Linear Unit (ReLU) as activation function, because it has a
great propulsion effect on the convergence speed of the random gradient descent, and
the calculation speed is high. The loss function selects smooth L1 loss, which is more
robust. When the prediction frame is very different from the actual positioning, the
gradient value is not too large. The first layer of the model is the input layer. This layer
converts the previously saved sliding captcha image information into the input format
required by the convolution layer.

The second layer of the model is the convolutional layer. After the input layer, the
image information has been stored in a 224 × 224 × 3 network, the next calculation
is the most important step in the convolutional neural network, taking the fifth layer
convolution of the model as an example, Layer 5 uses a 3 × 3 filter and 14 × 14 input
for convolution calculation, the filter slides 2 units per length, that is, stride = 2, then
the sliding window is 2 × 2. After the convolution operation, the offset parameter b is
added, finally, the activation function f(x) is input.

The third layer of the model is the pooling layer. We use the max-pooling function
to give the maximum value in the adjacent matrix region [19]. In this model, the pooling
operation of the third layer uses themax-pooling function. The input matrix size is 112×
112, and the step size is 2. The pooling operation is performed for each 2× 2 sub-region,
and the maximum number is selected. The value of the corresponding element of the
output matrix.

Figure 1 is a model network structure diagram of the model.
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Fig. 1 Model structure diagram

Yolov3-Based Gap Recognition Model. The Yolov3 network uses the first 52-layer
network of the Darknet-53 network except for the fully connected layer. Based on the
Yolov2, multi-scale features are used for object detection. Multiple independent logistic
classifiers are used to replace Softmax so that multiple tags can be supported. Object.
Yolov3 used dropout and data augmentation in training to prevent overfitting. Aban-
doning dropout and starting to use K-means clustering to get the size of the a priori
box.

3.3 Trajectory Generation Algorithm

Since the background of the major mainstream websites recognizes the user’s sliding
mouse trajectory, the sliding trajectorymust be generated according to the human behav-
ior trajectory. There are twomethods to simulate the human behavior trajectory. The first
one is to establish a database for brute force cracking. This requires a large number of
drag samples establishing databases. When the gap position is identified, the offset dis-
tance is calculated, select a track with the same offset distance and perform analog drag.
However, considering that this method needs to traverse all the offset distances, this
method is obviously complicated and poor scalability when the horizontal offset dis-
tance is large; the second method is the curve fitting, we use the least-squares method
to simulate the human drag trajectory. By observing and analyzing the whole process
of human dragging the slider, the behavior of dragging the slider is divided into three
steps. The basic fitting steps of the least-squares method are as follows:

1) First, we determine the mathematical model of the fitted curve. Since we don’t know
whether the parameters are linear, polynomial, exponential or complex,wemaywant
to perform segmentation analysis by observing the distribution of the fitted points.
The segmentation obtained by observing is: the sliding distance of the first segment
is 0, and the corresponding time is from 0 to 350 ms; The second segment is the
stage from the start of dragging to rapid sliding, experiencing acceleration and then
deceleration. The corresponding time is from 350 ms to 1200 ms, and its regularity
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is similar to the tanh function. The third stage is the slow adjustment stage, humans
need to match the specific position of the gap. The regularity of this stage is slight.
We fit all sample points by the three regression equations of Eq. (1).

y = ax + b, y = menx, p(x) =
n∑

k=0

ckx
k (1)

2) Convert the mathematical model of the fitted curve into a linear model of the
parameters to be determined.

3) Write the contradiction equations and the law equations.
4) Solving the equations of the equation, obtaining the undetermined coefficients of

the fitted curve, and obtaining the fitted curve.
5) Calculate the sum of squared errors of the fitted curve.

The step of segmentation fitting:

1) Fit all sample points according to the three functions in Eq. (1) and select the function
with the smallest variance.

2) Calculate the error between the fitted value and the actual value according to the
function selected in step 1), and calculate the absolute value S of the error.

3) Compare the fitting point error and the error mean S. If the absolute value of the
error of three consecutive points is greater than the mean S, then segment 7) from the
point where the first error is greater than the mean; otherwise, without segmentation,
Execute 5).

4) Repeat the above steps from the segmentation point to the last measured point re-
fitting.

5) Fit the sample points according to the segmentation and variance function obtained
in the above steps

The two major conditions for determining the optimal empirical function are:

1) The difference between the measured point where the error is positive and the
measured point where the error is negative is less than the set adaptive parameter.

2) The function with the smallest variance is the optimal fit function.

3.4 Browser Automation Implementation

The slide puzzle captcha automatic response system identifies the location of the gap
in the browser and then calculate the offset position to fit the sliding trajectory, we use
the Flask web framework and the application programming interface of TencentAPI
to directly feedback the recognition result. The system will send a verification request
to the Tencent server, and drive the mouse to drag the slider to achieve automatically
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responding. After the driver page is opened, when the button click operation is obtained,
try to switch to the iframe frame. After the switch succeeds, detecting whether there is a
slider. If exists a slider, the sliding distance of the slider is calculated, then least squares
curve fitting function used according to the calculated slider offset to obtain the sliding
track. Lastly, try to obtain the control of the slider, sends a verification request to the
Tencent server, submits the verified user IP address, and the captcha client verifies the
callback: ticket and random strings.

4 Experiments

4.1 Data Set Acquisition and Preprocessing

In the initial stage, we need to train the convolutional neural network to ensure that
we have enough features to reduce the model error. For a large number of slide puzzle
captchas, it can not be automatically generated like the library “captcha” in Python, just
like generating a textual captcha. Therefore, we collect slide puzzle captcha images from
many websites such as Tik Tok, Bilibili, Jingdong, NetEase shield, and Geetest, A total
of 1000 images, of which 500 are used as training sets and 500 are used as test sets.
Here, there are two ways to collect dataset images:

1) Use Beautiful Soup in conjunction with regular expressions to extract image links.
2) Take a screen shot of the visible area through selenium, then locate the position and

size of the picture element, and then use the Image in the PIL module to crop.

We choose the first method for one reason: The second method is to set the size
of the browser window, and when the captcha is captured, the resolutions of different
displays are different.We use data augmentation (rotation angle, adjust saturation, adjust
exposure, adjust hue) to extend the data set. The captured data set is shown in Fig. 2 and
Fig. 3.

Fig. 2. Training sets with different shapes Fig. 3. Test sets with different shapes

In general, there are four methods to grayscale color images: component method,
maximum method, average method, weighted average method. After the grayscale is
completed, the picture RGB information is converted into a binary file for permanent
storage. We use two-channel components as a grayscale image method.
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Normalization is an indispensable step in image and processing, because for most
machine learning algorithms and optimization algorithms, scaling feature values to the
same interval can result in better performance models. We only normalize the size of the
image, which can be easily done using the resize function in Python. Since the library
“captcha” in Python cannot be used to automatically generate the slide puzzle captcha,
the system must manually mark the captcha. We use the LabelImg software to mark the
location of the gap.

In the whole preprocessing, it mainly includes grayscale processing, normalization
processing, format transfer of picture information, etc. The functions and parameters
involved are set as shown in Table 1.

Table 1. Preprocessing involves functions or parameters

Function or parameter Function

Normalize Normalized processing

Gray Grayscale processing

Convert Gap position information format conversion

Split Image split

pickle_dump Serialization

channel RGB channel value

mean Pixel average

std Standard Deviation

id_to_data_values Image pixel information to be serialized

id_to_size_values Image size information to be serialized

id_to_box_values Gap location information to be serialized

protocol Serialization mode

resize Change image size

4.2 Resnet-18-Based Gap Recognition Model

Model Parameter Configuration. The parameter values and functions involved in the
gap recognition training and testing based on the Resnet-18 model are shown in Table 2.

The parameters of the five convolutional layers are listed in Table 3.

Model Effect Test. In order to avoid over-fitting, we set the learning rate to 50% atten-
uation every 50 rounds, and performs dropout processing, Dropout was proposed by
Hinton in 2012, which can effectivelymitigate the occurrence of over-fitting. To a certain
extent, the effect of regularization is achieved. The training parameters of the Resnet-18
model are shown in Table 4.
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Table 2. Resnet-18 model training and testing involves functions or parameters

Function or parameter Function Value

my_metric Evaluation index dictionary –

smooth_l1_loss Loss function –

batch_pics Batch training

lr_sch Learning rate 0.001 (initial)

Conv2D Convolution of 2D input –

filter_size Filter size 3, 7

num_filters Number of filters 64, 128, 256, 512

batch_size Number of training per batch 16

epoch Number of iterations 200

mean Pixel average –

std Pixel standard deviation –

dropout_rate Dropout retention 0.5

Table 3. Resnet-18 model convolution layer parameter configuration

Layer Output size Filter size Filters
number

Stride

Conv 1 112 × 112 7 × 7 64 2

Conv 2 56 × 56 3 × 3 64 2

Conv 3 28 × 28 3 × 3 128 2

Conv 4 14 × 14 3 × 3 256 2

Conv 5 7 × 7 3 × 3 512 2

Table 4. Resnet-18 model training parameters

Loss function Learning rate Attenuation interval Total number of training

Smooth l1 0.001 50 200

It is analyzed from Fig. 4 that in the performance of the test set, the number of
successes of the model increases with the number of training times is increasing, and
finally reaches saturation. The final success rate is about 88% (Fig. 5).
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Fig. 4. The number of iterations and the
success rate

Fig. 5. The number of iterations and the loss

4.3 Yolov3-Based Gap Recognition Model

Model Parameter Configuration. The parameter values and functions involved in the
training and testing of the gap recognition model based on the Yolov3 model are shown
in Table 5.

Table 5. Yolov3 model training and testing involves functions or parameters

Function or parameter Function Value

learning_rate Learning rate 0.001

batch_size Number of training per batch 16

filter_size Filter size 1, 3

num_filters Number of filters 32, 64, 128, 256, 512, 1024

epoch Number of iterations 200

yolo_loss Loss function –

grid Offset –

pad Padding 1

decay Weight decay 0.0005

batch_normalize Batch normalize 1

The parameter configuration of the convolution layer is shown in Table 6.

Model Effect Test. The basic network used by Yolov3 is Darknet-53, which simply
replaces Softmax with multiple logistic classifiers, while Darknet-53 also uses Resnet’s
shortcut method. At the same time, we set weight decay, also known as L2 regularization,
The idea of L2 regularization is to add an extra term to the loss function. The training
parameters of the gap recognition model based on Yolov3 are shown in Table 7.
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Table 6. Yolov3 model convolutional layer parameter configuration

Layer Output size Filter size Filters number Stride

Conv 1 256 × 256 3 × 3 32 1

Conv 2 128 × 128 3 × 3 64 2

Conv 3 – 1 × 1 32 1

Conv 4 – 3 × 3 64 1

Conv 5 64 × 64 3 × 3 128 2

Conv 6, 8 – 1 × 1 64 1

Conv 7, 9 – 3 × 3 128 1

Conv 10 32 × 32 3 × 3 256 2

Conv 11, 13, 15, 17, 19, 21, 23, 25 – 1 × 1 128 1

Conv 12, 14, 16, 18, 20, 22, 24, 26 – 3 × 3 256 1

Conv 27 16 × 16 3 × 3 512 2

Conv 28, 30, 32, 34, 36, 38, 40, 42 – 1 × 1 256 1

Conv 29, 31, 33, 35, 37, 39, 41, 43 – 3 × 3 512 1

Conv 44 8 × 8 3 × 3 1024 2

Conv 45, 47, 49, 51 – 1 × 1 512 1

Conv 46, 48, 50, 52 – 3 × 3 1024 1

Table 7. Yolov3 model training parameters

Loss function Learning rate Attenuation interval Total number of training

yolo_loss 0.001 50 200

The success rate of the test set is 90%, exceeding the Resnet-18 model, it can be
seen that although the network layer of Darknet-53 is more complex than Resnet-18,
the training accuracy and effect are better than the Resnet-18 model. This phenomenon
may be caused by the different composition of the network structure. Figure 6 shows
the effect of the gap recognition.

Comparison. The comparison of the gap recognition model based on Resnet-18 and
the gap recognition model based on Yolov3 is shown in Table 8.

4.4 Least-Squares Fitting Sliding Trajectory

In order to analyze the effect of the automatic response system, the relationship between
the number of training times and the number of successful driving times is shown in
Table 9 and Table 10 with 200 drag tests.
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Fig. 6. Effect of gap recognition

Table 8. Comparison of test results

Model Test set accuracy

Resnet-18 0.8821

Yolov3 0.8996

Table 9. Resnet-18 model drag success times and training times

Number of training 15 50 100 150 200

Number of success 35 111 143 153 152

Table 10. Yolov3 model drag success times and training times

Number of training 15 50 100 150 200

Number of success 35 115 146 155 150

From the data analysis, when the number of training before 100, the number of
success increases with the number of training. However, after the number of training
reaches 100, the number of success does not increase significantly. Even after 200 times,
it is completely saturated and can’t learn any new features. It is worth mentioning that,
unlike the verification of the model in previous work, the drag success rate will be
interfered by the platform. Fig. 7 shows the effect of the drag when it is successful.

5 Discussion

1) Nowadays, in order to improve security, many mainstream platforms have set up
artificial obstacles to interfere with the verification process. For example, when the
TencentAPI is called, the control of the slider may be released in the background, as
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Fig. 7. Drag and drop effect diagram

shown in Fig. 8, the automatic response system fails, or when the number of attempts
is too large, other ways of verification will occur, which is beyond the scope of this
paper.

Fig. 8. Effect of losing control of the
slider

Fig. 9. Schematic diagram of interference gap

2) Tencent established a database by collecting the dragging process of large quantities
of real humans. The curve fitting method used in this paper lead to similar sliding
trajectories, and the simulation level is not high enough. When the slide operation
is performed in large quantities, it is easy to intercepted by Tencent.

3) The model cannot achieve high accuracy because the data set is not large enough.
For the interference gap in one picture (the dark color is the real identification gap
and the light color is the interference gap), as shown in Fig. 9, it is still outside the
scope of this paper.
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6 Conclusion

Slide puzzle captcha has becomeamajor defensemethod formajormainstreamplatforms
to resist hacker attacks, as a kind of DCG Captcha [16], side puzzle captcha has a good
experience for users compared to character captcha. We attempt to find the design flaws
of slide puzzle captcha on major platforms from the perspective of crackers, hoping to
provide reference for designers and make a contribution to network security.

We use object detection model based on Resnet-18 and object detection model based
on Yolov3 to identify the location of the gap. In the model training phase, by collecting
slide puzzle captcha images as a data set, expanding the data set by data augmentation,
and training model after graying and normalization, the test effect of the model is: The
success rate of the object detection model based on Resnet-18 can reach about 88% in
the step of identifying the gap position. The object detection model based on Yolov3 is
better, reach the success rate of about 90%. Due to the interference mechanism of each
platform, we simulate the human sliding trajectory by curve fitting with least squares
method, the success rate is about 75%.
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Abstract. The recommender systems provide personalized recommendation by
mining and leveraging the relationships between different users and items. Latent
factor model (LMF) is one of the state-of-art methodologies for implementing
modern recommender systems. Features can be extracted by decomposing the
user-item rating matrix in latent space and be used to generate the recommenda-
tions. Unconstrained matrix decomposition and singular value decomposition are
two typical latent factor models and are proved to be accurate in many applica-
tions. However, LFM-based recommender systems are inherently susceptible to
shilling attacks which trying to inject fake ratings to change the recommendation
results. In this paper, we study the impact of random shilling attack on uncon-
strained matrix decomposition and singular value decomposition. The attacks are
launched on two real-life datasets. The robustness of the twomethods are analyzed
and some suggestions for improving robustness are provided.

Keywords: Recommender system · Latent Factor Model · Shilling attacks

1 Introduction

With the development of information technology and the Internet, people have stepped
into an era of “information overload” [1]. It is difficult for users to look for the necessary
information from the massive data. Recommender system is an effective tool to solve
the problem by automatically analyzing user preferences and predicting the behaviors
for personalized services [2].

The rating matrix is sparse in many scenarios because the item set is large and each
user only scores a small number of items. Some traditional recommender algorithms,
such as neighbor-based methods [3], perform poorly when rating matrix is sparse. How-
ever, Latent Factor Model (LFM) [4] is good at dealing with matrix sparsity and cold
boot [5], thus is widely used in recommender system. LFM can be implemented based
on different matrix decomposition methods, such as unconstrained matrix decomposi-
tion (UMF), singular value decomposition (SVD) and non-negative matrix factorization
(UMF), etc. The principle of LMF is to transform the characteristics of users and items
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into latent factor vectors from the user-item rating matrix [6]. The affinities of users and
items can be computed based on the latent factor vectors, and recommendations can be
generated according to the affinities.

However, LFM-based recommender systems are susceptible to shilling attacks
because of the data sources of rating matrix may not be reliable and any user can rate any
item [7]. Shilling attacks or profile injection attacks [8] interfere recommendation results
by injecting a large number of fake ratings frommalicious users into the user-item rating
matrix. Random attacks [9] are a common type of shilling attacks. It can be divided into
push attacks and nuke attacks according to the purposes. In this paper, we study the
effects of random shilling attacks against two different types of matrix decomposition
algorithms for recommender system. The contributions of this paper are as follows.

(1) WeuseRMSE to compare the accuracy ofUMFandSVDalgorithmon two different
dataset.

(2) By injecting different proportions of random attack, we analyze and compare the
vulnerability of the two types of algorithms.

(3) Based on the analysis, we give some suggestions on the robustness of LMF-based
recommender systems.

The rest of this paper is organized as follows: we first introduce the development of
recommender algorithms and discuss the classifications of shilling attacks in Sect. 2. The
UMF, SVD, and the random shilling attacks are introduced in Sect. 3. Then in Sect. 4,
we take three different sets of experiments to compare the accuracy and the robustness
of two different algorithms. We inject different proportions of shilling attacks on two
different data sets. Finally, conclusions are drawn in the Sect. 5.

2 Related Work

2.1 Recommender System

At present, the algorithms of recommender systemmainly include collaborative filtering
algorithms [2] and content-based recommender algorithms [12]. Since the Tapestry sys-
tem of the Palo Alto Research Center introduced the concept of collaborative filtering for
the first time in the 1990s, the research of recommender system become an independent
discipline. From1994 to 2006, themainly research directions in the field of recommender
system had focused on neighbor-based collaborative filtering recommender algorithms
[10]. For example, Amazon.com used a neighbor-based recommender algorithm [11].
But it also some disadvantages. The sparseness of the data, cold boot, and malicious
behavior can affect the recommendation result.

In recent years, the recommender system has developed in both academia and indus-
try. Many companies have published their datasets for free source to hold a competition
of recommender system.Meanwhile,many new and functional recommender algorithms
have emerged in those competition. Especially, matrix decomposition algorithms started
to attract people’s attention from the Netflix competition [32].

Matrix decomposition is a training direction of current research on recommender
system algorithms. It can transform the characteristics of users and items into features
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of latent factor, and then calculate the latent factor relationship betweenusers and items. It
also has high flexibility and accuracy [13]. The earliest matrix decompositionmodel uses
SVD decomposition [14], but this method has two shortcomings. Firstly, it needs to fill
missing values to ratingmatrix in advance; and the second is that the SVDdecomposition
was too complex to implement during this period. Until competition of the Netflix Prize
in 2006, Simon Funk published his algorithm on the blog. He first initialized two low-
rank matrices to represent user and item features, and then optimized the feature matrix
by stochastic gradient descent [15] to make it closer to the original rating matrix. This
algorithm perfectly solves the existing problem of traditional SVD. It is called the latent
factor model [16].

2.2 Attack Against Recommender System

Nowadays there are more and more security issues, such as Blockchain [18], Internet of
Vehicles [19], and Internet of Things [21].We can learn some ideas from these attack and
detection methods, such as a data-driven model [20], novel reputation frameworks [22],
and lateralmovement detection [17].However commonattackon recommender system is
shilling attack. The shilling attack [31] can be divided into different categories according
to different classification methods. For example, according to the purpose of attack, it
can be divided into push attack and nuke attack. According to the required knowledge,
it can be divided into low and high knowledge attacks. However, the most well-known
classification method is simply to classify shilling attacks into random attack, love/hate
attack, average attack, bandwagon attack, segment attack and so on [23].

Random attack selects fixed attack items and assigns them randomly. This attack
does not need any required knowledge [24]; love/hate attack randomly selects attack
items and assigns maximum or minimum values [25]. Compared to random attacks, the
attack method is simple. It has lower cost. The average attack selects the fixed attack
item and assigns the mean value of the global score [26]. This attack requires more
knowledge of system. The bandwagon attack selects the item as the most popular item
and assigns maximum score [27], this kind of attack will attract a lot of attention by
using a small number of popular products. The injected fake users will establish similar
relationships with a large number of users in this system, which can greatly affect results
of the recommender system; Segment attack selects an item that is similar to the target
item and assigns a maximum value [28], by utilize the characteristics of recommender
system that recommend the item to the target user group that is interested in it. Therefore,
It can recommend the forged target user to the potential users.

3 Overview of the Method

3.1 Latent Factor Model

In recommender system the rating behavior of users may be expressed as a user-item
rating matrix R, where rij is a rating of the item j by the user i. Usually, users only
score those items that they have used or purchased, and then the rating matrix R have
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a large number of missing values. The basic idea of the LFM [29] is to predict ratings
from the result of matrix decomposition to complete the rating matrix. Considering that
a user have different interests in different factors, we can divide the items into different
categories. For a given category, the affinity of each item is determined, which helps a
user to select specific items. In LFM algorithm, this category is called factor [30].

The detail of LMF is as follows. Suppose R is an m*n user-item rating matrix. The
goal of LFM is looking for two low-dimensional matrices U: m * k and V: n * k. The
parameter k represents the factor of item, and each column of U and V is called latent
vector. The matrix U represents the k-dimensional latent vector of m users, and the
matrix V represents the k-dimensional latent vector of n items. The multiplication of U
and V can be approximated to the user-item rating matrix R completely. As shown in
Eq. (1);

Rm∗n ≈ Um∗kVT
n∗k (1)

The uis in matrix represents the affinity of the user i for the latent factor s, the vjs
represents the affinity of the item j for the latent factor s, and rij is the a rating from user
i for item j. It can be expressed as Eq. (2);

rij≈
k∑

s=1

uis · vjs =
k∑

s=1

(Affinity of user i to concept s) × (Affinity of item j to concept s)

(2)

UMF and SVD are two commonly algorithms of matrix decomposition in recom-
mender system.

Unconstrained Matrix Factorization (UFM) Unconstrained is a basic form of matrix
decomposition. We can initialize two latent factor matrices U and V. The multiplication
of U and V can approximate the user-item rating matrix R as close as possible. The
definition of rij is the rating which is predicted to the item j for the user i [30], as shown
in Eq. (3):

∧
r
ij

=
k∑

s=1

uis · vjs (3)

To prevent overfitting, the objective function is regularized as shown in Eq. (4):

J = 1

2

∑

(i,j)∈S

(
rij −

k∑

s=1

uis · vjs
)2

+ λ

2

m∑

i=1

k∑

s=1

u2is + λ

2

n∑

j=1

k∑

s=1

v2js

subject to : No constraints onU and V (4)

The stochastic gradient descent method is used to minimize the loss function, as
shown in Eq. (5)–(6). After calculating the error of the actual rating and the predicted
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rating for all given rating of the user-item rating matrix, it optimize the parameter uiq,
vjq by iterating the partial derivative, as shown in Eq. (5)–(6):

∂J

∂uiq
=

∑

j:(i,j)∈S
(rij −

k∑

s=1

uis · vjs)
(−vjq

) + λuiq

∀i ∈ {1 · · ·m}, q ∈ {1 · · · k} (5)

∂J

∂vjq
=

∑

j:(i,j)∈S
(rij −

k∑

s=1

uis · vjs)
(−viq

) + λvjq

∀i ∈ {1 · · · n}, q ∈ {1 · · · k} (6)

uiq, vjq is updated as shown in Eq. (7)–(8):

uiq ⇐ uiq + α

⎛

⎝
∑

j:(i,j)∈S
(rij −

k∑

s=1

uis · vjs
⎞

⎠(−vjq
) + λuiq)∀q ∈ {1 · · · k} (7)

vjq ⇐ ujq + α(
∑

j:(i,j)∈S
(rij −

k∑

s=1

uis · vjs)(−viq) + λvjq)∀q ∈ {1 · · · k} (8)

The iteration of parameters by the gradient descent will tend to a state of fitting.
After this learning process, a new rating matrix can be obtained. Then, the most suitable
recommendation can be given through the procedure of sorting and filtering operations.

Singular Value Decomposition (SVD). As shown in the formula (9), the user-item rat-
ing matrix R can be decomposed into a user factor matrix Q, a diagonal matrix�, and an
item factor matrix P. The singular values in the diagonal matrix are arranged from large
to small, and the sum of the singular values of the first 10% or even 1% occupies more
than 90% of all singular values. Therefore, the scoring matrix can be approximated by
the largest singular value and the corresponding left and right singular vectors, as shown
in Eq. (9):

Rm∗n = Qm∗mΣm∗nPT
n∗n ≈ Qm∗kΣk∗kPT

k∗n (9)

This paper compares the performance of UMF and SVD on two different datasets.

3.2 Random Shilling Attack

Recommender system is vulnerable to the shilling attack. Malicious users insert the fake
ratings into rating matrix to interfering results of recommendation. Those attacks can be
further subdivided into push attack and nuke attack. Push attack can increase the weight
of recommended on the target item, and nuke attack can lower the ranking of the target
item. Random shilling attack is a common type of shilling attack. It does not require
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too much required knowledge of this recommender system. And, it works by profile
injection with random selection of users and items [23].

In this paper,we randomly select different proportions of random shilling attacks, and
assignmaximum andminimum values to the ratingmatrix. Then compare the result with
twomatrix decomposition algorithms on different two datasets. Finally, we conclude the
robustness of the algorithm.

4 Analysis of Experiment

4.1 Experimental Setup

Experimental environment of the experiment is windows10 operating system, i7-8750H
2.20 GHz CPU, memory is 8 GB.

Dataset. In order to verify the experimental results, we use the following two data sets
as experimental data:

1) MovieLens-1 M dataset. This dataset contains 1000,209 ratings for 6052 users on
3,952 movies. The range of the rating is 1 to 5 with the user preference increases
from small to large.

2) Musical Instruments. This dataset is a collection of users who have scored their
instruments on Amazon fromMay 1996 to July 2014. It contains 583933 ratings for
84,611 instruments by 10261 users. The range of the rating is 1 to 5.

Evaluation Criteria. The evaluation criteria for the recommended algorithms usually
used average absolute error (MAE) and rootmean square error (RMSE) [30]. The experi-
ment of this paper selects RMSE as a criteria of evaluation. RMSE indicates the accuracy
of prediction. The expression of RMSE is as Eq. (10);

RMSE =

√√√√√
n∑

i,j∈Ttest

(
rij − ∧

rij
)2

n
(10)

∧
r
ij
represents the predicted rating from the user i to the item j, rij represents the actual

rating of the item i by the user i, Ttest represents the dataset of the test, and n represents
the number of ratings in the test dataset.

Details Setting of LFM. After comparing the process of theUMFandSVDalgorithms,
we chose different configurations for the two algorithms in order to cover situations for
a wider range. Specially, The SVD completes the rating matrix by selecting the first k
singular values and the corresponding left and right singular vectors. However, UMF
updates the parameters by iterating the parameters.

1) UMF configuration: the latent factor k is selected as 3, the iteration step length is
set to 0.01, the regularization parameter is 0.4, and the number of iterations is 100.

2) SVD configuration: we select the parameter k = 90 as the optimal choice.
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4.2 Analysis and Results of Experimental

In this work, we totally conduct three sets of comparative experiments: 1) Algorithm
prediction accuracy experiment: we compare the accuracy of prediction in SVD and
UMF on different datasets; 2) Robustness experiment of SVD algorithm: we inject 10%,
20%, 30% random shilling attacks to two different datasets respectively, and compare the
robustness SVD algorithm; 3) Robustness experiment of UMF algorithm:we inject 10%,
20%, 30% random shilling attack into two datasets respectively Attack, and compare
the robustness of UMF algorithm.

Accuracy Experiment of Two Algorithms. RMSE between the predicted rating and
the given rating is used to compare the accuracy, as shown in Fig. 1, 2

Fig. 1. RMSE on ml-1m Fig. 2. RMSE on music_instrument

Figure 1 shows the RMSE between SVD and UMF on the ml-1 m dataset, and Fig. 2
shows the RMSE between SVD andUMF on themusic_intrument dataset. As the results
shown in the figure, it can be known that the RMSE of the UMF is always lower than
the SVD. And after 100 iterations of matrix decomposition, RMSE gradually stabilizes.
So we can infer that the accuracy of UMF is better than SVD.

The Robustness Experiment of SVD Algorithm. This experiment is mainly to
research the robustness of the SVD algorithm by injecting 10%, 20%, and 30% random
shilling attacks on the ml-1m and music_instrument dataset respectively. The results of
RMSE are shown as follows; Table 1 is the result of RMSE by injecting push attack on
two different dataset respectively and Table 2 is the result of RMSE by injecting nuke
attack on two different dataset respectively.

Table 1. RMSE from push attack against SVD

Dataset 0% 10% 20% 30%

ml-1 m 3.83 3.91 4.08 4.16

music_instrument 4.29 2.56 1.53 1.12
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Table 2. RMSE from nuke attack against SVD

Dataset 0% 10% 20% 30%

ml-1m 3.83 3.87 3.93 4.05

music_instrument 4.29 0.35 0.27 0.21

We can know from tables above, with the proportion of attacking profile increases
on the ml-1m dataset, the RMSE increases. Comparatively, on the music_instrument
dataset, the RMSE decreases on the contrary. The reasons for these results may that the
music_instrument dataset is more sparse than the ml-1m dataset.

UMF Algorithm Robustness Experiment. According to the above experimental
results, it can be concluded that SVD is vulnerable to random attacks. In this exper-
iment, we analysis the robustness of UMF by injecting 10%, 20%, and 30% random
attacks on two different datasets. As shown in Fig. 3, 4, 5 and 6:

Fig. 3. Push attack against UMF on ml-1m Fig. 4. Nuke attack against UMF on ml-1m

Fig. 5. Push attack against UMF on
music_instrument

Fig. 6. Nuke attack against UMF on
music_instrument

It can be seen from the result that random attack have less influence on the algorithm
of UMF. The floating range of deviation is kept within 0.1 after multiple iterations. Obvi-
ously, the robustness of UMF is better than SVD, it can resistant different proportions of
the random shilling attack. However, on music_instrment dataset the RMSE decreases
on the contrary. It is considered that the dataset is too sparse to show expected results.
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After filling with the maximum or minimum value, the prediction result becomes more
accurate and the RMSE decrease contrarily.

By comparing the results of above three experiments, we can draw a comparison
histogram. As shown in Fig. 7, 8, 9 and 10, in which different proportions of push attack
and nuke attack are injected in two different datasets. The abscissa is the injection ratio
and the ordinate is the deviation of RMSE between attack injection and normal case.
Individually, Fig. 7 is the deviation of RMSE against different proportions of push attack
which is injected into the ml-1 m dataset. Figure 8 is the deviation of RMSE against
different ratios of nuke attack which is injected into the ml-1m dataset. Figure 9 is the
deviation of RMSE onmusic_instrument against push attack, and Fig. 10 is the deviation
of RMSE on music_instrument against nuke attack.

Fig. 7. Deviation of RMSE on ml-1m against push attack

Fig. 8. Deviation of RMSE on ml-1m against nuke attack

It can be seen from the Experimental comparison chart that the UMF is more robust
than the SVD algorithm. UMF can maximize the accuracy of prediction. However,
for the problem of running times in two algorithms, the time for UMF to complete a
recommendation far exceeds SVD, especially in the case of a large dataset. For example,
themusic_instrument dataset used in this experiment, it takes 240 s for UMF to complete
a recommender result calculation, while SVD takes only 0.2 s.
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Fig. 9. Deviation of RMSE on music_instrument against push attack

Fig. 10. Deviation of RMSE on music_instrument against nuke attack

5 Conclusions

Above all, three sets of comparison experimentswere conducted on twodifferent datasets
by injecting different proportions of random shilling attacks on SVD and UMF recom-
mender algorithm. Meanwhile we discuss the accuracy and the robustness of the two
algorithms against different proportions of random shilling attacks according to the result
of those experiments. From the results we can conclude, in terms of robustness against
random shilling attacks, the UMF which using multiple iterations is better than SVD.
And the accuracy of prediction is also higher than the SVD algorithm. However, because
of multiple iterations it has to do, the cost of the running time is expensive especially
when dealing with large-scale data. Therefore, in order to improve the robustness of the
recommender algorithm, it may be a feasible idea to increase the number of iterations
reasonably. However, increasing the numbers of iterations will increase the time cost.
How to reduce the learning time of the model is still deserve further work. Finding
an optimal solution between efficiency and accuracy, and providing more accurate and
efficient recommender services for users is a direction that is worthy further research.
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Abstract. A good smart contract can provide safe and reliable services
to efficiently solve real-world problems. However, smart contracts writ-
ten by developers create potential security vulnerabilities and can result
in huge economic losses. Therein, detecting potential vulnerabilities in
smart contracts plays an important role in maintaining the security of the
blockchain. There are a series of schemes work on finding bugs in smart
contracts, such as Oyente and ContractFuzzer, etc. However, existing
solutions only address several types of security vulnerabilities on a sin-
gle platform. In this paper, we propose a general framework to detect
potential vulnerabilities of smart contracts. In order to abstract the exe-
cution logic of smart contracts, we need to convert them into control
flow graphs. We use the Ullmann algorithm to discover vulnerabilities
from these graphs. Also, we give a running example to illustrate how
our framework can be used to detect the reentrancy problems written by
solidity.

Keywords: Blockchain · Smart contract · Vulnerability mining

1 Introduction

A smart contract is a computer protocol intended to digitally facilitate, verify, or
enforce the negotiation or performance of a contract. Smart transactions allow
the performance of credible transactions without third parties. Smart contracts
follow the “code is law” principle, and they cannot be modified once deployed.
Because the contract does not have corresponding defense measures, the mali-
cious user can attack the security breach of the contract.

At present, a variety of blockchain platforms have a large number of security
vulnerabilities, some of which cause huge economic losses. The DAO event in
Ethereum not only caused a loss of 3.6 million Ether but also led to the hard
fork of Ethereum, which caused a great impact on the Ethereum platform.

In order to avoid serious damage to the security of smart contracts, develop-
ers need to do a lot of testing before releasing smart contracts. Many researchers

c© Springer Nature Singapore Pte Ltd. 2020
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have made a lot of efforts in detecting security problems in smart contracts.
For example, Oyente, ContractFuzzer, etc. These tools use traditional vulnera-
bility mining methods such as formal verification, fuzzy testing, and symbolic
execution.

We summarize the current situation of smart contract security problems
detecting: smart contracts generally have a large number of vulnerabilities and
cause serious economic losses; the same type of security problems may exist in
different blockchain platforms; existing tools only apply to some kinds of security
problems, and only for one platform.

Our idea is to use control flow graph matching for smart contract vulner-
ability mining. We first convert the smart contract that needs to be tested
into a control flow graph, and then further transfer the control flow graph into
a digraph. Next, we use the Ullmann algorithm to verify the isomorphism of
the graph. If a kind of vulnerability models can be isomorphic to the directed
graph, then we assume that this type of vulnerability can be found in the smart
contract.

Our framework perfectly satisfies the user who wants to test and verify their
smart contracts, which is usually a requirement of smart contract developers. Our
contribution in this paper includes 2 folds. First, we propose a smart contract
analysis and verification framework based on the control flow graph matching
and apply static code analysis techniques to the vulnerability detection of smart
contracts. Second, for the same security problems that may exist on different
platforms, our framework can be applied to smart contracts on different plat-
forms and languages.

The rest of this paper is organized as follows. In Sect. 2, we introduce the
backgrounds of vulnerability mining for blockchain platforms. In Sect. 3, we make
the statement of our framework followed by a running example in Sect. 4. We
finally conclude our paper in Sect. 5.

2 Backgrounds

2.1 Smart Contracts and Blockchain Platforms

A smart contract is a computer program that runs on a blockchain and is a dig-
ital version of a traditional contract. The Smart Contract sets out the terms
of the contract, including some trigger conditions, which are executed once
the conditions are met. Ethereum [9] is the first blockchain system to provide
a complete smart contract development framework, providing application pro-
gramming interfaces (APIs) to support the development of various blockchain
applications.

Since then, more and more blockchain platforms start to use smart contracts
for data management, transaction verification, and state processing. These plat-
forms use different languages to write smart contracts. For example, Zen Proto-
col [8] is a new type of blockchain with a contracting language in F*. To ensure
that smart contracts are safer and faster, EOS’s [4] smart contracts are writ-
ten in C++ and compiled into Web Assembly. The NEO smart contract can be
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used directly by almost any high-level programming language. The supported
languages are C#, VB.Net, F#, Java, and Kotlin.

2.2 Security Problems in Smart Contracts

Because the high-level languages for writing smart contracts have Turing com-
pleteness, they can implement more complex logic, but it is also more likely to
create security problems.

On June 17, 2016, The DAO [2] Smart Contract, which runs on the Ethereum
public chain, was attacked. The hacker uses the recursive call in the contract to
continuously transfer the money, causing the public funds raised by the contract
to be continuously transferred to their sub-contracts. As a result, hackers used
two accounts to repeatedly exploit Proposal to attack, thereby transferring 3.6
million Ether (worth 60 million dollar).

On July 3, 2019, DAppShield monitored hackers using random number
attacks to launch a continuous attack on the EOS quiz game HiGold Game,
which has realized profitability. Multiple EOS and Ethereum platform DApps
were hacked because of random number generation vulnerabilities. Such as EOS
Luckyos, EOS.Win, EosDice, Fomo3D [1] on Ethereum.

2.3 Existing Tools

Making use of traditional software vulnerability detection methods, many
researchers have developed their own smart contract vulnerability detection
tools.

Luu et al. developed a static analysis tool based on symbolic execution,
Oyente [6], which can run directly on EVM bytecode without having to access
high-level languages such as Solidity or Serpent. Oyente supports the detection of
vulnerabilities such as transaction-ordering dependent, timestamp dependence,
reentrancy vulnerability, and mishandled exceptions on Ethereum.

ContractFuzzer [5] is the first fuzzy test framework for smart contract security
vulnerabilities based on the Ethereum, supporting gas exhaustion termination,
exception handling confusion, reentrancy vulnerability, timestamp dependence,
block number dependencies, dangerous delegatecall calls, and Ether Currency
freeze.

Bhargavan [3] et al. proposed a smart contract analysis and validation frame-
work that transforms smart contract source code and bytecode through Solidity
and EVM tools to analyze and verify contract runtime security and functional
correctness. At present, tools such as Coq [10], Isabelle/HOL, Why3 also imple-
ment the semantic representation of EVM and do some formal verification of
smart contracts.

3 Framework

Our framework is divided into two parts. In the first part, we compile the smart
contracts of different languages into bytecodes, decompile them into assembly



A General Framework of Smart Contract Vulnerability Mining 169

code, and finally output the control flow graph. In the second part, the control
flow graph is abstracted into a digraph, and we use the subgraph isomorphism
algorithm to match them to the prevalent security problems model to find out
whether it is vulnerable.

Generate control      
flow graph ResultMatching AlgorithmSmart Contracts

Fig. 1. The process of vulnerability mining.

3.1 Consturct the Control Flow Graph

When we need to detect smart contracts that have been posted on the blockchain,
we can use the wallet’s programming interface web3.eth.getCode() to get the
bytecode of the contract. Smart contracts in bytecode form can be used directly
to construct control flow graphs.

Compile the Source Code. If we want to detect the source code of a smart
contract before publishing, compiling the source code into bytecode should be
done at the beginning. The smart contract is always written by a high-level
language with Turing completeness, and many complex trading functions are
built in. In order to analyze it using a consistent approach, we first need to
determine which kind of high-level language is used by the smart contract, and
then use the compiler of the corresponding language to compile the source code
into bytecode.

Generate Assembly Code. In this part, the smart contract in the form of
bytecode and the compiled bytecode obtained in the previous step are decompiled
to get assembly code for data stream analysis. The compiled bytecode of the
smart contract is divided into three parts: deployment code, runtime code and
auxdata. However, after the deployment, the real code is executed, so we only
need to decompile the runtime code.

Dividing into Basic Blocks. The basic block should be divided into the
following conditions: When the first instruction or statement of a program or
subroutine is encountered, the current basic block is terminated, and the state-
ment is treated as the first statement of a new block; When meeting a jump
statement, a branch statement or a loop statement is encountered, the state-
ment is used as the last statement of the current block, and the current block is
ended; When you encounter other statements, add them directly to the current
basic block.
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Build the Edges Between Blocks. According to the jump command between
the blocks and the division of the basic blocks, the set of edges between the basic
blocks is obtained.

Generate Control Flow Graph. Construct a complete control flow graph
based on the obtained basic block and the edge between the basic blocks

Model of Security Problems. In order to analyze the logical security prob-
lems in the smart contract, we also apply the above control flow graph construc-
tion method to model the existing prevalent smart contract security problems.

3.2 Matching Algorithm

The control flow graph consisting of two types of nodes, basic blocks and judg-
ment nodes. In order to facilitate the search of the graph, we ignore the judgment
node to convert the control flow graph into a directed connected graph. The idea
of generating a directed connected graph is: when deleting a judgment node, two
new edges are added, which are respectively pointed to the lower basic block of
the judgment node by the upper basic block of the judgment node.

We compare the prevalent smart contract security problem models obtained
in the previous section with the generated directed graph to detect whether there
is a subgraph map, so that these models are isomorphic with the directed graph
of the contract to be tested, so that we can check the security problems in the
contract.

The graph isomorphism algorithm we use is the Ullmann algorithm [7] pro-
posed by J. R. ULLMANN, which uses the means of enumeration to find the
subgraph isomorphism. The purpose of this algorithm is to give a graph Q, and
to find subgraphs in the graph G and Q isomorphism.

The Ullmann algorithm is defined as: for a given graph Gα = (Vα, Eα) and a
given graph Gβ = (Vβ , Eβ) , we need to find all subgraphs that are isomorphic
to Gα in Gβ . In the figure Gα = (Vα, Eα) and Gβ = (Vβ , Eβ), we recored
the number of the node and sides as pα, qα ; where the adjacency matrix of
Gα = (Vα, Eα) and Gβ = (Vβ , Eβ) are A = [aij ]andB = [bij ]. After we define a
mapping matrix M

′
, which consists of pα ∗ pβ elements, each line can contain

only one 1, and each column can contain at most one 1. We use this matrix M
′

to perform a series of row and column transformations on the matrix B to get
our matrix C. Our matrix C is defined as follows:

C = [Cij ] = M
′
(M

′
B)T (1)

Where T is the transpose of the matrix.
If there is a homomorphic matrix of Gα in Gβ , then the following formula

must be satisfied:

(∀i∀j) (an = 1) ⇒ (cn = 1) 1 ≤ i ≤ pα, 1 ≤ j ≤ qα (2)
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Then M
′

points out a homogeneous mapping of Gα = (Vα, Eα) and Gβ =
(Vβ , Eβ).

Assuming that one of the security problem models of the smart contract is
Gα, the smart contract control flow graph to be detected can be abstracted as
Gβ . If M

′
constitutes a homogeneous mapping of Gβ and Gα, then we believe

that this type of security problem exists in the smart contract to be detected.

4 RunningExample

In order to describe the running process of our framework, in this section, we
explain the steps of vulnerability mining in detail by taking the classic reentry
vulnerability in The DAO of Ethereum as an example.

First, we get a source code with a reentrant vulnerability as shown in (1)
Victim Code. The malicious smart contract invokes the function withdraw()
to withdraw the money from the victim contract. The second line of the code
checks whether the user’s balance and the balance of the contract are greater
than the amount to be fetched. The reentry vulnerability appears on line 5,
and the call.value() function will call the user’s fallback() function, and the
malicious user calls the withdraw() function again in the fallback() function.

(1) Victim Code

1 function withdraw(address to, uint256 amount) {

2 require(balances[msg.sender] > amount);

3 require(this.balance > amount);

4

5 withdrawLog(to, amount);

6 to.call.value(amount)();

7 balances[msg.sender] -= amount;

8 }

As shown in (1) Victim Code, the user balance reduction on line 7 has not
been executed yet, so the balance of the malicious contract still hasn’t been
updated from the first withdraw. Therefore, the malicious user can continuously
recursively take it out. A lot of ethers that are not their own, until the gas is
exhausted.

According to the process of our framework, we first construct the control flow
graph of the smart contract in Fig. 2, and then abstract the control flow graph
into a digraph as Fig. 3.

Next we need to combine the code to extract the verification matrix from
the directed graph. The verification matrix of the reentry vulnerability has two
columns, and the number of rows is determined according to the number of nodes
of the directed graph. As shown by the matrix X, the directed graph has eight
nodes, and the X matrix has eight rows, and each row represents a node in the
directed graph. The column of the matrix represents the code logic that may
have problems. The first column indicates whether there is a dangerous transfer
money function call.value() in the address segment represented by the node.
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Is user balance grater 
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Basic block 5

Is contract balance 
grater than amount?  Basic block 4

Basic block 2

YES

NO

NO

YES

A ack:
Fallback()

Basic block 6

Fig. 2. The process of control flow graph generation.

12

3

5

4

6

8

7

Fig. 3. Generated digraph.
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Fig. 4. Reentrancy model diagram.
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If it exists, the first column of the corresponding row of the node just fill in 1.
Similarly, the second column of the X matrix represents the operation of the user
balance reduction. We can see from the matrix X that there is a call.value()
function in the code segment corresponding to node 5, and there is an operation
of reducing the user balance in the code segment corresponding to node 6.

X =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0
0 0
0 0
0 0
1 0
0 1
0 0
0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Y =

⎛
⎝

1 0
0 1
0 0

⎞
⎠ (3)

Next, according to the Ullmann algorithm, we can get the adjacency matrix
A corresponding to the directed graph transformed by the smart contract and
the adjacency matrix B corresponding to the reentrant vulnerability model map.
Where A[i][j] = 1 means that the vertex vi has an edge with vj , and A[i][j] = 0
means no border.

A =

⎛
⎝

0 0 0
1 0 0
1 0 0

⎞
⎠ B =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4)

Next we construct a mapping matrix M
′

from A to B, M ′[i][j] = 1 indi-
cates the i vertex vi in A corresponds to the j vertices in B, otherwise 0 means
no correspondence. According to the matrices X and Y , we can find the corre-
spondence of the matrice A and B. X[5][1] = 1, Y [1][1] = 1 indicates that the
call.value() function exists at this node. X[6][2] = 1, Y [2][2] = 1 indicates that
there is a balance reduction operation at this node. Therefore, we correspond
node 1 in Fig. 3 with node 2 in Fig. 4, and get M ′[1][5] = 1; similarly, node 2
corresponds to node 6, and M ′[2][6] = 1; In Fig. 4, only the remaining node 3
can be associated with node 8 in Fig. 3, resulting in M ′[3][8] = 1. The remaining
nodes that do not have a corresponding relationship are filled with 0, and finally
get M ′.

M ′ =

⎛
⎝

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

⎞
⎠ (5)

Follow the formula C = [Cij ] = M
′
(M

′
B)T , we can calculate the matrix C.

The calculation process is as follows.
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M ′B =

⎛
⎝

0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎞
⎠ ⇒ C = M ′ (M ′B)� =

⎛
⎝

0 0 0
1 0 0
1 0 0

⎞
⎠ (6)

Comparing matrices A, C , we can see that the place where 1 is in matrix
A is also 1 in the matrix C, that satisfying the formula ∀i∀j : (A[i][j] = 1) ⇒
(C[i][j] = 1). So we can say that the mapping matrix we constructed M ′ is a
homogeneous mapping. And Fig. 4 is the isomorphic subgraph of Fig. 3, from
which we can conclude that there is a reentrant type of vulnerability in this
detected smart contract. From the control flow graph, we can clearly see that if
the malicious user calls the address of the basic block 1 again in the fallback()
function, the malicious user can continuously loop out a large number of ethers
before the balance or gas is used up. So we can derive the exploit code (2)
Attacker Code

(2) Attacker Code

1 function () payable {

2 if (msg.sender == victim) {

3 victim.call(

4 bytes4(

5 keccak256(

6 "withdraw(address,uint256)"

7 )

8 ), this, msg.value);

9 }

5 Conclusion

The intelligent contract greatly expands the application scenario and practical
significance of the blockchain, but frequent security incidents seriously hinder
its development. This paper proposes a general framework of smart contract
vulnerability detection, which is applicable to different blockchain platforms and
can identify smart contracts in multiple programming languages. The subgraph
isomorphic algorithm we used can solve the matching problem of control flow
graph well. Next, we will try to build more vulnerability models and improve the
isomorphic algorithms to improve the efficiency of vulnerability mining. Let our
framework meet the ever-increasing vulnerability mining needs of smart contract
size and complexity.
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Abstract. Network Functions Virtualization (NFV) allows implantation of net-
work functions to be independent of dedicated hardware devices. Any series of
services can be represented by a service function chain which contains a set of
virtualized network functions in a specified order. From the perspective of network
performance optimization, the challenges of deploying service chain in network
is twofold: 1) the location of placing virtualized network functions and resources
allocation scheme; and 2) routing policy for traffic flow among different instances
of network function. This article introduces service function chain related opti-
mization problems, summarizes the optimizationmotivation andmainstream algo-
rithm of virtualized network functions deployment and traffic routing. We hope
it can help readers to learn about the current research progress and make further
innovation in this field.

Keywords: Network function virtualization · Service function chain · Routing
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1 Introduction

Service Function Chain (SFC) [1] refers to connecting different network functions in
specific sequence and providing corresponding service for users. The network functions
in SFC are realized as different Virtualized Network Function (VNF). In actual net-
work, SFC can be configured and adjusted according to different traffic demand. The
configuration process involves two aspects: the placement of VNF and traffic steering
among different VNFs. In terms of VNF placement, the network operators (or Internet
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Service Providers) need to select the location for VNF Instance (VNFI), which can run
VNF and allocate the resource (CPU, memory, etc.) for each VNFI. And in terms of
traffic steering (routing), the path used to transmit traffic through specific VNFs of SFC
needs to be determined. Proper SFC configuration can be helpful for improving network
performance and reducing operational cost.

In actual network environment, both users and network operators have their own
performance requirements for network functions. For network operators, the require-
ments can be reducing VNF placement cost and improving resource utilization. And
for common users, the requirements can be increasing network throughput and reduc-
ing traffic transmission delay. These performance requirements need to be satisfied by
adopting appropriate SFC configuration (including VNF placement and traffic routing).
However, different VNF placement and traffic routing schemes for SFC may affect net-
work performance and operational cost. It is difficult to find optimal SFC configuration
only depending on human experience. By modeling optimization problem for VNF
placement and traffic routing and solving the problem, determining corresponding SFC
configuration schemes and satisfying performance requirements can be easier.

During the modeling process, the placement and routing optimization problem can
be considered independently or jointly. When treating VNF placement optimization
problem independently, VNF deployment and operational cost is considered as the prior
optimization objective, the cost may include minimizing placement cost (mentioned in
[2]), minimizing traffic switching cost among different VNFs (mentioned in [3]), etc.
And the constraints of placement problemmainly focus on resource capacity constraints,
which canbehostCPUcore number, link capacity or other network resources. In contrast,
the optimization objective of routing problem tends to prioritize routing cost. It aims to
find a path with least cost. The cost has many choices (such as financial cost, delay, QoS
requirement, etc. mentioned in [4]). Meanwhile, the main constraint of routing problem
is that user traffic flow should pass through the services provided by the SFC in the
specified order.

On the other hand, in order to achieve better network performance, the VNF place-
ment problem and traffic routing problem can be considered jointly. The optimization
objective can be the combination of placement and routing optimization objectives. The
constraints are also similar with the VNF placement optimization problem constraints
plus routing constraints. However, optimizing VNF placement and routing jointly may
cause some conflict. Because lower placement cost means less VNFIs are deployed,
which results in higher routing cost (some traffic may be routed to longer path in order
to achieve necessary network functions). On the contrary, to realize lower routing cost,
more VNFIs need to be deployed, which causes placement cost increasing. Hence,
finding a trade-off solution for joint optimization problem is necessary.

Currently, there is a great deal of research focuses on placement and routing opti-
mization problem for SFC [2–11]. They use different methods to model the optimization
problem and develop corresponding algorithms to solve the problem efficiently. In this
survey, we mainly focus on summarizing existing research about VNF placement and
traffic routing optimization problem for SFC configuration. First, we introduce existing
solutions of independent VNF placement problem and traffic routing problem, and then
the joint optimization problem of placement and routing will be discussed. Each kind
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of optimization problem is presented in detail. In addition, we also discuss the future
opportunities for placement and routing method of SFC.

2 Virtual Network Function Placement

2.1 Background

When a specific SFC is deployed, it first instantiates the required VNFs as VNFIs,
and then places these VNFIs in proper location of the network. Different VNF place-
ment schemes can affect the network performance and placement cost. For example, as
shown in Fig. 1 (a), if only one VNFI for each VNF of SFC is placed in the network,
the placement cost (approximatively the number of deployed VNFIs) is minimized, but
the network performance is relatively low. SFC traffic throughput is equal to the avail-
able bottleneck bandwidth of path shown in Fig. 1 (a), which may not satisfy users’
requirement. However, if the placement scheme as shown in Fig. 1 (b) is adopted, the
network performance can be better (traffic throughput can be improved), but the place-
ment cost also ascends. Hence, during the placement process, network operators usually
hope to allocate minimized resources to each VNFI while satisfying the performance
requirements.

Fig. 1. VNF placement in actual network example

2.2 Existing Solutions

In the current optimization solutions of VNF placement, the actual network is usually
considered as a graph which includes a set of nodes and edges. The nodes are the abstract
of forwarding devices in the network. Some of the nodes can connect with the server-
clusters, and VNF can be deployed in these clusters. Each server-cluster has its own
physical resources, containing CPU, memory, storage, etc. These resources should be
allocated to the VNF as requirements. The edges in the graph represent the links between
different nodes, and edges also have physical resource, mainly referring to link capacity.
According to user requirements and resource constraints, the optimization solutions
need to deploy VNFIs which are required by specific SFC in the graph, and then realize
expected optimization goal.
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2.3 Optimization Objective

In general, the cost that physical devices use to run VNF is mainly considered. Ghaznavi
et al. [2] and Luizelli et al. [3] propose to use minimizing operational cost as the opti-
mization objective. Particularly, Ghaznavi et al. [2] aim to minimize the aggregate cost
of allocating host and bandwidth resources. The host resources allocation cost is related
to the resource demand for each VNF and the number of VNFIs running on host, and
the bandwidth resources allocation cost is related to the volume of traffic on each link.
Luizelli et al. [3] aim to minimize the virtual switching cost in physical devices, which
is caused by software switching in order to steer traffic through VNFs of SFC.

2.4 Optimization Problem Formulation

Most optimization problems of VNF placement are modeled as Integer Programming
problem [3] orMixed Integer Programming (MIP) problem [2]. Besides the optimization
objective mentioned above, the problems also include the related resources and user
demand constraints such as physical device capacity constraint, location constraint, link
capacity constraint, throughput constraint and so on. These constraints are the boundary
of VNF placement optimization problem, and they help to find optimal solution under
specified conditions.

2.5 Algorithm Form

Some VNF placement optimization problems are proved as NP-hard problem (such as
in research [2]). That means it is difficult to realize fast solving for large-scale network.
Therefore, some heuristic algorithms are proposed to realize fast solving. These heuristic
algorithms include both classical algorithms (e.g. local search, greedy, etc.) and novel
algorithms (e.g. bipartite graph matching [3], etc.). For example, Ghaznavi et al. [2]
propose a local search heuristic solution called KARIZ. For a network topology (See
Fig. 2 (a)), it assumes each type of VNF in the SFC (See Fig. 2 (b)) is deployed in
a layer. Each layer contains a set of nodes in which the corresponding type of VNFIs
can be installed (See Fig. 2 (c)). The traffic can be routed layer by layer. During this
process, the optimal routing between two layers is found by solving the minimum cost
flow problem, and then the number of VNFIs in each layer is computed according to the
allocated throughput. The algorithm repeats this process until the traffic has reached the
last layer. Finally, the optimal result will be found (See Fig. 2 (d)).

2.6 Summarization

ExistingVNFplacement solutionsmainly aim tominimize deployment cost and improve
network performance. Theymodel the optimization problemwith integer linear program-
ming and use heuristic algorithms to realize fast solving. Although there is some gap
in term of accuracy between the heuristic algorithms and direct solving method, heuris-
tic algorithms have advantage in computational complexity when solving large-scale
network optimization problem.
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Fig. 2. Layers example of KARIZ [2]

3 Service Function Chain Routing for VNFs

3.1 Background

Besides VNF placement, traffic routing also needs to be considered. The process of
routing traffic requires to determine the forwarding path that traverses each VNF of SFC
in specified order and consider the related network characteristics (such as link load, link
transmission delay, etc.). The network operators usuallywish to compute forwarding path
efficiently and the routing cost could be minimized. In practice, traditional shortest path
algorithm (like Dijkstra’s algorithm) can be helpful when computing forwarding path,
but additional SFC constraints also need to be considered for satisfying user demands.

3.2 Existing Solutions

Similar to VNF placement optimization problem, SFC routing optimization problem
also considers the actual network as a directed graph. The traffic should be transmitted
from starting node to terminating node and pass through the VNFs of specified SFC.
Meanwhile, the locations of theseVNFs in the graph are assumed to be known in advance.
The routing optimization solutions should calculate the shortest path with least cost and
ensure the found paths are admissible.

3.3 Optimization Objective

The metric of SFC routing algorithm has many potential choices. It could be financial
aspect (such as maintaining cost of forwarding devices, etc.) or network performance
aspect (such as traffic propagation delay, user QoS demand, etc.). Existing optimization
solutions usually aim to reduce the routing costs and improve the network performance
like throughput [5]. For example, Dwaraki et al. [4] use delay as the only metric for link
communication and VNF processing, and then minimize the delay cost when calculat-
ing forwarding paths. The reason is that delay is an important consideration in many
networks, and it can also be used to represent dynamic loads on network links and on
VNF processing nodes.
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3.4 Algorithm Form

The SFC routing algorithms need to find a forwarding path that can transfer traffic from
source to destinationwith least cost.Meanwhile, they also need to ensure the traffic can be
processed by required network services. Dwaraki et al. [4] propose an Adaptive Service
Routing (ASR) algorithm that transforms the original network graph into a “layered
graph” anduses conventional shortest-path algorithms to calculate forwardingpaths.And
Sallam et al. [5] propose similar scheme which also constructs a new transformed graph
and uses conventional shortest-path algorithms to compute SFC-constrained shortest
path. The difference is that Sallam et al. [5] propose a pruning algorithm to simplify
the constructed graph. It first constructs an initial graph (see Fig. 3 (a)) that contains
original node (white node) and several copies (gray node), and the number of copies also
depends on the length of SFC (in Fig. 3, the example SFC contains two VNFs). The copy
node is reachable if the path from one node (can be either original node or copy node)
to itself can satisfy partial SFC. Then, it removes the nodes only have outgoing edges
(except source node) and the nodes only have incoming edges (except destination node).
After that, the pruned graph can be obtained (see Fig. 3 (b)). This difference can help to
reduce the computational time when using shortest path algorithm compared with ASR
algorithm.

Fig. 3. Initial and pruned graph for SFC-constrained shortest path algorithm [5]

3.5 Summarization

The major objectives of existing SFC routing solutions are routing traffic with least cost
and meeting SFC demands. They usually transform the routing problem into shortest
path problem with SFC constraints, and then use conventional shortest path algorithms
to solve this problem. The metric used to select optimal path can be various, mainly
depending on the choice of network operators. Meanwhile, the efficiency of computing
SFC-constrained shortest path can also be guaranteed in large-scale network.
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4 Joint Optimization of VNF Placement and SFC Routing

4.1 Background

When VNF placement and SFC routing optimization problems are considered jointly,
there cloud be a conflict between these two problems. For example, as shown in Fig. 4
(a) and (b) (here we use the topology similar to [9]), there are three traffic requests T1
(from node 3 to 11), T2 (from node 11 to 1) and T3 (from node 10 to 5) demand SFC1
composed of VNF1, VNF2 and VNF3 (the order of VNFs is VNF1-VNF2-VNF3). In
Fig. 4 (a), if there is only one instance of SFC1 in the network, traffic flow T2 and T3
have to be routed over longer path, which causes more routing cost. However, if we
deploy two SFC1 instances in the network, as shown in Fig. 4 (b), the routing cost can
be reduced due to using shorter forwarding paths. This example implies that optimiz-
ing VNF placement alone by instantiating fewer VNFIs may cause the traffic routing
cost increasing. Whereas, if SFC routing optimization is considered preferentially, the
additional VNF placement cost may be introduced, because more VNFIs are required to
satisfy abundant traffic demand in today’s network environment. Hence, joint optimiza-
tion of VNF placement and SFC routing is necessary to find a trade-off optimal SFC
deployment scheme.

Fig. 4. Conflict between VNF placement and SFC routing

4.2 Existing Solutions

Joint optimization solutions should deploy requiredVNFs of SFC properly, whichmeans
the deployment scheme can achieve high resource utilization or minimize the resources
that need to be allocated with VNFs. Meanwhile, user traffic flow should also be routed
through specified VNFs with QoS requirements. Besides these tasks, some solutions
also consider the migration of VNFIs in response to the variation of user demand or
network situation. Next, we will introduce some existing joint optimization schemes for
VNF placement and SFC routing.

4.3 Optimization Objective

Theobjective ofVNFplacement andSFC routing joint optimization canbediverse. Some
joint optimization solutions usually combine the VNF placement and SFC routing opti-
mization objectives together. For example, Addis et al. [6] propose using minimization
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of the maximum link utilization as network-level optimization objective, and minimiza-
tion of allocated computing resources as VNFI-level optimization objective. And Zhang
et al. [7] use maximizing the average resource utilization of each computing node and
minimizing the average response latency of traffic scheduling as optimization objective.
Since most existing optimization solutions belong to multi-objective optimization, they
usually use weighted sum approach to represent the joint optimization objective.

On the other hand, some solutions do not explicitly represent the VNF placement
and SFC routing optimization objectives mentioned above. For example, Gupta et al. [9]
aim to minimize bandwidth consumption by instantiating proper number of VNFs and
selecting shortest path for routing traffic. Similarly, Guo et al. [8] and Qu et al. [12] select
maximizing resource utilization as the main optimization objective. In addition, consid-
ering reconstruction for variation of user demand or network situation, Tajiki et al. [10]
takes minimization of energy consumption and reconfiguration cost into account as opti-
mization objective. Meanwhile, Tajiki et al. [10] aim to minimize energy consumption
by reducing the number of hops that the flow needs to traverse.

4.4 Optimization Problem Formulation

The type of optimization problem formulationmainly depends on the optimization objec-
tive. If the optimization objective is the combination of VNF placement and SFC routing
optimization objectives, the joint optimization problem is usuallymodeled asMixed Inte-
ger Linear Programming (MILP) problem [6, 7]. The reason is besides integer variables
(like physical resources capacity), some SFC routing optimization solutionsmay involve
real variables (like link delay).

Bycontrast, if the optimizationobjective does not involve real variables, the optimiza-
tion solutions usually use ILP to model the optimization problem [9–11]. For example,
Gupta et al. [9] aim to minimize bandwidth consumed. It precomputes the potential set
of configurations for SFC and uses them as input for the ILP model. The ILP model
can select the best configuration based on related constraints, and then compute the
forwarding path for user traffic.

4.5 Algorithm Form

Since the joint optimization problems of VNF placement and SFC routing are basically
NP-hard, most solutions propose corresponding heuristic algorithms to realize rapid
solving. The details of each heuristic algorithm can be different according to the specific
optimization problems. But themain idea of these heuristic algorithms is similar. They all
rely on related network operational experience, leverage constraint relaxation, iteration
and other methods to achieve the trade-off between optimality gap and computational
complexity, and then find the result that is close to the optimal solution. However, the
results solved by heuristic algorithm are usually near-optimal and the gap between near-
optimal and optimal solutions cannot be estimated. Some typical examples of heuristic
algorithms are presented as follows.

Heuristic algorithms usually obtain the near optimal solution through continuous
iteration. For example, in Addis et al. research [6], there are two competitive optimiza-
tion objectives: minimizing total virtualization cost (first objective) and minimizing
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maximum link utilization (second objective). Because this research prefers to improve
user service quality, it first finds the best result according to the first objective, and then
increases the value found in first objective step by step until the desired cost level of the
second objective is found. Finally, the optimal VNF deployment and traffic routing pol-
icy can be determined. For maximization of resource utilization, Qu et al. [11] propose
a bi-directional search methodology. It uses greedily search and shortest path routing to
select the best physical machines that have enough computing resources to run VNFIs
of the SFC. The algorithm executes both forward search (from source node of traffic)
and backward search (from destination node of traffic). Backward search can help to
improve the result found by the forward search. This method can avoid the algorithm
trapping into local optimum.

Moreover, some existing solutions propose approximation algorithms to solve the
joint optimization problem. For example, Zhang et al. [7] design a priority-driven
weighted algorithm to find near optimal solution. The algorithm calculates the prob-
ability of placing VNF at a physical device by its reciprocal of RST (RST refers to
remaining resource capacity of the physical device), and then places the VNF with the
maximum probability for maximizing network resource utilization. Similarly, Guo et al.
[8] propose a multiplicative weight update algorithm. It first formulates the dual of the
original optimization problem, and then introduces dual variable for user traffic flow
and weight variable for related physical resources. The algorithm will assign the SFC
configuration for the adopted flow, and the weight variable will also be updated. The
algorithm will be executed until all arrival flow is traversed. Unlike heuristic algorithm,
approximation algorithm can guarantee the gap between the result solved by itself and
optimum within bounds.

4.6 Summarization

VNF placement and SFC routing joint optimization solutions have the optimization
objectives in both VNF-level (mainly consider deployment cost, resource usage, etc.)
and routing-level (mainly consider link utilization, delay, etc.). Because of the conflict
between these two levels, the optimization solutions need to balance the objectives
of VNF-level and routing-level according to the requirements of network operators
and users. Furthermore, in order to realize fast solving in large-scale network, these
solutions propose different heuristic algorithmsor approximation algorithms to exchange
the accuracy of optimization results for lower computational complexity.

5 Comparison for Different Optimization Solutions

In this section, we will compare the different SFC placement and routing optimization
solutions mentioned above. They are compared based on the optimization type, the
objective of optimization problem, the formulation that used to model the optimization
problem, algorithm type, algorithm complexity, algorithm strength and weakness. The
details of the comparison are shown in Table 1.
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• N/Ameans the solution does not give out the type of optimization problem formulation
or algorithm.

• MIN means minimize, MAX means maximize.

6 Future Research Prospects

At present, a lot of research has proposed corresponding solutions which optimize
VNF deployment and traffic routing scheme for better performance. However, the user
demands can usually be variable in real-time. If the SFC configurations cannot be
adjusted to accommodate the variations, the network performance may decline (such
as resources utilization decreasing, response latency increasing, etc.). Actually, most
existing solutions don’t consider this problem. Based on the real needs, SFC elastic
scaling (or dynamic adjustment) is a good research direction. Two main kinds of elastic
scaling approaches are shown as following.

6.1 Auto-Scaling Based on Threshold

Adel et al. [13] propose a dynamic auto-scaling algorithm called ElasticSFC to allocate
or release VNF and bandwidth resource. The scaling decision is made depending on
whether the CPU utilization of physical host or bandwidth consumption is higher than
upper bound (or less than lower bound). However, scaling approaches based on threshold
are reactive to adjust the SFC deployment scheme or routing policy, namely adjust SFC
configurations after variations have happened (may have happened for a while). This
may not be the best solution.

6.2 Auto-Scaling Based on Demand Prediction

Demand prediction can be used to determine the extent of scaling VNF instances dynam-
ically and the forwarding paths of flow can also be adjusted according to the variants of
VNFIs. Some online learningmethods have been used in recent researches. For example,
Fei et al. [12] propose an online-learning method called follow-the-regularized-leader
(FTRL) for upcoming user flows prediction. It can directly predict the flow rates of SFC
and help to determine the scaling strategy of VNFIs for minimizing deployment cost.

On the other hand, machine learning technology has attracted a lot of attention in the
field of networking. It can be helpful in traffic classification, routing decisions, resource
allocation [14] and so on. There are some solutions using deep learning technology in
VNF selecting and chaining problem. Instead of traditional heuristic algorithms, they use
deep learning techniques to solve optimization problems [15]. These methods can yield
time efficiency and scalability benefit. Hence, combining machine learning technology
with SFC placement and routing optimization problem can be another expected research
direction in the future.
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7 Conclusion

In this article, we first introduce VNF placement and SFC routing optimization prob-
lems independently. Then the joint optimization problem of VNF placement and SFC
routing is introduced. For each kind of optimization problem, we describe the problem
background, optimization objective, optimization problem formulation and algorithm
form in details. Moreover, we also summarize and compare recent existing solutions,
and then propose the future research prospects of SFC placement and routing problem.
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Abstract. SoftwareDefinedNetworking (SDN) is a new typeof network architec-
ture, which provides an important way to implement automated network deploy-
ment and flexible management. However, security problems in SDN are also
inevitable. DDoS attack belongs to one of the most serious attack types, which is
fairly common for today’s Internet. In SDN security fields, DDoS attack detec-
tion research has been received more and more attention. In this paper, a DDoS
attack detection method based on one-class SVM in SDN is proposed, which pro-
vides a better detection accuracy. Furthermore, two new feature vectors, including
middle value of flow table item’s duration and protocol data traffic percentage,
are extracted to integrate into the item of 11 feature vectors. Additionally, basing
on selection and construction method of the 11 feature vectors, a DDoS attack
behavior model is established by using one-class SVM algorithm, and the self-
adaptation genetic algorithm is designed to optimize the corresponding parameters
of the Gaussian kernel of one-class SVM. The experimental results in SDN show
that, the proposed new feature vectors are shown to more better detection accu-
racy, and the proposed method is more feasible by comparing with the BP neural
network and RBF neural network algorithms under the same 11 features vectors.

Keywords: DDoS attack detection · One-class SVM · SDN · Feature vector

1 Introduction

With the development of networking technology, the dynamic service demands for net-
work resources can’t be met under the existing network architecture, and the original
network architecture has become a bottleneck for the development of various informa-
tion systems. Due to the massive and heterogeneous characteristics of field devices,
SDN (Software Defined Network) has attracted increasing attention by IOT (Internet of
Things) researchers. SDN meets the requirements of the development architecture and
dynamic deployment with layered views, and the revolutionary idea of SDN is being
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widely studied and accepted [1]. However, the new network architecture needs to be
fully considered on information security problems [2]. Moreover, DDoS (Distributed
Denial of Service) attack is more and more frequent in recent years, and its attack meth-
ods are more and more diversified. In practice, the detection method for DDoS attack
in traditional networks often requires professional hardware devices, and the detection
efficiency and accuracy need to be improved with the continuous research due to the lack
of global views. However, SDN can provide a new way for solving DDoS problems, and
has attracted extensive attentions to launch a large scale of surveys and researches [3].

Aiming at detecting DDoS attacks in SDN, this paper firstly introduces basic SDN
architecture,DDoSattack type and traditionalDDoSattack detectionmethods. Then, two
new feature vectors, including middle value of flow table item’s duration and protocol
data traffic percentage, are extracted to integrate into the item of 11 feature vectors.
Finally, a DDoS attack detection model based on 11 feature vectors is presented by using
one-class SVM (Support Vector Machine), and the self-adaptation genetic algorithm is
designed to optimize the parameters of one-class SVM model. By the experimental
analysis, the proposed feature vectors can contribute to more better detection accuracy,
and the proposed algorithm is more efficient.

2 DDoS Attack Detection in SDN

2.1 Basic SDN Architecture

SDN is a new solution to the problem of traditional network architecture, and OpenFlow
technology is core technology in basic SDN architecture. Furthermore, SDN designs
the control plane and the forwarding plane to implement the forwarding strategy, and it
can establish a dynamic strategy enforcement mechanism for the whole network [4]. By
comparing with the traditional static route configuration, the dynamic transformation
strategy is design to transform in SDN, and it separates the control rights and carries
out the centralized management. Additionally, the control layer is clearly and correctly
abstracted, and the openness of control rights makes transmission paths more intelligent
[5].

The flow table item is an abstraction of the data forwarding function belonging to the
SDNdevice. In traditional networks, the data forwarding function of switches and routers
depends on the MAC (Media Access Control) address forwarding tables or IP (Internet
Protocol) address routing tables which are saved in these devices, and it is similar to
the flow table items used in SDN’s switches. However, the flow table items of SDN
also integrate network information at all levels, so that richer rules can be used for the
data forwarding function. Now, the multi-flow table mechanism is supported, and it can
be more efficient than one-flow table mechanism. Therefore, when the switch receives
packets, it traverses all data in order. In the same flow table, packets are matched with
all flow table items from top to bottom, and the flow table items with the same priority
do not overlap. Additionally, the switch performs the corresponding operation on the
packet according to the command of the flow table items. The main components of the
flow table items are shown in Fig. 1.
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Match
Fields Priority Counters Instructions Timeouts Cookie

Fig. 1. Main components of the flow table item.

2.2 DDoS Attack Detection

One of the major features is the use of OpenFlow table items for packet forwarding in
SDN, and OpenFlow table items are more abundant and more flexible than traditional
network forwarding tables. Y. Afek uses the “match” and “action” mechanisms of the
data plane to implement anti-spoofing functions in the SDN network. Furthermore, this
method can detect some spoofing attacks, such as SYN spoofing and DNS spoofing,
and then process them by flow tables without any other devices and extra expansion.
Because OpenFlow table items contain the information of their own matching packets,
it is very suitable for the flow-based lightweight DDoS attack detection, which is less
expensive than the fine-grained packet detection [6]. In a large network, W. Rui pro-
poses a collecting method between controllers and switches, and they design a method
of counting packets to insert into the OpenFlow tables. Additionally, this paper uses a
lightweight DDoS attack detection model to detect anomalous DDoS behaviors and to
reduce the flow collection overload [7]. Instead of detecting fine-grained packet informa-
tion, a lightweight DDoS attack detectionmethod is proposed by extracting the “6-tuple”
feature vectors from the flow table items and using self-organizing map, and this method
finds a balance of higher accuracy and lower system overhead for DDoS attack detection
[8, 9]. D. Jankowski uses SOM algorithm to identify attacks based on the characteristics
of the flow table, which can identify multiple DDoS attacks [10, 11].

In summary, the SDN’s advantages central control and global view bring a new idea
for DDoS attack detection, and many novel and effective detection methods have been
proposed in many literatures. However, there are still some problems and shortcom-
ings, such as more comprehensive feature vectors, practical application environment of
detection method, and global perspective advantage of SDN.

3 DDoS Attack Detection Model

In order to propose a more efficient method about DDoS attack detection, we study three
core points of the model process, including feature vectors collection, one-class SVM
detection algorithm, and the optimization of model parameters based on self-adaptation
genetic algorithm.

3.1 Feature Vector Collection

Through the existing literatures, we analyze three common kinds of DDoS attacks in
SDN.
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1. IP address spoofing. It is a common kind ofDDoS attack, such as IP routing spoofing,
and it randomly generates a large number of fake IP addresses to the target. If the
target is weak, the authenticity of the attack source can’t be analyzed for the received
malicious requests, and the hidden purpose of the attacker can be achieved.

2. Slow connection attack. It belongs to a kind of application layer attack.When aHTTP
slow connection attack occurs, the attacker will divide an HTTP packet into multiple
parts and send them to the victim, and each part of those is small and relatively large
in the interval time [12].

3. Flood attack. Its purpose is to block the victim’s network bandwidth with large
network traffic, and it uses a large number of requests to consume the victim’s
computing resources, for example SYN Flooding, UDP Flooding, HTTP Flooding,
etc.

To detect the above attacks, we research on the flow table feature extraction method.
Moreover, its basic idea is to extract the flow table items in the OpenFlow switch, and
calculates and converts them into the feature vectors. By using the flow table items of
the forwarding operation, they count the matching domain and information of the flow
table items including Protocol, srcIP, dstIP, srcPort, dstPort and Count which represent
the protocol class, source IP, destination IP, source port, destination port, count number
in flow table items, respectively. Based on the above traditional 6 entries of flow table,
this paper further analyzes other feature vectors commonly used to describe the DDoS
attack behavior in SDN [13].

1. Flow packet statistics (FPS)
When a DDoS attack occurs, the attackers will send a large number of data packets
to the target. FPS is the statistics in time T, and the value will increase when a DDoS
attack occurring.

FPS =
(

N∑
i= 1

PacketsNumi

)
/T (1)

2. Destinated host’s flow table items rate (DFIR)
When a DDoS attack occurs, the percentage of the flow table items including the
affected host’s destination address in total number of flow table items will increase.

DFIR = Nd/N (2)

3. Single flow table proportion (SFP)
Some normal flow table items are interactive, such as {protocoli, srcIPi, dstIPi,}
and {protocoli, dstIPi, srcIPi,}, and this attack often makes many single items in a
communication process, for example SYN Flooding.

SFP = Ns/N (3)

The above three feature vectors can’t fully describe the DDoS attack situation, and
can’t detect some special attacks. Therefore, we propose new feature vectors for the
corresponding DDoS attack detection.
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1. Middle value of flow table items’ duration (FIDM)
When an attack uses IP spoofing technology, the attacker will frequently change the
forged IP address. The controller will issue the corresponding flow table items to the
OpenFlow switch, and this will make no packet matching to those items in a short
time. Therefore, it is important to check a large number of flow table items in the
OpenFlow switch.

FIDM =
∑

i= 1, 2, ...N

Ti
/
N (4)

2. The average value of protocol data traffic (PDTA)
The attacker often uses the same protocol type to produce DDoS attacks. By calcu-
lating the average value of protocol data traffic, UDP Flooding, SYN Flooding, and
HTTP Flooding can be effectively detected.

PDTA =
∑

i= 1, 2, ...N

Countprotocoli
/
N (5)

3.2 One-Class SVM Detection Algorithm

SVM detection algorithm is designed as a classifier, which can distinguish the normal
and abnormal data. According to the complexity of the SDN’s environment, the SVM’s
detection algorithm often collects the input feature vectors, and gets the detection algo-
rithm of the network communication behavior. Additionally, the kernel function is one of
the most important elements in the SVM algorithm, and it makes the non-linear mapping
for the input data. However, the algorithm may consider the over-fitting problem, which
makes the SVM detection not suitable for the application of network system.

One-class SVM is developed on the basis of traditional SVM, and is used to solve
only one class of samples. In practice, the idea of SVM is to construct a generalized
optimal classification surface, and the data points which belong to two categories of
training data are exposed on both sides of this classification surface. Similarly, a one-
class SVM assumes that the coordinate origin is an abnormal sample and constructs
an optimal classification surface in the feature space to achieve the maximum margin
between the targets and the coordinate origin [14].

This method uses the largest nonlinear margin algorithm to design detection
algorithm, and the steps are listed as follows:

Step 1: through the data feature selection and construction methods, network traffic
is extracted to meet the input characteristics of one-class SVM algorithm.

Step 2: thismethod selects the appropriate kernel functionK (x, z) and the appropriate
parameters of C to structure and solve the optimization problem:

min
α

1

2

N∑
i= 1

N∑
j= 1

αiαjyiyjK
(
xi, xj

) −
N∑

i= 1

αi (6)

N∑
i - 1

αiyi = 0
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0 ≤ αi ≤ C , i = 1, 2, . . . , N

Step 3: select the component α∗
(
0 ≤ α∗

j ≤ C
)
, and calculate b∗

K
(
xi, xj

) = exp

(
−

∥∥x1 − x2‖2
2σ 2

)
(7)

Step 4: the final decision function is computed as following:

f (x) = sign

(
N∑
i - 1

α∗
i yjK(x · xi) + b∗

)
(8)

Step 5: the established decision function is used to classify and predict the test data
set of communication behavior. If the accuracy is satisfying, the decision function of the
detection algorithm is obtained. If the detection accuracy is not satisfying, the kernel
function can be optimized and retrained to establish anmore efficient detection classifier.

This paper combines the advantages of both the special nature of SDN network
environment and the SVM algorithm, we mainly studied one-class SVM detection algo-
rithm based on features. DDoS attack detection algorithm based on behavior patterns
can reflect DDoS communication behaviors. The data of feature vector is the input of
DDoS attack detection. Through the feature vector extraction method, the one-class
SVM classifier is established. The process of detection algorithm is shown in Fig. 2.

3.3 Optimization of Model Parameters Based on Self-adaptation Genetic
Algorithm

In this paper, Gaussian kernel function is used to perform the mapping, and the appro-
priate parameters of the Gaussian kernel function can not only improve the detection
performance of DDoS attack detection, but also reduce the training time of DDoS attack
detection model.

GA (GeneticAlgorithm) is the solution of search problem in the process of simulating
biological evolution, and it is based on the evolutionary methods such as genetic selec-
tion, variation, and reorganization in the biological world. Furthermore, it can solve var-
ious complex optimization problems, and achieve the optimal solution of the problems.
Because traditional GA uses fixed selection, crossover, variation probability, individual
selection based on the fitness function, which makes the process of genetic algorithm
optimization is not strong to local search ability and the evolutionary speed is easily
affected to slow down by individuals. In this paper, the adaptive GA algorithm is used to
optimize the one-class SVM detection algorithm. The adaptive function of individuals
is created by the baseline of detection rate.

f (g, c) = 1

η + ε
(9)

Here, g and C of Gaussian kernel function are the optimization parameters, η is the
actual detection rates, and ε is constant coefficient to avoid zero in the denominator.
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Fig. 2. Flow chart of one-class SVM detection algorithm

Adaptive GA algorithm dynamically adjusts the probability of intersection based on the
individual fitness value, and the improved adaptive GA defines the similarity coeffi-
cient of the population and the adjustment formula for the probability of crossover and
variation as follows:

φ = EX + 1√
DX

(10)

pc = 1

1 + e
k1
ϕ

− 0.1, k1 ∈ (0, + ∞) (11)

pm = k2

50
(
1 + e

1
ϕ

) , k2 ∈ (0, + ∞) (12)

The good similarity coefficient φ is based on the expected of EX and DX by calculating
the fitness value, and the adaptive GA algorithm will give greater cross probability and
smaller variation probability to poor individuals.
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4 Evaluation and Analysis

The simulation is formed with FloodLight controller and Mininet tool, and the Flood-
Light controller can obtain the network topology of the whole network. Additionally,
the attack data is occurred with DDoS tool and the background traffic data is occurred
with daily computers. During the experimental phases, real-time playback is carried out
through the TCPReplay tool, and the training set and testing set for the detection model
are injected into the SDN network. In order to verify the proposed DDoS attack detection
algorithm based on one-class SVM, we collect 11 feature vectors by programing [15,
16].

The feature vectors are shown as follows:
{protocoli, srcIPi, dstIPi, srcPorti, dstPorti, Counti, FPSi, DFIRi, SFPi, FIDMi,

PDTAi}

1. For the selection of Gaussian kernel parameter g and parameter C, we optimize the
model based on the adaptive GA algorithm to test the iterative wheel speed and
detection rate. Through experiments for testing iterative wheel speed and detection
rate, the optimization algorithm gradually gets higher detection rate with the opti-
mization iteration in Fig. 3. By selecting suitable iterative wheel speed, it can have
the effect to avoid the over-learning.

Fig. 3. Experiment for testing iterative wheel speed and detection rate

2. Figure 4 shows the results of the test data sample containing 9 feature vectors. After
the parameter optimization, the accuracy rate of one-class SVM is 93.31%, and the
GA optimization time is 23.69 s. Figure 5 shows the results of the test data sample
containing 11 feature vectors. After the parameter optimization, the accuracy rate
of one-class SVM is 95.16%, and the detection time and GA optimization time are
0.0588 s and 26.45 s, respectively. Therefore, the added feature vectors can improve
the accuracy rate and the cost is accepted.

3. In order to further verify and compare the experimental results, we use the BP and
RBF neural networks to test in the same 11 feature vectors [17]. It should be noted
that the training data of one-class SVM cuts off the-1 class. But fewer training data
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Fig. 4. Testing result with 9 feature vectors by one-class SVM

Fig. 5. Testing result with 11 feature vectors by one-class SVM

for one-class SVM can not affect the detection rate, and the accuracy rate of BP is
93.76%. By using the RBF neural network to test in the same 11 feature vectors, the
accuracy rate is 94.47%. However, one-class SVM detection method takes longer
than BP and RBFmethods when optimizing the training model. But this cost of time
only is occurred in the first step (Figs. 6, 7 and Table 1).
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Fig. 6. Testing result with 11 feature vectors by BP algorithm

Fig. 7. Testing result with 11 feature vectors by RBF algorithm

Table 1. Accuracy rates of testing results

No. Method Accuracy rate

1 One-class SVM in 9 feature vector 93.31%

2 One-class SVM in 11 feature vector 95.16%

3 BP in 11 feature vector 93.76%

4 RBF in 11 feature vector 94.47%

5 Conclusions

In SDN’s security fields, DDoS attack detection researches have recieved more and
more attention. This paper proposes a DDoS attack detection method based on one-class
SVM in SDN, and it can provide a better detection rate. Furthermore, we first design
the collection of feature vectors, and two new feature vectors are presented, including
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middle value of flow table items’ duration and the average value of protocol data traffic.
Then, the feature vector’s items are {protocoli, srcIPi, dstIPi, srcPorti, dstPorti, Counti,
FPSi, DFIRi, SFPi, FIDMi, PDTAi}. By using the largest nonlinear margin algorithm
based on those feature vectors, we design a one-class SVM detection algorithm. In this
algorithm, a DDoS attack behavior model is established, and the self-adaptation genetic
algorithm is introduced to optimize the main parameters of one-class SVM model. The
experiment results show that the proposed new feature vectors can provide the better
detection rate. For the comparison and verification of experimental results, the BP neural
network and RBF neural network algorithms are compared under the same 11 features
vectors, and the proposed method is shown to be more efficient in the detection accuracy
rate.
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Abstract. The traditional staticmeasurementmethodbasedondata integritymea-
surement can only prove that the software has not been tampered with, and cannot
describe the software behavior status.Dynamicmeasurement canmeasure the soft-
ware behavior in real time, but there is no doubt that it requires a lot of computing
resources. In this paper, we propose static measurement architecture PMA, which
using formal method to abstract and verify software behavior. In PMA, formal lan-
guage abstracts software behavior, formal specification describes security policy,
and software behavior measurement problem is transformed into formal proof.
We also have implemented the corresponding code according to the PMA design
principle. The experimental test verifies the feasibility of the PMA architecture.

Keywords: Software behavior measurement · Trusted computing ·
Proof-carrying code · Verification

1 Introduction

Themain reason for the network security problem is that the computer does not establish
an immunemechanism against malicious code attacks on the architecture. Trusted Com-
puting establishes a specific set of integrity metrics to enable the computing platform to
distinguish between trusted and untrusted code, thereby establishing effective preven-
tion methods and measures for untrusted code. Remote Attestation proposed by TCG
is one of the basic characteristics of trusted computing. Through the two sides of the
network connection, mutual credibility is judged before the service is provided. Remote
attestation is one of the most important security mechanisms for trusted computing to
solve the trust between trusted computing platforms and trusted network nodes.

At present, there have been many achievements in research on remote attestation.
TCG firstly proposed a configuration-based platform integrity proof. The specification
proposes platform integrity architecture. Based on the Transitive trust model [1], hierar-
chical trust transfer from the BIOS to the operating system kernel is implemented. IMA
[2] extends the chain of trust to the application.At themomentwhen the operating system
loads the program into the memory, the program file is measured, and the measurement
result is reported to the trusted computing chip TPM for processing. Inserting a metric
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point in a system call creates a lot of redundancy. PRIMA [3] has improved the shortcom-
ings of IMA redundancy and used a policy specification approach to reduce redundancy
metrics. IMA and PRIMA are static measurement systems. The BIND [4] system sets
the metric point by the programmer and inserts the hook function interface provided by
BIND at the metric point, and measures the dynamics during the running of the pro-
gram. LKIM [5] defines a series of variables that represent the state of the system.When
these values change, they are re-measured and dynamic measures are implemented. The
RAMT [6] system introduces the Integrity Measure Hash Tree (IMHT), and stores the
integrity metric hash values of eachmodule in the leaf nodes of the tree. Only themodule
to be verified needs to be sent to the root node path during verification. The hash value
effectively protects the privacy of the entire platform. There are similar studies [7–9] on
trusted models.

In general, remote attestation includes proof of platform identity and proof of plat-
form integritymetrics.At present, themetric storage reportmachine of trusted computing
is used for system integrity. In fact, the data integrity of the system can only indicate
that the system has not been tampered with, and it does not indicate that there is no
vulnerability or the system behavior conforms to the security policy. When the terminal
is controlled by a hacker or the system itself has vulnerability, there is still a security
threat. On the other hand, the static measurement system performs the trusted measure-
ment when the terminal is started, but for the platformwhere the server and the industrial
computer are not turned off for a long time, the system state and the startup time have
already increased with the increase of the system running time. A major change has
taken place and its credibility is gradually declining.

Aiming at the shortcomings of the integrity-based metrics in the current remote
attestation mechanism, this paper uses the PCC [10] framework technology to draw
on the abstraction and verification methods of software behavior in the formal method.
This paper designs thePCCMeasurementArchitecture (PMA), proof of remote software.
Its main feature is the measurement of the dynamic behavior of programs in computer
systems.At any time, the software code in the running system ismeasured, and theTPMis
used to protect themeasurement architecture and sign themeasurement results to improve
the security of the entire system. Section 2 of this paper introduces software behavior
measurement techniques, Sect. 3 describes PMAmodels and algorithms, implementation
and testing, and Sect. 4 summarize the full text.

2 Software Behavior Measurement

2.1 Software Behavior Description

Most software systems are written in an imperative programming language such as C
or Java. The existing formal tools and methods are not convenient for describing and
verifying the behavior of these software. Therefore, it is necessary to abstract the software
behaviors into formalized languages andbecome low-level abstractmodels. For example,
expressions in C language can be variable expressions. Structure member expressions,
etc., can be defined in theorem assistants such as coq or Isabelle, so that the syntax of the
expression in the theorem assistant is more similar to the syntax of C or the Java language
itself. The underlying abstract model can be further abstracted into a high-level abstract
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model. High-level abstract models are sufficiently expressive to more easily describe
and verify high-level related security properties. The high-level definitions are more
intuitive and clear (without exposing many unrelated underlying details), and high-level
specification languages and high-level models are relatively simple, and it is easier to
verify these properties at the top.

When defining the content of multiple different abstraction layers, it must be ensured
that the behavior of each abstraction layer is (equivalent) consistent, that is, the behavior
of different abstraction layers satisfies the refined relationship. Refined relationships
define equivalence relationships between different abstract models or programs from
an observable perspective. For example, a context refinement relationship means that
A does not generate more behavior in any context, and the client does not observe the
difference between A and B.

In fact, you can also use the top-down design to describe the software behavior, that
is, define the high-level abstract language, and then generate the code that the software
actually runs. For example, the COGENT [11] compiler generates C code, which is
then compiled by some C compilers. The COGENT compiler also generates a formal
specification in Isabelle/HOL [12] to accurately encode the semantics of the source
COGENT program and provides a proof of perfection that this semantics has been
correctly implemented by C code. This specification can be used to demonstrate higher
level attributes about the COGENT program.

2.2 Software Behavior Verification

PCC which means Proof-carrying code is a framework for the mechanical verification
of safety properties of machine-language programs, whose basic principle is that the
credibility of executable code must be verifiable. The PCC verification framework gen-
erally includes machine model, security policy, program logic, program specification
language, a proof representation language. A machine model is a formal description of
the target machine that runs the program, including machine definition; machine state
definitions, and operational semantics of machine instructions. A security policy is a
formal description (definition) of software security, usually a description of the opera-
tional semantics of a machine or the state of a machine. Program logic is a Hoare-style
logic system that includes logical kilometers and logic rules to reason the security of
the verification program. The program specification language is used to describe user-
specific program specifications. The proof representation language is used to encode the
program security proof. Figure 1 depicts architecture of PCC.

When the code producer generates the executable code, it must produce proof that
the executable code satisfies the security policy, and use the program logic rules to prove
whether the program conforms to the security policy. Once the proof is complete, bind
the executable code to the appropriate proof. Before executing the software of untrusted
source, the host first determines whether the software can be safely executed according
to whether the verification software has certain trusted attributes, thereby establishing a
trust relationship between the host and the external software. In this process, the complete
proof process is coded using the proof representation language. If the program or proof
is illegally tampered with, the verification will fail and the host refuses to execute the
code.
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Fig. 1. PCC architecture

The PCC approach solves the problem of ensuring the security, reliability, and confi-
dentiality of software by demonstrating checks without trusting the code provider. Strict
security certifications ensure that the code does not violate any security policies that
have been verified at runtime. The code party acceptor knows whether the executable
code is safely executed by statically checking whether the security is correct. Such code
acceptors no longer need to trust the provider of the PCC code. In fact, PCC expresses
complete software code security in another abstraction, providing a newway to statically
describe and measure the dynamic behavior of software. The correctness of the proof
does not require manual inspection, which makes it possible to automate the inspection
of security policies.

2.3 Security Policy Specification

In the PCCmechanism, the security policy is the core. ThePCCallows the code verifier to
define a security policy and then verify that the executable code conforms to the defined
security policy. By defining a security policy, the code verifier accurately describes
the behavioral attributes of the program and the conditions that must be met for safe
operation. Security policies can not only define traditional security requirements such as
memory security, pointer security, etc., but also define more abstract and more detailed
security requirements. Security policies include the two main parts of security rules
and interfaces. Security rules describe all legally secure operations of the program and
the prerequisites that these operations should satisfy. The interface describes the calling
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convention between the code verifier and the external program, which is the precondition
that the code verifier and the external program must satisfy before calling the other
function. In a specific implementation, there may be multiple ways to represent security
policies, such as first-order logic, type systems, modal logic, and the like.

In fact, the code producer and the code verifier negotiate the security policy and
give the specification of the security code. The code producer translates the source code
into annotated object code by issuing a proofing compiler and produces proof that the
object code satisfies the security policy. After receiving the annotated object code and
proof, the code verifier uses the same verification condition generator to perform symbol
calculation on the object code, generate verification conditions, and check whether the
additional proof is correct. Since the verification condition is for the target code, it is
indeed theproof that the target code satisfies the security specification, therebypreventing
the malicious code from spoofing the host by carrying a legal proof.

General security policies are expressed using pre-assertion and post-assertion. The
Certifying compiler first proves that the assertions in the code are true, then generates
the object file and attaches the proof to the code verifier.

3 PMAModel

3.1 PMA Architecture

In addition to using the traditional TPMplatform configuration register (PCR) to describe
the integrity status of the system, the PMA solution also increases the measurement
and verification of software behavior. The issuer issues a metric certificate for a piece
of software code to be executed. The attestor proves that the current software code
does meet the security protocols and policies described in the metric certificate, thereby
completing the purpose of remote proof platform behavior metrics.

The behavioral metrics include the code manufacturer, user platform, service
provider, certificate issuing authority, and verification center.

The code manufacturer produces machine executable code and packages the corre-
sponding abstract machine model of the code along with the rigorous proof that can be
checked.

The user platform proves the certifier in the protocol, including the host and the
trusted platform module. The TPM module built in the user platform mainly pro-
vides authenticity signature and hardware anti-record tampering service to ensure the
authenticity of the system behavior measurement and report content.

Prove that the verifier (usually the service provider) submits proof of the security
policy and verifies the software code and certification. The verifier verifies the authen-
ticity and integrity of the platform system behavior by verifying the platform system
behavior. This can be achieved by traditional signature mechanisms. Secondly, the sys-
tem behavior results of the proof platform are analyzed to check whether they conflict
with the certifier’s security policy.

The certificate issuing authority is responsible for issuing and revoking the behavior
measurement certificate. The verification center verifies that the behavior metric certifi-
cate has been revoked. PMA of the software behavior measurement based on the Trusted
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Computing Platform is ametric certificate issued by the behavior measurement authority
for various software codes. The metric certificate is jointly released with the software
and hardware binding, and the platform certifier is based on the configured behavior
metric. The certificate and TPM integrity metrics prove to the service provider that their
currently running software behavior meets certain security attributes and has not been
tampered with. Figure 2 depicts architecture of PMA.
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Fig. 2. PMA architecture

3.2 Measurement Algorithm

PMA includes the collaboration of multiple nodes of software producers, verification
centers, service providers, and users. It has gone through five phases of production,
release, start-up, verification, and running, which form a trusted software architecture.

Phase 1. Production phase. Programmers write trusted software code based on actual
functional requirements and security policy requirements, and provide formal proof that
the software code complies with the security policy. Software manufacturers generate
PCC packages based on code and certification.
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Phase 2. Release phase. The software manufacturer sets the relevant parameters of the
verification center and sends the PCC package to the verification center. The certificate
verification center issues a measurement certificate for each software.
Phase 3. Start-up phase. The user including the TPM and the host, downloads the trusted
software PCC package and checks whether the PCC package complies with the security
policy.Run the trusted software in thePCCpackage that complieswith the security policy
and register with the verification center. When the user’s trusted software is running, a
service request is initiated to the service provider. The service provider requires the user
to provide remote proof.
Phase 4. Verify phase, the user calculates the platform software code and certification
signature according to the service provider’s certification request, and then performs
remote certification to the service provider. The service provider verifies the TPM sig-
nature and the software behavior measurement signature. The verification center checks
whether the software measurement certificate has been revoked and whether the certified
software code is consistent with the software behavior certification commitment.
Phase 5. Running phase. The user runs trusted software. Service providers provide
services to trusted software that complies with security policies.

The software behavior measurement and reporting process algorithms are the most
critical part of the PMAverification phase throughout the run.When the attestor requests
the service from the verifier, the verifier needs to perform the platform integrity veri-
fication on the attestor and query the verification center to perform the remote proof
process of the interaction. The metric is responsible for recording the system behaviors
related to the platform state trust during the actual loading and running of the system
behavior, and expanding the related record results to the corresponding PCR in the TPM.
The reporting process acts as a trusted remote attestation platform agent, responds to the
verifier’s request, and reports the relevant system behavior event records to the verifier.

During the PMA verification phase, users, service providers, and verification centers
communicate to confirm that the behavior of trusted software runs in compliance with
security policies. The complete verification algorithm flow is as follows..

Step 1. The user checks whether the certificate of the PCC package conforms to his own
security policy, and lists the software that passes the security policy check as trusted
software. When trusted software requires remote services, request authentication from
the service provider.
Step 2. When the service provider verifies the identity of the user, it first generates a
random number n, and sends the verification request and PCR number to the user.
Step 3. The user finds the corresponding request service program PCC package, and
checks whether it is registered with the verification center. If it is not registered, register
with the verification center.
Step 4. The user loads the identity certification key AIK, reads the root hash value hash
1 of the platform configuration storage data structure, performs a hash operation on the
PCC package to generate hash 2, and concatenates the specified PCR, random number n,
hash 1 and hash 2, and applies The TPM signs the generated value and finally generates
a signature S.
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Step 5. The user sends the trusted software PCC package, AIK signature, user PCR value
and signature S to the service provider.
Step 6. The service provider initiates a query to the verification center to check whether
the user is registered and obtains the user’s public key. If the user is not registered, the
service provider drops the connection.
Step 7. The service provider uses the user’s public key to decrypt the encrypted data, and
checks the random number n to verify the integrity and correctness of the AIK signature
and PCR value.
Step 8. The service provider checks whether the certificate is valid based on the PCC
certificate. The user checks whether the proof of the PCC packet conforms to his own
security policy.
Step 9. Execute the service program in response to the user’s service request.

3.3 Model Implementation and Verification

According to the principle of remote proof of software behavior measurement, it is
further developed on the basis of Cube [13], which is developed by Beijing University of
Technology, and somedata verificationmodule code ismodified. Cube allows developers
to implement the trusted software-basedmeasurement mechanism, decisionmechanism,
control mechanism, and support mechanism as a component. It is integrated into a
trusted software base through the Cube framework, and provides interconnection and
interface conversion function support for collaboration between trusted software bases.
The prototype system implements the measurement and certification of the software
running on the terminal based on the trusted boot program and the trusted operating
system measurement.

We implemented a proof of prototype system for software behavior measurement
on the Ubuntu 16 platform. The TPM function was implemented by installing the TPM
emulator [14], and Isabelle/HOL was installed to implement the system verification
function. In the prototype system, the certificate issuing authority performs software
behavior evaluation based on the executable file of the software vendor component and
the data of the software abstraction certificate, and then issues a metric certificate. The
TPM measures the software and then performs remote proofs following a certification
protocol. In the actual test process, we selected a piece of code written in the Cogent
language as the verification object. The test results show that the prototype system can
verify the dynamic behavior of the software by static measurement.

4 Conclusions

This paper uses the abstraction and verification method of software behavior in the
formal method, and designs a remote proof method based on the PCC Measurement
Architecture (PMA), and implements it accordingly. Compared with the existing metric
architectures, it changes the traditional metrics that simply use data integrity as the sole
criterion. It is a static metric that implements traditional dynamic metrics to measure
system behavior. The security policy is described by abstract protocol, which is very
flexible and secure.
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In the actual application process, the more powerful the specification language, the
more nature of the description, it is difficult to be automatically proved. If part of the proof
cannot be automatically generated, it is necessary to manually use the auxiliary tool to
participate in the proof, such as the manual interaction given in Isabelle/HOL, in order to
judge whether the behavior of the program conforms to the trusted strategy. At present,
only simple strategies can be verified. Most of the theorem verification work requires
manual participation. It cannot completely replace the traditional data integrity-based
metrics. In the future, the automatic verification capability of the verification system
should be further improved.
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Abstract. As the foundation of reversible watermarking technology, the integer
transform technique, e.g. difference expansion (DE), has been widely studied.
However, most integer transform schemes use the blocks of uniform size for
embedding, resulting in that the embedding performance is not as good as the
recently proposed histogram-shifting method. To solve this problem, this paper
proposes a reversible watermarking scheme based on adaptive block sized integer
transform. After predicting the texture complexity of different regions in the cover
image, more watermarks are embedded in smooth regions by using larger sized
blocks as the embedding units; in textured regions, the relatively smaller sized
blocks are used as the embedding units, which decreases the amount ofwatermarks
to reduce the distortion caused by embedding. Experimental results show that the
proposed algorithm provides less image distortion compared with some existing
reversible watermarking algorithms with the same embedded capacity (EC).

Keywords: Integer transform · Reversible watermarking · Double layer
embedding · Adaptive

1 Introduction

Traditional watermarking techniques are inevitable to bring a degree of distortion to the
cover image. In most cases, these distortions are not easily found by the image holder,
but in the field of medical or military, such loss of image quality is not acceptable.
This problem has not been solved until the reversible watermarking technology came
present, which was first proposed by the United States researchers Honsinger et al. [1] in
1999. Compared with the traditional watermarking techniques, reversible watermarking
technology not only can extract the embedded watermark information, but also recover
the original cover image. Most recently proposed reversible watermarking algorithms
can be divided into two categories: histogram shifting based [2–21] and integer transform
based [22–27].

Histogram shifting technology exploits the correlation of pixels to calculate predic-
tion error of pixels and forms the histogram. The watermarks are embedded by shifting
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part of bins in histogram, and in order to avoid conflicts, other bins must be shifted to
create embedded space. Ni et al. [2] proposed a histogram shifting algorithm firstly. The
peak and zero points of the image histogram are found and the watermarks are embed-
ded into the pixel points with the same grayscale values as the peak point by modifying
the histogram. Li et al. [3] proposed a general framework to construct HS-based RDH,
which can facilitate the designofRDH.Thodi et al. [4] proposed an expansion embedding
algorithm called prediction-error expansion (PEE). This PEE algorithm model mainly
includes two steps: prediction and histogram shifting. It can be seen from [5–9] that the
performance of histogram shifting and data embedding closely relate to the prediction
results. Sachnev et al. [10] and Li et al. [11] introduced sorting and adaptive embed-
ding into PEE algorithm, and experiment results show that their algorithms are better
than the RDH algorithms in the same period. Ou et al. [12] proposed a two-dimensional
histogram shifting method to extend the conventional methods, which generates better
performance. Based onOu et al.’s method, Li et al. proposed a scheme in [13] to generate
more elements in the histogram, which increases the total number of features (i.e., data
carriers) and leads directly to the higher hiding capacity. Later on, Li et al. [14] proposed
a method for data embedding by extending the maximum or minimum pixel value in a
block named pixel value ordering (PVO). Inspired by histogram shifting algorithm, Tsai
et al. [15] proposed a reversible data hiding method based on prediction and difference
histogram.

The difference expansion (DE) algorithm proposed by Tian et al. [22] firstly. The DE
algorithm groups pixels into pairs and the watermarks are embedded into the expansion
error of pixel pairs. However, due to using two pixels to embed one bit watermark, the
embedding capacity (EC) is limited to 0.5 bpp (bit per pixel). Alattar et al. [23] extended
Tian et al.’s DE algorithm from pixel pair to pixel block to improve the embedding
ability. This approach could embed several bits in one block in a single pass embedding.
Weng et al. [27] proposed a integer transform scheme based on invariability of the
sum of pixel pairs and PDA. A high compressibility of the location map is achieved
in their approach. On the basis of these algorithms, Wang et al. [24] proposed a new
integer transform method, which enables pre-calculate the embedding distortion of a
given block. Experiment results show that Wang et al.’s method obtains a sufficient
high embedding rate. However, in Alattar et al.’s and Wang et al.’s methods, the cover
image is divided into the uniform sized blocks for embedding. Actually, for the regions of
complex texture, the smaller sized blocks should be used because of the weak correlation
in such area. Instead, in smooth areas, using the larger sized blocks can better exploit
the high correlation among pixels. To this end, Weng et al. [26] used the correlation
between the average of the block and the neighboring pixels around the block to predict
the smoothness of the region. In Weng et al.’s method, although adaptive embedding
is introduced, there are also some deficiencies, e.g., for a block with size r × c, its
(r + c + 1) neighbours are used to estimate the texture feature of this block. However,
the used predicted pixels are less and are all located at the lower right of the pixel block,
the texture complexity of the predicted pixel block is not accurate.

To better accommodate the different texture region of the cover image, a reversible
watermarking scheme based on adaptive block sized integer transform is proposed. In
this algorithm, the embedding block size is decided according to its neighbouring blocks.
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To ensure the decoder can acquire the same size of each block as the encoder, a two-pass
embedding strategy is used.

The rest of the paper is organized as follows. In Sect. 2, Wang et al.’s integer-
transform-based algorithm [24] is introduced anddiscussed briey. In Sect. 3, the proposed
method is described in detail, including the embedding and extraction procedures. The
experimental results compared with some other methods are reported in Sect. 4. Finally,
we conclude our work in the last section.

2 The Related Methods

In this section, the integer transform based algorithm proposed by Wang et al. [23] is
briefly presented. Several notations are firstly introduced. For an integer array of length
n, X = (x1, · · · , xn), we define:

a(X ) =
{⌊

X
⌋
,X − ⌊

X
⌋

< 0.5⌈
X

⌉
, otherwise

(1)

where a(X ) is an integer-valued approximated to the average X̄ = (1/n)
∑n

i=1 xi. The
cover image is divided into n-sized non-overlapping pixel blocks, as shown in Fig. 1,
where Bi,j denotes a pixel block of the i-th row and j-th column.

Fig. 1. Non-overlapping pixel blocks

For an n-sized block, Wang et al.’s transform F can be presented as follows:

⎧⎪⎪⎨
⎪⎪⎩

x
′
1 = 2x1 − 2f (a(X )) + w1,

· · · ,

x
′
n−1 = 2xn−1 − 2f (a(X )) + wn−1,

x
′
n = 2xn − a(X ),

(2)

where f (x) = �x/2�, x′
i represents the corresponding watermarked pixel value and

w ∈ {1, 0} is the watermark.
In the integer transform formulas, Wang et al. found an identical equation before

and after embedding. To prevent the overflow/underflow, each watermarked pixel value
should be contained in [0, 255]. We define:

I&D = {X ∈ A : 0 ≤ xi − f (a(X )) ≤ 127(1 ≤ i ≤ n − 1), 0 ≤ 2xn − a(x) ≤ 255}
(3)
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where A = {X = (x1, · · · , xn) ∈ Bi,j : 0 ≤ xi ≤ 255}. With these definitions, we can
prove that F(x,w) ∈ A, if x ∈ D. Therefore, if the values of a block belong to D, this
block can be used to embed data by the integer transform.

For a given threshold t > 0, all blocks X = Bi,j = (x1, · · · xn) can be divided into 3
categories:

(1)Et = {X ∈ D : v(X ) ≤ t}; (2)Ct = {X ∈ A − Et : vh(X ) ≤ t};
(3)Ot = {X ∈ A − Et : vh(X ) > t}. (4)

where v(X ) = √∑n
i=1 (xi − a(X ))2, vh(X ) = √∑n

i=1 (�xi/2� − a(�X /2�))2. Et is
the set of embeddable blocks embedded by Eq. (2); Ct is the set of changeable blocks
embedded by replacing their LSBs; the blocks belonging to set Ot stay unchanged to
avoid large distortion caused by embedding. In addition, since Et ∪ Ct and Ot can be
separated by vh and t, we only need a location map to mark the blocks in Et ∪ Ct and
the blocks in Ot don’t need to be recorded. Such a location map usually occupies fewer
payloads due to small size and effective compression.

Equation (2) indicates every n−1 bits can be embedded into n pixels byWang et al.’s
method. For a n-sized block, the embedding distortion is calculated as follows:

λ =
∑n−1

i=1
(yi − xi)

2 + (yn − xn)
2

≈
∑n−1

i=1
(xi − 2f (a(X )))2 + (xn − a(X ))2

≈
∑n

i=1
(xi − a(X ))2. (5)

When the cover image is divided into small-sized blocks, e.g., the block with 2 × 2
size, the embedding rate is (n− 1)/n = 3/4 = 0.75 bpp, resulting in low EC. However,
because of the smaller size, the correlation of the pixels in a block is enhanced, and the
prediction error |xi − a(X )| will be a small value, which means the distortion λ is small.
On the contrary, if the cover image is divided into large-sized block with 8 × 8 size,
the embedding rate is (n (n − 1)/n = 63/64 ≈ 0.98 bpp, and the EC is higher. But the
correlation of the pixels in the block is weakened, the prediction error |xi − a(X )| is
larger, which means the distortion λ will be larger.

Obviously, it is better to use larger-sized blocks in the smooth region and use smaller-
sized blocks in the area of complex texture. However, to ensure the reversibility, the
embedded block size cannot be selected flexibly in Wang et al.’s algorithm, so the same
sized blocks are used from beginning to ending. The experimental results show that
when the block size is 4 × 4, the best effects will be obtained.

3 Proposed Method

In this section, we propose a new scheme to improve Wang et al.’s method, in which the
size of embedding block can be flexibly selected according to the texture complexity of
different regions in the cover image.

The last part of Sect. 2 mentions the adaptive selection strategy of block size theoret-
ically. The following examples in this section show the distortion differences caused by
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different sizedblocks in smooth and complex regions,whichwill illustrate the advantages
of this method in a more intuitive way.

Figure 2 (a) shows an example of a smooth block: when using the original block 4×4
as an embedded unit, the embedding distortion λ caused by the mean value prediction
could be calculated as:

Fig. 2. Example of different blocks

a(X ) = 75, λ =
∑n

i=1
(xi − a(X ))2 = 46. (6)

As for using a small sized block 2×2, the embedding distortion λ could be calculated
as: {

a1(X ) = 74, a2(X ) = 77, a3(X ) = 75, a4(X ) = 75,
λ1 = 6, λ2 = 10, λ3 = 3, λ4 = 2, λ = λ1 + λ2 + λ3 + λ4 = 21.

(7)

In a relatively smooth block, using a block of larger size as an embeddedunit produces
more distortion than using a block of smaller blocks, but the degree of distortion is light
and the EC increases significantly.

Figure 2 (b) shows an example of a rough block:When using the original block 4×4
as an embedded unit, the embedding distortion λ could be calculated as:

a(X ) = 107, λ=
∑n

i=1
(xi − a(X ))2 = 18749. (8)

As for using a small sized block 2×2, the embedding distortion λ could be calculated
as: {

a1(X ) = 77, a2(X ) = 79, a3(X ) = 144, a4(X ) = 129,
λ1 = 8, λ2 = 2, λ3 = 2983, λ4 = 1510, λ = λ1 + λ2 + λ3 + λ4 = 4503.

(9)

It is obvious that, in a relatively rough block, using a smaller size block as an embed-
ded unit causes much less distortion than using a larger sized block. Thus, we employ
smaller-sized block as a unit with low embedded capacity in exchange for high image
quality.

Besides, since the rhombus prediction proposed by Sachnev [10] is used as the
prediction model in our algorithm (which will be introduced in next part), there is
no need to mark the embedding block type with extra location map for reversibility,
improving the embedding rate of effective information. Moreover, when a block is split
into smaller blocks, it is worth noting about the problem of overflow/underflow.
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The section is organized as follows: Sect. 3.1 gives the prediction pattern; Sect. 3.2
gives the adaptive selection of embedded block size which depend on the result of
prediction pattern; Sect. 3.3 illustrates the details of embedding procedure and introduces
the overflow and underflow processing; Sect. 3.4 provides an overview of the embedding
process and the extraction process.

3.1 Prediction Pattern

Inspired by Sachnev et al.’s rhombus pattern prediction scheme [10], we improve Wang
et al.’s prediction scheme by adaptively predicting the texture complexity of each block.
The cover image is divided into n1×n1-sized non-overlapping pixel blocks (See Fig. 1).
All blocks are divided into two parts (See Fig. 3): Shadow set X = (x1, · · · , xn) and
Blank set Y = (y1 , · · · yn), n = n1 × n1. Shadow set and Blank set are interlaced and
non-overlapping.

To guarantee the whole image is embedded, the double-pass embedding process has
to be exploited. In the first-pass embedding, the textural information of blocks in the
Shadow set is predicted by the correspondingly surrounding blocks in the Blank set, and
then the embedding block size is determined adaptively. In the second-pass embedding,
the blocks in Blank set are predicted in the same way.

The prediction formula is presented as Eq. (10). Using block Xi = (x1, · · · xn) as an
example, in order to predict its complexity, we select four blocks Yi,Yi+1,Yi−2,Yi+2
surrounding it as predicters, calculating the average of their local variance�v to represent
the texture complexity of the context.

�v = 1

4

∑4

m=1

∑n

k=1
((ykm − Ȳm)2/n), (10)

where Ȳ = (1/n)
∑n

i=1 yi is the average of all the pixels in Yi block. In the predic-
tion scheme, we select four neighboring blocks around the predicted block to increase
accuracy and consistency of the prediction results.

Blank set Shadow set

Fig. 3. Shadow set and Blank set

3.2 Selection of Embedded Block Size Adaptively

From Sect. 3.1, smaller local variance means the block is in the smooth area, and the
corresponding region could be divided into larger-size blocks to embedmore bits. Mean-
while, smaller-size blocks aremore suitable for areaswith complex textures. The average
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local variance �v of all the blocks can be obtained after prediction. A threshold T > 0
is set to distinguish smooth regions and complex regions, and two sets E1 and E2 are
defined to classify the blocks belonging to Et :

E1 = {
Bi,j ∈ B : �v ≤ T

}
,E2 = {

Bi,j ∈ B : �v > T
}
. (11)

A block with�v ≤ T is regarded as smooth block, belonging to E1 set. Otherwise, it
is regarded as rough block, belonging to E2 set. For a rough block, the difference among
pixels and the distortion will be larger than the smooth one. Thus, the blocks in E2 set
will be further divided into smaller blocks in embedding process.

3.3 Embedding Procedure

After adaptively selecting the block size, an example of embedding process is given
in this section (See Fig. 4). To embed the middle block, the four blocks Y1,Y3,Y4,Y5
surrounding it are used for prediction. Thresholds are settled as t = 50 and T = 200.

According to the formula (4) and formula (10),
{
a(X ) = 119, v(X ) = √∑n

i=1 (xi − a(X ))2 ≈ 14,
Ȳ1 ≈ 120, Ȳ3 ≈ 101, Ȳ4 ≈ 127, Ȳ5 ≈ 114,�v ≈ 391.

(12)

Since v(X ) < t and �v > T , the block is classified into set E2. After being further
divided into small size 2 × 2 blocks, each small block is embedded data according
to Eq. (2). According to Eq. (2) and Eq. (11), all blocks in Shadow set of the image
are classified and embedded by the corresponding way. In addition, as long as there is
only a small block overflow/underflow, the block is marked as an overflow/underflow
block. The first-pass embedding is completed after the above procedure. The second-
pass embedding scheme uses the modified pixels in the set of first-pass to calculate the
predicted values. As the same way, the set in second-pass can be embedded in.

90 91 98 109

91 95 98 105

89 98 101 110

89 89 96 105

113 121 128 126

109 120 121 122

114 122 123 122

111 119 122 125

120 124 133 127

122 125 130 128

124 125 132 126

124 124 131 131

91 95 104 109

97 99 106 113

94 101 104 109

92 95 104 108

113 116 118 119

114 115 121 122

113 117 119 120

110 114 116 123

124 123 129 130

120 126 126 133

121 123 128 131

126 127 128 132

81 95 101 103

89 92 101 104

86 92 105 109

83 93 103 107

109 110 116 120

111 111 117 118

109 110 114 117

112 114 114 118

140 146 151 154

138 143 153 155

137 145 158 155

137 149 150 152

Fig. 4. Example to illustrate the embedding process

Reversibility can be met in the proposed method certainly. Double embedding
method is introduced in embedding scheme and the two layers embedding processes
are independent with each other, which means that blocks embedded in the first-pass
will not affect the unembedded blocks and the second-pass embedding process will not
influence the embedded blocks either. With the help of the threshold T and location
map, the used embedded method in each block can be distinguished accurately. Then,
the watermarks can be extracted and the initial image can be restored correctly.
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Overflow/underflow problem in the embedding procedure cannot be avoided. Since
the pixel value of the gray scale is from 0 to 255, some pixels will be out of the range
after being modified in the embedding process. The overflow/underflow error may result
in extracting information and restoring the original pixel value incorrectly. In order to
avoid this kind of error, we calculate each watermarked pixel value in embedding unit
and find the blocks with no overflow/underflow error. When a large block is divided into
smaller blocks, if any smaller one occurs overflow/underflow error, the large block will
be marked as an overflow/underflow block.

3.4 Procedure of Embedding and Extraction

The embedding and extraction procedure are described as follows. Noticed that, each
layer, namely Shadow set and Blank set, is embedded with half of watermarks. For the
Shadow set embedding as an example, the proposed dynamic block data embedding
procedure will be firstly introduced.

Step 1: The cover image I is divided into no-overlapping blocks.
Step 2: In order to prevent overflowing, the value of pixels in each Shadow block is
calculated by Eq. (2) and the blocks belonging to D are found. Setting threshold t > 0
and the Shadow blocks are divided into 3 types Et , Ct and Ot as Eq. (4).
Step 3: Establish the location map L. For the blocks belonging to Et are marked as 1 in
L, and the blocks belonging to Ct are marked as 0. The blocks belonging to Ot do not
need to be marked in L, because it can be distinguished by threshold t > 0.
Step 4: Using the 4 neighboring Blank blocks, the �v of Shadow block is calculated
by Eq. (10). Setting T > 0, Shadow blocks in Et set will be divide into two E1 and E2
according Eq. (11).
Step 5:Watermarks w will be embed in the classified Shadow blocks as follows, where
w combines original watermarks and LSBS of some first-line pixels.

• The blocks in E1 set are embedded by Eq. (2) directly. And the blocks in E2 set
are further divided into (n1/n2)2 small blocks with size n2 × n2 and for each small
block, Eq. (2) is also used to embed data.

• For blocks in Ct set with �v ≤ T data is embedded by replacing the pixels LSBS .
Otherwise, The blocks in Ct are further divided into (n1/n2)2 small blocks with
size n2 × n2, and data is embedded by replacing the pixels LSBS .

• In addition, the originalLSBS of pixels in blocks belonging toCt set are recorded in a
sequenceCLBS , watermarks andCLBS are embedded into the remaining embeddable
blocks.

Step 6: Noting that the blocks in E2 set should be classified as an overflow/underflow
blocks and be marked as 0 in L, if any small block in the blocks overflows/underflows
after being calculated again byEq. (2). Losslessly compress the locationmap, and append
a unique end-of-stream (EOS) symbol to the compressed location map to identify its
end. The resulting sequence is denoted as L′. Using LSB replacement, the auxiliary
information (i.e. the threshold t and T , the length of watermarks lw and compressed
location map L′) is embedded into LSBS of some first-line pixels.



218 Q. Li et al.

Step 7: After the Shadow set embedding is completed, the pixels of the Blank set are
predictedwith the embedded pixels. The samemethod is used to complete thewatermark
embedding, and finally the embedded watermark image I ′ is obtained.

Extraction scheme is the inverse of embedding scheme. In embedding procedure,
the Shadow set is embedded in firstly, and then the Blank set, so when the extraction,
the Blank set is extracted from firstly, then the Shadow set.

4 Experiment Results

In this section, using the six standard 512×512 sized gray-scale images: Airplane, Lena,
Baboon, Barbara and Peppers, the performance of the proposed method is evaluated by
experiments.

In first experiment, the influence of the size of block on algorithm performance will
be discussed. Here, mainly two sized blocks are used: 8 × 8 size for the basic block
and 4× 4 size for the basic block. For smooth blocks we use the basic block size as the
embedding unit; for complex blocks, basic block will be further divided into four smaller
blocks as embedding unit. Figure 5 shows the performance. From the figure, we see that
the proposed method with 4× 4 basic size performs better. It is due to the correlation of
the adjacent pixels between 4×4-sized block is better than the 8×8-sized block, which
makes the prediction on the blocks of complex texture more accurate and the distortion
caused by the embedding process is also less. Accordingly, we simply take 4 × 4-sized
blocks in the following experiments.
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Fig. 5. Performance of the proposed scheme with different sizes.



A Reversible Watermarking Scheme 219

Then, our scheme is compared with the three seminal methods of Wang et al. [23],
Peng et al. [24] and Weng et al. [25]. In addition, since Wang et al.’s method with
n = 4 × 4 performs best, we take 4 × 4-sized blocks to test Wang et al.’s method. The
comparison of the 4 algorithms on each image is shown in Fig. 6. It can be seen our
method performs best, especially on the simpler texture image. On the image with more
complex texture, the advantage of our algorithm is not very obvious. It is because the
prediction scheme used in our embedding process is more accurate in the smooth region
of image and the accuracy of the prediction results in complex region will be decreased.
In addition, it also can be seen from the experimental results that when the embedding
capacity is around 0.5 bpp, the embedding effect is better than that with other embedding
capacity.
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Fig. 6. Performance comparison between Wang et al. [23], Peng et al. [24] and Weng et al. [25]
and the proposed approach.

5 Conclusion

In this paper, an adaptive reversible digital watermarking algorithm based on integer
transform is proposed. The algorithm makes use of the characteristics of the image
itself and combines the embedding scheme with the texture complexity features of the
image, realizing a reversible digital watermarking scheme based on the flexible and
adaptive selection of embedding unit size and embedding mode. The introduction of the
double layer embeddedmethod improves the PSNR of marked image, too. Experimental
results show that the proposed method outperforms many other reversible watermarking
schemes.
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Abstract. Based on themethod that most robots use app to control data collection
and the router and development board combined to control the robot, there are
problems of long development cycle, large power consumption and high cost. We
propose the design of a routing controller based on OpenWrt. The controller uses
LuCI as the configuration page for control data acquisition, the designed control
software processes and sends control commands, and the router directly controls
the robot. The results show that the power consumption and cost of the robot
are significantly reduced, and the development cycle is shortened by 5 days. In
addition, the routing controller is suitable for multi-robot control in the state of
the Internet of Things.

Keywords: Robot · OpenWrt · Routing controller · LuCI

1 Introduction

In recent years, industrial robots [1] and service robots [2] have developed rapidly, and
sales have increased year by year [3]. For robot manufacturers, production cost and
robot performance are two issues they need to consider. So how to ensure the high
performance of the robot and reduce the cost? Considering that the core part of the robot
is the controller of the robot, it determines the performance of the robot.

At present, most robots with remote control functions [4] modify the data through
the mobile phone app [5], then interact with the router, and then the router transmits data
to another control board to implement the robot control. In other words, manufacturers
need to purchase routers and control boards at the same time when producing such
robots, which lead to increasing production costs and increased energy consumption of
robots. In addition, the data must pass through the router and then to the control board.
This process delay will increase. As a result, the robot executes commands more slowly.

In response to the above problems, we designed a routing controller [7] based on
OpenWrt [6]. The routing controller contains configuration pages and control software.
Users can use the configuration page to modify the data to control the robot. The control
software is responsible for reading the configuration data, processing the configuration
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data, and finally sending commands to the robot. The system realizes rapid control of
the robot through the cooperation of the configuration page and the control software. So
we don’t need to configure data through the app.

The robot in this article is a single robot based on the Internet of Things framework.
The designed routing controller is suitable for multi-robot control in the state of the
Internet of Things, and has the advantages of simple structure, low energy consumption
and low cost. The configuration page for the routing controller is designed based on
the LuCI framework. We just need to add the robot configuration page to the original
framework. Therefore, it is less difficult to develop than an app, and the development
cycle is shorter.

2 Overall Design of Routing Controller

The routing controller contains the LuCI configuration page and control software, as
shown in Fig. 1. The LuCI configuration page is integrated into the routing controller
system and initially has only the simple functionality of the routing configuration. In
order to control the robot, we will add a page to configure the robot data on the basis
of the original page to achieve interaction with the user. The control software is a set
of programs designed and developed by us for controlling the robot. This software is
installed on the system of the routing controller [8] and can interact with the LuCI
configuration page for data. After the control software processes the read data, it will
send control commands to the robot to control the robot’s movement.

Fig. 1. Routing controller overall design.

3 Routing Controller and Stepper Motor Circuit Connection
Design

The circuit connection between the routing controller and the stepper motor [9] is shown
in Fig. 2. The first group of ports of the stepper motor is a pulse terminal, which is used
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to receive pulse signals, and drives the stepper motor according to the frequency of the
pulse signal. The higher the frequency, the faster the rotation speed, and the lower the
frequency, the slower the rotation speed. The second port Dir of the first group is used to
control the direction of rotation of the stepper motor. Because the electrodes are positive
and negative. So we can use the common positive or negative connection. Controlling
direction is achieved by pulling up or down.

Fig. 2. Routing controller and stepper motor connection diagram.

We connect the +5 V of the routing controller to the positive stage of the stepper
motor pulse terminal. Similarly, the positive pole of Dir is connected to +5 V of the
routing controller, which is the common anode connection. The negative pole of Dir is
then connected to GPIO4 of the routing controller. We can control the rotation direction
of the motor by pulling the GPIO4 pin high or low. Then the negative terminal of the
pulse terminal is connected to the GPIO18 pin of the routing controller. The GPIO18 pin
can be configured to generate a PWM pulse signal [10] to drive the stepper motor. Spin.
The lower set of ports is connected to power. The power supply is normally connected
to +24 V.

4 Routing Controller Design

4.1 Routing Controller Routing Function Implementation

Our routing controller is implemented by installing the OpenWrt system on the hardware
platform Raspberry Pi 3 B+ [11]. The Raspberry Pi is a microcomputer motherboard
based on the ARM architecture [12], which is only the size of a card. The Raspberry
Pi has the basic functions of the PC [13], such as: playing games, playing videos,
making spreadsheets, and word processing. The raspberry PI 3B+ is equipped with
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Fig. 3. Flow chart of routing function implementation.

a BCM2837(B0) from Boardcom Corporation, an integrated quad-core ARM corcor-
a53 (ARMv8) 64-bit 1.4 GHz CPU, a maximum processing speed of 1.4 GHz, a gigabit
Ethernet port (through the USB2.0 channel, the maximum throughput of 300 Mbps),
four USB2.0 ports, 40 GPIO pins, support 2.4 GHz and 5 GHZ dual-frequency wi-fi,
and support 802.11b/g/n/ac wireless protocol. Among them, 40 GPIO pins can be used
for some extended functions of the system. For example, this article controls the robot
through these 40 pins.

Fig. 4. Comparison file before and after modification of configuration file.
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The OpenWrt system has powerful network components and scalability. OpenWrt
system is often used in industrial control equipment, telephones, small robots, routers
and other devices. Its package management provides a completely writable file system.
This demonstrates its ability to be fully customized. So it is welcomed by many devel-
opers. In addition, the OpenWrt system has the characteristics of low cost, low power
consumption, and small size. The OpenWrt system source code is open source. The
community of the OpenWrt system is very active, which provides favorable conditions
for the growth and development of OpenWrt. OpenWrt supports a variety of processor
architectures, including ARM, X86, PowerPC or MIPS.

To implement the routing function on the Raspberry Pi 3 B+, the implementation
flowchart is shown inFig. 3. First, you need to download and compile theOpenWrt source
code on ubuntu, and then burn the generated .img file to the Raspberry Pi. Then, access
the OpenWrt system of the routing controller through the SSH protocol in the Xshell
software. The next step is to modify the network configuration file in the “/etc./config”
directory of theOpenWrt system. Figure 4 is a comparison of the configuration file before
and after modification. The left is the file before the modification, and the right is the
modified file. Finally, we run the “/etc./init.d restart” command tomake the configuration
just take effect.

4.2 Routing Controller Control Software Design

The relationship between the control software and each module is shown in Fig. 5. The
user connects to the routing controller [21] through WiFi, and the configuration infor-
mation can be modified on the configuration page of the routing controller. The modified
configuration information is stored in the configuration file. The control software reads
the configuration file information by calling the UCI library [14]. After processing, the
control software calls the GPIO library [15] to control the stepper motor of the robot.

Fig. 5. The relationship between the control software and each module.
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Control Software Installation. The control software installation process is shown in
Fig. 6. First, we create the gpio_execute folder in the “pakage/feeds/packages” path of
the OpenWrt source code. This folder contains the “src” directory and the “Makefile”
file. There is a “main.c” file and a “Makefile” file in the “src” directory. The “Makefile”
file is used to compile the “main.c” file. The main function of the “main.c” file is to
read parameters from the “UCI” configuration file and configure “GPIO”. To read the
“UCI” configuration file, the “UCI” library must be referenced in “main.c”. This “UCI”
library is originally available in the OpenWrt system. It does not require us to add it to
the system. It can be called directly. The next step is to compile the control software
separately. Finally, we upload the “ipk” file generated after compilation to the routing
controller [22] and install it.

Fig. 6. Control software installation process.

Add GPIO Library. Our control software needs to call “GPIO”. However, the Open-
Wrt system does not have a library function that can call “GPIO”. “wiringPi” is a library
function written for Raspberry Pi to control “GPIO”. “wiringPi” is open source code
implemented in C. We can download the code online. If we don’t use this library. We
need to modify “GPIO” in the kernel. However, the Raspberry Pi does not have a corre-
sponding manual describing these “GPIO” registers. So it is more difficult to write this
driver yourself.

The process of adding the “GPIO” library to the Raspberry Pi is shown in Fig. 7.
First, download the “GPIO” library source code from the Internet. Then, create a new
“GPIO” library folder in the “package/libs/” directory of the OpenWrt source code. We
create a new “src” folder in the new “GPIO” folder and copy the “.c” and “.h” files of the
“GPIO” library function to the “src” directory. Next, we created a “Makefile” file in the

Fig. 7. Add GPIO library flow chart.
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same directory of the “src” folder. The function of the “Makefile” file code is to compile
the files in the “src” directory into “.so” dynamic library files. Finally, we compile and
install the compiled “ipk” file on the routing controller.

4.3 Routing Controller Configuration Page Design

The routing controller operating system has a web configuration page like “LuCI”, and
the original “LuCI” page has some functions for setting routes [20]. Since our controller
needs a page to interact with the user. Using this page, the user can set the corresponding
value to control the motor rotation status. Now we choose to design such a page based
on “LuCI”.

Fig. 8. Configuration files in different directories.

Fig. 9. Configuration flow chart using UCI.

Fig. 10. Uhttpd working framework.
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LuCI’s UCI. “LuCI” is a collective name for “Lua” scripting language and “UCI” (Uni-
fied Configuration Interface). “LuCI” is also developed by the combination of “Lua”
scripting language and “UCI”. The Lua language includes only a streamlined core and
the most basic libraries. Therefore, Lua is small and fast to start, making it suitable for
embedding in our programs. “UCI” is a unified interface for OpenWrt system configura-
tion. The third-party software of the OpenWrt system has its own configuration file and
the storage location is different, as shown in Fig. 8. The syntax of these configuration
files is also different. If you want to modify these configuration files, you must go to
their respective directories. Therefore, this process is very tedious. The “UCI” of the
OpenWrt system was born to solve the problem of unified configuration. After having
the “UCI” unified configuration interface, the process of modifying the configuration
file through the “UCI” configuration interface is shown in Fig. 9.We can directly modify
the corresponding configuration files in the “/etc./config” directory. Then, we execute
the “/etc./init.d” script to complete the configuration. In this way, we no longer have to
find the configuration files of third-party software, and we don’t need to write different
syntax.

Fig. 11. MVC working principle diagram.

Web Server. “LuCI” uses the “C/S” architecture [16], and its web server “uhttpd” [17]
is more streamlined. We use “uhttpd” to implement web page configuration. Figure 10
is the working framework of “uhttpd”. For “request” processing, “uhttpd” uses the “cgi”
processingmethod [18]. In the “cgi”mode, the “uhttpd” serverwill “fork” a child process.
This child process uses “execl” to replace “LuCI” process space and uses “setenv”
environment variables to pass somefixed format data (such as “PATH_INFO”) to “LuCI”.
Other non-fixed format data (“post-data”) is written by the parent process to “Stdin” of
“LuCI” through “w_pipe” (write channel). “LuCI” writes the data on “stdout” when the
data returns. At this point, the “r_pipe” (read channel) of the parent process reads the
data.
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MVC Architecture. “LuCI” adopts the “MVC” three-tier architecture [19]. “M” refers
to the model, “V” refers to the view, and “C” refers to the controller. The working
principle of the “MVC” three-tier architecture is shown in Fig. 11.

The working principle of MVC: 1. First, the client (browser) sends a request to the
controller; 2.After receiving the request from the client, the controller sends the requested
parameter set to the model; 3. The model identifies the corresponding parameters, and
then themodel reads, rewrites, or deletes the configuration file through theUCI interface;
4. Themodel gets the corresponding data from the configuration file (this step only exists
when reading the configuration file); 5. The model returns the data set to the controller.
These data sets include information read to the configuration file and identification
information; 6. The controller sends the information returned from the model to the
view, and then the view encapsulates and renders this information. At this time, we will
use the prepared “html”, “css”, “js” and other files; 7. The view sends the rendered file
to the controller; 8. Finally, the controller returns the rendered file to the client. After
these steps, a dynamic page is presented to the user.

Design and Installation of Routing Controller Configuration Page. The instal-
lation process of the configuration page is shown in Fig. 12. First, First, we need to
prepare the added page module. The module contains a “Makefile” file, a “.lua” file in
the “controller” directory, a “.lua” file in the “model” directory, and a “view” directory.
“.htm” file. The “Makefile” file is used to organize the compilation and linking of source
files and to install the corresponding files to the specified system directory. Then, we add
the folder of this module to the “package” directory of the OpenWrt source code. Next,
we compile the module separately. After the separate compilation, the module file is

Fig. 12. Installation flow chart.

Fig. 13. Configuration page schematic.
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generated. This “ipk” file is equivalent to an installation package. Finally, we uploaded
the ipk file to the Raspberry Pi system and installed it.

Our configuration page has four function keys as shown in Fig. 13. These function
keys are: whether to enable stepper motor control (radio box), turn left (radio box),
turn right (radio box), PWM frequency adjustment (drop-down box), and apply button.
It must be noted that one of the “turn left” or “turn right” is selected, and the other
cannot be selected. If neither of these radio boxes is checked, the robot will advance.
The configuration page program flowchart is shown in Fig. 14.

Fig. 14. Configuration page program flow chart.
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5 Conclusion

The robot routing controller based on OpenWrt designed in this paper is suitable for
multi-robot control in the state of the Internet of Things. Users modify configuration
information on the configuration page. The control software reads the configuration
information and sends control instructions to the robot’s stepper motor after processing
by the control software. After testing, the routing controller has realized the function of
controlling the robot well. In addition, the configuration page we designed can replace
the app to complete data collection. Compared with the app, the configuration page
we designed is less difficult to develop and the development cycle is shorter. Since
our routing controller does not require the cooperation of other development boards to
directly control the robot. So our robot executes commands much faster. At the same
time, energy consumption and cost of the robot are reduced.
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Abstract. In recent years, the framework of convolutional neural net-
work based on deep learning (DL) has made good progress in the field of
hyperspectral image (HSI) classification. In order to improve the classi-
fication accuracy and reduce the time complexity of the model, we pro-
posed an end-to-end cubic convolution neural network (C-CNN) frame-
work for the classification of HSI. C-CNN uses one-dimensional convolu-
tion and principal component analysis (PCA) operation respectively to
reduce the dimension of the original HSI, and merges the processed data.
Then through convolving the data cube from the spatial domain and the
spatial-spectral domain respectively, deep features of HSI are obtained.
Batch normalization and dropout layers are used to prevent overfitting.
The proposed C-CNN framework can achieve the optimal results within
80 epochs. Experimental results with widely used hyperspectral image
datasets show that the proposed method surpasses the existing state-of-
the-art methods based on DL.

Keywords: Hyperspectral image · Cubic convolutional neural
network · Deep learning

1 Introduction

With the development of spectral imaging technique and the increasing demand,
hyperspectral image classification as one of the most important research direc-
tions in the field of hyperspectral image research has received more and more
attention [1,2]. Since the deep neural network has achieved great success in nat-
ural images, many scholars have tried to apply the deep learning(DL) to the clas-
sification of hyperspectral images and achieved better classification performance
than most conventional classification methods [3,4]. Because convolutional neu-
ral network (CNN) directly extract the features of two-dimensional data without
losing the spatial information, the most widely used network structure in the field
of image and video is still based on CNN [5].
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HSI is a three-dimensional data cube with rich spatial and spectral infor-
mation [6]. Therefore, extracting both spatial and spectral information is more
widely used in some methods based on DL. In [7,8], a spectral-spatial HSI clas-
sifier is proposed with a regularization technique for the HSI spectral–spatial
classification to further improve the classification accuracy. Mei et al. [9] con-
struct a five-layer CNN which has both supervised and unsupervised modes, it
can learn sensor-specific spatial-spectral features for classification. Gong et al.
[10,11] propose a multiscale convolution with determinantal point process (DPP)
priors, which encourage the learned factors to repulse from one another. And it
can be imposed over these factors to diversify them. In [12], a supervised learning
method is proposed which extract features which exhibit spatial-spectral infor-
mation of diverse regions and merge a diverse set of discriminative appearance
factors to classify the HSI.

The existing methods can provide a good scheme for HSI classification, how-
ever there are two sides of problems that should be taken into attention [13].
Firstly, the dimensionality reduction processing of hyperspectral images has
important influence on the classification results. Using effective dimensionality
reduction method to extract spectral dimension information plays a particularly
significant role for HSI classification [14–16]. Secondly, multi-scale and multi-
layer make the framework based on CNN more and more complex, and the
extracted features are more and more difficult to explain [17].

To overcome the two problem and further improve the performance of HSI
classification, C-CNN is proposed in this paper. Our framework firstly uses one-
dimensional convolution and PCA to effectively reduce the dimension of hyper-
spectral data, and fully excavates the information of spectral dimension. Differ-
ent from the three-dimensional convolution, we carry out two-dimensional convo-
lution on the hyperspectral data after dimensionality reduction from the spatial
domain and the spatial-spectral domain respectively. By integrating the results of
convolution, our framework achieves a brilliant classification performance. The
contributions made in this paper are mainly divided into the following three
aspects.

– We propose an effective dimensionality reduction method for hyperspectral
data, which can fully extract favorable spectral information and eliminate
redundant spectral information.

– For the spectral and spatial information, we make full use of the advantages of
CNN to extract deeper features by convolution in spatial domain and spatial-
spectral domain respectively.

– Our network can guarantee excellent performance with faster convergence
speed and lower time complexity.

The remaining part of this paper is organized as follows: The proposed cubic
convolutional neural network is presented in Sect. 2. Section 3 presents the exper-
iment and result analysis. And conclusions are drawn in Sect. 4.
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2 Cubic Convolutional Neural Network

In this paper, we propose a cnn-based network model named cubic convolu-
tional neural network. C-CNN convolved hyperspectral images from different
dimensions, and input the convoluted results into the full connection layer for
classification. The following is an introduction to the C-CNN network model.

In this section, we’ll explain the specifics of C-CNN, elaborate on how to
build our architecture, and how to extract deep features with C-CNN network.
CNN has two main characteristics: the connection between different layers of
neurons is not fully connected, the weights of convolution operations are shared
[18]. CNN makes full use of the local features contained in the data by means of
local perception, shared weights and pooling. A traditional CNN is composed of
several convolution layers, pooling layers and full connection layers [19]. In order
to solve the classification problem of hyperspectral images, C-CNN is proposed.

2.1 Dimension Reduction

Dimensionality reduction preserves the most vital features of high-dimensional
data, and removes noise and unimportant features, so as to improve the speed
of data processing. It is well known that the dimensionality reduction of data is
particularly important for the classification of hyperspectral images [20]. In our
network, PCA and one-dimensional convolution are used to reduce the spectral
dimension of hyperspectral data.

A kernel of size 1 ∗ 1 ∗ d also can reduce the dimension of hyperspectral
data. Although the convolution kernel is a 3D kernel, the 1 ∗ 1 ∗ d convolution
kernel is actually a one-dimensional convolution. Compared with PCA, one-
dimensional convolution reduces dimension by integrating information through
convolution operation. The principal components extracted by PCA have no
information between channels, while the operation of one-dimensional convolu-
tion can extract information between channels by means of linear summation.
Through the above two dimensionality reduction operations, we can effectively
reduce the dimensionality of hyperspectral data to facilitate the classification of
hyperspectral images.

Fig. 1. Structure of cubic convolution.
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2.2 Cubic Convolution

In this paper, a new cubic convolution method is proposed. For a cube data, we
carry out two-dimensional convolution on three unique planes respectively and
cascade the convolution results. The cube data m ∗ m ∗ L is the input of network
where L is the number of channels. As shown in Fig. 1, firstly, we convolve the
cube data in the spatial domain, and the convolution kernel size is r ∗ r ∗ 1. The
plane of m * m is named convolution plane. Secondly, we convolve the cube data
in spectral-spatial domain where one dimension of the plane of convolution is
the spectral dimension and another dimension is the spatial dimension. In this
case, we can view the data as a data cube of size m ∗ L ∗ m where m is the
number of channels, and the convolution plane is m ∗ L. Thirdly, we convolve
the cube data in spectral-spatial domain and the convolution plane is on the side
of convolution plane in second step.

Cubic convolution realizes the real 3D convolution by convolving the cube
data from different convolution plane. The convolution operation on spatial
domain extract spatial information. And the convolution operation on spectral-
spatial domain extract the information within spectral dimension and spatial
dimension [21]. In this way, the deep feature can be extracted for HSI classifica-
tion.

Fig. 2. Structure of cubic convolutional neural network.

2.3 Cubic Convolution Neural Network

For an original input m ∗ m ∗ L hyperspectral data block which center pixel is
to be classified, m is selected as 9 and L is the number of HSI channels. Details
of the C-CNN network are shown in Fig. 2.
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As shown in Fig. 2, BN and Relu layers are used before the convolution and
pooling layers to improve the performance of the network. Our network used two
dimensionality reduction methods to extract spectral dimension features from
the original input image block, one-dimensional convolution and PCA operation
respectively. In one-dimensional convolution, we first use a convolution layer
which kernel size is 1 * 1 * 5 and kernel number is 24 to convolve the input data.
Padding is “valid” and stride is 2. Through the first convolution layer, we obtain
n = 24 9 * 9 * b feature maps of size 9 * 9 * b. For the next three convolution layers,
we all set the size of kernel to be 1 * 1 * 7 and the number of kernels to be 12.
Padding is “same” and stride is 1. And we get n = 12 feature maps which size is
9 * 9 * b. Next, through the a convolution layer which kernel size is 1 * 1 * b and
kernel number is 50, we obtain n = 50 feature maps which size is 9 * 9 * 1. we use
the reshape operation to change the feature maps with size 9 * 9 * 1,50 to which
with size 9 * 9 * 50. Through the one-dimensional convolution, the 50 dimensions
feature maps are obtained. Then, we merge the feature maps generated by one-
dimensional convolution and PCA operation. We set the image channel as 20
after PCA, and we obtain the 70-dimensional feature maps finally.

Next, we handle the dimensionality reduction feature maps with using cubic
convolution. The feature maps are convolved from different convolution plane,
the front, the side and the top. The front side of the image block is the spatial
domain. For the convolution layers of spatial domain, the kernel size is 3 * 3 * 1,
the kernel number is 24, and the padding is “same”, so the output of the convo-
lution layers in spatial domain is 9 * 9 * 70,24 feature maps. The side and the top
plane is spectral-spatial domain. For the convolution layers of spectral-spatial
domain, the kernel size is 3 * 3 * 1, the kernel number is 12, and the padding is
“same”, so the outputs of convolution layers 9 * 70 * 9, 12 and 70 * 9 * 9, 12 respec-
tively. Through the reshape method, feature maps are changed to the same size,
9 * 9 * 70,24, 9 * 9 * 70,12 and 9 * 9 * 70,12 respectively.

A new data cube is formed by merging the above feature maps which the
size is 9 * 9 * 70, 48. Finally, through the 3D average pooling layer with a 9 * 9 * 1
pooling size, the feature maps are changed to 1 * 1 * 70,48. A prediction vector
with size 1 * 1 * C is produced after the flatten operation, dropout layer and
fully-connected layer, where C is the number of classes. Since HSI classification is
multiple classification, we performed a softmax regression, with the loss function

Γs = −
n∑

i=1

log
ewT

yi
xi+byi

m∑
j=1

ewT
j xi+bj

(1)

where n denotes the size of batch, m denotes the number of classes to be
classified, xi is the i-th feature vector which belong to the yi-th category, and bj

denotes the j-th weights and bias respectively.
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3 Experiment and Result Analysis

In this section, we validate the performance of C-CNN on three hyperspectral
datasets and compare with some state-of-the-art method of HSI classification.

3.1 Data Description

The datasets to be tested is selected as Indian Pines, Pavia University, and
Salinas. The specific description of each dataset is as follows:

– Indian Pines is the earliest test data for hyperspectral image classification.
The airborne visible/infrared imaging spectrometer sensor(AVIRIS) imaged
a piece of Indian pine tree in Indiana, USA in 1992. The spatial resolution
of the image obtained by the spectral imager is about 20 m. The wavelength
range of AVIRIS imaging is 0.4–2.5 um, which is used for continuous imaging
of ground objects in 220 successive bands. Since the [104–108], [150–163]
and 220 bands cannot be reflected by water, the remaining 200 bands after
the removal of these 20 bands are generally used for the research data. The
ground truth contains 16 classes. The pseudocolor image and ground-truth
classification map of the Indian Pine dataset is shown in Fig. 3.

– Pavia University data is a part of the hyperspectral data obtained by the
German airborne Reflective Optics Spectrographic Imaging System (ROSIS)
in 2003. The spectrometer continuously images 115 bands in a wavelength
range of 0.43–0.86 um and 12 bands are eliminated due to noise. The size of
the data is 610 × 340 and the spatial resolution is 1.3 m. The ground truth
contains 9 classes. The pseudocolor image and ground-truth classification map
of the Pavia University dataset is shown in Fig. 4.

– Salinas dataset is collected by AVIRIS from the Salinas valley in California,
USA. The size of the image is 512 × 217 and its spatial resolution is 3.7 m.
The image has 224 bands. Similarly, we used the remaining 204 bands after
removing the [108–112], [154–167] and 224 band that cannot be reflected
by water. The ground truth contains 16 classes. The pseudocolor image and
ground-truth classification map of the Salinas dataset is shown in Fig. 5.

Fig. 3. Pseudocolor image and Ground-truth classification map of the Indian Pine
dataset. (Color figure online)
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Fig. 4. Pseudocolor image and ground-truth classification map of the Pavia University
dataset. (Color figure online)

Fig. 5. Pseudocolor image and Ground-truth classification map of the Salinas dataset.
(Color figure online)

3.2 Experiment Setting

In order to verify the performance of c-cnn, four cnn-based methods, 3-D Auto-
CNN, SS-CNN, DPP-DML-MS-CNN and DR-CNN are selected and compare
with our method. The indices representing the classification performance of these
methods are overall accuracy (OA) and average accuracy (AA) [22]. In these
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methods, we only get the source code of DR-CNN. And other experiment results
are obtained from their paper.

For the datasets, all the methods used 200 samples for each class of training
and other samples are used to test the model. Since there are some classes which
the number of samples is less than 200 in the Indian Pines dataset, only the
first 8 categories with more samples were selected for training and testing, we
selected 8 classes with large samples for training and testing. The number of
training and testing samples of three datasets are list in Table 1, 2 and 3.

Table 1. The numbers of training and testing samples for the indian pines dataset.

� Class Training Test

1 Corn-notill 200 1228

2 Corn-mintill 200 630

3 Grass-pasture 200 283

4 Hay-windrowed 200 278

5 Soybean-notill 200 772

6 Soybean-mintill 200 2255

7 Soybean-clean 200 393

8 Woods 200 1065

- Total 1600 6904

Table 2. The numbers of training and testing samples for the university of pavia
dataset.

� Class Training Test

1 Asphalt 200 6431

2 Meadows 200 18449

3 Gravel 200 1899

4 Trees 200 2864

5 Sheets 200 1145

6 Baresoil 200 4829

7 Bitumen 200 1130

8 Bricks 200 3482

9 Shadows 200 747

- Total 1800 40976
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Table 3. The numbers of training and testing samples for the salinas dataset.

� Class Training Test

1 Broccoli green weeds 1 200 1809

2 Broccoli green weeds 2 200 3526

3 Fallow 200 1776

4 Fallow rough plow 200 1194

5 Fallow smooth 200 2478

6 Stubble 200 3759

7 Celery 200 3379

8 Grapes untrained 200 11071

9 Soil vineyard develop 200 6003

10 Corn senesced green weeds 200 3078

11 Lettuce romaines, 4 wk 200 868

12 Lettuce romaines, 5 wk 200 1727

13 Lettuce romaines, 6 wk 200 716

14 Lettuce romaines, 7 wk 200 70

15 Vinedyard untrained 200 7068

16 Vineyard vertical trellis 200 1607

- Total 3200 50929

3.3 Classification Results of Hyperspectral Datasets

Table 4, 5 and 6 shows the comparison of experimental results between the
proposed method and the existing method. For most classes, c-cnn results are
better than the existing classification methods, and OA and AA are higher than
the existing methods. Some classes may not have the highest accuracy, but they
are closed to the best.

Table 4. Classification result with c-cnn on the indian pines dataset.

Class 3-D Auto-CNN SS-CNN DPP-MS-CNN DR-CNN C-CNN

1 88.28 96.28 99.03 98.20 98.31± 0.40

2 79.86 92.26 99.74 99.79 99.64± 0.21

3 71.13 99.3 100 100 100±0.00

4 99.77 100 100 100 99.34± 0.25

5 91.74 92.84 99.61 99.78 99.42± 0.33

6 93.70 98.21 97.80 96.69 99.95+0.01

7 73.70 92.45 100 99.86 100±0.00

8 98.20 98.98 100 99.99 99.26± 0.39

OA 89.01 96.63 99.08 98.54 99.43±0.14

AA 87.05 96.29 99.52 99.29 99.49±0.40

Figure 6 shows the accuracy and loss curves of training set and validation
set on the Indian Pine, the Pavia University, and the Salinas dataset. From the
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Table 5. Classification result with c-cnn on the university of pavia dataset.

Class 3-D Auto-CNN SS-CNN DPP-MS-CNN DR-CNN C-CNN

1 94.14 97.40 99.38 98.43 99.97±0.02

2 92.78 99.40 99.59 99.45 99.98±0.01

3 80.60 94.84 97.33 99.14 98.88± 0.05

4 83.42 99.16 99.31 99.50 99.86±0.10

5 99.13 100 100 100 99.91± 0.05

6 95.62 98.70 99.99 100 99.96± 0.02

7 87.31 100 99.85 99.70 100±0.00

8 98.39 94.57 99.02 99.55 99.73±0.14

9 63.02 99.87 100 100 99.04± 0.26

OA 93.88 98.41 99.46 99.56 99.88±0.04

AA 88.19 98.22 99.39 99.53 99.70±0.07

Table 6. Classification result with c-cnn on the salinas dataset.

Class 3-D Auto-CNN SS-CNN DPP-MS-CNN DR-CNN C-CNN

1 94.15 100 100 100 100±0.00

2 98.36 99.89 100 100 100±0.00

3 93.59 99.89 100 99.98 98.68± 1.25

4 98.56 99.25 99.25 99.89 100±0.00

5 98.61 99.39 99.44 99.83 99.92±0.03

6 99.67 100 100 100 100±0.00

7 97.96 99.82 99.87 99.96 100±0.00

8 90.98 91.45 95.36 94.14 99.68±0.21

9 99.74 99.95 100 99.99 99.93± 0.01

10 99.78 98.51 98.85 99.20 99.46± 0.23

11 79.51 99.31 99.77 99.99 96.89± 2.17

12 99.84 100 100 100 100±0.00

13 90.86 99.72 99.86 100 100±0.00

14 87.17 100 99.77 100 99.88± 0.10

15 97.40 96.24 90.50 95.52 95.42± 1.56

16 77.63 99.63 98.94 99.72 100±0.00

OA 94.65 98.33 97.51 98.33 99.12±0.16

AA 93.99 99.26 98.85 99.26 99.37±0.35

Fig. 6 we can see our network converged rapidly within the first ten epochs, and
basically ended up within the first 20 epochs. During the whole training process,
loss and accuracy did not show severe shock which proves that the proposed
network is excellent for feature extraction.
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(a) Accuracy and loss
curves of training set and
validation set on the Indian
Pine dataset

(b) Accuracy and loss
curves of training set and
validation set on the Pavia
University dataset

(c) Accuracy and loss
curves of training set and
validation set on the Sali-
nas datasets

Fig. 6. Accuracy and loss curves of training set and validation set on different datasets.

4 Conclusion

In this paper, a cubic convolutional neural network has been proposed for HSI
classification. The proposed C-CNN model provides a distinctive way for hyper-
spectral image dimensionality reduction. And cubic convolution can obtain the
abundant spatial and spectral features, which take full advantage of CNN. The
experimental results show that the features extracted by c-cnn are effective and
feasible.
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Abstract. The malware uses morphological and polymorphic methods to evade
detection, traditional malware recognition methods have gradually failed to cope
with large and variable malware. To overcome drawbacks of static or dynamic
analysis techniques, we merge the static and dynamic features as a new feature
vector and form a feature matrix. In order to handle the effects of feature interac-
tions we build amodel for the interaction between tow feature vector in an efficient
and effective manner, and apply Factorization Machine (FM) as the final classifier
for malware classification because it can handle the feature sparsity effectively.
The experimental results show that the method has a high accuracy for malware
classification and a low false negative rate for malicious and benign dataset.

Keywords: Malware · Static analysis · Dynamic analysis · Factorization
machines · Classification

1 Introduction

With the rapid development of the Internet, information software has an increasingly
greater impact on people’s lives and work. As the interests drive more and more mal-
ware, more and more hidden threats to normal software business, systems and networks
Security issues are becoming increasingly important, and the detection and classification
of malware is becoming more and more challenging. The malwares are continuously
growing in volume (growing threat landscape), variety (innovative malicious methods)
and velocity (fluidity of threats) [1], and the new generation cyber threats/attacks are
becoming more targeted, persistent and unknown. According to recent reports by AV-
TEST [2], approximately 112 million new pieces of malware are reported for the period
from January 2019 to October 2019. The large number of malware makes the cost of
sample research and malware detection higher, and the accuracy of malware classifi-
cation is reduced. Research malware classification techniques can help the analysts to
understand the risks and intensions associated with a malicious code sample. The insight
so obtained can be used to react to new trends inmalware development or take preventive
measures to cope with the threats coming in future.
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Malware analysis methods can usually be done in a static or dynamic way. Static
analysis relies on analyzing static program source code or PE file to determine mali-
cious, usually by extracting the static features of the software program for comparison.
The advantages of static analysis are fast analysis speed and large processing capac-
ity. Tian [3] and Islam [4] extracts printable strings information from the binary files
of the malware. The problem with static analysis methods is that it is difficult to deal
with obfuscation technology of malicious samples. Obfuscation technology will obscure
and hide malicious codes, making it difficult to extract effective static features in the
obfuscation code as expected. Dynamic analysis is to run the program in a controlled
environment to monitor and analyze the dynamic behavior of samples. Dynamic behav-
ior is typically analyzed using methods that monitor the API call. Galal [5] extracted
the API sequence according to the function data dependency, saved it into the behav-
ior space according to different action meanings and trained the classifier. Monitoring
network traffic is also an effective means of dynamic detection, There are also many
researches on network traffic detection. Liu [6] and Wang [7] Prevent malicious attacks
by detecting abnormal traffic. Tan [8] proposed the self-organizing feature map neural
network based on K-means clustering (KSOM) algorithms to improve the efficiency of
network intrusion detection. Dynamic analysis solves the problem of malware paking
and obfuscation to some extent, but it is obviously quite time consuming and resource
consuming, and many malware behaviors are triggered only under certain conditions,
such as specific time or operation, which makes it difficult to detect running malware in
a simulated environment.

With the development of malware anti-detection technology, the defects of a single
analytical method are obvious, and a lot of hybrid analysis methods combining static
and dynamic have been proposed. Islam [9] combine static string feature vectors with
dynamic API names and parameter feature vectors as integrated feature vectors for
analysis. Shijo [10] also used printable strings information as static feature, and dynamic
feature use N-grams to extract API call sequences. Although both static and dynamic
analysis are used in both the above research, in essence, various features were considered
independently, and then weights were allocated in the algorithm, without taking into
account the combination of interaction between features.

To overcome drawbacks of static or dynamic analysis techniques, we proposed a
classification method combining static and dynamic analysis. Firstly, we introduces
the significance of classification of malware, the analysis of previous achievements
and defects, as well as the contribution of this study, then presents the construction of
classificationmodel, analyses the static feature extraction and dynamic feature extraction
ofmalicious software samples, as well as the combination of dynamic and static features,
constructs the feature interactionsmodel of double feature vectors and the corresponding
factor decomposition machine, and finally carries out simulation experiments with data
sets and compares the results.

2 Model Overview

Our malware classification model consists of three parts: Static analysis, Dynamic anal-
ysis, and Classification – all shown below in Fig. 1. By the Sect. 3 and Sect. 4, we



248 H. Long et al.

will have detailed introduction for each part. Static analysis part is done by extraction
the Printable Strings Information (PSI) features. Dynamic analysis part uses N-grams
to extract the system-call substring as a dynamic feature. In the training classification
part, FM can only deal with binary classification. In order to handle multi-classification
tasks, it trains a classifier by using two kinds of samples one by one, trains multiple
factorization machines, and finally establishes an integrated classifier by voting.

Fig. 1. Malware classification model based on factorization machine

3 Sample Processing and Features Extraction

3.1 Printable Strings Information

For any executable file, whether malicious or benign, its binary form contains a large
amount of printable string information (PSI), which is a series of continuous sequences
that can be represented by strings. For example, ‘user32.dll’, ‘LoadLibraryA’, appear
as a continuous ASCII binary combination in a binary file, and generally end with ‘\0’
(represented as ‘00000000’ in binary form). According to the method of Tian [3], use
the built-in strings extraction program in IDA Pro software to perform PSI extraction
on the executable file, and specify an ASCII continuous string with a minimum length
of 3. End. Strings smaller than 3 bytes are usually very common non-malicious strings.
Ignoring them is more convenient for quick calculations. We extract the PSI according
to the IDA Python program module of IDA Pro, and sort them statistically according to
the frequency of PSI occurrence, thereby establishing a global list of malicious sample
PSI.

After the global list of PSI features of the malware is obtained, the binary feature
vector of the sample can be obtained by comparing the PSI in the global list with the
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PSI appearing in each sample. The length of the feature vector is consistent with the
length of the global list. The feature vector is represented as whether the PSI in the
global list appears in the sample and recorded as 1 or 0. For example, Table 1 shows the
PSI extracted from the three samples, and Table 2 shows the feature vector of the three
samples.

Table 1. List of PSI extracted from Samples

PSI

Sample A ‘explorer.exe’, ‘urlmon.dll’

Sample B ‘explorer.exe’, ‘user32.dll’, ‘LoadLibraryA’

Sample C ‘user32.dll’, ‘ntdll.dll’

Table 2. Static feature vector

‘explorer.exe’ ‘user32.dll’ ‘urlmon.dll’ ‘LoadLibraryA’ ‘ntdll.dll’

Sample A 1 0 1 0 0

Sample B 1 1 0 1 0

Sample C 0 1 0 0 1

3.2 Static Features Selection

Because of thewidely used of code obfuscation techniques inmalware,manyobfuscation
characters are inserted into the executable to confuse the classifier, resulting in an increase
in the length of the PSI global list. Therefore, PSI features need to be extracted to remove
the irrelevant redundant PSI features. We first compare the PSI list of malware in each
category with the PSI list of benign software, removing the PSI that also appears in
benign software. We then ranked the PSI in each class by frequency, and chose the PSI
at the top of the list to denote the features of the malware in that category. In Sect. 5,
we selected the first 1000 dimensions as the representative PSI of each category through
experimental comparison.

3.3 Dynamic Features Extraction

Programs in the Windows user mode implement kernel mode functions by calling the
Native API, and the Native API in Windows are packaging in ntdll.dll. Through the
monitoring of ntdll.dll, you can get the Native API call record of the system kernel
during the running of the user programs. We use the NtTrace tool to monitor the system
calls in ntdll.dll, obtain the call records generated when the program runs, and extract
the API name to save as API call sequence. Malicious behavior usually needs to be
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done by a set of system call API sequences, so it is not possible to use a single API to
determine whether a behavior is malicious. We extract the call fragment of the sample
call according to the N-grams as the behavioral characteristics of the program.

The basic idea of n-grams is to slide the contents of the text into a window with
words size N, forming a sequence of word fragments of length N. Think of the API as
a word, n-grams as per the API in the sequence of malware calls. We demonstrate the
n-grams handling of API call records in Fig. 2, so that the resulting call fragments with
API sequence are likely to be API call sequences of some malicious behavior. Then,
all gram call fragments are saved into a global list, and the malicious behavior of the
program is determined by checking whether the behavior of a call sequence appears
in the sample. Each sample is compared with the global list to check which gram call
fragments have occurred. If any, the corresponding position is denoted by 1; otherwise,
it is denoted by 0, as shown in Table 3.

Fig. 2. API call sequence N-grams feature extraction process

Table 3. Dynamic feature vector (3-grams)

gram1 gram2 … gramk

Sample A 1 0 … 0

Sample B 0 1 … 1

Sample C 1 1 … 0

3.4 Dynamic Features Selection

When N-grams are used to extract API fragments as dynamic features, the diversity of
API combination will result in a large increase of feature dimensions, and there are also
a lot of redundant and irrelevant API fragments, so the API fragments that are relatively
important among them need to be extracted. Jang [12] based on previous researches on
malicious behavior, developed anAPI system call dictionary that needs to be calledwhen
relevant malicious behaviors are carried out according to the behavioral characteristics
of various types of malware. According to this dictionary, we extract the API fragments
that contain the API system calls in the dictionary, so as to capture the before-and-after
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calls of key calls, examine the behavior operation call fragments related to these APIs,
and remove the influence of irrelevant calls on the inferred program behavior.

3.5 Feature Joint

After screening the static PSI features, we selected the first 1000 dimensional features as
the final static features according to the feature list of each category. The specific reasons
are explained in part 5. In part 5, we also compared the classification performance under
different N-grams and selected 3-grams as the final dynamic feature, with a dimension of
33962. After obtaining the static and dynamic features, we joint the static feature vectors
and the dynamic feature vectors into the combined feature vectors. The combined feature
vectors are also binary coded vectors. The combined feature vectors after joint are shown
in Table 4. The j + k dimension joint feature is obtained after the joint of j-dimensional
PSI static feature and k-dimensional n-grams dynamic feature.

Table 4. Joint feature vectors

PSI1 PSI2 … PSIn 3-gram1 … 3-gramn

Sample A 1 1 … 0 1 … 1

Sample B 1 0 … 0 0 … 0

Sample C 0 0 … 1 1 … 1

4 Factorization Machines

Factorization Machine (FM) can be regarded as an improvement of linear regression or
two-dimensional multinomial SVM. In machine learning, prediction is the estimate of
a function: y : Rn → T . This function maps the n-length feature vector x ∈ R

n to a
target domain T . In traditional linear regression or two-dimensional multinomial SVM,
the general functions used are:

y(x) = w0 +
∑n

i=1
wixi +

∑n

i=1

∑n

j=i+1

〈
Vi,Vj

〉
xixj (1)

Where w0 and wi(i = 1, 2, . . . , n) is the trainable parameters. But the first-order func-
tion does not take into account the feature xi(i = 1, 2, . . . , n), only a single feature is
considered separately. Therefore, when considering the relationship between features,
the second-order function can be written as:

y(x) = w0 +
∑n

i=1
wixi +

∑n

i=1

∑n

j=i+1
wijxixj (2)

Where wij represents the weight of the combination of xi and xj, so that the interaction
between the two features can be taken into account. However, in this paper, due to
the sparsity of features, there will be a large number of cross-terms xixj = 0, so it
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is impossible to train and learn the weight parameter wij, thus seriously affecting the
accuracy and stability of classification.

FM introduces the method of matrix factorization, and decomposes the matrix of
cross-item parameter wij. FM introduces a secondary vector Vi = (

vi,1, vi,2, . . . , vi,k
)

for each feature xi, and estimates the wij using the dot product of the vector
〈
Vi,Vj

〉
:

y(x) = w0 +
∑n

i=1
wixi +

∑n

i=1

∑n

j=i+1

〈
Vi,Vj

〉
xixj (3)

Where Vi denotes the implicit vector of the i-th feature, and 〈·, ·〉 denotes the dot product
of two vectors of k length:

〈
Vi,Vj

〉 =
∑k

f =1
vi,f · vj,f (4)

Where the length k is hyperparameter, and the size of k defines the dimension of the
matrix factorization.

Because of the need for classification task, the output ŷ using Sigmoid function σ(x):

σ(x) = 1

1 + e−x
(5)

Fig. 3. The architecture of FM model

As shown in Fig. 3, the feature vector of sample A uses FMwhen each feature with a
value of 1 learns a vector vi, the hollow circle indicates the vector dot product operation,
and the result of summation requires the Sigmoid transformation to obtain the second
classification result.

5 Experiment

5.1 Data Set and Environment

The dataset [17] are from VirusShare [15] and MalwareBlackList [16]. As shown in the
Table 5, the dataset contains 3,615 samples of different kinds of malware, 70% of which
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are randomly selected from the dataset as the training set and the remaining 30% as the
testset. In order to test the performance of our model in detecting malware, another 153
installed benign software were selected for testing. Specific experimental methods and
platforms are as follows:

(a) In the process of dynamic features, we used Vmware ESXi software to build the
virtual environment. The experimental system was 32-bit Windows 7 Professional with
4Gmemory.The systemcallwas capturedusingNtTrace (retrieved fromhttp://www.how
zatt.demon.co.uk/NtTrace/) combined with a python script, and each malicious sample
was run on the system for 30 s in order to catch enough malicious behavior.
(b) Static features: IDA Pro 7.0 was used to decompile the malicious samples, and IDA
Pro’s IDAPython plug-in was used to write scripts to batch the samples.
(c) The experiments were implemented using Python 3.6 and were performed on a
personal computer with a CPU of i5-6400 with 8G memory. The division of the training
set and the baseline machine learning algorithm are completed using Sklearn, and FM
is implemented using libFM.

Table 5. Tagged malware dataset

Class Family Quantity

Adware FakeInstaller 435

ScreenSaver 1211

SideTab 174

Trojan Llac 352

Pakes 176

Regrun 214

Worm Mydoom 646

Mytob 358

Zwr 49

5.2 Evaluation

For the supervisory learning classification algorithm, the evaluation indicators used in
this paper are accuracy rate (ACC), false positive rate (FPR), false negative rate (FNR),
ROC curve and DET curve. They can all be described using these indicators: True
Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN):

• ACC: (TP-TN)/ (TP-FN-TN-FP)
• FPR: FP/(FP-TN)
• FNR: FN/ (FN-TN)
• AUC: Area enclosed by the coordinate axis under the ROC curve.

http://www.howzatt.demon.co.uk/NtTrace/
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5.3 Experiments and Results

To evaluate the effectiveness of the FMmethod, several baseline machine learningmeth-
ods were selected for comparison, such as Support Vector Machine (SVM), Random
Forest (RF) and the three probability models of Naïve Bayesian (NB).

Effect of Parameters in Classification. In order to select the appropriate number of
strings and the size of N in N-Grams, we respectively compare the classification effects
of different number of strings and different size of N. As shown in Fig. 4, the accuracy
of the FM is better than SVM when the number of PSI is greater than 500, reaching a
maximum of 0.9208, which also exceeds other classification methods. We finally chose
to use 1000-dimensional static features for feature combination to achieve the highest
accuracy in each method.

Figure 5 shows the influence of different sizes of N in N-grams on classification in
the selection of dynamic features. It can be seen that FM, SVM, RF and NB based on
gaussian kernel all show high classification ACC after 3-grams, and FM, SVM and RF
also performwell in 2-grams. In the case that the difference is several times of the feature
dimension and the classification accuracy is similar, we choose to use the 3-grams with
the final feature dimension of 48464 as the dynamic feature for the subsequent feature
combination.

Fig. 4. ACC of different strings number Fig. 5. ACC of different N in N-grams

Comparing Baseline Methods in Classification. After selecting the appropriate
parameters, the static features and dynamic features are combined into joint features.
We evaluated the effect of FM in the experiment, as shown the Table 6, by comparing
the use of static features, dynamic features and joint features of ACC, it can be seen
that the ACC of most classifiers is improved after the features are combined. In different
features, FM achieved the highest classification ACC, in addition, the ACC of SVM and
RF was very close to FM.

Effect of Parameters in Detection. In malware detection experiments, in order to
accurately compare the performance of each classifier with different parameters, FPR
and FNR are often used to evaluate the detection effect, because compared with the ACC
of classification, it is more important not to miss malware and misreport benign software
as malware. The lower the FPR and FNR are, the better the classifier is.
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Table 6. The classification ACC of malware

Static Dynamic Combined

SVM 0.9132 0.9941 0.9964

RF 0.9016 0.9929 0.9917

NB-Gaussian 0.8669 0.9911 0.9929

NB-Bernoulli 0.631 0.8528 0.864

NB-Multinomial 0.8692 0.954 0.9723

FM 0.9208 0.9947 1

Fig. 6. FPR for different numbers of PSI Fig. 7. FNR for different numbers of PSI

Fig. 8. FPR for different N in N-grams Fig. 9. FNR for different N in N-grams

In the detection experiment, the adjustment and classification of parameters are the
same. As shown in Fig. 6, in the case of static features, except for the NB method
of Bernoulli model, the classification performance of all methods is very accurate and
stable, with FPR value keeping below 0.06. In the FNR report, shown in Fig. 7, the FNR
rate of each method is stable below 0.0015. Therefore considering sufficient training
features and training time, we use 3000 quantity of PSI features for feature joint.
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In dynamic features, as shown in Fig. 8 and Fig. 9, the three model of NB have
relatively poor FPR performance under 2-grams. In FNR, the performance of each clas-
sifier is relatively stable, all of which are below 0.05, while the FNR values of SVM, RF
and FM all remain below 0.01, showing very excellent performance without too much
fluctuation. Therefore, 3-grams in both FPR and FNR were selected for feature joint.

Comparing Baseline Methods in Detection. After combining static and dynamic fea-
tures, we evaluated the FPR, FNR, and AUC scores of the FM method and compared
them with other baseline methods. Table 7 shows the comparison of FPR and FNR of
various classifiers. In the final joint vector, FM achieved a minimum value of 0.0 in both
FPR and FNR, and compared with the use of static and dynamic features, FM performed
better after the joint features.

Table 7. Malware detection performance in combined features

FPR FNR AUC

SVM 0.04 0.0 0.9833

RF 0.004 0.001 0.9870

NB-Gaussian 0.002 0.0 0.9750

NB-Bernoulli 0.0 0.447 0.9974

NB-Multinomial 0.0 0.29 0.9772

FM 0.0 0.0 1.0

6 Conclusion and Future Work

In this paper, we discovered the importance of including interactions between features to
detect patterns of malicious behavior. Printable string information is extracted from the
static binary file, and the behaviorAPI fragment is extracted from the dynamic call record
using n-grams. Then, we propose an FM-based malware classification model to handle
both vector representation and high sparsity ofmodel interaction items.A comprehensive
experimental studywas conducted in themalware data set and the classification of benign
software to show the effectiveness of our system in the task of malware classification and
malware family identification. Experiments show that the FM-based classifier achieves
the highest accuracy andAUC in the classification ofmalware, surpassing other common
machine learning classifiers, indicating that the cross learning among features makes the
judgment of malicious program behavior more accurate.

We use FM to learn PSI features of malware samples and malicious behavior API
fragments to classify malware. Although the classification results show very high perfor-
mance, the data set used in the training and learning stage determines the classification
results to some extent. That said, some data set collection efforts are needed in the face
of the latest malware.
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Abstract. Facial recognition technology has always been a challenging field in
computer vision and pattern recognition. At present, facial recognition technology
has been widely used in daily life. Much research has been done on facial recog-
nition systems. However, we still need to continuously enhance and improve the
facial recognition system in practical applications such as insufficient lighting and
incomplete facial images. The main purpose of this article is to introduce the lat-
est advances in face detection methods based on complex backgrounds, including
feature-based, knowledge-based and appearance-based method.

Keywords: Face detection · Skin color segmentation · LBP algorithm ·
Adaboost algorithm

1 Introduction

Face image contains rich information, from which we can estimate identity, age, gender,
race and etc. It is obvious to say that face recognition is superior to any other biometric
measurements. For example, obtaining human face image is non-intrusive in nature. It
is easily available and most importantly, facial images play an important role in our
social interactions [1]. In the past decade, the face recognition had developed rapidly in
many fields [2]. With the rapid development of HMI (human-machine interface) devices
and social platforms, automatic face detection and face attribute recognition algorithms
becomemore andmore complete [3]. The research on face recognition began in the 1960s
and has been greatly developed and improved in the past few decades, especially in recent
years. Face recognition actually includes a series of related technologies for constructing
a face recognition system, such as face image acquisition, face location, face recognition
preprocessing, identity confirmation, identity search and etc. [4–6]. Face recognition
plays a vital role in user authentication, which is essential for many user-based systems
[7]. Face recognition systems face various types of face spoofing attacks, such as print
attacks, replay attacks, and 3Dmask attacks [8].Due to the diversity of facial expressions,
poses, and lighting, face detection has been a challenging field in computer vision and
pattern recognition [9, 10]. In addition, face and facial expression recognition are very
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https://doi.org/10.1007/978-981-15-8101-4_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8101-4_24&domain=pdf
https://doi.org/10.1007/978-981-15-8101-4_24


A Review of Human Face Detection in Complex Environment 259

essential in many areas, such as access management, human-computer communication,
production control, e-learning, fatigue driving recognition and emotional robot [11].

Although face recognition technology has achieved great success, it is still challeng-
ing to recognize human face in unconstrained environments [12]. In order to successfully
recognize faces, we need to perform three steps: face detection, face feature extraction,
and face recognition [11, 13]. The purpose of this article is to summarize the previous
literature on methods for face detection based on complex backgrounds.

2 Related Work

In 2001, Paul Viola and Michael Jones proposed a face detection method based on the
AdaBoost algorithm, which can effectively detect faces in time. However, when the
background of the image is very complicated, the false detection rate of this method is
particularly high. Since 2006, the exploding deep learning explosion has brought a strong
boost to the research of target detection. The general object detection and the detection
tasks of various specific types of targets have been developed by leaps and bounds [14].
At the end of 2013, deep learning set fire to the target detection task. This fire is R-CNN,
where R corresponds to Region, which means that CNN takes image regions as input.
This work eventually developed into a series, which also inspired and derived a lot of
follow-up work. Greatly promoted the development of the field of computer vision [15,
16].

Early face detection algorithms were performed on the assumption that a positive
face had been obtained under normal lighting conditions.However,with the development
of actual system requirements, the research under this assumption can no longer meet
the needs. First, human faces have different face shapes, skin tones, and expressions.
Furthermore, glasses, hair, jewelry and so on can cause the face to be blocked. Different
imaging angles and conditions will also have a great impact on face detection. Face
detection based on these influencing factors is called face detection under complex
conditions.

Next section will introduce several common face detection methods based on
complex conditions and compare their performance.

3 Face Detection Methods in Complex Environment

Generally, face detection is divided into four categories including feature-based,
knowledge-based, template-based and appearance-based methods [19]. However,
template-based methods require some assumptions to be made in advance. For exam-
ple, the face must be viewed from the front without obstructions. This feature makes
template-based method unsuitable for face detection under complex conditions. There-
fore, we will detail the remaining methods that can implement face detection in complex
backgrounds.
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3.1 Feature-Based Methods

Faces have many features that can be distinguished from faces and many other objects.
This method depends on the mining of facial features that have not undergone any
changes in the image (such as occlusion, lighting, pose, etc.). There are some features
that can be used to detect face(s) including skin colour, nose, ears, eyes, mouth, and etc.
Furthermore, some studies have proved that colour of skin is an excellent feature for
detecting faces among other objects. Due to different people have different skin colour
and it is clearer when the race of people is also a metric of evaluation. However, the
performance of skin segmentation is often affected by lighting conditions. In order to
eliminate this adverse effect, it is necessary to compensate the illuminance of the image
before using the skin segmentation algorithm. A skin detector usually converts a given
pixel into an appropriate color space and then uses a skin classifier to mark whether the
pixel is a skin pixel or a non-skin pixel. The skin testing process can be divided into
two phases: the training phase and the testing phase. Training the skin detector involves
three basic steps [20]:

Step 1: A database of skin plaques collected from different images. Such databases
often contain patches of skin color from different populations under different lighting
conditions.
Step 2: Choose the suitable color space.
Step 3: Learn the parameters of the skin classifier. Set a reasonable threshold for skin
color segmentation.

The color space is converted from RGB to YCgCr after illumination compensation,
so we can divide the image into skin and non-skin areas in this space. Threshold segmen-
tation is the simplest method and has better computational performance than Gaussian
skin color models. We treat pixels as skins if the following conditions are met:

⎧
⎨

⎩

Y > 80
100 < Cg < 130
135 < Cr < 175

(1)

The result of the threshold segmentation is a binary image,wherewhite represents the
skin area and black represents the non-skin area. Then we use amedian filter to eliminate
the noise. Themedian filter eliminates noise and reduces edge attenuation. The skin color
segmentation effect is more obvious and effective after the light compensation.

Oneof the challenges for feature extractionmethods is feature restoration. This canbe
happened when the algorithm attempts to retrieve features that are invisible due to large
variations, for example, head pose when we are matching a profile image with a frontal
image. Compared with other methods, feature-based methods have some advantages.
Such as rotation independence, proportional independence and their execution time are
so fast. Feature based methods contains facial features, skin color, texture, and multiple
features. In this category of face detection methods, skin color segmentation is the most
widely used method.
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3.2 Knowledge-Based Methods

There is anothermethod called the knowledge-basedmethod. In themethod some simple
rules are defined for detecting faces from image and the rules also can be extended to
detect faces from complicated background. Rules can be facial features. For example:
two ears, a nose, a mouth and other facial features. First extract facial features in the
input image according to the defined rules. Face candidates are then identified. It is worth
noticeable that this method uses the position and distance between the selected features.
The challenging problem in this approach is how to translate human knowledge into
rules that can be applied to all faces with different conditions.

For decades, computer vision community has been studying facial features. Rec-
ognized facial expressions are reconstructed by RPCA (Robust Principal Component
Analysis). The fiducials are detected and executed to remove facial expression features
and geometric features represented using Gabor wavelets. The feature vector space is
minimized by PCA (Principal Component Analysis) and LDA (Linear Discriminant
Analysis) [1]. However, Gabor wavelet cannot improve the positioning accuracy. PCA
enhancement technology combined with FFFT (Fast Fourier Transform of Face) is used
in facial expression recognition algorithm [21]. Face recognition method based on face
geometric features. The algorithm is represented by MIT’s Brunelli group and Poggio
group [22].

Amongvarious knowledge-based face detection technologies, theLBP (LocalBinary
Mode) algorithm is a typical robust algorithm [22]. The local binary model LBP is an
operator that describing the local texture features of an image. It has the advantages
of simple calculation and strong separability. It can display some subtle features of the
image, such as bright points, dark points, flat areas, edge points and corner points. The
LBP algorithm selects a pixel, compares the gray level of the pixel with the gray level of
the neighboring pixel, sets the bits of the neighboring pixels greater than the reference
pixel value to 1, and sets the other bits to zero. The features generated in this way can
effectively reflect the distribution characteristics of pixels and their neighboring pixels.
Because it is less sensitive to changes in light intensity than the reference pixel. By
selecting different neighborhood ranges and the number of different sampling points
as parameters, different goals can be adapted. The following formula shows the LBP
algorithm:

LBPN ,R(xc, yc) =
N−1∑

p=0

S
(
gp + gc

) × 2p (2)

S(x) =
{
1, x ≥ 0
0, x < 0

(3)

The gp is the center pixel, and the gc is the neighborhood pixel. S(x) is a step response
function. Features extracted in this way are not sensitive to light. For the sample of the
ORL face database, the resolution of the feature vector of the processed LBP image is
110 * 90. There aremany redundancies in the 9,900-dimensional feature vector and PCA
to reduce redundancy in size [4]. Principal component analysis is a covariance matrix
that extracts feature vectors. Since the covariance matrix feature vectors are orthogonal
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to each other, the redundancy is low. A feature vector with a large eigenvalue has a strong
information carrying capacity. The sample points on the feature vector have the largest
variance and the strongest discrimination ability. This allows smaller-sized features to
carry a lot of information. The PCA is as follows.

Y = I × (
X − X

)
(4)

I is the feature vector of the covariance matrix, X is the original feature vector, and
Y is the feature vector after PCA. A feature vector with a larger feature value can be
selected to represent the compressed image. The LBP algorithm eliminates the inter-
ference information that affects the recognition accuracy through block weighting. In
addition, the reduction in feature size greatly reduces the computational cost of matching
and classification.

3.3 Appearance-Based Methods

The appearance-based approach is another type of face detectionmethod that requires the
creation of a classifier by using statistical learning between huge instances. TheAdaboost
algorithm is a typical method based on learning, which will be described in detail in this
article. The Haar-Like feature is a piece of information about the local appearance of the
encoding object [23]. The images are classified according to these feature values instead
of using pixels directly. Since the feature value provides information about the image,
the entire image can be used for calculation [24]. The four main steps of the algorithm
are as follows:

Step 1: Haar function selection. Since all faces have similar properties. For example, the
eye area is darker than the nose area. These attributes are compared by using the Haar
function.
Step 2: Creating an integral image. An integral image is formed by computing a rectangle
adjacent to a rectangle existing at (x, y) as a single image representation.
Step 3:Adaboost training. InAdaboost learning algorithm, it is used to build the classifier
to be trained. This algorithm helps to find smaller key visual features from a large number
of potential features.
Step 4: Cascading classifier. The process of combining classifiers to quickly discard
background windows so that more calculations can be performed on areas like faces.

Haar-Like Feature. The basic idea behindHaar-Like functions is to usemachine learn-
ing. The cascade function is trained bymany positive and negative images. After upgrad-
ing its classifier, it can be used to locate objects in different images (positive and negative
images are those images respectively included face and faceless). In addition, the classi-
fier uses positive and negative images to train its classifier. Therefore, the classifier can
detect objects in it by extracting features in other images. The Haar eigenvalue can be
calculated by the following formula:

Feature =
∑

ie{I ,N }wi.RecSum(x, y,w, h) (5)
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Where RecSum(x, y,w, h) is the sum of the intensities of any given upright or rotating
rectangle enclosed in the detection window x, y, w, h are used for the coordinates,
dimensions and rotation of the rectangle respectively. The Haar wavelet is represented
as a box classifier for extracting facial features by using integral images.

Integral Map. To calculate each feature, you need the total number of pixels under
the white and black rectangles. To solve this problem, the researchers applied integral
images. It simplifies the calculation of the total number of pixels. The sum of the pixels
of any matrix region in the image can be obtained by a simple operation as shown in
Fig. 1.

Fig. 1. Finding the sum of the shaded rectangular area

For example, assuming that A, B, C, and D are the values of the integral image at
the corner of the rectangle, the sum of the original image values within the rectangle can
be calculated according to the following equation. For any integer, only the size of the
rectangle is added.

A − B − C + D =
∑

(Pixels inWhite area) or
∑

(Pixels in Black area) (6)

In summary, the integral image is the sum of the pixel values of the input image
which is mainly used to improve the speed of the operation of the cassette filter.

Adaboost Cascade Classifier. AdaBoost (Adaptive Boost) includes some weak clas-
sifiers to create multi-level efficient cascade classifiers. In other words, there are some
weak classifiers and strong classifiers, where the weak classifier first checks each indi-
vidual window and if they pass the detection of weak classifier, they will continue to be
detected by the stronger classifier and the algorithm continues to execute this scheme
until the pixel value ends. The advantage of this method is that the non-face window
will be rejected early, then the execution time will be reduced and the accuracy will be
improved.

3.4 Skin Segmentation and Adaboost Algorithm

In the previous chapters, we introduced several major categories of facial recognition
methods, and introduced a more typical method for each major category. However,
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these methods have limitations. For example, skin color segmentation will produce
false positives under complex background conditions, and some backgrounds will be
marked as human faces. Especially in complex environments, the detection results are
not satisfactory [25]. Compared with the LBP algorithm, the Adaboost algorithm has
less computation and time. In the case of occlusion, the effect is good. However, in the
complex background of multiple faces, the detection effect needs to be improved. Based
on the above situation, some scholars have proposed a face detection method based on
skin color segmentation and Adaboost algorithm [26]. Figure 2 illustrates the method
that combines skin segmentation and Adaboost algorithm as face classifier.

Fig. 2. Combination of skin segmentation and Adaboost algorithm

The combination of skin color segmentation and Adaboost algorithm can effec-
tively improve the false detection rate of multi-face detection. Finally, we compare the
performance of some algorithms discussed in this paper, shown in the following Table 1.

Table 1. Comparisons of different algorithms

Detection Method Total face Hits False positive HR (%) FDR (%)

Skin color 300 278 28 92.6 9.15

LBP 300 275 18 91.6 5.80

Adaboost 300 270 19 90.0 6.25

Adaboost & skin color 300 281 16 93.6 5.36

The experimental results show that the combination of skin color segmentation and
Adaboost algorithm is better than the single Adaboost algorithm and others. The HR
(hit rate) increased and the FDR (false detection rate) decreased significantly.
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4 Conclusions

Face detection is still an active research area now. Furthermore, over the last few years,
many algorithms havemade great progress, which can deal with complex situations well.
However, the performance of current face detection algorithms in complex environments
is not superior, and there is still a long way to go reach the effect of human eye detec-
tion. Lately, many methods and algorithms have been developed for each step of object
classification on images and video sequences. Most of these methods are the fusion of
multiple algorithms to improve the face hit rate. In the future, with the rapid development
of the field of deep learning, face detection algorithms are expected to achieve further
development. In this paper, the current face detection technologies are comprehensively
reviewed, and the skin segmentation and Adaboost algorithm are combined in a com-
plete system to effectively reduce the rate of missed detection and improve hit rate in
complex backgrounds with multiple faces.
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Abstract. Protein structure prediction is an important problem in computational
biology. Protein secondary structure prediction is the basis of protein three-
dimensional structure prediction. In order to find an efficient algorithm for protein
secondary structure prediction, this paper predicted the secondary structure of
protein based on the depth learning algorithm and random forest algorithm. This
method improves the model structure of convolutional neural networks (CNN).
The Rectified Linear Units (ReLU) activation layer is added after each convolu-
tion layer to solve the gradient disappearance problem. In order to preserve the
important features of the original data to the maximum extent, the feature data
is used as the input of the Random Forest (RF) classifier to classify and predict
the protein secondary structure. Compared with the traditional convolution neu-
ral network method, this method improves the prediction accuracy. Experiments
show that the prediction accuracy of the ensemble learner composed of convolu-
tion neural network (CNN) and Random Forest (RF) model is higher than that of
the traditional convolution neural network model the 25PDB data set. Therefore,
the combination of deep learning algorithm and random forest model can improve
the prediction accuracy of protein secondary structure better.

Keywords: Protein secondary structure · CNN · Softmax · Random forest

1 Introduction

Protein is a molecule that dominates the life activities of living organisms. It plays an
important role in the life activities of organisms. It plays an important role, such as the
growth and reproduction of organisms and the process of genetics, which require the
differentiation of cells help. Therefore, protein structure prediction is critical for the
study of protein function and drug design. The spatial structure of the protein can be
obtained experimentally, such as X-ray or nuclear magnetic resonance. However, with
the rapid growth of protein sequence data, experimental methods cannot meet the actual
needs. The experimental results show that the spatial structure of the protein depends on
the primary structure of the protein. In fact, it is difficult to predict the spatial structure
of a protein directly from a primary structure, and thus a secondary structure has been
proposed. Since the prediction of protein secondary structure is the basis for obtaining
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the spatial structure of proteins, the prediction method of protein secondary structure
based on intelligent machine calculation has been developed rapidly [1].

Many machine learning methods and statistical methods are used for protein sec-
ondary structure prediction [3]. How to extract features from amino acid sequences and
how to design classifiers is the key to improving the predictive performance of pro-
tein secondary structure. The accuracy of the method of extracting statistical features
from the amino acid sequence of a protein is relatively low, usually no higher than 65%
[6]. The PSIBLAST based position-specific scoring matrix (PSSM) reflects information
on sequence evolution, amino acid conservation, and mutation. By combining PSSM
data with machine learning, protein secondary structure predictions have made even
greater breakthroughs. Support vector machine (SVM) [8], neural network (NN) [10]
can improve the prediction accuracy to more than 70%. In recent years, artificial intel-
ligence technologies including deep learning, reinforcement learning [7] and migration
learning have been rapidly developed and widely used [14]. Deep learning methods
have been successfully applied to image recognition and natural language processing.
In recent years, deep learning methods have been used to predict the secondary structure
of proteins [15, 16].

In this paper, a classification model based on the combination of CNN and random
forest (RF) has greatly improved the accuracy of prediction. First, a CNN model was
designed with six convolution layers, four pooling layers and four ReLU activation
layers. Extract features from the Flatten layer and inputs them into a random forest (RF)
classifier to obtain a probability output. The verification experiment was carried out
on the 25PDB dataset, and the Q3 accuracy obtained by the CNN-RF model reached
79.39%.

2 Feature Extraction Based on Convolution Neural Network

2.1 Protein Dataset

The protein dataset used primarily in the experiments in this paper is the 25PDB dataset.
The 25PDB dataset is a dataset containing 1,673 non-homologous protein samples
selected by Hobohm and Sander, which includes 443 all α proteins, 443 all β pro-
teins and 441 α+β proteins, and 346 α/β protein, and the 25PDB are selected with low
sequence similarity of no more than 25%.

The classical protein secondary structure classification uses the 8-state classification,
which includes: H (α-helix), E (β-strand), S (bend), C (test), B (β-bridge), G (310-
helix), I (π-helix) and T (Turn). However, in actual experiments and work, in order to
make protein secondary structure prediction more convenient, we classify the classic 8-
state structure into three states, which are H, C, and E, respectively. The corresponding
explanations are spiral, Curled and folded.

Slidingwindow technology is used in the samplingof protein amino acid sequences in
most prediction programs. The main operation of the sliding window is to first select the
appropriate size of the window according to the experimental needs and then recombine
the data according to the fixed window size. Sliding window technology works well
in protein secondary structure mainly because of the sequence of amino acid residues
in the protein sequence. The size of the sliding window is generally chosen to be odd
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[47]. When the size of the sliding window is determined, the current amino acid residue
is at the center of the window, and the surrounding amino acid disability sequence is
surrounded by adjacent amino acid residues. When the base is not enough to supplement
the size of the sliding window, we use the zero vectors to complement it. Take the amino
acid in the protein secondary structure as an example. For the input of one amino acid,
there are 20 amino acid residues. When we take 13 as the sliding window to process the
amino acid sequence, we can get a 260 for the first sliding. In the first swipe, we get a
260-dimensional (13×20) amino acid sequence. Figure 1 shows the PSSM matrix for
amino acids processed through a sliding window.

Fig. 1. Process the PSSM matrix of amino acids through a sliding window.

2.2 Protein Dataset Feature Extraction Based on Convolutional Neural Network
(CNN)

Recently, the network structure unique to convolutional neural network has extracted
the most important features of data, which can be combined with multi-layer convolu-
tion and down-sampling, which not only retains the important features of the original
data but also realizes the data dimensionality reduction processing, thus playing a good
role in classifying the untrained input data. Due to these advantages, CNN is widely
used in different research fields, such as image segmentation [18] semantic relationship
classification [19], etc.

In this paper, deep convolutional neural networks are used to extract amino acid
sequence features based on the PSSM matrix. Figure 2 shows the architecture of a
convolutional neural network. Among them, the first three layers of convolution and
maximumpooling are used to extract features. The fully connected layer and the Softmax
layer are used to output three types of protein secondary structures.
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Feature map

Input Conv ConvMax Pooling Max Pooling
Full

connection Output

Feature mapFeature map Feature map

Fig. 2. The architecture of a convolutional neural network.

In the classical convolutional neural network model [25], there are convolutional
layers, pooling layers, and fully connected layers, and then the output data is classified
as input to the classifier. Since the full connection layer loses some feature location
information, we do not use the fully connected layer, directly extract the features after
the sixth convolution, and input the extracted features into a random forest (RF) classi-
fier for classification. In order to improve the gradient dissipation of neural network, we
added the ReLU activation layer after each convolutional layer. The network structure
of this paper is the input layer, two convolutional kernel size of 7×7 and two convo-
lutional kernel size of 5×5 convolutional layer, two convolutional kernel size of 3×3
convolutional layer, three pooling window of 2×2 pooling layer and Softmax layer for
classification. The proposed architecture has 128 filters of 7×7 size and 1×1 steps in
the first convolutional layer. The next layer is a 2×2 max pooling layer with a step size
of 2. The second convolutional layer has 500 filters of size 5×5 and 1×1 steps. The next
layer is a 2×2 max pooling layer with a step size of 2. The third convolutional layer has
100 filters of size 3×3 and 1×1 steps. Then, after a fully connected layer with 1 unit is
a Softmax classifier.

To improve the gradient dissipation problem of the neural network, we added the
ReLU activation layer after each convolutional layer. The network structure of this paper
includes an input layer, a convolution layer, a pooling layer, a ReLU active layer, and a
fully connected layer. The general convolutional neural network classifies and predicts
the extracted features after full connection. This experiment extracts the features of the
sixth layer of the convolutional layer and inputs them into the random forest classifier
for training and prediction.

The Convolution Layer. The convolutional layer is a structural layer unique to convo-
lutional neural networks for effectively extracting features of input data. It mainly uses
the characteristics of local receptive fields and weight sharing on the convolutional layer.
Separately, the local receptive field refers to that some data on the current convolutional
layer is connected to the neurons of the local data of the previous layer, not all the
neurons of the previous layer. Weight sharing means that the weight values used in the
current network layer are all equal. The advantage of this is that it can reduce the use of
parameters and make the convolution kernel effectively extract features.

The input data is the preprocessed protein data with the size of (13, 20). The convo-
lution kernel of 5×5 is convoluted from the upper left corner of the data with the input
size of (13, 20) in steps of 1, from left to right, from top to bottom to get the output. If
not padding, the output size is (13 – 5 + 1) × (20 – 5 + 1).

For ease of programming, themodel uses padding of 0 pairs of data tomake the output
size and input size the same. When the same convolution kernel is convoluted in motion,
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its weight is unchanged. Its weight is shared for the data. This feature of the convolutional
neural network reduces the number of parameters and greatly improves the training
speed 128 convolution kernels convolve data in the same way, and each convolution
kernel automatically extracts features. In the image domain, different convolution kernels
automatically extract image edge information, shading information, contours, etc. In
theory, the model can automatically extract 128 features.

Assuming that the width of the convolution kernel is fw and the height is fh, the
two-dimensional convolution equation is:

yn,m = A

⎡
⎢⎢⎣

xn,m xn+1,m . . . xn+fw,m

xn·m+1 xn+1·m+1 . . . xn+fw,m+1

. . .

xn,m+fh xn+1,m+fh . . . xn+fw,m+fh

⎤
⎥⎥⎦ (1)

The model uses ReLU as the activation function. The activation function is a non-
linear mapping of the output of the convolution layer. The convolution neural network
uses a linear model for convolution operation, such as assigning a weight to each input
pixel when processing image problems. In the actual problem processing, the data we
get will also have linear and indivisible data, so we need to use the activation function to
deal with the nonlinear problem. Our commonly used activation functions include the
sigmoid function and tanh function, as well as the now popular activation function—
ReLU function. This activation function solves the problem of the disappearance of
the gradient in the activation function mentioned above. The expression of the ReLU
function is as follows:

F(x) = max(0, x) (2)

Fig. 3. Schematic diagram of ReLU function

The graph of the ReLU function is shown in Fig. 3 below. As can be seen from
Fig. 3, when the input data is less than 0, the output result is 0, so the number of neurons
with a value of 0 will increase, and the sparsely of the data will increase, so that it
can be extracted. The more important feature of the input data reduces the amount of
computation; when the input data is greater than 0, the output data exhibits growth of
the function once, and the value of the gradient is 1, thus solving the problem of gradient
disappearance.

At present, the ReLU activation function has become the mainstream neural network
activation function. The total convolutional input and output equation is:

Y = relu(σ (WB + b)) (3)
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The Max-pooling Layer. The pooling layer is a dimensionality reduction process for
extracting features extracted from the convolutional layer. It has the advantage that the
dimension of the featured image can be made smaller while keeping the number of
feature maps unchanged, so that the data after the convolutional layer is output can be
made. At the same time, important feature information is saved, which can reduce the
calculation complexity of the model and increase the calculation speed. Other pooling
strategies include median and average pooling. The literature [20] has verified that the
maximum pooling effect is better than other strategies.

In this study, the largest pooling layer creates a region with a pool size of 2×2.
That is, the height and width (pool size) of the rectangle are both two and return the
maximum value of four elements in each area. The step or span is also 2×2 in the vertical
and horizontal direction of the feature map, so the merged areas do not overlap. In this
model, the input data size is (13, 20), the data size obtained after one pooling is (7, 10),
and the data size obtained by the last pooling is (4, 5). It can be seen that the pooling
layer greatly reduces the dimension of the data. Correspondingly reduces the training
parameters and improves the training speed.

The Softmax Layer. The Softmax layer uses Softmax activation to address the classi-
fication of the three classes of protein structures. In the multi-classification problem, we
use Softmax regression, where y(i) can take k (k > 2) values, and the corresponding m
takes k.

For a given input x, the probability value p= (y= j | x) is estimated for each category
j. That is, the probability of its occurrence is estimated for each classification result. So,
for y = k (k > 2), the function of the regression model is as follows:

hθ (x
(i)) =

⎡
⎢⎢⎢⎣

p(y(i) = 1
∣∣x(i); θ )

p(y(i) = 2
∣∣x(i); θ )

...

p(y(i) = k
∣∣x(i); θ )

⎤
⎥⎥⎥⎦ = 1

∑ k
j=1e

θTj x
(i)

⎡
⎢⎢⎢⎣

θT1 x
(i)

θT2 x
(i)

...

θTk x
(i)

⎤
⎥⎥⎥⎦ (4)

In order to make the formula more convenient, we use θ to represent all the model
parameters. In Softmax regression, θ1,θ2…θk is arranged in rows to form a matrix θ, as
shown below:

θ =

⎡
⎢⎢⎢⎣

−θT1 −
−θT2 −

...

−θTk −

⎤
⎥⎥⎥⎦ (5)

The loss function corresponding to Softmax regression is as follows:

J (θ) = − 1

m

⎡
⎣

m∑
i=1

k∑
j=1

1
{
y(i) = j

}
log

eθTj x
(i)

∑ k
l=1e

θTj x
(i)

⎤
⎦ (6)

In the above formula, l
{
y(i) = j

}
represents an illustrative function. It can be deduced

from the above that for a given input data x, the probability value p= (y= j | x) estimated
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for each category j is as follows:

P(y(i) = j
∣∣∣x(i); θ ) = eθTj x(i)

∑ k
l=1e

θTj x(i)
(7)

Random Forest Classifier. Random forest [24] is a statistical learning theory. It uses
the bootstrap resampling method to extract multiple samples from the original sample,
model the decision tree for each bootstrap sample, and then combine the predictions of
multiple decision trees and forecast results. The specific steps are as follows:

Firstly, k self-help sample sets are generated from the original training data, and each
self-help sample set is the entire training data of each classification tree.

Secondly, each self-help sample set grows into a single classification tree. At each
node of the tree, m features are randomly selected from m features (m � M), and one
feature is selected from this m feature for branch growth according to the principle of
minimum node purity. This classification tree is fully grown to minimize the purity of
each node and does not perform the usual pruning operations.

Finally, the new data is predicted based on the generated multiple tree classifiers and
the classification results are determined by the number of votes of each tree classifier. A
self-help sample set is generated every sampling. The remaining samples in the entire
sample that are not in the self-help sample are called out-of-bag (OOB) data. The OOB
data is used to predict the classification accuracy rate, and the prediction results of each
time are summarized to obtain an OOB estimation of the error rate, which is used to
evaluate the accuracy rate of the combined classifier.

3 Experiments and Results

3.1 Experiments

First, the corresponding PSSMmatrix is generated by running the PSI-BLAST pro-gram
to search the nr database. A sliding window of size 13 is slid along the protein sequence
in the PSSM matrix to obtain 260-dimensional data.

The data is used as the input of the convolutional neural network, and the data is
convoluted with 7×7, 5×5, 3×3 convolution kernels, and after six convolution opera-
tions, the convolutional neural network is extracted after the third convolution. As an
input to the RF classifier, the extracted features are trained and predicted by RF, and
the predicted results are the three states of the protein secondary structure: H, E, and C.
Figure 4 shows the structure of CNN and RF classifier.

In this method, we repeatedly tested the selection of sliding windows in data process-
ing and the selection of the size of the convolution kernel when extracting features from
the convolutional neural network. When processing the PSSMmatrix, we selected 9, 11,
13, 15, and 17 as the size of the sliding window, respectively, and obtained matrices with
data dimensions of 180, 220, 260, 300, and 340 dimensions, respectively. Experiments
show that when the sliding window size is 13, the prediction effect is the best. In the
selection of the size of the convolution kernel, we use 2×2, 3×3, 4×4, and 5×5 as the
size of the convolution kernel to conduct experiments. Finally, the convolutional layer
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Fig. 4. The main flow chart

we set is 128 convolutional kernels of 7×7, 500 convolutional kernels of 5×5 and 100
convolutional kernels of 3×3.

After preprocessing the 25 PDB dataset, the traditional convolutional neural net-
work and Softmax and the network structure of this paper were used to train and predict
the data respectively, and theQ3 value of each set of data was obtained. Then, the average
value was calculated to be the final predicted Q3 value of this method on the protein
dataset.

3.2 Results

The method used in this paper to evaluate the effect of the algorithm is the Q3 method.
Q3 is used for residues and is calculated by calculating the ratio of correctly predicted
protein residues to the total number of residues in the secondary structure sequence of a
known protein.
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In this experiment, QH, QE, QC, Q3 [21] were used as the evaluation criteria for
the prediction results. The values of QH, QE and QC can be obtained by the following
equation:

Qi = TPi

TPi + FPi
i ∈ {H ,E,C} (8)

Where, TPi represents the number of residues correctly predicted as the i state, and
FPi denotes the number of residues incorrectly predicted as the i state. Q3 could be
obtained from the following equation:

Q3 = TPH + TPE + TPC

T
(9)

Where, T is the total number of residues. In order to verify the effectiveness of the
method in this paper, we compared the method in this paper with some closely related
protein classification methods. The comparison results are shown in Table 1.

Through experimental comparison, the average accuracy of Q3 obtained by the CNN
algorithm on the test set for protein secondary structure prediction on the 25PDB dataset
is 79.09%. For the three states H, E and C of the secondary structure of the protein,
the prediction accuracy on the test set was 83.64%, 70.81% and 79.84%. Separately, the
prediction accuracy of class E state on the test set is relatively difficult, so the prediction
accuracy of state C is lower than that of the other two states, but the prediction accuracy
of state C is better than that of the other two states.

Table 1. Protein prediction rate table

Method QH QE QC Q3

Bayes [22] 0.737 0.576 0.808 0.734

CNN + Bayes [22] 0.784 0.656 0.812 0.769

CNN 0.8364 0.7081 0.7984 0.7909

CNN-RF 0.8213 0.6864 0.8254 0.7939

From the analysis in Table 1, for the CNN-RF model in this paper, the average
ac-curacy of Q3 obtained on the test set when performing protein secondary structure
prediction on the 25 PDB dataset is 79.39%. For the three states H, E and C of the
secondary structure of the protein, the prediction accuracy on the test set was 82.13%,
68.64%and 82.54%.The test results are higher than those ofCNN+Bayes [22] structure
and Bayes [22] structure. Separately, the prediction of the E-class state on the test set
is more difficult, so the correct rate of prediction is lower than the other two types of
states, but the prediction accuracy of state C is better than the other two states predict
the correct rate.

Through experimental comparison, the prediction effect of the proposed CNN-RF
method is superior to the CNN method and the other two methods. In this method, the
ReLU activation layer is added to the convolutional neural network, and the features
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extracted by the sixth layer of convolution are directly used as the input of the RF
classifier,whichpreserves the important original features of the data to the greatest extent,
simplifying the calculation and solved the problem of gradient disappearance. Therefore,
the accuracy of prediction is improved, and a better prediction effect is achieved.

4 Conclusions

As we have demonstrated, the CNN-RF method proposed in this paper adds a ReLU
activation layer to the convolutional neural network. The features extracted by the sixth
layer of convolution are directly used as the input of the RF classifier, which retains the
important original features of the data to the greatest extent, simplifies the calculation
and solves the gradient disappearance problem. The CNN-RF method can be useful for
protein classification. This enables good performance to be achieved across data sets
using only a small amount of labeled data.
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Abstract. The study on cardiovascular disease has always been a popularmedical
topic around the world. For the entire humanity, the study on arrhythmia has deep
and significantmeaning. This paper suggest a deep learningmethodwhich is based
on LSTM (long short-term memory) and CNN (convolutional neural network),
in order to identify ECG. Firstly, we reduce ECG signal noise and the processed
ECG signal will be directly sent into the input layer of the network structure.
Then, we use the network structure based on LSTM and CNN, fully extracting
the features and dependency relationship in ECG signal. At last, five types tasks
of ECG will be realized through the softmax classifier. Based on both under intra-
patient paradigm and under inter-patient paradigm, we verified the results by using
MIT-BIH arrhythmia dataset. The accuracy of the proposed algorithm is 88.38%
under inter-patient paradigm and 99.08% under intra-patient paradigm. Through
the comparison of several experiments, it is shown that the method proposed
will have better effects with strong clinical value and practical significance by
combining LSTM and CNN.

Keywords: LSTM · CNN · ECG classification

1 Introduction

In today’s society, the main cause of death for most people worldwide is cardiovascular
diseases, cancer and other non-communicable diseases. According to the World Health
Organization report, it is estimated that by 2030, the number of deaths due to cardiovas-
cular disease will reach 23 million. Cardiovascular disease is the first killer that poses a
serious threat to human physical and mental health. Arrhythmia is one of the common
diseases. Early detection of latent heart disease in the body can effectively prevent the
emergence of heart disease. Electrocardiogram (ECG) is a key basis for cardiologists to
judge heart disease. ECG signals have periodicity, and ECG signals are composed of P
waves, QRS complexes, and T waves [1]. Compared with other medical methods, ECG
has obvious advantages: fast, non-invasive, accurate and simple, and has been widely
used in the detection of heart diseases [2].

The traditional ECG analysis relies on the analysis and observation of the naked eye
of an expert to obtain the final result. In the process of collecting ECG signals, they are
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very susceptible to different types of interference, and the ECG signals of patients at
different periods are quite different. If it depends on the detection of human eyes, it may
lead to misjudgment. The slow speed of manual ECG identification can easily cause
delays in the patient’s condition and the best time to miss treatment. The emergence of
computer-based ECG automatic analysis and recognition technology solves the above
problems. The ECG recognition process is divided into ECG signal pre-processing,
feature extraction, and ECG signal recognition using a classifier. With the development
of science and technology, pattern recognition methods are applied to ECG recognition,
such as support vector machine [3], random forest [4], naive Bayes [5], and so on. The
traditional method first needs to extract the information through the feature extraction
method, and then send it to the classifier. In other words, if the effect of feature extraction
is not good, it will eventually have a negative impact on the classification results.

Deep learning was first proposed by Hinton et al. In 2006 [6]. In recent years, deep
learning has achieved remarkable results in many fields, such as speech recognition [7],
image recognition [8, 9], and natural language processing [10]. At the same time, deep
learning is alsowidely used in the recognition of ECG signals. Comparedwith traditional
methods, deep learning methods have obvious differences. Deep learning algorithms
have the skills to learn features automatically, eliminating the need for manual feature
extraction of signals. Deep learning has a strong nonlinear fitting ability, which can
fully mine the useful information and the correlation between ECG signals. Using deep
learning can achieve good results in the classification and recognition of ECG signals.

Kiranyaz et al. [11] proposed an adaptive algorithm based on 1-D convolutional neu-
ral networks (CNNs), which combine feature extraction and classification of two main
modules of ECG signal classification into a learning body. Fan et al. [12] proposed a
multi-scale fusion ECG recognition method based on deep convolutional neural network
(MS-CNN), which screened atrial fibrillation records in single-lead short electrocardio-
gram (ECG). Hannun et al. [13] designed a deep neural network (DNN) to classify 91232
records of 53549 patients into 10 kinds of arrhythmias, sinus rhythm and noise, with an
accuracy of 83.7%. The accuracy of arrhythmia judgment is significantly higher than
that of human cardiologists. Acharya et al. [14] designed a 9-layer deep neural network
that uses data augmentation technology to solve the imbalance of ECG data and auto-
matically recognizes five types of heartbeats in ECG signals. Oh et al. [15] proposed
a structure combining convolutional neural network and long short term memory. The
system has a good classification effect in dealing with variable length ECG data.

Most of the papers based on the MIT-BIH dataset divide the data set within the
patient, that is, the experimental training set and the test set are from the same individual.
This classification method has high accuracy, but lacks clinical application value. Under
the intra-patient and inter-patient paradigms, experiments were performed using the
algorithm proposed in this paper. The method proposed in this paper can guarantee
the generalization ability of the algorithm to a certain extent, and has great clinical
application value.



280 P. Zhang et al.

2 Related Work

2.1 Convolutional Neural Network

In recent years, Convolutional Neural Network (CNN) is one of the fastest growing
networks in artificial neural networks. Convolutional neural network [16] is a deep feed-
forward neural network. Its structure is composed of input layer, alternate convolution
layer and pooling layer, full connection layer and output layer. Convolution layer is
responsible for convolution operation and feature extraction. The most important of the
convolutional layer are the two characteristics of local connection and weight sharing.
The expression of the convolution process is:

V (i, j) = (X ∗ W )(i, j) + b =
n−in∑

L−1

(XL ∗ WL)(i, j) + b (1)

where X is the input matrix and XL is the L-th input matrix. W is convolution kernel
matrix. b is biased. V (i, j) is the output matrix after convolution.

The pooling layer is also called down sampling, which is responsible for dimension
reduction of features and data compression after convolution of the upper layer. Pool-
ing can reduce overfitting and improve the fault tolerance of the model. The features
of convolutional layer and pooling layer alternately extract input data layer by layer.
Convolutional neural networks usually end with one or several fully connected layers.
Figure 1 shows the structure of convolutional neural network.

Output Layer Input Layer Convolutional  Layer Pooling  Layer Fully Connected Layer

...

Fig. 1. Structure of convolutional neural network

2.2 Long Short-Term Memory

Long Short-Term Memory (LSTM) is a special type of recurrent neural network [17].
It solves the problem of long-term dependencies of traditional RNNs. LSTM can well
capture the front-to-back dependence of ECG signals, and has great advantages in the
time series processing of ECG data.
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Fig. 2. Basic structure of LSTM

LSTM network is a chain loop network structure. An LSTM unit consists of an input
gate, an output gate, and a forget gate. These three control doors protect and control the
unit status. The basic unit of LSTM is shown in Fig. 2.

Xt represents the input of the current sequence. Ct−1 indicates the state at the previous
moment. ht−1 represents the output vector at the previousmoment, and ht can be obtained
by operation. ht indicates the output of the current state and updates the state to get Ct.
The forgetting gate controls the degree of forgetting, that is, determines how much
information of Ct−1 can be transmitted to the current time Ct. The tanh function in
the input gate creates a new cell state. The sigmoid function determines which values to
update. The output gate obtains the output ht corresponding to the current state according
to the new state of Ct.

3 Methods

The network structure designed in this paper is composed of input layer, 13-layer
one-dimensional convolutional layer, 7-layer pooling layer, 1-layer LSTM, 13-layer
Batch Normalization, 4-layer Dense layer, and softmax classifier. The network structure
designed in this paper is shown in Fig. 3. Firstly, convolution operation is carried out
with convolution kernel number of 128 and convolution kernel size of 25. Use the Relu
activation function after convolution. Following the convolution layer is the BN layer.
Two layers of convolution and one layer of pooling. Dropout is 0.5 to avoid overfitting.
Similar to the above structure, the convolution kernels are respectively 64 and 32, and
the size of the convolution kernel is 16 for feature extraction on the data. Then, the
data enters the LSTM layer. The above description uses convolution pooling and LSTM
to extract ECG features. Finally, connect the four dense layers and complete the five
classification tasks of the ECG signal through the softmax classifier.
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Fig. 3. Network structure of LSTM and CNN

3.1 Convolutional Layer and Pooling Layer

Themain function of the convolution layer is to extract features and featuremaps through
the convolution kernel. The characteristics of local receptive field and weight sharing are
used to effectively extract the input information. In this paper, 13 convolutional layers
are constructed. After many experiments, appropriate parameters are selected. Finally,
the number of convolution kernels is selected to be 128, 64, 32, and the convolution
kernel sizes are 25 and 16, to perform deep feature extraction on ECG data. The main
function of the pooling layer is to reduce the dimensions of features to improve model
performance. The more commonly used pooling methods are the two methods of max-
pooling and average-pooling. Through experiments, the max-pooling is used in the final
model.

3.2 LSTM Layer

ECG data is periodic data. Feature extraction can be performed on ECG signals through
convolution pooling, but it is difficult to extract the dependencies between ECG signals.
The LSTM network structure can extract the time series characteristic waveform of
ECG signal. Therefore, the combination of CNN and LSTM network structure can give
full play to each other’s advantages to the greatest extent. The data extracted from the
convolution pool is sent to the LSTM layer.

3.3 Batch Normalization

Batch normalization (BN) can deal with the problem of gradient disappearance and gra-
dient explosion well. We add Batch Normalization after the convolutional layer of each
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layer, which can effectively solve the problem of gradient disappearance and gradient
explosion. At the same time, it can speed up training and improve performance.

3.4 ReLu Activation Function

In terms of calculation speed, ReLu activation function is fast. Just confirm that the
input is greater than 0. In terms of convergence speed, the ReLu activation function is
much faster than the sigmoid activation function and the tanh activation function. In the
network structure, we use the ReLu activation function to replace the commonly used
activation function, which improves the training speed of the network and accelerates
the convergence speed of the network. The formula of the ReLu function is:

f (x) = max(0, x) (2)

3.5 Adam Optimizer

In choosing the optimizer, we chose to use the Adam optimizer. The use of the Adam
optimizer can make convergence fast. Adam uses the first and second moment esti-
mates of the gradient to dynamically adjust the learning rate of each parameter. Adam’s
algorithm formula is:

mj = β1mj−1 + (1 − β1)gj
vj = β2vj−1 + (1 − β2)g2j
m̂j = mj

1−β
j
1

v̂j = vj

1−β
j
2

(3)

where mj is a first-order moment estimation of the gradient, vj is a second-order moment
estimation of the gradient. β1 is the exponential decay rate, and the default value is 0.9.
β2 is the exponential decay rate, and the default value is 0.999. m̂j is the correction for
mj, v̂j is the correction for vj.

The gradient update specification is:

θj+1 = θj − α√
v̂j + ε

m̂j (4)

3.6 Dropout

The concept of Dropout was first proposed by Hinton et al. In 2012 during the model
training process, overfitting is easy to occur. The use of dropout can well prevent the
occurrence of overfitting. Through multiple experiments, when the dropout is 0.5, the
experimental effect is the best.
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3.7 Cross Entropy Loss Function

In terms of loss function, we choose to use cross entropy loss function. The role of cross
entropy is to judge the similarity between the real output and the expected output. The
multi-class mathematical expression of cross entropy is:

L = −
N∑

c=1

yc log(pc) (5)

3.8 Softmax

The traditional binary classification problem uses a logistic regression model. Softmax
is a derivative of logistic. In this paper, we choose the softmax classifier to solve the five
classification tasks of ECG.

hθ (x
(i)) =

⎡

⎢⎢⎢⎣

p(y(i) = 1|x(i); θ)

p(y(i) = 2|x(i); θ)
...

p(y(i) = k|x(i)); θ)

⎤

⎥⎥⎥⎦ = 1
k∑

j=1
eθTj x

(i)

⎡

⎢⎢⎢⎢⎣

eθT1 x
(i)

eθT2 x
(i)

...

eθTk x(i)

⎤

⎥⎥⎥⎥⎦
(6)

In the above formula, θ1, θ2. . . θk are the parameters of the model.

4 Experiments and Results

4.1 Dataset

We use MIT-BIH database to verify and compare the classification effect of the model.
The MIT-BIH database is the most commonly used dataset for ECG classification
research, and it is also one of the three major ECG databases recognized internationally
today.Thedata set contains 48ECGdata, a 2-leadECGsignalwith a length of 30min, and
a sampling frequency of 360 Hz [18]. The classification of categories follows the stan-
dards set by the Association for the Advancement of Medical Instrumentation (AAMI)
and is divided into five categories, as shown in Table 1.

According to theAAMI standard, the four records 102, 104, 107 and217are removed.
According to the method proposed by De Chazal [19], 44 records are divided into two
data sets DS1 and DS2, each data set contains 22 records, and the division method is
shown in Table 2. This method of division divides the training set and test set from
different individuals, fully considering individual differences, and has strong practical
significance.

The ECG signal was sliced directly, with a segment length of 5 s and no QRS wave-
form detection was performed [20]. In the experiment, DS1 is the training set and DS2
is the test set. There were 27003 training data and 7942 test data. The data dimension
is 1280. There are three main types of noise in ECG signals: power frequency interfer-
ence, EMG interference, and baseline drift. For these three kinds of noise interference,
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Table 1. Classification of categories follows the AAMI standard.

Category Class

N Normal beat
Right and left bundle branch block beat
Atrial escape beat
Nodal (junctional) escape beat

S Atrial premature beat
Aberrated atrial premature beat
Nodal (junctional) premature beat
Supraventricular premature beat

V Premature ventricular contraction
Ventricular escape beat

F Fusion of ventricular and normal beat

Q Paced beat
Fusion of paced and normal beat
Unclassifiable beat

Table 2. Divided dataset proposed by De Chazal

Dataset Records

DS1 101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124, 201, 203, 205, 207, 208,
209, 215, 220, 223, 230

DS2 100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214, 219, 221, 222,
228, 231, 232, 233, 234

wavelet transform can handle it well. For ECG data, the multi-resolution characteristics
of wavelet transform can perform multi-scale transformation on local details, and to a
large extent, the non-stationary characteristics of signals can be well processed. The
formula of wavelet transform is as follows:

WT (a, τ ) = 1√
a

∫ ∞

−∞
f (t) ∗ ψ(

t − τ

a
)dt (7)

where a is the scale factor, its role is to control the expansion and contraction of the
wavelet function, τ is the translation amount, control the translation of the wavelet
function.

In order to reduce the noise of the ECG signal, we perform wavelet removal of noise
on the ECG data. We use wavelet to remove noise from ECG data. Using db6 wavelet
base, the ECG data after noise reduction is obtained, as shown in Fig. 4.
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Fig. 4. Comparison of wavelet denoising effect

4.2 Results

In this paper, accuracy, sensitivity and specificity are used to evaluate the performance
of the model. The formula is as follows:

accuracy = TP + TN

TP + TN + FP + FN
(8)

sensitivity = TP

TP + FN
(9)

specificity = TN

TN + FP
(10)

where TP is True Positive, FP is False Positive, TN is True Negative, FP is False Positive,
and FN is False Negative.

Under intra-patient paradigm, the accuracy of classification of ECG signals using
a model combining LSTM and CNN reached 99.08%. The accuracy, sensitivity, and
specificity of the categories are shown in Table 3.

The accuracy, sensitivity and specificity of N category are 98.82%, 99.05% and
99.68%. The accuracy, sensitivity and specificity of V category are 98.06%, 99.51% and
99.49%. The accuracy, sensitivity and specificity of S category are 99.44%, 98.81% and
99.85%. The accuracy, sensitivity, and specificity of F category are 99.38%, 98.55%,
and 99.83%. The accuracy, sensitivity, and specificity of Q category are 100%, 99.76%,
and 100%.

Under inter-patient paradigm, the accuracy of classification of ECG signals using a
model combining LSTM and CNN reached 88.38%. Confusion matrix is usually used
to measure the accuracy of a classifier. The confusion matrix is shown in Fig. 5.
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Table 3. Experimental results under intra-patient paradigm

Category Accuracy Sensitivity Specificity

N 98.82% 99.05% 99.68%

V 98.06% 99.51% 99.49%

S 99.44% 98.81% 99.85%

F 99.38% 98.55% 99.83%

Q 100% 99.76% 100%

Fig. 5. Confusion matrix

Table 4. Experimental comparison results

Method PCA+SVM LSTM CNN LSTM+CNN

Accuracy 50.96% 76.73% 80.04% 88.38%

In order to evaluate the algorithm in this paper, the recognition methods based on
SVM, LSTM, and CNN are implemented respectively. The experimental comparison
results are shown in Table 4. Due to the large data dimensions; the SVM algorithm
calculation requirements in machine learning are relatively large. We use PCA dimen-
sionality reduction to extract features, finally reduce the dimensions to 30 dimensions,
and send the data to SVM for classification. The accuracy of using the SVM classi-
fier to classify ECG data into 5 categories is 50.96%. Before using machine learning
algorithms to classify ECG data, performing dimension reduction on the data will lose
some useful information and cause the results to be too low. The accuracy of using the
traditional LSTM structure to classify the data into 5 categories is 76.73%. The accuracy
of five classifications of ECG data using traditional CNN structure is 80.04%. Using the
network structure of LSTM and CNN proposed in this paper to classify ECG data, the
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accuracy rate is 88.38%. Using a network structure that combines LSTM and CNN can
fully extract ECG data and capture the association between signals, which is better than
using CNN or LSTM alone.

5 Conclusion

In this paper, an ECG classification model based on LSTM and CNN is proposed. After
denoising by wavelet transform, the data is directly sent to the input layer. Using the
network structure of the phase structure of LSTM and convolutional neural network to
extract features and dependencies in ECG signals, a very good result was achieved. The
accuracy of the algorithm is 88.38% under inter-patient paradigm. The accuracy under
intra-patient paradigm is 99.08%.
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Abstract. Aiming at the problem that the camera triggeringmethodof the existing
license plate recognition system depends on the sensor, an improved Gaussian
mixed background modeling and dual threshold triggering method are proposed.
Firstly, the Gaussian model is established in units of rows, the parameters of
the Gaussian model are updated and the pixel values are updated by the double
threshold setting to separate the moving objective from the background. Then,
the foreground image is denoised by Gaussian filter, and the connected domain
is formed by morphological combination. The contour feature and color feature
of the connected domain are used to determine whether it is a vehicle and trigger
license plate location. The experiment proves that the algorithm can successfully
trigger the vehicle and locate the license plate area, the trigger success rate is 96%,
and the license plate positioning success rate is 94%.

Keywords: Video trigger · License plate location · Mixed Gaussian model

1 Introduction

License plate recognition is an important application of computer vision and pattern
recognition in the field of intelligent transportation. With the development of computer
vision and pattern recognition technology, license plate recognition is widely used in
practice. Themain process of conventional license plate recognition is image acquisition,
license plate location, character segmentation and character recognition. The current
image acquisition process is usually that the camera receives the trigger signal and
takes a picture of the vehicle. The trigger mechanism [1] is mainly divided into external
trigger and video trigger; Common license plate location algorithms are mainly based on
texture features [2], color features [3], edge information [4], transform domain analysis
[5] and morphological processing [6]; The character segmentation algorithms mainly
include: projection method [7], connected domain method and prior knowledge method;
character recognition algorithms mainly include template matching method [8], neural
network method [9–11] and feature extraction method.

At present, the research hotspots of license plate recognition technologymainly focus
on license plate location, character segmentation and character recognition. There are
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relatively few studies on the triggering mechanism of image acquisition. However, the
performance of the trigger mechanism has a great impact on the image quality captured
by the camera and will affect the subsequent positioning and recognition process results.
Therefore, research on the trigger mechanism is necessary.

The trigger mechanism for license plate recognition is to solve the image acquisition
process, which ensures that the camera captures a clear image of the vehicle accurately.
The trigger mechanism is mainly divided into external trigger and video trigger. The
trigger signal of the external trigger is derived from the sensor used by the license plate
recognition system, such as the ground sense coil and the infrared radiation sensor.
The most widely used one is the ground sense coil. When the vehicle passes, the sensor
transmits a trigger signal to the camera or system, triggering the camera to take a picture.
In the case that the sensor trigger signal is stable, a high capture rate and image quality
can be ensured and an optimal recognition effect can be achieved. However, because
of the external trigger requiring to use sensors, the working environment of the license
plate recognition system is greatly limited, the sensor has problems such as aging and
damage and needs regular maintenance and replacement. Video triggering is a new
trigger mechanism that has emerged in recent years. It automatically analyzes the input
video stream through the system or camera. It does not need to accept the external
trigger signal and intercepts the image at the right time to complete the license plate
recognition process. The disadvantage of video triggering is that the analysis of the
input video stream requires a large amount of memory, which has certain requirements
on the performance of the algorithm and the computing power of the processor. Video
triggering is possible with increased computing power and algorithm optimization.

Meng [12] proposed a method based on background difference method and setting
double threshold to automatically detect the projectile and receive the trigger signal in
real time while receiving the image data signal of the line CCD camera. Firstly, the
background difference is made to the video, a double threshold is set, one is a trigger
threshold and the other is a change threshold. The trigger is triggered when the dif-
ference is greater than the trigger threshold. The pixel value is updated proportionally
between the trigger threshold and the update threshold. Since the threshold is relatively
fixed, this method is not suitable for situations where the background is complex and
variable. Yu [13] sets a virtual induction coil area in the video image. By counting the
range and quantity of gray scale changes in the virtual coil area, the threshold is set
and the license plate recognition is triggered, which is applied to the maintenance shop
of Automobile Sales Service shop 4S. By setting the virtual coil area and counting the
range and quantity of gray scales, better results can be obtained under indoor conditions.
However, this method cannot be effectively triggered when the illumination intensity
is abrupt and the background is complex. Qian proposed a method based on Surendra
background update and inter-frame difference to implement vehicle triggering. Firstly,
the initial background is established by the mean method, and the adjacent two frames
are inter-frame difference. The background image and the difference image are again
differentiated. The morphological operation and the connected domain mark are used
to judge the vehicle position and trigger the license plate recognition. Ding proposed a
method based on three-frame difference and clustering to implement vehicle triggering.
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Firstly, the three consecutive frames are subjected to two-two difference, the local simi-
larity and the linear weighted image of the difference image are calculated and clustered,
the two images after clustering are “and” operated, detect the position of the vehicle and
trigger the license plate recognition. The inter-frame difference method is simple and
effective, but when themoving objective is close to the background color, the inter-frame
difference cannot get good results and the threshold of the inter-frame difference is dif-
ficult to adapt to the background change. Li [14] proposed a method based on Gaussian
mixture modeling and inter-frame difference to judge the submunition and smoke state
in the shooting range, and realize automatic triggering of high-speed camera. Firstly, the
background is updated by adaptive Gaussian mixture model and the difference image is
obtained by inter-frame difference. Threshold segmentation is performed by the maxi-
mum inter-class variance method (OTSU) and the contour and shape of the segmented
image are judged to determine whether smoke exists or not. Gaussian mixture modeling
can effectively separate the moving objective from the background and it can get good
results with the OTSU algorithm. However, since Gaussian mixture modeling needs to
establish K Gaussian distributions for each pixel value and update parameters, that will
greatly increase the computational complexity, reduce the system running speed and
cannot meet the real-time requirements.

Therefore, we propose a triggering method based on improved Gaussian mixture
backgroundmodeling and setting double thresholds. Firstly, theGaussianmodel is estab-
lished in units of rows, the parameters of the Gaussian model are updated and the pixel
values are updated by the double threshold setting to separate the moving objective from
the background. Then, the foreground image is denoised by Gaussian filter, and the
connected domain is formed by morphological combination. The contour feature and
the color feature of the connected domain are used to determine whether it is a vehicle
and trigger license plate recognition. After 50 bayonet video tests taken by the drone,
the algorithm can successfully trigger the vehicle and locate the license plate area. The
vehicle trigger success rate is 96%, and the license plate positioning success rate is 94%.

We will introduce the idea of Gaussian mixture background modeling algorithm in
Sect. 2. The improved Gaussian mixedmodeling algorithm is introduced in Sect. 3.1, the
triggering algorithm is introduced in Sect. 3.2 and the positioning algorithm is introduced
in Sect. 3.3. The experimental results and analysis will be described in Sect. 4.

2 Mixed Gaussian Background Modeling

Mixed Gaussian background modeling [15] was first proposed by Stauffer and Grimson,
which models each pixel according to a Gaussian distribution and updates the model
parameters by anonlineEMapproximationmethod [16–19] basedon regressionfiltering.

Stauffer and Grimson assume that the set of pixel values for (x0, y0) at time t is
{X1,X2, . . . ,Xt} = {I(x0, y0, t)|1 ≤ i ≤ t}, where I is the sequence of video frames.
When the background and illumination conditions are relatively stable, the pixel values
at the same position at different times are relatively unchanged, recorded as stable pixel
values. Noise is generated during image sampling. Assuming that the noise is mainly
independent Gaussian noise, the pixel values will fluctuate up and down based on the
stable pixel values. Thus, the distribution for this pixel value can be described by a single
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Gaussian distribution centered on the average pixel value. However, video sequences in
natural scenes usually have changes in illumination conditions, objective motion, etc.,
so a single Gaussian model cannot describe the distribution of pixels at different time
sequences. If a illumination change occurs in a static scene, the corresponding Gaus-
sian model needs to update the illumination changes to the background in a short time;
If a moving objective appears in a static scene, the motion of the moving objective is
reflected on the image, which may be a repeated Gaussian distribution of different mag-
nitudes. Complex changes [20–22] obviously cannot be described by a single Gaussian
distribution, so a mixed Gaussian distribution is proposed.

Assuming that the pixel distribution for (x0, y0) at 0− t can be modeled by a mixed
Gaussian model, the probability distribution of the current pixel can be expressed as

P(Xt) =
K∑

i=1

ωi,t ∗ η
(
Xt, μi,t,

∑
i,t

)
(1)

WhereK is the number ofGaussian distributions,ωi,t is theweight of the ithGaussian
distribution at time t, μi,t is the mean of the ith Gaussian model at time t,

∑
i,t is the

covariance matrix of the ith Gaussian model at time t, η is a Gaussian probability density
function. Because of the computing power and real-time requirements, K usually takes
3–5.

Since there is a matrix inversion operation in the calculation process, in order to fur-
ther simplify the calculation, it is assumed that the color image R, G and B channel pixel
values are independent of each other. By sacrificing the correlation between channels
and reducing the computational complexity, the covariance matrix is defined as

∑
k,t = σ 2

k I (2)

Usually when solving a mixed Gaussian model, the EM algorithm is used to find the
optimal solution. However, since there are K Gaussian models for each pixel to describe
its distribution, the computational complexity caused by the traditional EM algorithm is
unacceptable. Therefore, it is judged whether or not the Gaussian model is satisfied by
comparing the new pixel value with the existing K Gaussian distribution. The matching
threshold is typically set to 2.5 times the standard deviation of the Gaussian distribution.

If the K Gaussian distributions do not match the current pixel values successfully,
then update the existing Gaussian distribution. Using the current pixel value as the
mean of the new Gaussian model, the variance of the new Gaussian model is the initial
Gaussian distribution variance and the weight is the lowest prior weight to replace the
lowest priority probability distribution in the existing Gaussian distribution.

ωk,t = (1 − α)ωk,t−1 + α
(
Mk,t

)
(3)

Where α is the learning rate of the Gaussian model, which controls the learning
speed of the Gaussian model. Mk,t is 1 for the model with a successful match and 0 for
the remaining models.

For models that fail to match, μ and σ remain the same. The parameters of the
matching Gaussian distribution are updated to

μt = (1 − ρ)μt−1 + ρXt (4)
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σ 2
t = (1 − ρ)σ 2

t−1 + ρ(Xt − μt)
T (Xt − μt) (5)

The second learning rate ρ is

ρ = αη(Xt |μk , σk) (6)

The above is the update process of the Gaussian mixture model. As the Gaussian
model parameters are updated, the model will better describe the distribution of pixel
values. In order to better separate the moving objective from the background, we need
to make sure which Gaussian model can better match the background. Therefore, all
Gaussian models need to be prioritized, and the priority rank is set to

rank = ω/σ (7)

For Gaussian distributions that can better match the background, the weight is rela-
tively high, and at the same time, the lower variance can be guaranteed, so the priority
is higher; vice versa.

Use the first B Gaussian distributions as background matching models, which is

B = argminb

(
b∑

k=1

ωk > T

)
(8)

Where T is the ratio of the background to the entire image.
From the perspective of the image, the Gaussian distribution corresponding to the

static background will always maintain a high priority and the moving objective always
corresponds to a lower priority distribution, even cannot be successfully matched. As
an objective changes from motion to stationary, it will gradually become part of the
background, which does not destroy the existing Gaussian model corresponding to the
static background. The static background will still maintain a high priority until it stops
completely and becomes part of the background; If a stationary objective begins tomove,
its original higher Gaussian distribution priority will gradually decrease and be replaced
by other Gaussian distributions that better match the background until it becomes a
moving objective.

3 Method

3.1 Improved Gaussian Mixture Background Modeling

The mixed Gaussian model can robustly overcome the disturbances such as illumination
changes and branching, but it needs to establish K Gaussian distributions for each pixel,
and update the weight, mean and variance of each Gaussian model in real time, the
computational complexity is higher. In order to reduce the computational complexity,
we propose a block scheme for establishing a mixed Gaussian model in units of rows.



A Gaussian Mixture Background Extraction Based Video Triggering Method 295

Assuming that the pixel value set of pixel (xi, y0) at time t is {X0,X1, . . . ,Xwidth−1} ={
Im

(
xi, yj, t

)|0 ≤ i ≤ width − 1, 0 ≤ m ≤ t, 0 ≤ j ≤ height − 1
}
, Where I is the

sequence of video frames. Then the weighted mean of the j rows is

μw =
width−1∑

i=0

wiI
(
xi, yj, t

)
(9)

Where μw is the weighted mean, wi is the weight corresponding to I
(
xi, yj, t

)
and

wi is defined as

wi = pi
Iwidth

(10)

Where pi is the frequency at which a pixel value appears in the row, Iwidth is the
width of the image row. When calculating the weights, we sort the rows first and then
count the number of times each pixel appears. The probability distribution of the row
can be described as

P
(
Ij
) =

K∑

i=1

ωi,t ∗ η
(
Ij, μw,i,t,

∑
i,t

)
(11)

Where ωi,t is the weight of the ith Gaussian distribution at time t, μw,i,t is the
weighted mean of the ith Gaussian model at time t,

∑
i,t is the covariance matrix of the

ith Gaussian at time t and η is the Gaussian probability density function.
To establish a mixed Gaussian model, The first parameters to be sure is the weight,

mean and standard deviation corresponding to each Gaussian distribution. Usually, the
mean of the block Gaussian model is the average of the pixel values within each block,
which will weaken the difference in pixel distribution. If each block is large enough, the
average cannot represent the distribution within the block, and the model created and
updated cannot correctly describe the pixel distribution, and the background update is
slower; If each block is small enough, the difference between the average and the pixel
distribution is weakened, but the speed of the block cannot be increased by the block,
and the meaning of the block no longer exists. In order to ensure the validity and speed
of the model, we use the weighted average as the mean of the Gaussian model when
modeling each row of pixels.

In the Gaussian mixture modeling process, in order to simplify the calculation, Chris
Stauffer and W.E.L. Grimson assume that the channels are independent of each other
and the complex matrix inversion becomes the summation operation of each channel. In
actual image processing, in order to simplify the calculation, the color image is usually
not directly processed, but the correlation calculation is performed on the grayscale
image. After conversion to a grayscale image, the relationship between the channels
is completely ignored and the covariance matrix does not exist. Formula (11) can be
simplified to

P
(
Ij
) =

K∑

i=1

ωi,t ∗ η
(
Ij, μw,i,t, σ

2
w,i,t

)
(12)
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Therefore, in the subsequent modeling and calculation, we are all discussing
grayscale images.

The update algorithm of the Gaussian model parameters is basically the same as
Chris Stauffer and W.E.L. Grimson.

The purpose of Gaussian mixture background modeling is to separate moving objec-
tive from the background, and foreground and background pixel value updates are also
important. Although we have built a Gaussian model in rows, the final thing that needs to
be updated is each pixel value in the row. Therefore, an update strategy for pixel values
needs to be established.

When the weighted mean of the row to be measured satisfies the matching condition
with a Gaussian model in the sequence, the pixel of the row is considered to be the
background. The pixel value of this row should be updated to

I
′(
xi, yj, t

) =
(
I(xi, yj, t) − I

′)2

I(xi, yj, t)
+ I(xi, yj, t) (13)

I
′(
xi, yj, t

)
is the new background pixel value and I

′
is the sum of the predicted

values of the Gaussian model sequence, which is

I
′ =

K∑

i=0

μw,i,tσw,i,t (14)

For rows that do not match successfully, they will be considered foreground and
further judged that their pixel values are updated to

I
′(
xi,yj, t

) =
⎧
⎨

⎩

0
I
(
xi,yj, t

) ± μw,i,t[rank[0]]
/
I
(
xi,yj, t

)
dif

dif ≤ σw,i,t[rank[0]]
others

255 dif ≥ D ∗ σw,i,t[rank[0]]
(15)

dif = |I(xi,yj, t
) − μw,i,t[rank[0]]| (16)

μw,i,t[rank[0]] is the mean value corresponding to the Gaussian model with the
highest priority, σw,i,t[rank[0]] is the standard deviation corresponding to the Gaussian
model with the highest priority and dif is the absolute value of the difference between
the pixel value and the mean value of the pixel to be tested.

3.2 Trigger Algorithm

After modeling with the improved Gaussian mixture background, the stationary back-
ground and moving the foreground target can be extracted and updated in real time.
Through the Gaussian mixture background modeling and morphological combination,
etc., the vehicle position is located and the license plate location is triggered according
to its position. The process is shown in Fig. 1.

Since the separated moving target image tends to have a large amount of noise points
and non-vehicle area interference. Therefore, it is necessary to eliminate noise in the
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Fig. 1. Video trigger process

image. In the experiment, we used a Gaussian filter to eliminate noise. Gaussian filtering
is a linear filtering that uses a distribution of two-dimensional Gaussian functions to
smooth an image. The two-dimensional Gaussian function is rotationally symmetric, has
the same degree of smoothness in all directions and does not change the edge orientation
of the original image. The anchor pixels are not affected too much by pixels farther from
the anchor point, ensuring the characteristics of the feature points and edges, and are not
contaminated by high frequency signals during the filtering process.

Since the image completed by Gaussian filtering may still have small noise, mor-
phological operations are used to eliminate small noise and connect small areas into
connected domains. First, use the morphological closing operation of the 3 * 3 convolu-
tion kernel to eliminate the black noise point, and then use the 5 * 5 expansion operation
twice to connect the small areas as much as possible. Through morphological opera-
tions, a certain number of connected domains are formed. In order to further reduce the
interference, it is necessary to traverse all the connected domains to eliminate the area
of less than 20 pixels.

Generally speaking, the vehicle has a large area in the connected domain, and there
is a certain aspect ratio. Therefore, the position of the vehicle can be further judged using
the area and the aspect ratio. According to the experimental measurement, the area and
aspect ratio are as follows:

image
/
20 ≤ vehicle ≤ image/5 (17)

0.8 ≤ ratio ≤ 2.0 (18)

After the above judgment, the vehicle position can be basically located. The license
plate location is triggered by determining the position of the vehicle.

3.3 License Plate Recognition Algorithm

Conventional license plate images have obvious contrast, brightness and the features.
Therefore, when locating the license plate, the color feature can be used to remove most
of the non-license plate areas more quickly and obtain the license plate candidate area.
The process is shown in Fig. 2.
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Fig. 2. License plate location process

Firstly, the RGB channel image is transferred to the HSV channel and the color
matching is performed according to the threshold range of each channel corresponding
to the license plate color in the HSV channel.

Because the relationship between pixel values and colors of each channel is not
intuitive in the RGB model. The HSV model is more similar to the human perceived
color and the pixel value is clearly related to the color. Therefore, the HSV model is
more commonly used when matching colors. The approximate range of HSV models
for license plate colors is shown in Table 1.

Table 1. License plate color corresponds to HSV model

Blue Yellow White Black

H(min) 100 26 0 0

H(max) 124 34 180 180

S(min) 43 43 0 0

S(max) 255 25 30 255

V(min) 46 46 221 0

V(max) 255 255 255 46

After the color matching is completed, a binary image is obtained and the area
corresponding to the license plate color is extracted. Since there are noises, adhesions,
separations, etc. in the target area, it is necessary to use morphological operations to
connect small areas to form connected domains. According to experimental research, it
is found that due to the relatively large spacing between the second character and the
third character of the Chinese license plate, the license plate area may be disconnected
in the horizontal direction and adhere to the car bumper, the middle net and other areas
in the vertical direction. In order to obtain a more complete license plate candidate area
and eliminate noise interference, we set the morphological combination with different
size convolution kernelswhen performingmorphological operations. Themorphological
combination steps are as follows:
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Step 1: two erosion operations with a convolution kernel size of 5 * 3;
Step 2: two dilation operations with a convolution kernel size of 3 * 5;
Step 3: one erosion operations with a convolution kernel size of 5 * 3;

After the morphological combination process, the license plate candidate area does
not break in the horizontal direction anddoes not stick in the vertical direction, forming an
independent connected domain. To further eliminate noise, traversing the image contour,
contours with square less than 20 pixels will be identified as noise, which are eliminated
by modifying the pixel values.

The contour of the pre-processed image is detected, and the license plate candidate
area is selected according to the shape feature of the license plate and the character and
finally the license plate image is obtained.

Depending on the shape characteristics of the license plate, the area and aspect ratio
of the contour are defined, which is

image
/
500 < plate < image

/
100 (19)

2.0 < whRatio < 4.0 (20)

Where image is the source image size, plate is the license plate candidate area
size, and whRatio is the license plate outline aspect ratio. The standard Chinese license
plate has an aspect ratio of approximately 3.14. Considering that the candidate area
may contain non-license plate areas and shooting angles, it is necessary to increase the
threshold range as much as possible. Since the shooting angle is not correct, the license
plate area may have a certain angle of inclination, and an affine transformation is needed
to correct, and the license plate candidate area is further selected.

There may be some license plate candidate areas that do not contain license plates
and need to be further filtered using the area and aspect ratio characteristics of the license
plate characters, which is

plate
/
70 < character < plate

/
5 (21)

0.5 < chwhRatio < 3.0 (22)

Where character is the size of the character area, chwhRatio is the aspect ratio of
the license plate character. According to the Chinese license plate shape, the standard
character area size is approximately 1

/
15 of the entire license plate area and the aspect

ratio of standard license plate characters is 0.5. Judging whether the candidate area
contains the license plate by counting the number of sub-contours that match the area
and aspect ratio of the license plate character. The number of sub-profiles is usually 2–8.
After the above steps, the license plate can be basically successfully located.

4 Experiments

4.1 Virtual Loop Detector Design

In the experiment, we set two virtual coil areas, which are recorded as region1 and
region2 in order from top to bottom, as shown in Fig. 3. Two virtual coil areas have the
same width and height.
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Fig. 3. Virtual loop detector design

Region1 monitors whether a vehicle has passed, once the vehicle is detected, the
camera begins to take a series of images. Region2 judges whether the target is a vehicle
again, stops taking images, extracts the clearest one and locates the license plate.

4.2 Experimental Results and Analysis

In the experiment, we used the DJI Phantom 3 Standard to shoot 50 videos at the traffic
jam for testing. Experimental hardware parameters and camera parameters are as shown
in Table 2.

Table 2. Experimental hardware parameters and camera parameters

Development language C#

Third Party Library Emgu CV

Operating environment Intel(R) Core(TM) i7 – 6700 CPU @ 3.40 GHz, Windows 10

Drone camera parameters 12 million pixels

Video parameters 1080P (120 fps)

The comparison between our method and other trigger mechanisms is as shown in
Table 3.

In the experiment, we did not compress the video. Through the method of video
stream analysis, the response time and the accuracy of the trigger are close to the existing
external sensor-dependent trigger mechanism. The experimental results prove that our
method is effective and feasible. For the image captured by the trigger, using our license
plate location method, the positioning accuracy is 94%.
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Table 3. The comparison between our method and other trigger mechanisms

Trigger success rate (%) Response time (ms)

Ground sense coil 99.2 20

Infrared radiation sensor 98.4 35

Our method 96 50

5 Conclusion

Aiming at the problem that the camera triggering method of the existing license plate
recognition system depends on the sensor, an improved Gaussian mixed background
modeling and dual threshold triggeringmethod are proposed. Firstly, theGaussianmodel
is established in units of rows, the parameters of the Gaussian model are updated and the
pixel values are updated by the double threshold setting to separate the moving objective
from the background. Then, the foreground image is denoised by Gaussian filter, and the
connected domain is formed by morphological combination. The contour feature and
color feature of the connected domain are used to determine whether it is a vehicle and
trigger license plate location. The experiment proves that the algorithm can successfully
trigger the vehicle and locate the license plate area, the trigger success rate is 96%, and
the license plate positioning success rate is 94%.
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Abstract. The modern social networks are huge and complex, with
lots of users and connections, and are well suited for steganography.
Recently, Wu et al. introduce a novel steganographic approach through
graph structure, which is represented by a series of sequential interac-
tions over online social networking service (SNS). However, since the
SNS is public to social users, according to the Kerckhoffs’s principle, if
an attacker masters the procedure to reconstruct the graph structure
with interactions, the directly embedded data may be exposed. In order
to address this problem, we put forward a new approach to remap the
corresponding interactions of the vertices of the graph structure by a key,
ensuring that even if the attacker reconstructs the graph structure per-
fectly, he cannot retrieve the directly embedded data. Compared with Wu
et al.’s method, our method has a larger capacity for the same number of
interactions, which has demonstrated the superiority and applicability.

Keywords: Steganography · Graph theory · Social networks · Security

1 Introduction

The modern digital communication is often associated with cryptography to pro-
tect the content. The resulting ciphertext can be transmitted over an insecure
channel since the secret message is difficult to be decrypted without the key.
However, cryptography leaves clear marks on the ciphertext for an eavesdropper
to trace down, which may lead the attacker to interrupt the covert communica-
tion though he cannot access the original plaintext. As another way to secure
communication, steganography [1,2], has the ability to even conceal the exis-
tence of the present communication, which has become an important security
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technology nowadays. Steganography has its own place in modern information
security. It is not intended to replace cryptography, but rather to supplement it.

Conventional steganographic arts [3–6], works by hiding a secret message
into an innocent digital file, e.g., image, video and audio, by slightly modifying
the noise-like component of the given digital file, without introducing notice-
able artifacts. Generally, the given media used for steganography is called cover,
and its modified version containing the additional message is called stego. It
is true that, image based steganographic techniques are the most common use
today. Audio based and video based techniques are also of increasing attention
to researchers. It is pointed out that, the used cover actually could be arbitrary
media file. Though many general steganographic algorithms can be applied to
different cover objects, there should be unique treatment associated with each
type of cover source since a different cover type always has its own statistical,
perceptual and structural characteristics.

Recently, Wu et al. [7] introduce a graph-theoretic steganographic approach
for social networks, which uses graph structure to conceal data. The secret data
is first translated as an undirected graph, also called message-graph. Then the
structure of the message-graph is concealed within a directed graph. The directed
graph is represented by sequential user-interactions through a social networking
service (SNS) platform. Wu et al.’s method is very innovative, and it is the first
time to deeply combine behavior steganography [8] and graph theory into prac-
tical scenarios. However, the security of this approach needs to be enhanced.
According to the Kerckhoffs’s principle, if the attacker knows how to recon-
struct the structure of the graph through social network interactions, the directly
embedded data hidden in the graph would be obtained.

This motivates the authors in this paper to address this security problem
by remapping the corresponding interactions of the vertices of the graph struc-
ture controlled by a secret key in this paper. It ensures that, even if the attacker
reconstructs the graph structure perfectly, he cannot retrieve the directly embed-
ded data. Moreover, compared with Wu et al.’s method, our method has a larger
capacity for the same number of interactions, which shows the superiority.

The rest of this paper are organized as follows. We briefly review Wu et
al.’s approach in Sect. 2. Then, in Sect. 3, we present the proposed approach.
In Sect .4, we provide a toy example to illustrate our approach. We analyze the
proposed work in Sect. 5. Finally, we conclude this paper in Sect. 6.

2 Prior Art Revisited

In this section, we review Wu et al.’s work [7], and point the security issue.

2.1 Framework of Wu et al.’s Method

In Wu et al.’s method, the first procedure is Message-Graph Generation. A graph
G(V,E), where V = {v1, v2, ..., vn} and E = {e1, e2, ..., em} is utilized to carry a
secret payload. Obviously, there are at most 2(n2) different undirected graphs with
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n vertices, and each graph can represent a bitstream sized
(
n
2

)
. One can assume

that the length of the secret message m is always
(
n
2

)
since the steganographer

can always append “0”s to the original bitstream so that its length is exactly
equal to

(
n
2

)
. The key steps to generate a message-graph is shown as below:

1. Initialize V0 = {v1, v2, ..., vn} and E0 = ∅.
2. For every mz ∈ m:

(a) if mz = 0, do nothing.
(b) if mz = 1, update E0 as E0 ∪ {(vx, vy)}, where x = min{j|1 � j �

n − 1,
∑j

i=1(n − i) � z} and y = x + z − ∑x−1
i=1 (n − i).

3. Construct the structure of undirected graph G0(V0, E0) based on V0 and E0.

In conclusion, every bit in bit-string is sequentially embedded as edges of
the undirected graph G0(V0, E0), which is called message-graph. The edges of
G0(V0, E0) correspond to “1”s in bitstream, and the edges of the complementary
graph of G0(V0, E0) correspond to “0”s in bitstream. The second procedure is
Message-Graph Embedding, namely, the message-graph G0(V0, E0) is embedded
into a directed graph G1(V1, E1) for concealing. The key steps of embedding
message-graph is shown as below:

1. Initialize E1 = ∅.
2. For each vi ∈ V0 (1 � i � n):

(a) If ∃j < i, (vj , vi) ∈ E0, then, ∀j < i, if (vj , vi) ∈ E0, insert (v′
i, v

′
j) to E1.

(b) If �j < i, (vj , vi) ∈ E0, insert (v′
i, v

′
n+1) to E1.

In brief, the edges in the directed graph G1(V1, E1) correspond to the edges
in the undirected graph G0(V0, E0), and the direction is from the higher indexed
vertex to the lower indexed vertex. If a vertex does not have any edges starting
from it, an edge pointing to a specified vertex vn+1 would be added to the vertex.
G0(V0, E0) is actually a subgraph of G1(V1, E1) if the directions are ignored.
The structure of graph G1(V1, E1) would be represented by sequentially user
interactions in a SNS platform, the users represent the vertices of the graph,
and the interactions between users represent the edges between the vertices
along with their indexes. The interactions would be produced orderly based on
their indexes, which means a lower indexed interaction would be produced prior
to a higher indexed interaction. The kind of interaction is not particular, it can
be commenting, “liking” or any other chosen interactions.

The last procedure is Message-Graph Reconstruction. The precondition of the
method is that both steganographer and receiver share a set U , which contains
all vertices in G1(V1, E1). Notice that, V1 can be a subset of U . Interactions in
SNS platform are public and can be observed. Once the receiver has G1(V1, E1),
G0(V0, E0) can be abstracted by ignoring directions and removing all the edges
that linked to v′

n+1. More details are demonstrated in [7].



306 H. Wu et al.

Fig. 1. Schematic diagram of proposed approach.

2.2 Security Concern

Wu et al.’s method has a capacity of
(
n
2

)
bits when the size of vertex set V0 is n,

indicating an embedding rate of 0.5 · (n−1) bits per vertex (bpv), which is supe-
rior in cover element utilization to traditional media based steganogrpahy [7].
However, there is a security concern of this method needing to take into consid-
eration. Wu et al. construct G1(V1, E1) to conceal G0(V0, E0), and they also add
redundant vertices and edges to distract potential attackers to enhance security.
Both the steganographer and the receiver share the vertex set U and therefore
the receiver does not retrieve the erroneous data [7]. Nevertheless, according to
Kerckhoffs’s principle, if an attacker masters the procedure to reconstruct the
graph structure from users’ interactions, the directly embedded data would be
insecure. Since users and interactions are public, attackers can observe all social
behaviors in SNS platform, we must consider avoiding the risk of leaking directly
embedded data when under attack.

3 Proposed Method

At the beginning of this section, we illustrate the general steganographic frame-
work, and then elucidate the key steps to embed data and extract data.

Figure 1 shows the schematic diagram of the proposed framework. Suppose
that, the secret data is a binary stream, the steganographer should first convert
the binary stream into a decimal stream. Then, according to the decimal stream
and the secret key, the steganographer will produce a graph with indexed vertices
and edges. It means that, each vertex and each edge will be associated with an
index value, though such kind of information will not be apparently announced
in the social network. Thereafter, the steganographer conveys the graph in social
networks by producing a sequence of user interactions in a social network. At
the receiver side, one can reconstruct the identical graph with indexed nodes
and edges by observing the interactions in the social network with the shared
secret key. The receiver will continue to extract the embedded information, i.e.,
a decimal stream, from the graph. Finally, the secret binary stream can be
reconstructed. Compared to Wu’s method, in our work, the indexes of vertices



Securing Graph Steganography over Social Networks 307

should be shared between the steganographer and the receiver, which ensures
that, the indexes of edges will be always changing due to a key.

Suppose we can control n + 2 vertices, indexed from v0 to vn+1. The vertex
set composed of v1 to vn is denoted by V . The edges whose both start point
and end point are belonging to the vertex set V are denoted as the edge set E.
The edge set E has m edges, and we design m to be an integer power of 2. We
therefore describe the proposed data embedding procedure as follows:

1. Take a decimal random seed R (1 � R � n). There are m edges in E, and
the indexes of edges are generated according to R, denoted as {e1, e2, ..., em}.
Without the loss of generality, we assume that ei has an index value of i.

2. Suppose the directly embedded data we want to transmit has m · log2 m bits,
append ‘0’s (or random bits) to the end of the data if the size is insufficient.
Divide the secret data into m groups, denoted by {b1, b2, ..., bm}. Each group
therefore has log2 m bits.

3. Convert {b1, b2, ..., bm} into decimal numbers, denoted as D = {d1, d2, ..., dm},
where 0 � dj � m − 1,∀j ∈ [1,m].

4. A total of m+1 F operations, denoted by F(0),F(1), ...,F(m), will be orderly
performed. The F(i) operation corresponds to one of the following cases.
(a) If there is only one element dj in D equal to i, the edge ej is represented

in the SNS platform.
(b) If there is no element in D equal to i, then randomly choose a vertex in

V and build an edge between it and v0.
(c) If there are k � 2 elements in D equal to i, denoted as {dj1 , dj2 , ..., djk},

where 1 � j1 < ... < jk � m, insert an edge between vk and vn+1, and
then {dj1 , ..., djk} are represented in the SNS platform by {ej1 , ..., ejk}.

(d) If i is equal to m, then insert an edge between vR and v0.

It is pointed that, during the data embedding, the directions of edges can be
arbitrary. Moreover, the seed R has been self-embedded into the social network
so that a receiver can auto-retrieve the secret data. V ∪ {v0, vn+1} including
their indexes are shared between the steganographer and the receiver. Notice
that, m is not pre-shared, since its value can be reconstructed by the receiver.
The reason is, the receiver knows when to terminate the extraction procedure,
which allows the receiver to determine m out by collecting the total number of
embedded edges. The detailed data extraction procedure is described as follows.

1. Observe users and their social interactions, reconstruct the graph structure,
and the sequence of interactions is determined by the time they occur.

2. A total of m + 1 G operations on interactions, denoted by G(i), i ∈ [0,m],
will be orderly performed. The G(i) operation is corresponding to one of the
following cases.
(a) If the edge belongs to E, then assign a value of i to the edge.
(b) If the edge connects v0, then skip to the next operation.
(c) If the edge connects vn+1 and vk, then assign i to the next k edges.
(d) If i = m, and the edge connects vR′ and v0, then set R = R′.
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Fig. 2. An example of V , E and their index information.

Table 1. The bit-groups and their values.

Bit-group b1 b2 b3 b4 b5 b6 b7 b8

Value 010 011 110 011 000 100 001 111

Table 2. The decimal values of the bit-groups.

Decimal number d1 d2 d3 d4 d5 d6 d7 d8

Value 2 3 6 3 0 4 1 7

3. Generate the indexes of edges in E according to R.
4. According to the indexes of edges and their assigned values, we can get a

string consisting of decimal numbers.
5. Convert each character of the decimal string into the corresponding binary

number with a size of log2 m, and the direct embedded data can be obtained.

4 Example

In this section, we are to present a detailed example to interpret our method.
We first formulate the problem of the example, then demonstrate the key steps
of data embedding and data extraction for the example.

4.1 Description

Suppose that, the secret data we want to embed in a graph structure is “010,
011, 110, 011, 000, 100, 001, 111”, which has a total of 24 bits. We are able to
control 7 vertices, indexed from v0 to v6. We have V = {v1, v2, ..., v5}. The edges
which connect vertices in V are denoted by an edge set E. The size of E will be
8, i.e., |E| = 8, which is exactly equal to 23.
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Fig. 3. The reconstructed graph structure from observations.

Table 3. The detailed information about F operations.

F operations F(0) F(1) F(2) F(3) F(4) F(5) F(6) F(7) F(8)

Number d5 d7 d1 d2, d4 d6 None d3 d8 Seed

Edge e5 e7 e1 (v2, v6) e2, e4 e6 (v5, v0) e3 e8 (v4, v0)

Table 4. The detailed information about G operations.

G operations G(0) G(1) G(2) G(3) G(4) G(5) G(6) G(7) G(8)

Edge (v2, v3) (v3, v5) (v1, v2) (v2, v6) (v1, v3) (v1, v5) (v2, v5) (v5, v0) (v1, v4) (v4, v5) (v4, v0)

Value 0 1 2 Skip,3,3 4 Skip 6 7 R = 4

4.2 Data Embedding

First of all, we take R = 4 as the random seed in this example to generate the
indexes of edges. There are a total of 8 edges in E, denoted by {e1, e2, ..., e8}.
For convenience, the edges are indexed as shown in Fig. 2, e.g., e1 = (v1, v2),
e7 = (v3, v5). Notice that, here, the edges have no directions.

Since the secret data has exactly 8 · log28 = 24 bits, there has no need to
fill zeros in the end. We divide the secret data into 8 groups and index them by
{b1, b2, ..., b8}. Each group has 3 bits, which is shown in Table 1.

We convert each bit-group into a decimal number, which can be described as
Table 2. In Table 2, the decimal numbers are represented by D = {d1, d2, ..., d8},
where 0 ≤ di ≤ 7 for all 1 ≤ i ≤ 8. Thereafter, we orderly perform a total
of 9 F operations, denoted by {F0,F1, ...,F8}. Each operation essentially is
equivalent to adding new edges between vertices. The edges are released in the
social network by user interactions. We detail the process below.

As there is only one element d5 equal to 0, F(0) requires us to release e5 =
(v2, v3) in the social network. As only d7 = 1 and d1 = 2, we release e7 = (v3, v5)
and e1 = (v1, v2) orderly in the social network. For F(3), there are two elements
equal to 3, we first release (v2, v6) to tell such side information to a decoder.
Then, we orderly release e2 = (v1, v3) and e4 = (v1, v5). For F4, e6 = (v2, v5)
is released. Since there has no element equal to 5, (v5, v0) is inserted for F(5).
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Table 5. The mapping relationship between observed edges and original indexes.

Edge (v2, v3) (v3, v5) (v1, v2) (v1, v3) (v1, v5) (v2, v5) (v1, v4) (v4, v5)

Index e5 e7 e1 e2 e4 e6 e3 e8

Table 6. Edges and their assigned values after arrangement.

Edge (v1, v2) (v1, v3) (v1, v4) (v1, v5) (v2, v3) (v2, v5) (v3, v5) (v4, v5)

Index e1 e2 e3 e4 e5 e6 e7 e8

Value 2 3 6 3 0 4 1 7

Going on, e3 = (v1, v4) and e8 = (v4, v5) are corresponding to F(6) and F(7),
respectively. Finally, (vR, v0) is released. Table 3 shows all the information.

4.3 Data Extraction

At the receiver side, the receiver observes the interactions between the users,
and reconstructs the graph structure as shown in Fig. 3. In Fig. 3, the assigned
value for each edge indicates its occurrence order, e.g., (v2, v3) means the first
interaction happened in the social network. Thus, we can generate an edge-
sequence according to the occurrence order.

Obviously, by removing those edges connecting v0 or v6, we can easily infer
that m = 8. Then, a total of nine G operations on the edge-sequence can be
performed, denoted by {G(0),G(1), ...,G(8)}. For each operation, we will assign
value(s) to edge(s) (if any). Table 4 shows the assignment information. For exam-
ple, for G(3), (v2, v6) means that, the subsequent 2 edges will be associated with
3. For G(5), since the edge (v5, v0) connects v0, therefore it will be skipped.

The receiver can obtain R since it is represented by the last social network
interaction. The indexes of edges in E can be generated by R with a generator,
which is only shared between the steganographer and the receiver. Therefore, the
receiver has the ability to determine the indexes of the observed edges, which is
shown in Table 5. By arranging the edges according to their indexes, along with
their assignments, we can get Table 6, which allows us to recover the secret data
(decimal) as “23630417”. Obviously, the final bitstream is “010, 011, 110, 011,
000, 100, 001, 111”.

5 Security and Capacity Analysis

In our method, one cannot obtain the directly embedded data unless he owns
the vertex set, the edge set, the relationship between social network interactions
and graph structure, and the indexes of edges. If an attacker notices the stegano-
graphic process through social network interactions, the graph structure may
have a chance to be exposed to the attacker, because users and social network
interactions are public and can be observed by anyone. However, the indexes of
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edges are unattainable to the attacker, even when the attacker is aware of the
random seed. Because only the legal receiver has the generator to generate the
indexes of edges through the random seed. Besides this, our method can also use
Wu et al.’s idea of adding redundant user nodes and edges to increase security.

In case that an attacker uses exhaustive search, the order of magnitude he
needs to search is the factorial of the number of edges. When the number of
edges is large enough, the attacker is impossibly crack the directly embedded
data in a short time. In addition, the receiver does not receive data directly and
the attacker cannot identify the identity of the receiver from the transmission
on the Internet, which improves the concealment of the receiver.

Compared with Wu et al.’s method, the capacity of our method is increased
by multiples, depending on the number of available edges. In Wu et al.’s method,
one interaction represents one bit, while in our method, one interaction repre-
sents log2 m bits, and the capacity is m · log2 m bits.

6 Conclusion and Discussion

We propose a new method of transmitting secret data through the graph struc-
ture of social network interactions. The kind of interactions can be any kind of
agreed social network behaviors. Compared with previous approach, we increase
the capacity by utilizing the indexes of edges in graph structure without adding
more interactions and the indexes of edges generated by generator according to
a random seed ensure that even if the attacker extracts the graph structure from
social network interactions, the directly embedded data would not be leaked.

From the perspective of traditional steganography, there are two directions
could be investigated for future research. One is to increase the security of embed-
ded data, and to propose steganographic method that make it difficult for the
attackers to crack. The other is to improve the concealment of data transmission
and reduce the risk of being perceived by attackers when the data is transmitted
through social networks interactions. Wu et al. [9] proposed a model to minimize
the risk of message delivering in social network, but there are more aspects to
consider, such as structural risk, risk quantification, and so on. Besides, from
the view of behavior steganography, there are numerous types of social behav-
iors could be used to conceal secret data, which can multiply the capacity if they
are utilized sufficiently. When the steganographic method proposed in the paper
is used, it is impossible for an attacker to obtain the directly embedded data.
One direction that can be investigated for an attacker is to detect the existence
of embedded data and cut off their interactions at the lowest cost. Perhaps, the
community discovery algorithms [10,11], and this paper [12] would be helpful.
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Abstract. This paper proposes a multi-modal steganography (MM-
Stega) scheme based on text-image matching. Currently, most stegano-
graphic methods embed secret information into a cover by modifying its
content. However, the distortion of the cover caused by the modification
may be detected by steganalysis methods. Other steganographic methods
hide secret information by generating covers, but the imperceptibility of
this kind of steganographic methods is limited by the quality of the gener-
ated covers. Our method is different from these steganographic methods
in two aspects. First, our method utilizes multi-modal covers, i.e., texts
and images, while most steganographic methods use single-modal covers.
Second, our method embeds secret information in the relevance between
the texts and images without modifying or generating a cover, thus our
method has strong resistance to steganalysis. Our method is based on
a text-image matching model which can measure the similarity between
a text and an image. The text-image matching model utilizes a visual
semantic embedding (VSE) model, which can project texts and images
into a common subspace. After choosing a text from the text database
randomly, several images relevant to the text are selected with the text-
image matching model on the basis of the secret information that needs
to be hidden. Experimental results and analysis prove that our method
has adjustable hiding capacity and desirable security.

Keywords: Multi-modal steganography · Text-image matching ·
Visual semantic embedding · Steganography by cover selection ·
Coverless information hiding

1 Introduction

Steganography is a technique of embedding secret information imperceptibly into
digital covers, such as images, texts and speeches [5,10,22]. Steganography can be
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A few amazing views today. I'm warm weather-biased, and walking and riding was 
pleasant as heck! 

Fig. 1. An example of tweets in Twitter. Text and images in a tweet are content-
dependent.

roughly divided into three categories, i.e., steganography by cover modification,
steganography by cover synthesis and steganography by cover selection [7].

Steganography by cover modification embeds secret information by slightly
modifying the content of the cover [12,18,28]. Since the content of the cover
is modified during the embedding process, the stego (cover after embedding) is
different from the original cover to some extent. Therefore, steganalysis methods
may detect the steganography based on the modification traces [8,20].

The second category of steganography is to generate a cover in the light of the
secret information. With the rapid development of natural language processing,
it is possible to generate texts automatically based on recurrent neural networks
[22]. However, the quality of the generated steganographic texts is considerably
lower than the natural texts. It is easy for steganalysis methods to distinguish
the generated stego texts from the natural texts [24,25].

Different from the above two kinds of steganography, steganography by cover
selection embeds secret information by choosing natural covers from a con-
structed database. Hash functions are designed to transform a cover into a
binary sequence by using the local features extracted from the cover [1,33]. After
dividing the secret information into segments with the same length as the hash
sequences, a series of covers are selected from the cover database by matching the
secret information segments and the hash sequences. However, in these methods,
the confidential messages contained by each cover are fixed, which increases the
risk of leaking the secret information. Other method uses partial-duplicate image
retrieval to transmit secret color image [31]. But this kind of methods are limited
to transmit images only and the image recovered by the receiver is not the same
as the original secret image. Besides, the covers (i.e. images or texts) transmitted
by the existing steganographic methods may be content-independent while the
contents in a post on the social networks such as Twitter1 are likely to be rele-
vant in semantics, as shown in Fig. 1. Therefore, these steganographic methods
neglect the behavioral security and can be detected by side channel steganalysis
[11,23].

In order to solve the issues mentioned above, we propose a multi-modal
steganography scheme called MM-Stega. To the best of our knowledge, we are
1 http://www.twitter.com/.

http://www.twitter.com/


MM-Stega: Multi-modal Steganography Based on Text-Image Matching 315

Sender Receiver

Public Internet

Bit Stream
011 001 111

Secret
Information

Text database

Image 
Database

Text-image 
Matching Model

Image 
Candidate 

Pool
…

Selected 
Images

Dinner is served.
Thanks baby 
I love you.

Image 
Candidate 

Pool
…

Bit Stream
011 001 111

Secret
Information

Text-image 
Matching Model Image 

Database

Fig. 2. The overall framework of the proposed multi-modal steganography.

the first to propose a steganographic method based on the relevance between two
modalities. The overall framework of the proposed method is shown in Fig. 2.
First the secret information is converted to a binary bit stream and divided
into a number of segments. Then we trained our model with a large number
of text-image pairs in the Twitter100k dataset [9]. The well-trained model can
measure the similarity between a text and an image. A text database and an
image database can be also constructed from the Twitter100k dataset. Given a
text selected randomly from the text database, images in the image database are
sorted according to the similarity between the image and the text. Then each
image can represent a binary sequence on the basis of the sort index. The images
of which the binary sequences are the same as the secret information segments
are selected from the image database. Since the text and the selected images has
semantic similarity, the combination of the text and the selected images can be
transmitted to the receiver through social network without causing doubt.

Our method has three advantages over the previous steganographic methods.
First, in contrast to steganography by modification and synthesis, our method
utilizes natural covers. Thus, it can resist the detection of existing steganaly-
sis methods. Meanwhile, different from the traditional steganography by cover
selection which adopts only one modality of data, our method makes use of the
relevance between two modalities of data, e.g., texts and images. As a result,
two more merits are attained. One is that the secret information contained by
an image is not fixed, which brings about more security. Another is that the text
and the images can be transmitted publicly on the Internet without arousing
suspicion since the text and images are relevant in the semantic aspect.

The rest of this paper is organized as follows. Section 2 introduces related
work about steganography by cover selection, and text-image matching. The
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proposed method is described in detail in Sect. 3. The experimental results and
analysis are shown in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Work

Steganography by cover selection, which is also named coverless information
hiding, is to choose a cover (e.g. a text or an image) from a fixed database to
represent the secret information. The basic idea is to map the attributes of the
cover to the secret information according to certain rules based on the character-
istics of the attributes. Since steganography by cover selection uses natural covers
without modification and synthesis to transmit messages, this kind of steganog-
raphy has strong resistance to steganalysis. Current steganographic methods by
cover selection are mostly image steganography. An image can be mapped to a
bit sequence by hash functions based on the gray value [33], HOGs histogram
[34], SIFT feature points [26,29], Discrete Cosine Transform (DCT) [27], aver-
age pixel value [35] and so on. Since the hashing functions transform a cover
to a certain bit sequence, the confidential messages contained by each cover
is fixed. Thus these steganographic methods may leak the secret information.
Visual words of images can also be used to hide text information by establishing
a relational library between the visual words and text keywords [30]. The images
which contain the sub-images with visual words related to the text information
are used as stego-images for secret communication. Moreover, images can repre-
sent secret images with a set of appropriate partial duplicates of the given secret
image [15,31]. However, these steganographic methods need to transmit several
content-independent images, which neglect the behavioral security and may be
detected by side channel steganalysis [11,23]. Besides coverless image steganog-
raphy, there are also several text steganographic methods which are based on
cover selection [2,32]. However, the hiding capacity of the method proposed in
[2] is quite low and the method proposed in [32] will be unsuccessful probably.

Recently, visual semantic embedding (VSE) [6] is proposed for the task of
text-image matching [21]. Text-image matching aims to find the images relevant
to a given text. Since text and image are two different modalities, their similarity
cannot be measured directly. The main idea of VSE is to map the two modalities
into a common subspace and to embed the text and the image to vectors with the
same dimension so that their similarity can be computed directly. This gives us
some inspiration in steganography by cover selection. That is, secret information
can be embedded in the relevance between the text and the image.

3 The Proposed Multi-modal Steganography

In this section, we will illustrate the proposed multi-modal steganography. The
flow chart of our method for covert communication is represented in Fig. 3.

In our method, a text database and an image database are constructed by
selecting a number of texts and images from the Twitter100k dataset [9], which
is a large-scale text-image dataset. Then, a text-image matching model [6] is
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Fig. 3. The flow chart of the proposed multi-modal steganography for covert commu-
nication.

trained with the triplet rank loss on the Twitter100k dataset. Each text (image)
in the text (image) database can be transformed to a vector with the text-image
matching model. The similarity between the text and image can be computed
by the dot product of their vectors.

To convey the secret information, the sender first converts the secret infor-
mation into a binary sequence and divides it into n segments with the equal
length k, where n and k are set according to the amount of the secret infor-
mation and k is shared by the sender and receiver. Then each binary segment
is transformed to a decimal number. In other words, the secret information is
converted to n decimal numbers. After choosing a text randomly from the text
database, all the images in the image database are sorted on the basis of the
similarities between the images with the text. Then, n images can be selected
according to the n decimal numbers. Each decimal number is regarded as the
sort index of the image and the image selection is done without replacement.
Then the combination of the text and the images is conveyed to the receiver.

The receiver shares the same text-image matching model and image database
with the sender. After receiving a combination of one text and n images, all the
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Fig. 4. The overall network structure of the text-image matching model, which consists
of a text-embedding network and an image-embedding network.

images in the image database are sorted according to the similarities between
the images and the text computed by the text-image matching model. The sort
indexes of the received images can be obtained by matching them with the
sorted images. Then, the sort indexes are converted into binary sequences and
all the sequences are spliced together into a bit stream. Finally, the bit stream
is converted to the secret information.

To sum up, the main parts of the proposed method are the text-image match-
ing model, information hiding algorithm and information extraction algorithm.

3.1 The Text-Image Matching Model

We utilize a visual semantic embedding (VSE) model [6] as the text-image match-
ing model in our method. The overall network structure of the text-image match-
ing model is illustrated in Fig. 4, which contains a text-embedding network and
an image-embedding network. The text and image embedding networks are used
to project the two modalities into a common space, where the embeddings of
the text and the image which share similar meanings are close to each other.

Text-Embedding Network. Recurrent neural network (RNN) has shown its
efficiency in many machine learning tasks, especially when input and/or out-
put are of variable length [4]. Each RNN has a recurrent hidden state whose
activation at each time is dependent on the input at current time and the acti-
vations of the previous time. Thus, RNN can encode all the information of a
sequence. Gated recurrent unit (GRU) [3] is a variant of RNN, which has an
update gate and a reset gate. The update gate selects whether the hidden state
is to be updated with a new hidden state and the reset gate decides whether the
previous hidden state is ignored.

In the text-embedding network, a sentence is first converted into a sequence
of 300-dim word vectors with a trainable look-up table. Then, a one-layer GRU
is used to encode the sequence to a 1,024-dim vector, which is the output of the
hidden state at the last time step. Finally, the text embedding u is normalized
using its l2 norm.
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Image-Embedding Network. We adopt VGG19 [17] as the backbone of the
image embedding network and the output dimension of the final fully connected
(FC) layer is set to 1,024. The model pretrained on the ImageNet [16] is used
for parameter initialization except for the final FC layer. The size of the input
image is 224 × 224 × 3 and the output of the image embedding network is a
1,024-dim vector. Then, the image embedding v is normalized with its l2 norm.

Objective Function. With the text-embedding network and the image-
embedding network, the similarity between the text c and the image i can be
defined as an inner product of their embeddings.

s(i, c) = v · u. (1)

We use triplet loss to optimize the parameters of the model. Triplet loss is a
common ranking loss used in the works of visual semantic embedding learning
[14]. It is defined as follows:

l(i, c) = max
c′

[α − s(i, c) + s(i, c
′
)]+ + max

i′
[α − s(i, c) + s(i

′
, c)]+ (2)

where [x]+ = max(x, 0), α is a margin, c
′
denotes the hardest negative text for

the query image i and i
′

denotes the hardest negative image for the query text
c. Here, the value of the margin α is set to 0.2.

3.2 Information Hiding Algorithm

There are four steps in the information hiding procedure, which will be intro-
duced in detail as follows.

Text Selection. We choose a text randomly from the text database.

Image Ranking. For each image in the image database, we calculate the simi-
larity between this image with the selected text based on the well-trained text-
image matching model. All the images in the image database are sorted according
to their similarities to the selected text.

Confidential Messages Preprocessing. We convert the confidential messages
into a binary sequence. The binary sequence is divided into n segments with the
equal length k. n is the number of the attached images to the selected text. k is
the number of bits which are represented by an image. n and k are set according
to the amount of the secret information, the size of the image database and
the limitations of the data transmission platform. Then, each binary segment
is transformed to a decimal number. Thus, the confidential messages are repre-
sented by n decimal numbers, [i1, i2, ..., in]. The maximum and the minimum of
the decimal numbers are 2k − 1 and 0, respectively.

Image Selection. The n decimal numbers serve as the sort index of the image.
To start with, we choose the (i1 + 1)-th image in the sorted image database as
the first image. Then this image is taken away from the sorted image database.
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That is, the image selection is done without replacement so that no repeated
images are chosen on the basis of the confidential messages. Afterwards, the rest
n − 1 images are chosen in this way.

After these four steps, we will get a text and n images which represent the
confidential messages. Then the combination of the text and the images can be
conveyed to the receiver.

3.3 Information Extraction Algorithm

The receiver shares the text-image matching model, the image database and k
with the sender. After receiving the transmitted text and n images, three steps
are operated to extract the confidential messages.

Image Ranking. For each image in the image database, the similarity between
this image with the received text is calculated based on the shared text-image
matching model. All the images in the image database are sorted according to
their similarities to the received text.

Image Matching. By matching the received images with the sorted image
database, n decimal numbers, i.e., the sort indexes of the received images are
obtained. It has to be noticed that the image should be taken away from the
sorted image database after obtaining its sort index.

Confidential Messages Recovery. After subtracting 1 from all the n decimal
numbers, each decimal number is converted to a binary sequence. Then, all the
binary sequences are spliced together into a bit stream. Finally, the bit stream
is converted to the confidential messages.

4 Experiments and Analysis

The performance of the proposed method can be evaluated from three aspects,
e.g., hiding capacity, text-image relevance and resistance to the steganalysis
methods.

4.1 Hiding Capacity

The hiding capacity of the proposed method is proportional to the number of
companied images with a text and the bits contained by each image. Assume
each text is companied with n images and each image represents k-bit binary
sequence, then the hiding capacity of the proposed method is k × n bits. The
hiding capacity of the proposed method is adjustable. For n, the maximum
number of images in one post is various on different website. For example, the
maximum numbers are four and ten for Twitter2 and Instagram3, respectively.

2 http://www.twitter.com/.
3 http://instagram.com/.

http://www.twitter.com/
http://instagram.com/
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Fig. 5. The comparison of the average matching rates on different sizes of the image
database.

And one post of Facebook4 can contains more than fifty images. For k, k is
limited by the size of the image database and the relevance between the text
and the top 2k most similar images, which will be discussed in detail in Sect. 4.2.

4.2 Text-Image Relevance

The imperceptibility of the proposed method depends on the relevance between
the text and the companied images. The more relevant between the text and
the images, the less suspicion will be aroused. In order to evaluate the relevance
between the texts and images, we select 100 texts and 1,000 images from the
Twitter100k dataset [9] to form a text database and an image database. All the
texts and images are labeled by hand with several tags. Table 1 gives a summary
of these tags.

Table 1. Tags of the texts and images in the constructed database.

people, male, female, groupphoto, bodypart, makeup, costume, clothes, shoe,

scene, indoor, outdoor, food, vehicle, plane, car, ship, electronics

animal, cat, dog, other animal, greenplant, botany, flower

The relevance between a text and an image is measured by matching the
tags. If a text and an image contain a common tag, the image is regarded as
relevant to the text. Given a text, we define matching rate@K as the proportion
of the relevant images in the top K similar images calculated by the text-image
matching model. Average matching rate@K is the mean of the matching rate@K
4 http://www.facebook.com/.

http://www.facebook.com/


322 Y. Hu et al.

of all the texts in text database. When each image contains k bits, K = 2k images
are in candidate pool. Table 2 shows the average matching rates at different
values of k when the size of the image database is 1,000.

Table 2. The average matching rates at different values of k when the size of the image
database is 1,000.

k 1 2 3 4 5 6

K 2 4 8 16 32 64

Average matching rate 0.86 0.84 0.83 0.81 0.79 0.78

We also calculate the average matching rate on the half of the image database.
The experiment results are represented in Fig. 5. It can be found that the average
matching rate decreases seriously when the size of the image database is reduced
by half. Thus, the text-image relevance can also be further improved by enlarging
the image database with the existing dataset such as the Twitter100k dataset
[9]. As a result, the value of k can be set larger, which means each image is able
to represent more secret information.

Some examples of the proposed method are given in Fig. 6. Each secret infor-
mation is an English word of five characters, which can be transformed into
40-bit binary sequence. The values of n and k are set to 8 and 5, respectively.
That is, each text is companied with 8 images and each image represents 5 bits.

Secret Information: Japan
The whole family did #cap10k in April. Proud of my boys! Fun morning. Love #ATX. #LifeIsGood #familyfitness #health

Secret Information: Korea
Here hangin out w/ my guy @Ludacris. We talked roller-coasters, the Olympic games & @budlight #BudLightParty

Fig. 6. Examples of the proposed multi-modal steganography. Each text is companied
with 8 images and each image represents 5 bits.

4.3 Resistance to the Steganalysis Methods

An ideal steganographic method should have a good resistance to the steganalysis
methods. However, existing steganalysis methods can successfully detect the
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steganography by modification [13,19] and steganography by synthesis [24,25]. In
contrast to the previous steganography, the proposed multi-modal steganography
embeds secret information without modifying or generating the cover. All the
covers are natural and original. Meanwhile, the texts and images are relevant in
semantics. Therefore, the secret information in the combination of the text and
images cannot be detected by the existing steganalysis methods.

5 Conclusion

This paper proposes a novel multi-modal steganography (MM-Stega) scheme
based on text-image matching. A visual semantic embedding (VSE) network is
adopted as the text-image matching model. The secret information is hidden
in the combination of a text and several relevant images. The required text
database and the image database can be constructed from the existing Twit-
ter100k dataset without much effort. The texts and images are not modified or
generated in the information hiding process. Therefore, the proposed method
can effectively resist the detection of the existing steganalysis methods.
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Abstract. Numerical methods are designed to provide numerical solutions of
algebraic equations, because there are not analytical solutions for algebraic equa-
tions whose degrees are larger than four. In cloud computing, outsourcing numer-
ical solutions to the cloud raises privacy issues due to the privacy sensitive coef-
ficients. In this paper, we propose an effective privacy-preserving computation
outsourcing protocol for the common numerical solutions of algebraic equations.
We first present a protocol that can securely evaluate Newton iterativemethodwith
the preservation of the private coefficients, by relying on somewhat homomorphic
encryption.We then provide two implementations of our protocol based on the two
popular somewhat homomorphic encryption schemes, i.e., the Brakerski-Gentry-
Vaikuntanathan (BGV) scheme and the CKKS scheme. We conduct experiments
to compare the two implementations and analyze the security and effectiveness.
The experimental results show that the proposed scheme is effective in prac-
tice, and the CKKS-based implementation is general better than the BGV-based
implementation.

Keywords: Numerical solution · Newton iterative method · Fully homomorphic
encryption · Signal processing in the encrypted domain · Cloud computing

1 Introduction

In the age of big data, enormous data are being generated exponentially in different
areas, such as medical data, traffic data, business data, etc. To discovery meaningful
information and make use of these data, various data analysis methods are developed,
including numerical solution of algebraic equations, matrix factorization, data fitting,
linear programming, etc. For example, solving characteristic equations is a necessaryway
to discovery the eigenvalues of matrices. Storing and processing these large-scale data
are unaffordable tasks for a resource-limited data owner. Luckily, with the development
of cloud computing, the data owner can outsource the data storage and processing tasks
to the cloud. However, outsourcing the data storage and processing tasks will raise
privacy issues. The cloud server may misuse data without asking the permission of the
data owners. Therefore, it is necessary and meaningful to develop a secure outsourcing
scheme for solving algebraic equations without revealing the private coefficient data to
the cloud.
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Signal processing in the encrypted domain (SPED) [1], can be used to help develop
privacy-preserving applications in cloud computing. With SPED techniques, the cloud
server can perform processing and analysis directly on encrypted data without learning
the private information. There are already a considerable amount of researches in the field
of SPED. Some frequently-used signal transforms have been realized in the encrypted
domain, including encrypted domain discrete Fourier transform [2], discrete wavelet
transform [3], number theoretic transform [4], andWalsh-Hadamard transform [5]. There
are also many reports on developing practical privacy-preserving application, such as
privacy-preserving content-aware search [6], encrypted image reversible data hiding
[7], privacy-preserving image feature extraction [8], secure verifiable diversity ranking
search [9], privacy-preserving matrix QR factorization [10], privacy-preserving video
anomaly detection and localization [11].

Homomorphic encryption (HE) is a foundational tool in SPED. Specifically, HE
can preserve some algebraic structures of the plaintext space after encryption. Based
on HE, we can operate the plaintexts by means of manipulating the ciphertexts without
performing decryption. We can classify existing HEs into different kinds. Partial homo-
morphic encryption (PHE) is a kind of HE that allows preserve one algebraic operation
in the ciphertext space. Paillier encryption [12] is a famous partial HE, which is widely
used to develop privacy-preserving applications. Recently, several somewhat homomor-
phic encryption (SWHE) schemes [13–15] are proposed to support both addition and
multiplication in the ciphertext space. By using bootstrapping techniques [16], we can
finally obtain fully homomorphic encryption (FHE) schemes that allow evaluations of
any functions. However, the bootstrapping processes generally require high time and
memory overheads, and thus, not so efficient in practice. As a compromise, SHWE is
more much efficient, and also satisfies the requirements of some particular applications.
Therefore, we adopt SWHE as our encryptionmethod and design our privacy-preserving
solutions.

Considering that solving algebraic equations is necessary in many applications, e.g.,
discovering eigenvalues of matrices by solving the characteristic equations, it is very
likely that solving algebraic equations needs to be implemented in the encrypted domain.
In this paper, we propose a privacy-preserving outsourced scheme that securely realizes
numerical solutions of algebraic equations in the cloud without exposing the plaintext
coefficients to the cloud. Specifically, we focus on the secure implementation of Newton
iterative method, which is a popular numerical method to solve algebraic equations.
The private coefficient data is encrypted and stored in the cloud server. We present a
secure protocol allows the cloud server performs Newton iterative method and obtains
the encrypted numerical solutions. We also conduct experiments to compare the perfor-
mances of the proposed scheme under two different types of HEs, i.e., BGV and CKKS.
We list two contributions of this paper as follows.

1. We have proposed a privacy-preserving protocol to performNewton iterativemethod
in the encrypted domain, by relying on SWHE.

2. We have conducted several experiments on the proposed protocol to compare the
performances under two different HEs BGV and CKKS. The compassion results
show that the CKKS-based implementation is generally better than the BGV-based
implementation.



328 K. Zeng et al.

The rest of the paper is organized as follow. In Sect. 2, we introduce our security
model, cryptographic tool, andNewton iterativemethod. Section 3 presents the proposed
privacy-preserving protocol to implement Newton iterative method in the encrypted
domain. We give our experimental results in Sect. 4. Section 5 concludes the paper.

2 Problem Statement

2.1 System Model

In Fig. 1, we sketch the proposed system model. Our model consists of three parties, the
data owner, the cloud service provider (CSP), and the privacy service provider (PSP).
The data owner has the coefficient data of the algebraic equation to be solved. These
coefficient data is regarded as private sensitive.

The PSP generates the public encryption key pk and the private decryption key sk.
The PSP sends both the public and private keys to the data owner, and delivers only the
public key to the CSP. The data owner encrypts all the private coefficients and stores
them in the CSP. The CSP executes a protocol with the assistance of the PSP, in order
to find the solutions of the algebraic equation regarding to the encrypted coefficients.
The encrypted solutions are then sent back to the data owner. The data owner will then
decrypt these encrypted values with the secret decryption key to obtain the cleartext
solutions.

Fig. 1. Security model

2.2 Threat Model

Throughout this paper, we adopt the semi-honest security setting that is widely used
in related works [17, 18]. The CSP and the PSP are assumed to follow the protocol
honestly but try to learn the private information as much as possible from the encrypted
inputs and exchanged messages. Besides, we also suppose that the CSP and the PSP
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are independent, namely there is no collusion between the CSP and the PSP. This is
a reasonable assumption, because these service providers are unlikely to collude with
each other for their own reputation and interests.

2.3 Cryptographic Tool: Somewhat Homomorphic Encryption

We employ somewhat homomorphic encryption (SHWE) as the data encryption method
in our protocol. SWHEpermits arbitrary homomorphic additions and a limited number of
homomorphic multiplications on ciphertexts, without any interaction with other parties.
Let us use [[·]] to denote the encryption operator. Then [[ξ ]] means an encryption value of
a message ξ . For any two ciphertexts [[ξ ]] and [[η]], we can homomorphically compute
the sum and the product of their plaintexts as

[[ξ + η]] = [[ξ ]] ⊕ [[η]] (1)

[[ξη]] = [[ξ ]] ⊗ [[η]] (2)

where ⊕ and ⊗ denote the homomorphic addition and multiplication, respectively.
For convenience,wewill use [[ξ ]]+[[η]] and [[ξ ]][[η]] to denote [[ξ ]]⊕[[η]] and [[ξ ]]⊗[[η]],
respectively. We use two particular SWHE schemes in our experiments, i.e., the BGV
scheme [19] and the CKKS scheme [20]. The BGV scheme is a leveled FHE without
bootstrapping, whose hardness is based on learning with error (LWE) problems [21].
Different from the BGV scheme, the CKKS scheme supports approximate computation
over encrypted data. We refer to [22, 23] for more details on the encryption/decryption
algorithms, parameter settings, and security analyses of the two schemes.

2.4 Numerical Solution of Algebraic Equations

Given a algebraic equation of degree n

f (x) = a0 + a1x + a2x
2 + · · · + anx

n = 0 (3)

where x ∈ R denotes the unknown number and {a0, a1, . . . an} � a are the coefficients.
The process of solving the algebraic equation is to find a root x̄ satisfying f (x̄) = 0. The
approaches to solve algebraic equation can be used in Spectrum analysis, Channel coding
and decoding etc. There are many approaches to solving algebraic equations, such as
Newton iterative method [24], secant method, etc. Among these approaches, Newton
iterative method is one of the most famous methods to solve algebraic equations. Let us
denote the derived function of f (x) by f ′(x), which is given as

f ′(x) = a1 + 2a2x + · · · + nanx
n−1 (4)

We show how to use Newton iterative method to solve algebraic equations in the
following. Before the beginning of the iteration, we randomly choose an initial number
x0 ∈ R, specify the minimum error ∈min, and determine the maximum iterations Nmax.

1. Suppose that the current approximation is denoted by xk .
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2. Compute the function values of f (xk) and f ′(xk).The tangent line � to the curve
y = f (x) at x = xk is

y = f ′(xk)(x − xk) + f (xk) (5)

The x-intercept of � is set as the next approximation xk+1, which is the root of
f ′(xk)(x − xk) + f (xk) = 0. Specifically, we can have

xk+1 = xk − f (xk)

f ′(xk)
(6)

3. Compute the distance between xk and xk+1, i.e., |xk − xk+1|. If this distance is less
than the predefined error ∈min, or the number of iteration is greater than Nmax, then
the iteration process ends and outputs xk+1 as the root of f (x). Otherwise, go to Step
2 and continue the iteration process.

3 Privacy-Preserving Numerical Solution of Algebraic Equations

The BGV scheme and the CKKS scheme permit both homomorphic addition and mul-
tiplication, however, it is still inefficient to homomorphically evaluate more complex
operations, such as comparison, division, etc. For efficiency consideration, we let the
CSP complete the homomorphic division by running an interactive protocol with the
PSP who has the decryption key.

3.1 Privacy-Preserving Newton Iterative Method

To implement Newton iterative method in the encrypted domain, we need to homomor-
phically implement the operations in the general term formula Eq. (6). Since Eq. (6)
involves the division operation, we need to perform division in the encrypted domain.
Specifically, the CSP will blind both the numerator and denominator, send them to the
PSP. The PSP will decrypt them, perform division, and then send the encrypted quotient
back to the CSP. By using this protocol, the CSP can succeed in solving algebraic equa-
tions in the encrypted domain. We provide the details of the privacy-preserving Newton
iterative method in Algorithm 1. After obtaining the encrypted solution [[χ ]], the CSP
will send [[χ ]] to the data owner. With the decryption key sk, the data owner can then
decrypt [[χ ]] and obtain the cleartext solution χ .

3.2 Security Analysis

We analyze the security of the proposed protocol against the semi-honest CSP or PSP.
The CSP has encrypted coefficients {[[ai]]}ni=0, the maximum iterations Nmax, and the
encrypted quotient sent from the PSP. The CSP has the encryption key pk and does not
have the decryption key sk. Thus, the CSP cannot learn any information on the plaintext
values from the stored ciphertexts and the intermediate data. The PSP has the encryption
and the decryption keys. The PSP can obtain the quotient f (xk )

f ′(xk ) during the decryption.
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However, the PSP does not have the encrypted coefficients {[[ai]]}ni=0, so the PSP cannot
learn the private sensitive coefficients {ai}ni=0}.

4 Experimental Results

The CSP is deployed in a 64-bit Ubuntu 16.04 server with Intel Core i7-6950X CPUs
@3.00 GHz and 64 GBmemory. The PSP is deployed in a 64-bit Ubuntu 16.04 machine
with Intel i5-3470U CPU @3.20 GHz and 8 GB memory. The data owner is simulated
by a 64-bit Windows 8 PC with Intel i5-5350U CPU @1.80 GHz and 8 GB memory.
The bandwidth of our local area network is 95 Mbps.

We provide two implementations of the proposed protocol by using two HE libraries
HELib [25] and HEAAN [26], respectively. The parameter settings of HELib in our
experiment is given as follows. The security parameter κ = 80, the plaintext base
p = 1021, the Hensel lifting ρ = 2, the number of columns in key-switching matrix
γ = 2, and the number of levels in the modulus chain � = 20. As for the parameters of
HEAAN in our experiment, we have that the ciphertext modulus Ξ = 2355, the scaling
factor Π = 215, and the number of slots Θ = 215.
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4.1 The Implementation Based on HELib

HELib is a library implements the BGV scheme with the ciphertext packing technique
and the Gentry-Halevi-Smart optimization. To process rational numbers with the BGV
scheme, we need to choose a proper quantization factor to scale rational numbers to
proper integers. We test the proposed method on three algebraic equations of degree
four, i.e.,

2 + x + 3x2 + 4x3 − 2x4 = 0, x0 = −2.1 (9)

3 + 4x + 5x2 − 4x3 − 2x4 = 0, x0 = 6.6 (10)

3.2 + 4.3x − 6.7x2 − 2.1x3 + 1.1x4 = 0, x0 = −8.1 (11)

The quantization factor in our experiment is chosen as 100, and the maximum iter-
ation number Nmax is 8. In Table 1, we show the intermediate value xks at every stage
by using the proposed secure Newton iterative protocol to solve the three algebraic
equations in the encrypted domain.

Table 1. The value of xk at every stage by using the HELib-based implementation of our privacy-
preserving Newton iterative protocol for the three test equations. X denotes the solution obtained
with the conventional Newton iterative method. ∈ = |X − χ | is used to evaluate the distance
between X and χ .

xk Equation

Equation (9) Equation (10) Equation (11)

x0 −2.10 6.60 −8.10

x1 −1.48 4.45 −5.98

x2 −0.80 3.32 −4.50

x3 −0.92 2.51 −3.44

x4 −0.84 1.95 −2.70

x5 −0.83 1.60 −2.23

x6 −0.83 1.44 −1.99

x7 −0.83 1.40 −1.92

x8 −0.83 1.40 −1.91

χ −0.83 1.40 −1.91

X −0.830044 1.39045 −1.91764

∈ 4.4 × 10−5 0.00955 0.00764

We also provide the resultX obtainedwith the conventionalNewton iterativemethod,
as well as the absolute difference between X and the result obtained with our method,
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i.e., ∈= |X − χ |. From Table 1, we can see that all the ∈ s have the magnitude of 10
to the power of −3. Thus, the solutions obtained with the HELib-based implementation
of our privacy-preserving Newton iterative method have enough precisions, compared
with the solutions obtained with conventional methods.

4.2 The Implementation Based on HEAAN

HEAAN is a library implements the CKKS scheme, which has native support for approx-
imate numbers and their arithmetic. We realize the proposed protocol by using HEAAN,
and test it on Eqs. (9)–(11). The experimental results are shown in Table 2, from which
we can see that all the ∈ s have the magnitude of 10 to the power of −4. Therefore, the
solutions obtained with the HEAAN-based implementation of our privacy-preserving
Newton iterative method are satisfactory precise.

Table 2. The value of xk at every stage by using the HEAAN-based implementation of our
privacy-preserving Newton iterative protocol for the three test equations. X denotes the solution
obtained with the conventional Newton iterative method. ∈ = |X − χ | is used to evaluate the
distance between X and χ .

xk Equation

Equation (9) Equation (10) Equation (11)

x0 −2.10 6.60 −8.10

x1 −1.559 4.89585 −6.06454

x2 −1.16977 3.6423 −4.57401

x3 −0.934967 2.73646 −3.50438

x4 −0.837616 2.10611 −2.76667

x5 −0.828979 1.70279 −2.29757

x6 −0.830017 1.4878 −2.04548

x7 −0.829865 1.41039 −1.94711

x8 −0.829865 1.39336 −1.92269

χ −0.829865 1.39134 −1.911775

X −0.830044 1.39045 −1.91764

∈ 0.000179 0.00089 0.00011

4.3 Communication Overhead

In the experiments with the chosen parameter settings, the data size of a ciphertext in the
HELib-based implementation is about 110 KB, and the data size of a ciphertext in the
HEAAN-based implementation is nearly 70 KB. We also conduct experiment to study
this relationship of communication overhead versus the degree of equation. The degree of
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the equation increases from two to five.We show the experimental result in Fig. 2, which
shows that the HELib-based implementation requires more communication overhead
than the HEAAN-based implementation for the algebraic equations of all degrees.

Fig. 2. Communication overhead comparison for the HELib-based and the HEAAN-based
implementations.

4.4 Running Time

We compare the running times between the HELib-based implementation and the
HEAAN-based implementation. Similarity, the degree of the algebraic equation varies
from two to five. For each degree, we generate 20 equations, whose coefficients are ran-
dom chosen within the interval [−10, 10]. The initial value x0 is set as 10. We show the
average running times of the two implementations for each degree in Fig. 3. When the
degree is lower than three, the HELib-based implementation takes more time than the
HEAAN-based implementation. However, as the degree increases, the running time of

Fig. 3. Running time comparison for the HELib-based and the HEAAN-based implementations.
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the HELib-based implementation becomes longer than that of the HEAAN-based imple-
mentation. This is because the HELib-based implementation needs to perform scaling
and quantization to obtain an integer version of x. As the degree increases, the absolute
value of the function value f (x) is enlarged rapidly, which results in the rapid increase
of the practical running time simultaneously.

4.5 Precision

The accuracy of the solution obtained with Newton iterative method is related with the
coefficients of the equation. However, we can still study the trend of the accuracy by
calculating the mean value of the absolute differences (∈ s) between several equations.
Similarly, the degree of the test equation varies from two to five. For each degree, 20
equations are generated with random coefficients. The experimental results are shown
in Fig. 4. The average ∈ of the HELib-based implementation is between 0.005 and 0.01.
As for the HEAAN-based implementation, the average ∈ is less than 0.001. According
to our experimental results, therefore, the HEAAN-based implementation has a better
accuracy than the HELib-based implementation.

Fig. 4. Precision comparison for the HELib-based and the HEAAN-based implementations.

5 Conclusions

We have proposed a privacy-preserving protocol to securely outsource the computation
of Newton iterative method to the cloud, which is used to find numerical solutions of
algebraic equations in the encrypted domain. The proposed protocol relies on the homo-
morphic properties of SWHE. We have provided two implementations of the proposed
protocol by using the HELib and the HEAAN libraries. We have also conducted exper-
iments to study the system performances, including communication overhead, running
time, and precision. With our privacy-preserving protocol, it is able to enrich the func-
tionality of secure outsourced computation in cloud computing. In future, we will focus
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on the following aspects of our works. 1) Beside Newton iterative method, we will con-
sider the implementations of more different numerical methods for solving equations
in the encrypted domain. 2) We will modify the proposed scheme to adopt to different
application scenarios, such as secure outsourced computation with one cloud server,
secure mobile cloud computing, etc.
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Abstract. Reversible data hiding (RDH) technology has been widely used due
to its function on copyright protection and content integrity authentication. How-
ever, most conventional RDH schemes focus on its performance, i.e., embedding
capacity and distortion, instead of its security. It means those RDH schemes could
be easily inspect by most steganalysis methods, i.e., SPAM [44], to show some
suspicious secret data hidden in it. Thus, the practicability of RDH is limited. In
this paper, we creatively choose enhanced image as carrier to develop a secure
RDH framework. On one hand, it is found that the statistical property of enhanced
image is suit for reversible data hiding and thus achieve desired performance.
On the other hand, enhanced image as carrier could provide more embedding
space for security improvement. Thus, some security improvement skills from
steganography field, such as multi-feature sorting, local clustering and so on, are
introduced into above framework. Experimental results show the superiority of
proposed scheme in the aspect of high performance and security level compared
with other related algorithms.

Keywords: Reversible data hiding · Multi-feature sorting · Enhanced image ·
K-means clustering

1 Introduction

With the development of multimedia technology, the protection of intellectual property
rights and the authentication of the data content are becomingmore andmore serious, and
have attracted more andmore attentions. As an effective technical mean, RDH algorithm
[1] can embed secret data into the carrier in a visual imperceptibly way to protect the
data. Recently, RDH technologies have play an important role in some sensitive scenarios
with high data requirements, such as medical, military, judicial and so on.

At present, the dominant methods for RDH can be divided into: lossless compression
(LC) [2, 3], difference expansion (DE) [4–6], histogram shifting (HS) [7–15] and their
variants [16–18].

The first HS based RDH is originally proposed by Ni et al. [7], where the peak bin of
the gray-scale histogram in the spatial domain is selected for data embedding. However,
the embedding capacity ofHS-basedmethods is often not satisfactory. To further improve
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X. Sun et al. (Eds.): ICAIS 2020, CCIS 1254, pp. 338–350, 2020.
https://doi.org/10.1007/978-981-15-8101-4_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8101-4_31&domain=pdf
https://doi.org/10.1007/978-981-15-8101-4_31


A Novel Method for Enhanced Image Based Reversible Data Hiding 339

embedding performance, PEE is combined into HS-based RDH. Recently, Wang et al.
[19] proposed a novel RDH general framework using multiple histograms modification
(MH_RDH) which introduces much less image distortion, and thus it offers obviously
improved image quality.

However, all the above HS based RDH methods are visually invisible, therefore, a
series of RDH methods on image contrast enhancement are proposed, such as in [20–
22]. Recently, Wu et al. [20] presented a novel RDH algorithm with image contrast
enhancement. They deemed that the improvement of visual quality is more important
than keeping the image PSNR high, it can lead to the image contrast enhancement while
RDH is realized.

Recently, enhanced images aremore andmorewidely used in our daily life, especially
in the demonstration of photography copyright ownership aspects and so on. Therefore,
we can directly assume that enhanced image as a carrier of data embedding may also
achieve an unexpected effect.

The contributions of this paper mainly include the following two aspects: (1) Cre-
atively take enhanced image as carrier for reversible data hiding and could achievedesired
performance, i.e., large capacity and less distortion; (2) Develop some techniques, such
as multi-feature sorting and local clustering, to improve the security of above reversible
data hiding scheme.

The rest of this paper is organized as follows. Section 2 introduces some related
works. Section 3 presents the details of the proposed RDH algorithm. Experiment results
and analysis in Sect. 4, and Sect. 5 gives the conclusions.

2 Related Works

2.1 HS Based RDH and Its Characteristics

In this section, we briefly review the HS based RDH algorithm proposed by Ni et al. [7]
and analyze its characteristics.

0 1 2 3 4
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Fig. 1. Illustration of HS based RDH process. (a) The process of HS. (b) Result of HS.

The process is simply illustrated by Fig. 1(a) and the result is shown in Fig. 1(b).
It selects a pair of peak bins and zero bin as side information and then shifts the bins
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between peak and zero bins by 1 towards zero bin to create vacant space nearby the
peak bin. Finally, each pixel at peak bin is employed to embed 1bit secret message for
RDH. Obviously, for the given payload, it can be seen from the Fig. 1 that the minimum
distortion can be achieved when the zero bin is next to the peak bin.

2.2 Characteristics of Enhanced Images and Its Advantages for HS Based RDH

In this part, we focus on a typical image enhancement method in the image processing
field, i.e., histogram equalization (HE) [23]. For a gray image, the method tends to
build a mapping function between original gray value to the enhanced one and make the
enhanced histogram distribution around a wider range and more even. The process of
HE is shown in [23]. The process is simply illustrated in Fig. 2.

Fig. 2. Histogram comparison before and after equalization.

Characteristic 1. The adjacent low-frequency histogram columns aremerged to reduce
the difference of those low and high frequency bins. Consequently, the histogram
becomes more uniform, which is defined as ‘stack’ phenomenon. The number of zero
bin will increase by the ‘stack’ phenomenon. For example, for the Fig. 2, there is 1 zero
bin in the original histogram, and 3 zero bins are obtained after the histogram equal-
ization. At the same time, in order to achieve the wider distribution of the histogram,
the histogram has the tendency of stretching towards both ends, it makes the histogram
zeros more dispersed rather than concentrate on a continuous region, such as zero 1, 3
and 6 in the enhanced image histogram.

Characteristic 2. Different from the splitting phenomenon of RDH scheme associated
with contrast enhancement process, only ‘stack’ phenomenon will occur in the HE
process, which is guaranteed by the implementation mechanism of HE. Thus, the height
of each bin in histogram will only change towards the increase direction.

According to the above analysis of the process and characteristics of HE, the number
of zero bins is numerous and the ready-made peak bins can be selected nearby. Hence, if
used the enhanced image after HE as the cover image, there will be no shifting distortion
when the entire HS based RDH process is executed, which greatly reduces the distortion
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of the image. Therefore, the above characteristics make the enhanced image an excellent
cover image in the RDH algorithm.

3 Proposed Scheme

Based on above mentioned characteristics for HE and HS based RDH, a security
reversible embedding framework is proposed as follow. Firstly, a general framework
is proposed. And then Some important measures, including ‘global search for peak
bins and zero bins’, ‘multi-feature sorting’ and ‘local K-means clustering’, are detailed
mentioned. Finally, a complete RDH process is provided.

3.1 General HS Based RDH Framework

The general framework for HS based RDH is shown in Fig. 3.

Enhanced Image EI
Find all zeros and 

peak bins

w

Original Image I

Selected pixels in 
Rough Regions

Local K-means 
Clustering

  Multiple-features 
Sorting

Optimization of security embedding

Stego-Image I ′

Rhombus
Prediction

Optimization of distortion

Fig. 3. Flowchart of the proposed method for reversible data hiding

The framework contains 5 key steps as follows:

(1) Construction of cover image: According to the above analysis of the advantages
of HE in RDH, we use the enhanced image obtained from the original gray image
after HE as cover image for embedding secret information in this paper.

(2) Global search for peak bins and zero bins: Find all zero bins Zk in the cover image,
in order to reduce distortion, we find the peak bins Pk next to all zero bins and the
corresponding position of all peak bins in the image.

(3) Multi-feature sorting: In order to make the stego-imagemore difficult to be detected
by the detector, multi-feature is used to construct a vector of measuring the pixel
complexity, and then the pixels in the complex region are selected for subsequent
embedding.

(4) LocalK-means clustering: For the purpose ofmaking the stego-imagemore security,
we select pixels are closer to each other in space through clustering for priority
embedding, when the complexity of pixels is relatively close.
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(5) Histogram embedding: Apply HS based RDH scheme to embed secret information
in the position of the final selected peak bin.

For the proposed framework, the first two steps, i.e., the construction of cover image
and global search for peak bins and zero bins, the main purpose is to achieve the visual
enhancement effect and avoid shifting distortion. Step 3 and step 4, i.e., the multiple-
features sorting and use local K-means clustering, in order to improve the anti-detection
of image, which is also the focus on this paper. In addition, for actual data embedding
as shown in step 5, the conventional HS based RDH could be employed to ensure the
reversibility of proposed algorithm.

3.2 Multi-feature Sorting

It is generally believed that conventional single feature sorting cannot accurately describe
the texture characteristics of images and accurately locate complex regions. Therefore,
this section presents the design idea of multi-feature sorting algorithm. This operation
can effectively select the complex area near the front of the sorting to embed secret
information. The specific steps are as follows.

In this paper, the neighborhood pixels range adopts the region of 3*3 is shown in
Fig. 4, and using three candidate features to describe various texture features of the

neighborhood, which are denoted as
{
f ji |j ∈ [1, 2, 3]

}
. The structure of the feature is

shown below.

ix
2x

3x

4x
1x

Fig. 4. Sketch map of neighborhood

(1) Variance of four neighboring pixel values. The feature value f 1i is defined as

f 1i = 1

4

4∑
k=1

(xk − x̄)2, k ∈ [1, 2, 3, 4] (1)

where x̄ = (x1 + x2 + x3 + x4)/4 is the mean value of four neighboring pixels.
(2) Variance of the differences between four neighboring pixel values. The feature value

f 2i is defined as

f 2i = 1

4

4∑
k=1

(�xk − �x̄)2, k ∈ [1, 2, 3, 4] (2)
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where �x1 = |x1 − x2|, �x2 = |x2 − x3|, �x3 = |x3 − x4|, �x4 = |x4 − x1|, and
�x̄ = (�x1 + �x2 + �x3 + �x4)/4 is the mean of those differences.

(3) HILL

In this paper, we define the HILL [24] feature of each pixel as a cost as one of our
candidate features. The HILL feature is defined as follows.

f 3 = 1∣∣X ⊗ H (1)
∣∣ ⊗ L1

⊗ L2 (3)

where X = (x1, x2, . . . , xN ) is the input image IE , f 3 = (
f 31 , f 32 , . . . , f 3N

)
are the corre-

sponding output cost values, L1 and L2 are two low-pass filters, and H (1) is a high-pass
filter.

Then, a comprehensive feature index is calculated through the above candidate
features linear combination form, denoted as CMi, so as to evaluate the texture
characteristics of the pixel more accurately, as shown in Eq. (4).

CMi =
3∑

j=1

wjf
j
i (4)

where i represents the i-th pixel xi, and wj represents the weight of f
j
i , the weight of the

feature in this paper is obtained by fitting the prediction error.

3.3 Local K–Means Clustering

After our first principle, namely,Complexity-First-Rule, we adopted the second principle,
i.e.,Clustering-Rule, to cluster pixels with similar complexity, in order tomake the pixels
closer in space can be embedded preferentially. Local clustering process is shown in
Fig. 5.

As shown in the Fig. 5, assuming that the length of secret data w is L, and the size
of the obtained peak bins position all_sort_peak_pos after the first complexity sorting
is M × N, M represents the number of all_sort_peak_pos and N is 2, the steps of local
clustering are shown below.

(1) Determining a percentage t value and intercept a section of lengthwith the interval of
[L − floor(tL), L + floor(tL)] as need_adjust_pos_martix in the peak points position
all_sort_peak_pos after sorting for K-means clustering. The corresponding pixels
in the position interval [1, L − (floor(tL) + 1)] as not_adjust_pos_martix are not
adjusted.

(2) Using K-means clustering, selection of K is 3. As shown in Fig. 5, if the corre-
sponding pixels from the selected location in space are divided into three categories,
respectively class1, class2, class3, according to the each pixel complexity to calcu-
late the average complexity of the corresponding class, namely Cmean1, Cmean2,
Cmean3, then, according to the size of the average complexity of three kinds of
pixels to sort, accordingly get adjust−pos−martix.
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(3) Let the matrix after clustering with not_adjust_pos_martix joining together, so as
to get the final sort peak point position final_sort_peak_pos, subsequent embedded
process will directly on this position for embedding secret data.

On the basis of theComplexity-First-Rule sorting and theClutering-Rule, it is obvious
that we can infer that the location of the pixel to be modified is a complex area and the
pixels are relatively close to each other in space. Therefore, the stego-image I ′ will be
more secure and less easy to be detected.
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Fig. 5. Process of local K-means clustering

3.4 The Proposed RDH Process

Input enhanced image IE as cover image and secret message w, the size of the secret
message is L. The embedding and extraction process are as follows.

(1) The embedding process

Step1: Computing the grayscale histogram of IE and denoting as H = {hi | i = 0,
1, …, 255}, where hi is the histogram value of i-th bin.
Step2: Finding all zeros Zk = {z1, z2, . . . , zk |k ∈ [1, 256]} in the histogramHi, and
then searching for the peak bins next to the all zero bins as the initial peak point
Pinit , (Pinit, Zk) is obtained according to the following equation:

Z = {Zk |H (Zk) = 0,Zk ∈ [1, 256]} (5)

Pinit =

⎧
⎪⎨
⎪⎩

Zk − 1, if H(Zk − 1) �= 0 and H(Zk + 1) = 0
Zk − 1, if H(Zk − 1) �= 0 and H(Zk + 1) �= 0 and H(Zk − 1) >H(Zk + 1)
Zk + 1, if H(Zk − 1) �= 0 and H(Zk + 1) �= 0 and H(Zk − 1) <H(Zk + 1)

(6)

Step3: Determining the corresponding positions all_peak_pos of all peak points in
the whole image IE of 512 × 512, to perform rhombus prediction for the pixels at
each peak position, then, to get prediction error.
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Step4: Multiple features were used to calculate the complexityCM of each position
pixel, and prediction error was used to fit the weight of each feature. Finally, a
complexity vector was obtained, and the complexity was sorted from large to small
to get the corresponding CM_sort and all_sort_peak_pos.
Step5: According to the size L of embedded secret dataw, localK-means clustering
is carried out for the sorted peak position all_sort_peak_pos and the final peak
position final_sort_peak_pos was obtained after adjusting the position.
Step6: Scanning the cover image in the sequential order, and embed the secret data
using the following equation:

i
′ =

⎧
⎨
⎩
i, if i = I(final−sort−peak−pos(k)) and w = 0
i + 1, if i = I(final−sort−peak−pos(k)) and w= 1, where w ∈ wL

i, otherwise
(7)

where k is the sequence number of final peak position final_sort_peak_pos, i′
denotes the pixel value of the stego-image I ′, L represents the length of secret
data w.

(2) The extraction process

Step1: Scanning the stego-image I ′ in the same sequential order. Extract the secret
data by using the following equation:

w =
{
0, if i

′ = I(final_sort_peak_pos(k))
1, if i

′ = I(final_sort_peak_pos(k)) + 1
(8)

Step2: Rescanning the stego-image I ′ after extracting all secret data bits. Restore
the original image pixels according to the following equation:

i =
{
i
′
, if I(final_sort_peak_pos(k)) ≥ i

′

i
′ − 1, if I(final_sort_peak_pos(k)) < i

′ ≤ Z + 1
(9)

4 Experimental Results

In this paper, our experiments are conducted on BOSSBase ver 1.01 [25] with 10000
gray-scale images of size 512 × 512. After histogram equalization, 10000 enhanced
images were obtained, and subsequent work was carried out based on this. We use the
typical steganalyzer with a 686-D SPAM feature [26] and an ensemble classifier [27].
5000 images used for training and the rest 5000 images used for testing. We report the
testing error, the security of the image is evaluated by the error rate, the higher error
rate, the corresponding security is higher. In this paper, we mainly compare the security
performance with Wang et al. [19] and Wu et al. [20], as well as a series of optimization
experiments such as the following subsections. Note that in this paper, all experiments
are implemented in MATLAB on the Intel(R) Core (TM) i3-4130 CPU@ 3.40 GHz and
4.00 GB of RAM.
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4.1 The Comparisons with Other Analysis Methods

In this section, we selected the interaction of three features and clustering by selecting t
= 2% for comparison with other algorithms. We mainly compared classification testing
error rate under different capacities by using 10000 cover images and 10000 stego-
images, we also make a comparative analysis of PSNR by using testing images Lena
and Baboon.

(1) The comparison of classification testing error rate
In this paper, we compared with Wang et al. [19] and Wu et al. [20] algorithm for
testing error rates, respectively. Since the differences in algorithm design frame-
work, Wang et al. [19] algorithm is more suitable for small capacity and medium
capacity, we compared our scheme with Wang et al. [19] at embedded capacity
2000 bits, 8000 bits, 30000 bits and 50000 bits are shown in Table 1–2. In addition,
consider thatWu et al. [20] scheme is suitable for larger capacity, we compared our
scheme withWu et al. [20] under 70000bits and 80000bits are shown in Table 3.

Table 1. The classification results compared withWang et al. [19] under small capacity

Embedding capacity
(bit)

Schemes Error rate

2000 Proposed scheme 41.94%

Wang et al. [19] scheme 9.51%

8000 Proposed scheme 30.34%

Wang et al. [19] scheme 3.43%

Table 2. The classification results compared withWang et al. [19] under medium capacity

Embedding capacity
(bit)

Schemes Error rate

30000 Proposed scheme 13.12%

Wang et al. [19] scheme 1.07%

50000 Proposed scheme 6.68%

Wang et al. [19] scheme 0.69%

As can be seen fromTable 1, 2 and 3, the highest error rate of our proposed algorithm
is 41.94% in small capacity and 13.12% in medium capacity, the highest error rate
of Wang et al. [19] is 9.51% in small capacity and 1.07% in medium capacity, our
proposed algorithm has a higher testing error rate than Wang et al. [19] algorithm
in small capacity and medium capacity, so, our algorithm is more secure than
Wang et al. [19] under small and medium capacity. In large capacity, the highest
error rate of our proposed algorithm is 3.55%, the highest error rate of Wu et al.
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Table 3. The classification results compared with Wu et al. [20] under large capacity

Embedding capacity
(bit)

Schemes Error rate

70000 Proposed scheme 3.55%

Wu et al. [20] scheme 0.72%

80000 Proposed scheme 2.60%

Wu et al. [20] scheme 0.76%

[20] is 0.76%, our algorithm has a higher testing error rate than Wu et al. [20]
algorithm in large capacity. Since our algorithm chooses the complex region to
embed secret data, when embedding secret data in complex region, the modified
pixel is not easy to be found. While the algorithm of Wang et al. [19] and Wu
et al. [20] choose the relatively smooth bins to embed, they pay more attention to
distortion and embedding capacity. Obviously, the proposed algorithm will have
certain superiority in confrontation detection.

(2) The comparison of peak signal noise rate (PSNR)
In this section, we describe the distortion of the image by testing the PSNR of the
image. The higher PSNR, the smaller the distortion between the stego-image and
the cover image, the quality of the image generated after embedding the information
is higher. In the experiment, we adopt test images Lena and Baboon. Similarly, the
comparison results with Wang et al. [19] in small capacity and medium capacity
are shown in Table 4, and withWu et al. [20] in large capacity is shown in Table 5.

Table 4. The PSNR comparison results withWang et al. [19]

Image Schemes Embedding capacity (bit)

2000 8000 30000 50000

Lena Proposed scheme 70.22 dB 65.69 dB 60.38 dB 58.27 dB

Wang et al. [19] scheme 67.89 dB 61.96 dB 55.08 dB 51.73 dB

Baboon Proposed scheme 70.01 dB 65.47 dB 60.30 dB 58.21 dB

Wang et al. [19] scheme 63.80 dB 57.06 dB 47.76 dB 43.30 dB

According to the Table 4 and Table 5, for the test image Lena, our algorithm is
compared with the algorithm of Wang et al. [19] and Wu et al. [20] for the PSNR,
the maximum PSNR of our proposed method under small capacity and medium
capacity are 70.22 dB and 60.38 dB, respectively, the maximum PSNR of Wang
et al. [19] method under small capacity and medium capacity are 67.89 dB and
55.08 dB, respectively. The maximum PSNR of our proposed method under large
capacity is 56.82 dB, the maximum PSNR of Wu et al. [20] method under large
capacity is 47.92 dB, our method is much higher than Wang et al. [19] and Wu
et al. [20]. Thus, it is well verified that the distortion of our algorithm is much
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Table 5. The PSNR comparison results with Wu et al. [20]

Image Schemes Embedding
capacity (bit)

70000 80000

Lena Proposed scheme 56.82 dB 56.21 dB

Wu et al. [20] scheme 47.92 dB 47.09 dB

Baboon Proposed scheme 56.78 dB 56.21 dB

Wu et al. [20] scheme 47.30 dB 48.28 dB

smaller than that of Wang et al. [19] and Wu et al. [20], namely our image quality
has certain superiority. The main reason is that, in our algorithm framework, the
peaks of the selected is located next to zero bins, this makes our algorithm without
shifting distortion and we complex area is selected to embed secret information has
been modified by the pixels are less likely to be found. Therefore, our algorithm
does have certain superiority.

5 Conclusions

In this paper, based on the framework of the reversible embedding algorithm based on
histogram shifting, threemeasures are proposed to improve the image security and visual
quality. It mainly includes: 1. By using the high plasticity of the enhanced image, an
algorithm of reversible information hiding on the enhanced image is proposed, which
can directly reduce the shifting distortion of the image; 2. The sorting technology based
on multi-feature, so as to select more complex areas for embedding information; 3. A
set of local K-means clustering scheme for the sorted peak bins is presented, which can
significantly improve the security performance of the algorithm. Experimental results
show that the proposed algorithm has a great superiority in improving the security
performance of reversible data hiding using grayscale image.
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Abstract. Wireless covert channel by manipulating the distortions of
signal in transmission is an important technique. The covert channels
are undetectable by making artificial noise modulated from secret mes-
sages distribute as normal channel noise. Although the state-of-the-art
work has excellent performance, the undetectability of the schemes for
Multiple Input Multiple Output (MIMO) system is weak because the
correlation of the raw signals received in all antennas. In this paper, a
wireless covert channel for MIMO system is proposed to improve the
undetectability. According to the distribution of normal channel noise,
the secret messages are modulated into artificial noise in the data trans-
mission of MIMO system. Meanwhile, in the channel state information
(CSI) transmission, the CSI parameters are modified to reduce the cor-
relation. Experimental results show that the undetectability of the pro-
posed scheme is better than the existing MIMO schemes with the same
reliability and transmission rate.

Keywords: Wireless covert channel · MIMO system · CSI
modification · Undetectability · Reliability

1 Introduction

As a specific application of data hiding, covert channels are required to keep
hidden secret data undetectable. With the rapid development of communication
technologies, there is a noticeable tendency of the research on covert channels.
The communication layer of covert channel is lowering, gradually from the net-
work layer and data link layer to the physical layer. The most popular type of
covert channels are network covert channels, which is established based on net-
work traffic. Secret data is embedded by padding some bits into the packet head-
ers [1] and manipulating the packet timing information [2–4] in network layer.
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As the up-to-date covert channels, besides modifying some redundant fields of
wireless communication protocols in data link layer [5,6], wireless covert chan-
nels conceal the very existence of secret data by modulating it into the delivered
wireless signal in physical layer. Because of ubiquitous nature and localized trans-
mission, wireless covert channels are difficult to detect their presence which has
led to increasing attentions.

Some of the earlier implementation of wireless covert channels are introduced
with the secret data embedded in the phase of STF, the frequency of CFO and
Cyclic Prefix of Wi-Fi system [7]. The subcarriers in OFDM-based system which
are reserved by communication protocols are also used to transmit the secret
data [8]. The wireless covert channels can be established by covert relay in wire-
less relay networks [9]. These wireless covert channels are weak to the detection
methods based on matching the fields of wireless communication protocols [10].

Due to the channel noise and fading in wireless communication, the distortion
of the signal is found widely existed. So wireless covert channels with the secret
data modulated into artificial noise can be established with negligible effect on
the overt communication. The undetectability of this kind of wireless covert
channels are improved with the signal with secret data mixed [11] or added [12]
the random noise. In [11], the wireless covert channels established by mixing
the random noise require sharing the mapping sequence to extract secret data
at receiver. In [12], the wireless covert channels based on multiplex technique
require extra power to add the random noise. The extra bandwidth and power
have a notable influence on the performance of undetectability and reliability in
the wireless covert channels. We have proposed a wireless covert channel based
on constellation shaping modulation to improve the undetectability in previ-
ous work [13]. The distribution of artificial interference signal modulated from
secret data is kept the same as that of normal artificial noise. Recently, the Mul-
tiple Input Multiple Output (MIMO) wireless communication has been rapidly
developed. The wireless covert channels for MIMO system are rare. The wireless
covert channel based on multiplex technique was extended to the MIMO system
by choosing the best channel path for covert transmission [14]. The undetectabil-
ity of the MIMO wireless covert scheme needs to be strengthened.

In this paper, a novel wireless covert channel for MIMO system is proposed to
improve the undetectability. In the data transmission of MIMO system, accord-
ing to the distribution characteristics of normal channel noise, the secret mes-
sages are modulated into artificial noise by model fitting modulation which makes
the distribution of generated artificial noise the same as that of normal chan-
nel noise. In the channel state information (CSI) transmission of MIMO system
which transmits CSI in implicit method, the channel effect parameters are modi-
fied to reduce the correlation of the raw signals received in all antennas of MIMO
system. Compared with the existing MIMO schemes, both the undetectability
and reliability of the proposed schemes are improved with the same transmission
rate.

The rest of the paper is organized as follows. In the next section, some
background including general model of MIMO wireless covert channel and
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performance metrics are introduced. In Sect. 3, some related works on wire-
less covert channel are summarized. In Sect. 4, we describe the proposed MIMO
wireless covert channel scheme Sect. 5 gives the experimental results on unde-
tectability and reliability. Finally, Sect. 6 concludes the whole paper.

2 Background

2.1 General Model of MIMO Wireless Covert Channel

Due to the channel impairments, the channel noise is ubiquitous existed in wire-
less communication. The wireless covert channels established by the modulating
secret data into artificial noise become an important type of wireless covert chan-
nels. The generic model framework of MIMO wireless covert channel is shown in
Fig. 1. It is presented that the covert transmission is attached to the overt trans-
mission. The sender plays the roles of the overt sender and the covert sender. The
receivers include the informed receivers and normal receivers. In what follows,
the receivers refer to the informed receivers unless stated otherwise.
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Fig. 1. Generic model of MIMO wireless covert channels.

At all antenna of the sender, the carrier and secret messages are modulated
into carrier signal and artificial noise respectively. The composite signal gener-
ated by adding the artificial noise to carrier signal is transmitted from the sender
to the receiver through MIMO wireless channel. At the receiver, the covert sig-
nals are recovered from the received raw signals by channel effect parameters in
CSI which are also transmitted through MIMO wireless channel. In this paper,
we assume that the transmission of CSI is active, which means the receiver trans-
mits the pilot to the sender then the sender gives back the CSI. Then the carrier
messages and secret messages can both be demodulated from the covert signal
by carrier and covert demodulators respectively.

Due to the broadcast nature of wireless signal, some radio interception devices
deployed by the potential wardens can also capture the raw signals and channel
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effect parameters in CSI. To find out the existence of secret messages, the residual
covert signal and residual raw signal need to be extracted by removing the carrier
signal from the received covert signal and raw signal respectively. Then the
warden analyzes the characteristics of the residual covert signal and residual
raw signal to obtain the detection results. In this study, we assume that the
warden has partial knowledge over the distribution of channel noise in legitimate
transmission by capturing massive normal channel noise and the dependence of
the residual raw signal in different antennas.

2.2 Performance Metrics

Undetectability and reliability are the two main goals in the design of the wireless
covert channels. The wireless covert channels which use artificial noise make no
modifications in the other layers of the communication system. However, to the
best of our knowledge, there is little specialized work concerning the detection
of these wireless covert channels, especially in MIMO system. In [13], the KS
test and regularity test for residual signal are employed as statistic-based tests
which are developed from the detection for covert timing channels. In this paper,
the statistic-based tests in undetectability and the measure of reliability are
presented as follows.

Undetectability. Kullback-Leibler (KL) test [15,16] and Kolmogorov-Smirnov
(KS) test [17] are employed to evaluate the undetectability of MIMO wireless
covert channels which are based on distribution differences. The KL divergences
and KS distances are obtained using the distribution of the residual signal and
reference channel noise. The warden needs to seek the approximate reference
of channel noise or construct it using distribution estimation methods. Beside
them, the correlation coefficients of the raw signals received in all antennas
are employed to evaluate the undetectability of MIMO wireless covert channels
further. The warden may deploy more than one radio interception device in
specific area. Some of the radio interception devices may be deployed closer to
the sender when compared with the receiver, which always means more moderate
channel interference. Consequently, the undetectability of noise-based wireless
covert channels should be benchmarked under noisy channel with a range of
signal-to-noise ratio (SNR).

Reliability. The reliability of the MIMO wireless covert channel is measured
in terms of the bit error rate (BER) of secret message bits for a given covert
transmission rate under the common additive white Gaussian noise (AWGN)
channel and flat fading channel. The covert transmission rate R is defined as the
average number of secret message bits transmitted per subcarrier in a signal of
wireless communication system.
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3 Related Work

With the development of wireless communication [18–20], the covert channels
applied in wireless environment are studied. To hide the transmission of the
secret data, several kinds of wireless covert channels have been proposed. In [5,6],
the secret messages are transmitted by modifying padding of frames, headers of
the MAC, RLC and PDCP in the LTE systems. In [8], the subcarriers of specific
frequency in OFDM-based system which are reserved in some communication
protocols are used to transmit the secret data with little effect on the normal
transmission. In [7], several wireless covert channels based on Wi-Fi commu-
nication protocol are introduced with the secret data embedded in the phase
of STF PSK, the frequency of CFO FSK and Cyclic Prefix. In [9], the secret
data are transmitted by covert relay on top of the cover data in wireless relay
networks. These wireless covert channels can only be used in specific wireless
communication system, and are very weak to field-matching methods.

Later, the secret messages are transmitted in the form of artificial noise.
In [12], wireless covert channels based on multiplex technique (WCC-MT) is
established. In these channels, the signal modulated from secret data and ran-
dom noise are added in order to hide the generated artificial noise from detection.
The power of the signal and the random noise must be lower than that of the
carrier signal. And spread spectrum technique is applied in the secret data so
that the artificial noise with low power has little influence on the transmission
of carrier signal. The undetectability of this covert channel costs extra power of
random noise. A wireless covert channel based on dirty constellation (WCC-DC)
is proposed [11]. The signal modulated from secret message bits are mixed with
random noise. So the mapping sequence is required to separate the secret signal
and random noise. The undetectability of this covert channel costs extra band-
width of shared mapping sequence. However, when the detector of adversary is
near the sender, the regularity of residual signal may result in the poor resistance
to some statistical tests [21]. Although these studies has been able to achieve
improved performance in terms of undetectability, they are all implemented with
extra requirement of bandwidth or power. A wireless covert channel based on
constellation shaping modulation is proposed to improve the undetectability [13].
The secret data is directly modulated into the artificial noise which distribute
like normal channel noise. In MIMO system, the wireless covert channel based on
multiplex technique was extended by choosing the best channel path for covert
transmission [14]. The undetectability of the MIMO wireless covert scheme needs
to be strengthened.

4 Wireless Covert Channel for MIMO System

In this section, a wireless covert channel for MIMO System is proposed to
strengthen the undetectability. The channel effect parameters are modified in
the CSI transmission of MIMO system. The general framework of the proposed
scheme is demonstrated in Fig. 2.



356 P. Cao et al.

QPSK 
modulation

Model 
mapping

MIMO 
Wireless 
channel

Residual signal
extraction

QPSK 
demodulation

1

2

s

s

s
s

1

2

c

c

s
s

1

2

c

c

m
m

1

2

s

s

m
m

1 2,ct cts s

1

2

ˆ
ˆ
ct

ct

s
s

1

2

ˆ
ˆ

c

c

m
m

1 1

2 2

,

,
I Q

I Q

d d
d d

1

2

ˆ
ˆ

s

s

m
m

Continuation

Demodulation
1

2

res

res

s
s

CSI
Modification

Signal 
Recovery

1 2,r rs s

Fig. 2. Framework of proposed scheme.

Take the 2 × 2 MIMO system for example, it is assumed that the carrier sig-
nal sc1, sc2 in different antennas are QPSK modulated from the carrier messages
mc1,mc2. By model fitting modulation, the artificial noise ss1, ss2 is modulated
from the secret messages ms1,ms2. The covert signal sct1, sct2 is also gener-
ated by adding artificial noise ss1, ss2 to the carrier signal sc1, sc2. The channel
effect parameters of CSI are modified at the same time. At the receiver, after
the covert signal ŝct1, ŝct2 is recovered from raw signal sr1, sr2, the carrier mes-
sages m̂c1, m̂c2 are demodulated by QPSK. The secret messages m̂s1, m̂s2 can be
demodulated from the residual recovered signal sres1, sres2 which are extracted
from ŝct1, ŝct2. The description of modulation, CSI modification and demodula-
tion are detailed in the following subsections.

4.1 Modulation and CSI Modification

The modulation is employed to generate the artificial noise by secret messages.
As shown in the framework, the secret message bits are converted into continuous
variables with uniformly distribution on (0,1) in continuation. Then, according
to the distribution of the normal channel noise, the components of the artifi-
cial noise in I and Q axes is generated from the continuous variables by model
mapping. Meanwhile, the channel effect parameters in CSI are modified.

Take the modulation in antenna 1 for example, the secret messages are
denoted by ms1 = (ms1 [1] , . . . ,ms1 [n]). It is assumed that there are two
secret message bits embedded in a subcarrier, so the element in ms1 can
be further written as ms1 [i] ∈ {00, 01, 10, 11} , i = 1, . . . , n. The secret mes-
sage bits in I and Q axes are denoted by ms1I = (ms1I [1] , . . . ,ms1I [n]) and
ms1Q = (ms1Q [1] , . . . ,ms1Q [n]) respectively in which the elements satisfy
ms1 [i] = (ms1I [i] ,ms1Q [i]). The artificial noise ss1 are denoted by xs1I+j ·xs1Q.
Here xsI , xsQ are components of the artificial noise in I and Q axes of the
constellation at the sender satisfying xs1I = (xs1I [1] , . . . , xs1I [n]), xs1Q =
(xs1Q [1] , . . . , xs1Q [n]).
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Take I axis for example, the secret message bit ms1I [i] is first converted into
a continuous variable by continuation. The function of continuation is defined
as (1)

dI1 [i] =
(

ms1I [i]
2

+ r

)
mod 1 (1)

Where r is a random number with uniform distribution on (0, 0.5). The con-
tinuation makes the continuous variables dI1 in I axis distribute uniformly on
U (0, 1).

In model mapping, the inverse cumulative distribution function (CDF) of the
normal channel noise in I axis F−1

sI is employed to take random continuous vari-
ables with uniform distribution on (0, 1) as input and generate the I components
of the artificial noise as output. The function of model mapping is defined as (2)

xs1I = F−1
sI (dI1) (2)

Equation (2) keeps the distribution of the generated I components the same as
that of the normal channel noise. The continuation and model mapping encoder
in Q axis work in the same way. The modulation in antenna 2 works in the same
way.

At the same time, the channel effect parameters in CSI are modified. The
actual matrix of channel effect parameters is denoted as (3)

H =
[

h11 h12

h21 h22

]
(3)

Where the element hkl means the effect parameter from the antenna k at sender
to antenna l at receiver. Then the channel effect parameters are modified as (4)

{
h∗
k1 = hk1 (1 + αk)

h∗
k2 = hk1 (1 − αk)

, k = 1, 2 (4)

Here αk is the random parameter distributes the same as normal channel noise
which is shared between the sender and receiver.

4.2 Signal Recovery and Demodulation

Before the corresponding demodulation, the receiver recover the matrix of chan-
nel effect parameters H from the received one H∗ by the shared parameters.
Then the covert signal is recovered from the raw signal, and the residual recov-
ered signal is extracted from the recovered covert signal. At last, the secret
message bits are demodulated from the residual recovered signal by the center
value.

The residual signal is first extracted from the received covert signal. The
received covert signal ŝct1 are denoted by x̂ct1I + j · x̂ct1Q. The received cover
message bits demodulated by QPSK is denoted by m̂c1 which are re-modulated
by QPSK to acquire the ideal carrier signal denoted by ŝc1 = x̂c1I + j · x̂c1Q.
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Here x̂c1I [i] , x̂c1Q [i] ∈ {−1
/√

2, 1
/√

2,
}

are the ideal components of the carrier
signal in I and Q axes by QPSK modulation. The residual signal sres1 is extracted
by (5).

sres1 = ŝct1 − ŝc1 = (x̂ct1I − x̂c1I) + j · (x̂ct1Q − x̂c1Q) (5)

Take I axis for example, the secret message bits m̂s1I can be got by the
center value F−1

sI (1/2) shared between the sender and receiver. The function of
demodulation is defined as (6).

m̂s1I [i] =
{

1, x̂ct1I [i] − x̂c1I [i] ≥ F−1
sI

(
1
2

)
0, x̂ct1I [i] − x̂c1I [i] < F−1

sI

(
1
2

) (6)

The demodulation in Q axis works in the same way.

5 Experimental Results

In this section, the proposed wireless covert channel is benchmarked on unde-
tectability and reliability. We compare the proposed scheme with two wireless
covert channels for MIMO system. Wireless covert channels based on multi-
plex technique (WCC-MT) for MIMO system are earlier MIMO wireless covert
channels. As the state-of-the-art scheme, wireless covert channel based on con-
stellation shaping modulation (WCC-CSM) is directly applied in MIMO system.

5.1 Experimental Setup

Rayleigh flat fading channel is chosen for the simulation experiment on wireless
communication system. The cover message bits and the secret message bits are
both provide by a pseudo-random bits generator. The carrier signal to artificial
interference signal ratio in proposed schemes is set to be Ec/Es = 13dB. All
wireless covert channels are performed on more than 100000 symbols. The unde-
tectability of the wireless covert channels is measured by the KL divergences and
the KS distances of the I components, Q components and magnitudes of resid-
ual recovered signal and correlation coefficients of residual raw signal in different
antennas. The KL divergences, the KS distances and the correlation coefficients
are computed with 2000 components, and they are all presented with different
SNRs. The reliability of the wireless covert channels is measured by BERs of
secret message bits. In order to make a fair comparison, In WCC-MT for MIMO
system, secret signal is generated by QPSK and the random noise is the AWGN.
The powers of secret signal and random noise are set to be equal, and the carrier
signal to artificial noise is set to be 13 dB.

5.2 Undetectability

We compare the undetectability of proposed scheme with the existing MIMO
methods. The KL divergences and the KS distances of I components, Q compo-
nents, magnitudes and phases of residual recovered signal in proposed scheme
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are presented in Fig. 3, 4 and 5. The KL divergences and the KS distances of
WCC-MT and WCC-CSM for MIMO system are presented for comparison. The
covert transmission rate is set to R = 0.2 with the application of direct sequence
spread spectrum codes. Each detection measure is obtained as an average over
repeated experiments. In Fig. 3 and 4, with carrier signal to channel noise ratio
Ec/N0 increasing, the KL divergences and KS distances in proposed scheme and
WCC-CSM keep steady, however the detection measures in WCC-MT increase
obviously. In Fig. 5, with Ec/N0 increasing, the correlation coefficients in pro-
posed scheme keep close to 0, however the detection measures in WCC-MT and
WCC-CSM increase obviously. In general, it shows that the undetectability of
proposed schemes is better than that of existing methods with the same covert
transmission rate.

Fig. 3. KL divergences of (a) I components, (b) Q components, (c) magnitudes and
(d) phases in proposed scheme and existing methods

5.3 Reliability

To test the reliability, we calculate the BERs of the secret message bits in pro-
posed scheme in Rayleigh flat fading channel and compare them with the exist-
ing methods. The BERs in WCC-MT and WCC-CSM for MIMO system are
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Fig. 4. KS distances of (a) I components, (b) Q components, (c) magnitudes and
(d) phases in proposed scheme and existing methods

Fig. 5. Correlation coefficients of (a) I components and (b) Q components in proposed
scheme and existing methods

presented for comparison. The direct sequence spread spectrum codes based on
M-sequence are applied in the secret message bits to keep the covert transmis-
sion rate equal R = 0.2 in all schemes. The parameters of direct sequence spread
spectrum codes applied in proposed scheme and WCC-CSM are set to be m = 10
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which is m = 5 in WCC-MT. In Fig. 6, the BERs in proposed scheme are equal
to those in WCC-CSM which are much lower than those in WCC-MT. In sum-
mary, it is proved that the proposed wireless covert channels are as reliable as
the state-of-the-art method with equal covert transmission rate.

Fig. 6. BERs of proposed scheme and existing methods with equal transmission rate.

6 Conclusions

High degree of undetectability and reliability is the foundation for guaranteeing
the success of MIMO wireless covert channels. In this paper, we modulate the
secret messages into artificial noise by model fitting modulation in the data trans-
mission of MIMO system, which makes the distribution of generated artificial
noise the same as that of normal channel noise. The channel effect parameters
are modified to reduce the correlation of the raw signals received in all anten-
nas in CSI transmission of MIMO system. Compared with the existing MIMO
schemes, the proposed schemes are more undetectable and reliable.

Even if the proposed scheme can achieve high undetectability and reliability,
the reliability of wireless cover channel for MIMO system can be improved.
We can employ the space-time codes into the MIMO schemes to improve the
reliability and keep the undetectability in our future work.
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Abstract. The data stored into the blockchain is immutable, which
enhances the security of the data. In this work, we propose a blockchain-
based scheme for electronic medical record data sharing that enables
third-party data users to share patient’s data without violating patient
privacy. First, we propose a system model of the scheme. The scheme
is constructed using a private blockchain and a consortium blockchain.
The private blockchain stores the patient’s diagnostic record (DR). The
consortium blockchain stores secure indexes composed of keywords of
DRs. Diagnostic records and keywords take the form of encrypted cipher-
text information. Second, we use public encryption with keyword search
(PEKS) technology to achieve a secure search of keywords on the con-
sortium blockchain. In the decryption phase, we use proxy re-encryption
(PRE) technology to enable third-party data users to securely access
patient data. Finally, we evaluate the performance of the scheme through
numerical simulation experiments.

Keywords: Electronic medical record · Blockchain · Keyword search ·
Proxy re-encryption

1 Introduction

The emergence of electronic medical records can effectively solve the current
problems of patient diagnosis information storage, query, data sharing, medical
errors, etc. [1]. The use of electronic medical records enables patients to have
comprehensive diagnostic information and allows doctors to quickly and accu-
rately understand the patient’s past condition at the time of the visit and give
new diagnostic results. The literature [2–7] provides a practical example of the
application of electronic medical records. A blockchain is essentially a decentral-
ized distributed storage system, which can provide platform support for the use
of electronic medical records and generate permanent and irreversible modified
records.
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In view of the advantages of blockchains in the application of electronic med-
ical records, many scholars have proposed solutions for different problems in
recent years. Yue et al. [8] proposed a blockchain-based data gateway archi-
tecture and used secure multi-party computing to enable third-party users to
calculate stored data without infringing patient privacy. Xia et al. [9] proposed
a data sharing framework based on the blockchain to solve access control prob-
lems related to sensitive information in the cloud. The scheme is based on a
permissioned blockchain, which allows only the invited users to access and share
patient data after verifying the identity and encrypting the key. Dias et al. [10]
constructed an access control scheme based on the blockchain in an electronic
healthcare environment. The scheme sets varying access rights between two dif-
ferent users. The solution is built on the consortium blockchain, in which the
user’s ownership is stored into the data transaction. Data managers can add,
revoke, and change the privileges to users of restrict their access to data. Chen
et al. [11] proposed a framework for sharing medical association data services
based on the blockchain, with emphasis on an implementation scheme that does
not depend on any untrusted third parties; the framework can achieve secure
storage of patient data and privacy protection of patients. Zhang et al. [12] con-
structed a sharing protocol for security and privacy protection personal health
information based on the blockchain and proposed a specific system model and
scheme.

Unlike in the previously discussed schemes on the use of electronic medical
records with the blockchain, patient privacy may be violated when third-party
organizations or individuals other than hospitals or patients attempt to access
patient data. In view of this situation, we propose a scheme for electronic medical
record data sharing based on the blockchain that uses PRE technology to realize
the access of third-party organizations or individuals to patient data.

By referring to the system model of documents [12], we use the private
blockchain and the consortium blockchain to construct the scheme, in which
each hospital has its own private blockchain, while many hospitals can establish
a consortium blockchain. The patient’s DR is encrypted and stored in the private
blockchain of the hospital. The keyword of the diagnosis record is encrypted and
stored into the consortium blockchain. A PEKS technology is used to realize
the secure search of a patient’s DR. When searching for patient data, we use
proxy re-encryption to convert the searched ciphertext; in this manner, third-
party data users can share patient data without violating patient privacy. The
contribution of this article has the following threefold:

– On the basis of the blockchain, we propose a scheme electronic medical record
data sharing to achieve secure access to patient data by third-party data users.
The scheme is built on the private blockchain and the consortium blockchain.
Each hospital has its own private blockchain and server, and each hospital
also establishes a consortium blockchain with multiple hospitals. The patient’s
diagnostic record is stored into the hospital’s private chain, and the secu-
rity index of the diagnostic record’s keywords is stored into the consortium
blockchain.
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– We use public encryption with keyword search technology based on the con-
sortium blockchain to store the security index composed of the encrypted
keywords into the consortium blockchain. When a patient, doctor, or data
user needs to search for a keyword, the patient’s own private key is used to
generate a searching trapdoor and then sent to the consortium blockchain for
data retrieval.

– We use proxy re-encryption technology to enable secure access to patient
data by third-party data users. After searching for the original ciphertext of
the patient’s diagnostic record, the system administrator acts as an agent to
re-encrypt the original ciphertext, and finally sends the converted ciphertext
to a third-party data user, who decrypts the ciphertext with his or her own
private key.

2 Preliminary

The Modified Decisional Bilinear Diffie-Hellman (mDBDH) Prob-
lem [13]. Let e : G1 × G1 → G2 be a bilinear map. For all a, b, c ∈ Z∗

q , Q ∈ G2.
Given a tuple (g, ga, gb, gc), determine Q = e(g, g)ab/c. An algorithm A has
advantage ε in solving mDBDH problem if:

|Pr[A(g, ga, gb, gc, e(g, g)ab/c) = 0] − Pr[A(g, ga, gb, gc, Q)]| ≥ ε

where the probability is over the random choices of a, b, c ∈ Z∗
q , the random

choice g ∈ G∗
1 and the random bits of A.

Definition 1 (mDBDH assumption). We say that the ε-mDBDH assump-
tion holds if no PPT algorithm has advantage at least ε in solving the mDBDH
problem.

3 System Model

3.1 System Structure

In this system, suppose there are n hospitals that form a league. Each hospital
has its own private blockchain and server. The patient’s original ciphertext of
its diagnostic record is stored into the hospital server, and the hash value is
stored into the hospital private blockchain. The consortium blockchain stores
the ciphertext of the diagnostic record keywords. The structure of the system is
shown in Fig. 1. The four entities in the system are as follows:

System Manager. The system manager is in charge of the entire system, and
every patient, doctor, and data user needs to register before entering the system.
When a data user accesses the diagnostic record of a patient, the system manager
plays the role of the proxy to generate the proxy re-encryption key and performs
proxy re-encryption on the original DR ciphertext.
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Patient. Patients need to register to the server of hospital before seeing doctor.
After completing the registration, the hospital server gives the patient a token,
which is equivalent to the patient’s visit card, and the patient should keep the
token secret. The patient presents the token when he or she sees the doctor, and
the doctor generates a DR and keywords for the patient and encrypts them with
the patient’s public key.

Medical Service Providers (Hospital Servers and Doctors). Each hospi-
tal has a single server and several clients, and clients are operated by doctors.
Doctors generate diagnostic records and new blocks for patients and broadcast
new blocks to the hospital’s private blockchain.

Data User. When third-party organizations or individuals (called data users)
exist other than the hospitals and patients who need to access patients’ data,
obtaining searching trapdoors generated by patients is necessary to perform
keywords searching in the consortium blockchain.

Fig. 1. System structure

Fig. 2. Structure of a block in the private blockchain
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3.2 Data Structure

The data structure of the private blockchain is shown in Fig. 2. The data struc-
ture of the consortium blockchain is shown in Fig. 3.

Fig. 3. Structure of a block in the consortium blockchain

4 Our Proposal

The proposed scheme can be divided into three phases: data generation, data
storage, and data search.

Phase 1: System setup

• Setup(λ): Input security parameter λ, output system parameter params =
(q,G1, G2, g, e, h,H1,H2,H3,H4,H5,H6), where q is a large prime number,
G1 and G2 are two cyclic groups of order q. e is a bilinear map, g is a
generator of G1, and set h = e(g, g). Select hash functions: H1 : {0, 1}∗ → Z∗

q ,
H2 : {0, 1}∗ → G1, H3 : {0, 1}∗ → G1, H4 : {0, 1}λ → G2, H5 : {0, 1}∗ → Z∗

q ,
H6 : {0, 1}∗ → G1.

• KeyGen(params): Patient randomly choose xa ∈ Z∗
q and compute pka = gxa

as public key, set ska = xa as private key. Doctor randomly choose xd ∈ Z∗
q ,

compute pkd = gxd , set skd = xd as private key. Data user randomly choose
xu ∈ Z∗

q , compute pku = gxu , set sku = xu as private key.
• ReKeyGen(ska, sku): Input the private keys of patient, data user (ska, sku),

then generate a proxy re-encryption key rka→u = sku

ska
mod q using the method

in [14].

Phase 2: Data generation and storage
After patient a registers with hospital i, the hospital server randomly selects
β ∈ {0, 1}∗ as the registration basis for the patient, and the hospital server



368 S. Niu et al.

Fig. 4. Data generation and data storage

calculates μ = H1(β) for the system storage. When the patient sees the doctor
and presents β, the doctor produces diagnostic record m ∈ {0, 1}∗, selects the
keyword w ∈ {0, 1}∗, and encrypts m,w with the patient’s public key pka as
follows:

• Encrypt(pka,m,w): The doctor randomly chooses r ∈ Z∗
q , calculates B =

pkr
a, C = e(g,H2(β))r · m, t = e(g,H3(w, β))r, F = H4(t). Calculate the

vector X = [X1,X2, ...,Xn], where X1 = grH1(w),..., Xn = grHn
1 (w).

• Compute r0 = H5(m,B), A = grH1(w)+r0(skd+H1(w)), Y = hr0(skd+H1(w)).

The encryption algorithm output is expressed as Ca = (Ca0, Ca1, Ca2), where
Ca0 = (B,C), Ca1 = (B,F ), and Ca2 = (A,X, Y ). Ca0 is ciphertext of the
diagnostic record m, which is stored into the server of hospital i, and hash(Ca0)
is calculated and uploaded to the private blockchain. Ca1 is the ciphertext of
keyword w. Ca2 provides the basis for the proof of conformance on the consortium
blockchain.

– Patient pseudo identity generation: The patient’s real identity is denoted by
RIDa. The doctor generates a pseudo identity for the patient and calculates
IDa = RIDa ⊕ H1(β).

In providing proof of conformance on the private blockchain, the doctor pro-
duces proof η = (α, β

′
) based on β and skd.

– Randomly choose k ∈ Z∗
q , compute α = g

k+skd
H1(β) , β

′
= H6(gk) ⊕ β.

Then, the doctor formulates the transaction TX (Fig. 2) and broadcasts the
transaction to the hospital’s private blockchain. After receiving the new trans-
action, the verifier on the private blockchain verifies the new transaction.

– Extract IDd, η = (α, β
′
) from the block and search for μ in the system.

– Compute β∗ = H6(αμ · pk−1
d ) ⊕ β

′
, check whether H1(β∗) = μ.
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If the equation is true, then the new transaction is valid, and the verifier
broadcasts a verification confirmation message. After receiving the [23np] verifi-
cation confirmation messages, the private blockchain receives the new transac-
tion. Otherwise, the new block to is rejected and joins the private blockchain.
np represents the number of nodes in the private blockchain.

Correctness

β∗ = H6(αμ · pk−1
d ) ⊕ β

′
) = H6(g

k+skd
H1(β) ·H1(β) · g−skd) ⊕ H6(gk) ⊕ β

= H6(gk) ⊕ H6(gk) ⊕ β = β

Therefore, H1(β∗) = H1(β) = μ.
In each private blockchain, the server extracts the block ID, patient pseudo

identity, and secure keyword of each new block. Let Txa = (IDb, IDa, Ca1)
a ∈ {1, 2, ..., l}. The server combines the secure indexes of all newly emerging 8
blocks, which are represented as new transactions in the format of Fig. 3. The
server broadcasts the new transaction to the consortium blockchain by using
ciphertext Ca2 a ∈ {1, 2, ..., l}. After receiving the new transaction, the verifier
on the consortium blockchain verifies that each secure index Txa a ∈ {1, 2, ..., l}
is as follows: checks whether e(A, g) = e(X1, g) · Y .

If the equation is true, then the new transaction is valid, and the verifier
broadcasts a verification confirmation message. After receiving the [23np] verifi-
cation confirmation messages, the consortium blockchain receives the new trans-
action.

Correctness

e(A, g) = e(grH1(w)+r0(skd+H1(w)), g) = e(grH1(w), g)e(gr0(skd+H1(w)), g)

= e(X1, g)e(g, g)r0(skd+H1(w)) = e(X1, g) · Y

Figure 4 shows the process of data generation and storage.

Phase 3: Data search and access
When doctor or data user wants to access a patient’s historical data, the patient
is required to use the private key to generate searching trapdoor Tw and pseudo
identity ID

′
a, which had been previously generated for the patient.

• Trapdoor(ska, w) : Tw = H3(w, β)
1

ska .
• Test: When the doctor or data user receives searching trapdoor Tw and

pseudo identity ID
′
a, Txa = (IDb, ID

′
a, Ca1) is extracted from the consor-

tium blockchain. The doctor or data user checks whether F = H4(e(B, Tw)).
If this parameter holds, the server finds the private blockchain through IDb

to obtain Ca0.
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Correctness

H4(e(B, Tw)) = H4(e(gska·r,H3(w, β)
1

ska ))
= H4(e(g,H3(w, β))r) = F

• Decryption

Case 1: When the patient shares data with the doctor, the server sends Ca0 =
(B,C) to the patient, and m = C

e(B,H2(β))
1

ska

is calculated.

Correctness

C

e(B,H2(β))
1

ska

=
e(g,H2(β))r · m

e(gska·r,H2(β))
1

ska

= m

Case 2: When the data user shares data, the proxy (system administrator)
runs the ReKeyGen(ska, sku) algorithm to generate the proxy re-encryption
key rka→u and re-encrypts the ciphertext with rka→u as follows:

– Compute B
′

= Brka→u , then the re-encrypted ciphertext is C
′
a0 =

(B
′
, C). The proxy sends C

′
a0 to the data user, and the user calculates:

m = C

e(B′ ,H2(β))
1

sku

.

Correctness

B
′
= Brka→u = pk

r· sku
ska

a = gska· sku
ska

·r = gsku·r = pkr
u

C

e(B′ ,H2(β))
1

sku

=
e(g,H2(β))r · m

e(gsku·r,H2(β))
1

sku

= m

Figure 5 shows the process of data search.
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Fig. 5. Data search and access

5 Security Analysis

In this section, we will analyze how the proposed scheme can effectively meet
the design goals presented in the previous section.

The Proposed Scheme Satisfies Data Security and Access Control.
The basic features of the blockchain renders the data stored into the blockchain
unchangeable, thus ensuring that the data cannot be modified unless attackers
have 51% of the computing power of the entire network. The diagnostic record
is encrypted using the patient’s public key; in this manner, the data can only
be decrypted with the patient’s private key, thus further ensuring the confi-
dentiality of the data. The ciphertext stored into the blockchain can only be
obtained by authenticated visitors. Before the doctor or data user accesses the
patient’s historical data the searching trapdoor Tw = H3(w, β)

1
ska generated by

the patient with the private key should be obtained, a scheme that is equivalent
to authorizing the doctor or the user to search. Therefore, the patient can control
his/her historical DR data to be accessed. As a trusted-third party, the system
manager can control whether the data user is eligible for the re-encryption of
the ciphertext. Therefore, the system manager can also control the access of
patient’s data.

The Proposed Scheme Satisfies Privacy Protection. The doctor generates
pseudo identity IDa = RIDa ⊕ H1(β) for the patient. Eavesdroppers cannot
obtain β, and the true identity of the patient cannot be guessed. The scheme
achieves privacy protection through anonymity. As shown in Fig. 2, encrypted
data are appended with the patient’s pseudo identity, and the ciphertext contains
random number r to ensure that the encryption results are different each time.
Therefore, the eavesdroppers are not allowed to judge whether two or more DRs
are from the same patient.

The Proposed Scheme Satisfies Secure Search. Only the patient can give
the searching trapdoor generated by himself/herself with his/her private key
and the previously obtained pseudo identity to the doctor or data user for data
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access. When an eavesdropper checks on the trapdoor, he or she cannot guess
the keyword because it involves the patient’s private key. Thus, this scheme can
help resist keyword-guessing attacks.

6 Performance Evaluation

6.1 Functionality Comparison

This study has conducted a functional comparison with the literature on elec-
tronic medical records [5,12,15,16] that have been proposed in recent years, and
the results are presented in Table 1. The comparison found that both of two
references [5,16] are non-blockchain data storage platforms. The two previous
studies [15,16] cannot achieve the data search function. The above schemes do
not have third-party data users that can safely share patient’s data. The schemes
in the literature in the table all satisfy the access control and privacy protection
of the scheme, which are the basic attributes of the electronic medical record.
A comparison with the above schemes shows that the scheme of this study has
certain advantages in terms of functionality.

Table 1. Comparisons of functional properties

Functional properties [5] [12] [25] [26] Ours

Blockchain-based × √ √ × √

Access control
√ √ √ √ √

Privacy preservation
√ √ √ √ √

Secure search
√ √ × × √

Third-party data sharing × × × × √

6.2 Computational Cost Analysis

Given that no similar scheme can be compared effectively with the computational
cost of our proposed scheme, only computational cost is analyzed. P denotes
bilinear pairing operation, M denotes multiplication operation, E represents
exponentiation operation, and np denotes the number of nodes in the private or
consortium blockchain. The results of the analysis are shown in Table 2.

Table 2. Computational overhead of proposed scheme

Phase System setup Data verification Data search

Computational

overhead

2P + 12E + 10M PB: 4M × [ 23np] Case 1: 2P + 5E + 2M

CB: (P + 4M + 2E) × [ 23np] Case 2: 2P + 6E + 5M

Note: PB: private blockchain CB: Consortium blockchain
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6.3 Numerical Simulation Experiment Results Analysis

A complete numerical simulation experiment is carried out on a Linux platform.
The program is written in C by using the paring-based cryptography library [17].
The computations are run on PC with 2.9 GHz CPU frequency and 4 GB of
RAM, using Linux operating system. In the numerical experiment, given that
the scheme supports only a single keyword search, the basic field length of the
single keyword is set to 1024 bits, such that the variable is set to n · 1024, and n
is a multiple of the single keyword length, which can also be understood as the
number of keywords. We set n to 10, 20, 30, 40, and 50, and the experimental
results take the average of 50 running results. The experimental results are shown
in Table 3.

Table 3. Time cost (ms) of the scheme algorithms

Algorithms Setup Encrypt Trapdoor Test DecCase1 DecCase2

n=10 20 218 36 42 7 10

n=20 21 412 72 83 8 11

n=30 20 614 105 125 7 11

n=40 20 825 145 167 7 11

n=50 21 1021 172 212 7 11

From Table 3,variable n has no influence on the time generated by the system
setup algorithm and the verification algorithm of the new block on the private
blockchain. The encryption algorithm and the verification algorithm of the new
block on the consortium blockchain are affected by the operation of multiple
bilinear pairing operations, implying that the time cost is relatively large. In
the data search phase, the time of the decryption algorithm in the two cases is
hardly affected by the change in n. The trapdoor generation algorithm and the
test algorithm involve a small proportion of the operation of the bilinear pairing,
and most involve multiplication and exponentiation operation, indicating that
the time cost is slower than the growth of the first two algorithms.

As shown in Fig. 6, the increase in keyword length has a relatively large
impact on the time cost of the encryption algorithm, while the growths of the
other three algorithms are relatively slow and less affected by the change of
keyword length. In general, the time costs of the above four algorithms increase
linearly, and they represent the increasing trend of the time cost of the whole
scheme. The results show that with the increase of keyword length, the time cost
will be controlled within a certain range.
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Fig. 6. Time cost analysis of the algorithm

7 Conclusions

We propose a scheme for blockchain-based electronic medical record data sharing
for third-party data users. The scheme is based on the private blockchain and the
consortium blockchain. The private blockchain stores the original ciphertext of
the patient diagnostic record information, and the consortium blockchain stores a
secure index composed of the keyword’s ciphertext. The scheme achieves security
goals for data security, access control and privacy protection.
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A New Kind Linear Analysis of Invariant Bias
of Midori-64 Related Keys
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Abstract. Midori-64 is a 64-bit packet length, 128-bit key SPN (Substitution
Permutation Network) structure lightweight block cipher. Using the method of
related-keys technology and linear analysis, the key invariant deviation linear
analysis ofMidori-64was carried out.According to the nature of the key expansion
algorithm ofMidori-64, a suitable input-output linear mask and key difference are
selected to construct a 7-round related-keys invariant linear discriminator. Then,
11 rounds of Midori-64 algorithm are densely defined. Key recovery attack. The
data complexity and time complexity of the attack are respectively 262.99 and
276.6. This paper is the linear analysis result of the first related key of the Midori
algorithm.

Keywords: Block cipher · Related-keys · Midori algorithm · Linear mask

1 Preface

Linear analysis is an effective attack method proposed by Japanese scholar Matsui in
1993 forDES (DataEncryptionStandard) password [1].And in later analysis, linear anal-
ysis was extended and expanded, and representative ones were: multiple linear analysis
[2], multidimensional linear analysis [3], and zero correlation linear analysis [4]. And in
the development of linear analysis, it is worth noting that, inspired by the correlation key
impossible differential analysis model, in ASIACRYPT2013, Bogdanov et al. proposed
a linear analysis model of related key invariant deviation [5], this analysis model The
proposal is a successful combination of linear analysis and related key attacks. And the
literature [5] also uses this method to analyze LBlock and TWINE-128, and its anal-
ysis results are improved in the number of attack rounds compared to the best attack
results of the current two algorithms. It can be seen that the analytical model has a good
application prospect. At ASIACRYPT2015, Banik et al. proposed the SPN (Substitution
Permutation Network) structure lightweight block cipher Midori [6], whose key length
is 128 bits, and the packet length can be 64 bits and 128 bits, which are respectively
recorded as Midori-64 and Midori-128. The number of iterations is 16 rounds and 20
rounds respectively. In this paper, the correlation key technique and linear analysis are
combined to analyze the key invariant deviation linearity of Midori-64. Introduction to
midori-64 algorithm.

© Springer Nature Singapore Pte Ltd. 2020
X. Sun et al. (Eds.): ICAIS 2020, CCIS 1254, pp. 376–384, 2020.
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2 Introduction to Midori-64 Algorithm

2.1 Algorithm Description

The Midori-64 algorithm uses an SPN structure with a master key length of 128 bits, a
packet length of 64 bits, and an iteration round of 16 rounds. The round transformation is
composed of four basic transformations, which are S box, replacement, column mixing,
and round key addition. The XORwhitening key operation is added before the last round
and after the last round, where the process of key whitening is named WK operation.
And the last round was simplified, leaving only the S-box operation. The Midori-64
encryption process is shown in Fig. 1.
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Fig. 1. Encryption process of Midori-64 algorithm

The 64-bit state in the encryption process is represented by a 4×4 state matrix, and
each cell is 4 bits (nibble) in the following order.

S0 S4 S8 S12

S1 S5 S9 S13

S2 S6 S10 S14

S3 S7 S11 S15

S box (SC). See Table 1 for the 4 bit s box value used by Midori 64 algorithm.

Table 1. S-box mapping (in Hexadecimal)

x 0 1 2 3 4 5 6 7 8 9 A B C D E

Sb0[x] C A D 3 E B F 7 8 9 1 5 0 2 4

Replacement (SFC). The replacement order of 16 half byte states is

(S0S1S2S3S4S5S6S7S8S9S10S11S12S13S14S15)

← (S0S10S5S15S14S4S11S1S9S3S12S6S7S13S2S8)
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ColumnMixing (MC).MatrixMacts on each columnof the statematrix in the following
way.

M =

⎛
⎜⎜⎝

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

Si
Si+1

Si+2

Si+3

⎞
⎟⎟⎠ ← M ·

⎛
⎜⎜⎝

Si
Si+1

Si+2

Si+3

⎞
⎟⎟⎠

Key Plus (AK). XOR 64bit round key with 64bit status.

2.2 Key Extension Algorithm

The key expansion algorithm of Midori is very simple. Firstly, the 128bit master key k is
divided into two parts: k0 and k1, the master key k = k0||k1. In midori-64, the whitening
key is WK = k0 ⊕ k1, the round key is RKi = ki mod 2 ⊕ αi(0 ≤ i ≤ 14), and αi is a
round constant. Midori-64 has 16 rounds in total. If key addition is omitted in the last
round, the round keys used in the first round and the 15th round will be RK0 ∼ RK14
successively. The round key of midori-64 is shown in Table 2.

Table 2. Round key of Midori-64 algorithm

Wheel key RK0 RK1 RK2 RK3 RK4 RK5 RK6 RK7

Formula k0 ⊕ α0 k1 ⊕ α1 k0 ⊕ α2 k1 ⊕ α3 k0 ⊕ α4 k1 ⊕ α5 k0 ⊕ α6 k1 ⊕ α7

Wheel key RK8 RK9 RK10 RK11 RK12 RK13 RK14

Formula k0 ⊕ α8 k1 ⊕ α9 k0 ⊕ α10 k1 ⊕ α11 k0 ⊕ α12 k1 ⊕ α13 k0 ⊕ α14

2.3 Attack Status of Midori-64

Since the introduction of theMidori algorithm, many scholars have used different analy-
sis methods to analyze the security. The main attack results are as follows: [7] evaluates
the ability of the Midori algorithm to resist fault attacks, and the results show that the
algorithmmust count down to 5 rounds. Added protection against fault attacks; the litera-
ture [8] proposed a 10-round impossible difference analysis for the Midori-64 algorithm
using 6 rounds of impossible differential discriminators; the literature [9] is based on
6 rounds of discriminators, respectively for 10 The round and 11 rounds of Midori-64
algorithm carried out the intermediate encounter attack, and based on the 7-round dis-
criminator, the 12-roundMidori-64 algorithmwas attacked by the middle; the document
[10] carried out the Midori-64 under the weak key state. All-round analysis; literature
[11] constructed a 9-round discriminator of Midori-64, and conducted 14 rounds of
correlation key impossible differential analysis for Midori-64; this paper uses 7 rounds
of correlation key invariant differential linear distinction The key recovery attack was
carried out on 11 rounds of Midori-64.
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3 A Key Invariant Diffractor for 7 Rounds of Midori-64

According to the properties of the key expansion algorithm of midori-64, 128bit master
key k and k ′ is selected, and the master key difference is divided into �k = k ⊕ k ′ =
00000000δ000000000000000000000000, where δ is the non-zero difference of 4bit,
and 0 is the zero difference of 4bit. The difference of the K and K ′ of the extended
keys is �K , and �rKi is expressed as the difference of each round of. Select the input
mask of the third round as (a000000000000000), the output mask of the ninth round as
(0h0h000000000000), and a and h represent the non-0 mask of 4 bit length respectively.
From Fig. 2, it can be concluded that the relationship between the difference of extended
key �rKi(3 ≤ i ≤ 9) and the linear mask Ui(3 ≤ i ≤ 9) is as follows:Ui · �rKi = 0,
then the linear approximation (a000000000000000) → (0h0h000000000000)meets the
requirements of the invariant deviation of related key. In Fig. 2, the setting “�” represents
a 0 mask; b, ci, di, ei, fi, gi(0 ≤ i ≤ 15) represents a non-0 mask; “?” represents a mask
whose uncertainty is 0 or non-0.

4 11 Rounds of Key Recovery Attacks on Midori-64

By using the 7-round (round 3–9) related-keys invariant Deviation Linear differentia-
tor constructed in Fig. 2, two rounds are extended to the encryption direction and the
decryption direction respectively. Combined with the relationship between wheel keys
and some and technologies, the key recovery attack is carried out on 11 rounds ofmidori-
64. The influence of whitening key is not considered in the analysis process, as shown in
Fig. 3. In Fig. 3, the status bytes involved in the encryption and decryption of the attack
process are marked “*”, and other irrelevant bytes are marked “�”.

4.1 Attack Process

The command xj1, x
j
11(0 ≤ j ≤ 15) indicates the initial state half byte during the attack,

and I ji indicates the state half byte during the attack, and RKj
i (0 ≤ i ≤ 14, 0 ≤ j ≤ 15)

represents the value of the j + 1 half byte of the round i + 1 key.

(1) under the key k, N cipher text pairs (P,C) are collected, and under the key k ′, N
cipher text pairs (P′,C ′) are collected, and k = k ′ ⊕ �.

(2) if y0 = x1,2,3,6,7,9,11,13,141 ||x0,1,2,3,4,5,6,7,8,9,10,12,13,1411 is selected, y0 has a total
of possible states of 292. A 16bit counter N0[y0] is established for each state, and
all of them are initialized to zero. Collect N cipher text pairs (P,C), calculate
the logarithm of each state satisfied by these cipher text pairs, and add 1 to the
corresponding counter N0[y0]. No more than 264 cipher text pairs are divided into
292 States, so the counter 16bit is enough.

(3) if y1 = I5,10,152 ||x0,1,2,3,4,6,7,12,13,1411 ||I6,1110 is selected, y1 has a total of 260 states.
A 16bit counter N1[y1] is established for each state, and all of them are initialized
to zero. Enumerate the 20bit round sub key RK5,10,15

0 and RK8,9
10 . Because of

RK0 = k0 ⊕ α0, RK10 = k0 ⊕ α10, so RK10 = RK0 ⊕ α0 ⊕ α10. Therefore,
RK5,10,15

0 can push out RK5,10
10 , calculate and update the state of I52 = RK5

0 ⊕
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Fig. 2. 7-round distinguisher of Midori-64 algorithm

[S14(x141 ) ⊕ S11(x111 ) ⊕ S1(x11)] , I102 = RK10
0 ⊕ [S9(x91) ⊕ S3(x31) ⊕ S6(x61)], I152 =

RK15
0 ⊕[S7(x71) ⊕ S13(x131 ) ⊕ S2(x21)];I610 = S−1

6 [(x811 ⊕ RK8
10) ⊕ (x911 ⊕ RK9

10) ⊕
(x1011 ⊕ RK10

10 )]I1110 = (x511 ⊕ RK5
10); then update the counter N1[y1]+ = N0[y0].

This step requires 11 rounds of N × 220 × 1
/
16 × 1

/
11 ≈ 212.54N encryption

operations.
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Fig. 3. Key-recovery attack on 11-round Midori-64 algorithm

(4) if y2 = I5,10,152 ||x0,1,2,3,12,13,1411 ||I4,6,1110 is selected, y2 has 252 states. A 16 bit
counter N2[y2] is established for each state, and all of them are initialized to
zero. Exhaust the 12bit round sub key RK4,6,7

10 , calculate and update the state
I1110 = S−1

11 [I1110 ⊕ (x411 ⊕RK4
10)⊕ (x711 ⊕RK7

10)] ; I410 = S−1
4 [(x411 ⊕RK4

10)⊕(x611 ⊕
RK6

10)⊕ (x711 ⊕RK7
10)], and then update the counter N2[y2]+ = N1[y1]. This step

requires 11 rounds of 260 × 212 × 1
/
16× 1

/
11 = 264.54 encryption operations.

(5) if y3 = I5,10,152 ||x0,1,2,311 ||I4,6,8,1110 is selected, y3 has 244 states in total. A 16bit
counter N3[y3] is established for each state, and all of them are initialized to zero.
Enumerate the 12 bit round sub key RK11,12,13

10 , calculate and update the status
I810 = S−1

8 [(x1211 ⊕ RK12
10 ) ⊕ (x1311 ⊕ RK13

10 ) ⊕ (x1411 ⊕ RK14
10 )], and then update the

counter N3[y3]+ = N2[y2]. This step requires 11 rounds of 252 × 212 × 1
/
16 ×

1
/
11 ≈ 256.54 encryption.

(6) if y4 = I5,10,152 ||I4,5,6,8,10,1110 is selected, y4 has 236 states in total. A 16bit
counter N4[y4] is established for each state, and all of them are initialized
to zero. Enumerate the 12 bit round sub key RK0,1,2,3

10 , calculate and update
the status I510 = S−1

5

[(
x011 ⊕ RK0

10

) ⊕ (
x111 ⊕ RK1

10

) ⊕ (
x311 ⊕ RK3

10

)]
; I1010 =

S−1
10

[(
x011 ⊕ RK0

10

) ⊕ (
x211 ⊕ RK2

10

) ⊕ (
x311 ⊕ RK3

10

)]
, and then update the counter

N4[y4]+ = N3[y3]. This step requires 11 rounds of 244 × 216 × 1
/
16× 1

/
11 ≈

252.54 encryption.
(7) if y5 = I5,10,152 ||I1,39 is selected, y5 has 220 states in total. A 16bit counter N5[y5]

is established for each state, and all of them are initialized to zero. Enumerate
the 12 bit round sub key RK4,5,6,8,10,11

9 , calculate and update the status I19 =
S−1
1 [(I410 ⊕ RK4

9 ) ⊕ (I510 ⊕ RK5
9 ) ⊕ (I610 ⊕ RK6

9 )]I39 = S−1
3 [(I810 ⊕ RK8

9 ) ⊕ (I1010 ⊕
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RK10
9 )⊕ (I1110 ⊕RK11

9 )], and then update the counter N5[y5]+ = N4[y4]. This step
requires 11 rounds of 236 × 224 × 1

/
16 × 1

/
11 ≈ 252.54 encryption.

(8) if y6 = I03 ||I19 is selected, y6 has 28 states in total. A 16bit counter N6[y6] is
established for each state, and all of them are initialized to zero. Enumerate the 12
bit round sub key RK4,5,6,8,10,11

9 , calculate and update the status I03 = [S10(I102 )⊕
S5(I52 ) ⊕ S15(I152 )];I19 = I19 ⊕ I39 , and then update the counter N6[y6]+ = N5[y5].
This step requires 11 rounds of 220 × 1

/
16 × 1

/
11 ≈ 212.54 encryption.

(9) for the sub key k ′, using the same method, we can get the counter N ′
6[y′

6], where
y′
6 is the value corresponding to the sub key k ′.

(10) a 64 bit counter Ti and T ′
i are set up and initialized to 0 respectively for the i

linear approximation (1 ≤ i ≤ �). For the 28 values of y6 and y′
6, if the linear

approximation is true, then Ti+ = N6[y6], T ′
i+ = N ′

6[y′
6].

(11) calculate the statistical value s =
�∑

i=1

[(
Ti
N − 1

2

)
−

(
T ′
i
N − 1

2

)]2
.

When N , n and � are large enough, s obeys the normal distribution with expectation
of μ0 = �

2N and variance of σ 2
0 = �

2N 2 under the correct key guess:

s ∼
(

�

2N
,

�

2N 2

)

Under the wrong key guess, s obeys the normal distribution with expectation of
μ1 = �

2N + �
2n+1 and variance of σ 2

1 = �
2N 2 + �

22n+1 + �
N2n :

s ∼
(

�

2N
+ �

2n+1 ,
�

2N 2 + �

22n+1 + �

N2n

)

By using the nontrivial linear approximation of �, we can distinguish the right key
guess and the wrong key guess by the error probability α (the probability of the right key
guess being the wrong key guess) and β (the probability of the wrong key guess being
the right key guess). The number of known plaintexts needed is:

N = 2n+0.5

√
� − z1−β

√
2
(z1−α + z1−β)

z1−α and z1−β are quantiles of standard normal distribution, and the threshold value
of judgment is τ = μ0 + σ0z1−α =μ1−σ0z1−β .

If s < τ , the guessed sub key is correct, otherwise it is wrong.

4.2 Complexity Analysis

In the above attack process, a total of 84 bit keys are guessed. If the two kinds of error
probability are α = 2−2.7 and β = 2−10, then q1−α ≈ 1 and q1−β ≈ 3.09. Because
n = 64 and � = 28 can get N ≈ 262.99, we need 262.99 cipher text pairs. The critical
value is τ ≈ 2−59.42. From step 2 to step 9, the computation complexity of the attack
is (275.53 + 264.54 + 256.54 + 252.54 + 252.54 + 212.54) × 2 ≈ 276.6 times 11 rounds of
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encryption. So the data complexity of completing 11 rounds ofmidori-64 attack is 262.29,
and the calculation complexity is 276.6. The attack results show that the 11 rounds of
midori-64 cipher algorithm is not immune to the linear analysis method of related-keys
invariant bias. The main attack results of midori-64 algorithm are shown in Table 3.
From Table 3, we can see that the related-keys invariant Deviation Linear Analysis of
midori-64 is one more round than that of impossibility differential analysis, and it also
has obvious advantages in time complexity compared with the intermediate encounter
attack of 11 rounds.

Table 3. Comparison of results on cryptanalysis of Midori-64

Attack methods and Literature Data complexity Time complexity Attack rounds

Impossible differential analysis [8] 262.4 280.81 10

Meet in the middle attack [9] 261.5 299.5 10

Meet in the middle attack [9] 253 2122 11

Linear analysis of the invariant deviation
of the related-keys in this paper

262.99 276.6 11

Meet in the middle attack [9] 255.5 2125.5 12

5 A Subsection Sample

In this paper, the security ofmidori-64 is evaluated by using the linear analysis of related-
keys invariant deviation. Firstly, seven rounds of related-keys invariant Deviation Linear
differentiators are constructed by selecting appropriate linear mask and key difference,
and then 11 rounds of midori-64 are attacked by key recovery. The result is one more
attack round than that of midori-64 algorithm. The further research direction of the
attack result is: the target algorithm has more than one pair of linear shells which meet
the requirements of constructing the linear differentiator with constant key deviation.
Combined with the properties of the key expansion algorithm of the given algorithm,
finding the linear shells which can construct the differentiator with the longest number
of rounds in these linear shells is the key technology to be further studied, which will
effectively increase the attack Number of rounds.
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Abstract. TPM (three pixels matching) steganography adopted three pixels as
an embedding unit, and extraction function was defined by minimizing the dis-
tortion of pixel value along with low pixel value difference distortion. Based on
TPM, we proposed formula three pixels matching (FTPM) steganography in this
paper. A formula is used to get the stego image pixel pair without searching the
neighborhood set for the given image pixel pair and the embedded path selection
of the secret information is implemented by the chessboard coverage algorithm.
This method can embed digits in any notational system and protect the privacy of
the embedded information. The experimental results and analysis show that the
proposed method is flexible in the process of information hiding, and no extra
storage space is required, while it also ensures the image quality.

Keywords: Data hiding · Steganography · TPM (Three pixels matching)

1 Introduction

Data steganography is a research to embed secret messages to the digital cover media,
including image, video, audio, text, and so on. The digital cover media as the plaintext
transmitted in public channel is less likely to arouse the interest of the third party and not
easy to detect by hackers. There are two major factors to be considered when designing
a steganography scheme. One is perceptual distortion caused by data hiding, the other is
embedding capacity, which includes the maximum amount of secret messages that can
be embedded into the cover media without any perceptual distortion. There is a trade-
off between them. The higher the embedding capacity, the greater of the perceptual
distortion. Generally, embedding efficiency is considered to a concurrent evaluation for
embedding capacity and perceptual distortion.

LSB replacement [1] is the most famous steganography, which utilizes the character-
istics that the human visual system is not sensitive to the variation of the least significant
bits of a pixel. In LSB, the least significant bit is directly replaced by the secret bit,
which causes some statistical information to be exposed. LSB matching (LSBM) [2]
randomly increments or decrements the LSB of a pixel according to a pseudo-random
number generator when the secret bit does not match the pixel’ s LSB. LSBM revisited
(LSBMR) [3] performs the operation by using a pair of pixels as a unit. Both LSBM and
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LSBMR are undetectable with a chi-square attack, but they can still be detectable using
stronger steganalytic attacks. In [4], an edge adaptive image steganography based on
LSBMR (EALSBMR) was proposed, which can select the embedding regions accord-
ing to the size of secret message and the difference between two consecutive pixels in
the cover image. In [5], with the help of the error images, a steganographic scheme
was proposed, where the target pixels were adaptively chosen based on a preprocessing
phase. Kuo et al. [6] proposed a formula diamond encoding (FDEMD) data hide scheme,
and it could conceal a digit in

(
2k2 + 2k + 1

)
-ary system. It simplified the embedding

procedure and embedded secret data without storing and calculating characteristic value
matrix. Hong et al. [7] designed a new extraction function and neighborhood set of
two pixels called adaptive pixel pair matching (APPM). It allowed embedding digits in
arbitrary notational system and the distortion caused by embedment using APPM was
minimized, therefore the resultant marked image quality could be well preserved [8].
Based on APPM, a formula adaptive pixel pair matching steganography algorithm was
proposed [9], and the basic idea is to use the formula to get the stego image pixel pair
without searching the neighborhood set for the given image pixel pair. In [10], three
pixels were adopted as an embedding unit, and the extraction function was defined by
minimizing the distortion of pixel value along with low pixel value difference distortion.
Based on the above methods, a formula three pixel matching algorithm is proposed by
constructing a formula to simply the embedding procedure. It can realize the data hiding
in any notional system and does not need to calculate, store and query the modified
neighborhood set table.

2 A Review of Three Pixels Matching (TPM)

In TPM, the extraction functions was designed to make the pixel value change as small
as possible and the content of image can be preserved as much as possible. As regard to
three pixels (x, y, z), the extraction function is given as follows.

fTPM (x, y, z) = (rBx + tBy + z) mod B (1)

The coefficients (rB, tB) are obtained by solving optimization problems, and (rB, tB)

are listed for B ≤ 64 in [10]. When embedding secret information of B base with TPM
method, the corresponding modified neighborhood �B needs to be calculated. Figure 1
gives themodified neighborhoodwhenB = 23 and the value in square lattice is f (x, y, z).
When the secret data is s = 22, f (0, 0,−1) = 22 as given in the dotted box, then the
three pixel block is modified to (0, 0, −1).

The TPM method extends the APPM method in reference [7], makes full use of the
points in 3D space and takes into account the correlation between pixels, and realizes
the embedding of secret information in arbitrary decimal of three pixels. However, this
method has two disadvantages: (1) The modified neighborhood should be calculated for
different B-ary. (2) It is necessary to query the modified neighborhood table when the
pixel block is modified to embedding secret information.
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Fig. 1. �23(0, 0, 0)

3 The Proposed Formula Three Pixels Matching Method (FTPM)

In order to improve the flexibility of the method for different B-ary and avoid the query
the modified neighborhood during the embedding process, this paper puts forward a
formula three pixel matching embedding method to find the stego-pixel pair without
querying a neighborhood set.

3.1 Checkerboard Coverage

In TPM, the image is firstly converted to a one-dimensional sequence, and then divided
into non-overlapping blocks with three pixels in turn. To improve the privacy of the
embedded information, the image is divided into blocks by checkerboard coverage
method in this paper. As shown in Fig. 2, a box is randomly selected in the 4 × 4
Checkerboard, and the remaining areas of the checkerboard can be divided into several
L-shape blocks. For a N ×N Checkerboard, there is (N 2 − 1)/3 L-shape blocks. Due to
the different positions of the randomly selected box, the coverage of the checkerboard
is totally different. That is, the embedding path of the secret information is different,
which will improve the privacy of the secret information.

2 3 3

2 2 1 3

4 1 1 5

4 4 5 5

a b

Fig. 2. Checkerboard coverage

3.2 Embedding Procedure

In combination with the checkerboard coverage algorithm, FTPM uses the extracted
function coefficient table given in [10], and calculates the modification amount z of
pixel pair (x, y) by the formula method to realize the hiding of secret data. Figure 3
shows the embedding process overview.

Firstly, use the key k to generate the position of the box in the checkerboard cover-
age, and divide the image into L-shape blocks by the checkerboard overlay algorithm.
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Fig. 3. The embedding process

Secondly, assign the number to all the blocks and select a L-shape block. Thirdly, use
the FTPM embedding algorithm calculate the values of each pixel in the L-shape block,
and check whether there is an overflow of pixel value. If the overflow occurs, adjust the
original pixel value and use FTPM embedding algorithm again. If the overflow does not
occur, modify the pixel value to complete the embedding of secret information. Repeat
the third step until all the information is embedded.
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Example 1: For a cover pixels pair (11,12,13), secret data s = 8(27) and we can get the
coefficients (r27, t27) = (9, 15) from the reference [10]. The stego image pixels pair
(x′

i, y
′
i, z

′
i) = (11, 12, 13) is obtained by using Algorithm 1.

Step 1:calculate f = (9 × 11 + 15 × 12 + 13) mod 27 = 22;

Step 2:calculate k =
⌈
(
⌈

3
√
B
⌉

− 1)/2
⌉

= 1;
Step 3:calculate D = s − f = 8 − 22 = −14. For D < 0, then D = D + B = 7;
Step 4: r27 = 9 < t27 = 15, then Max = 15, Mid = 9;
Step 5: next_d = D mod Max = 7

ROUND 1: d = 7, tmax = 0

|tmax| ≤ k, next_tmin = d mod Mid = 7

Round 1: tmin = 7, tmid = 0

|tmin| > k, next_tmin = tmin − Mid = −2
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Round 2: tmin = −2, tmid = 1

|tmin| > k, break

ROUND 2: d = −8, tmax = 1

|tmax| ≤ k, next_tmin = d mod Mid = −8

Round 1: tmin = −8, tmid = 0

|tmin| > k, next_tmin = tmin − Mid = 1

Round 2: tmin = 1, tmid = −1

|tmin| ≤ k&&|tmid | ≤ k, then return (10, 13, 14).

3.3 Extraction Procedure

Similar to the embedding algorithm, use the key k to generate the position of the box in the
checkerboard coverage, and divide the image into L-shape blocks by the checkerboard
overlay algorithm. Then, assign the number to all the blocks and select a L-shape block.
Thereafter, calculate the extraction function value si = (rBxi + tByi + zi) mod B, and
convert them to binary stream m. The detailed process is given as Fig. 4.

3.4 Solution to Overflow Problem

If an overflow or underflow problem occurs, that is, (x′, y′, z′) < 0 or (x′, y′, z′) >

255, a nearest (x′′, y′′, z′′) should be found in the neighborhood of (x, y, z) such that
f (x′′, y′′, z′′) = sB. This can be done by solving the optimization problem

Minimize: (x − x′′)2 + (y − y′′)2+(z − z′′)2,
Subject to: f (x′′, y′′, z′′) = sB, 0 ≤ x′′, y′′, z′′ ≤ 255.

4 Experimental Results and Analysis

4.1 Embedding Efficiency

Embedding efficiency (EE) is the ratio of the capacity or embedding rate (ER) to the
expected number of changes per pixel or change rate (CR) as defined in [11], and it
is considered as a reasonable measure for concurrent evaluation of the capacity and
security of the embedding scheme.

EE = ER

CR
(1)

Figure 5 shows the comparison results of LSBM,LSBMR,EALSBMR,APPM,TPM
and the proposed method. We can see that the EE of proposed method is higher than
other methods. This is because the algorithm takes advantage of the local complexity
and edge characteristics of the image, and can embeds more secret information.
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Fig. 5. Embedding efficiency of the algorithms

4.2 Image Quality

Asmessage embedding, it will introduce the distortion in the image. Peak signal-to-noise
ratio (PSNR) is usually used to measure the difference between the cover-image and the
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stego-image. The definition of PSNR is as (2), and is expressed in dB’s.

PSNR = 10 × log10

(
2552

MSE

)
(2)

where P is the peak signal value of the image,MSE is the averaged pixel-by pixel squared
difference between the cover-image and stego-image, and it is defined as follows:

MSE = 1

M × N

M∑

i=0

N∑

j=0

(
pi,j − p′

i,j

)2
(3)

Here, the symbols pi,j and p′
i,j represent the pixel values of the cover image and

stego image in the position (i, j), respectively.M and N are the rows and columns of the
cover image respectively. The experimental results in Table 1 show that the PSNR of the
proposed algorithm is higher than LSBM, LSBMR, EALSBMR, APPM and TPM, and
FATPM algorithm has little influence on image quality.

Table 1. PSNR of the algorithms

Embedding capacity (bpp) PSNR (dB)

LSBM LSBMR EALSBMR APPM TPM Proposed

0.5 52.41 52.87 52.83 53.16 53.33 53.67

1 52.20 52.21 52.20 52.39 52.51 52.91

1.5 49.82 50.04 50.02 50.17 50.23 50.31

2 46.23 46.43 46.41 46.85 46.96 47.22

4.3 Analysis of the Security

Anti-steganalysis is one of the most important criteria to measure the performance of
a steganographic method. In this paper, two general steganalysis algorithms are used
to evaluate the security of steganalysis algorithm. They are subtractive pixel adjacency
matrix (SPAM) analysis algorithm based on gray image [12] and projection space rich
model (PSRM) based steganalysis algorithm [13]. Experiments are carried out in two
commonly used image databases, UCID [14] and NRCS [15]. The UCID database con-
tains 1338 TIFF images and NRCS database contains 3148 TIFF images. Figure 6 shows
receiver operating characteristic (ROC) curves of SPAM for LSBM, LSBMR, EALS-
BMR, APPM, TPM and proposed method with embedding rate of 0.5bpp and 0.8bpp
in NRCS. Figure 7 shows the comparison results in UCID. It can be seen from Figs. 6
and 7, the proposed method obtains excellent results. Figures 8 and 9 show the receiver
operating characteristic (ROC) curves of PSRM for these methods in NRCS and UCID,
respectively. PSRM based steganalysis also confirms the superior performance of the
proposed method.
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(a)  Embedding capacity =0.5bpp                     (b) Embedding capacity =0.8bpp

Fig. 6. ROC curves for SPAM in NRCS

(a) Embedding capacity =0.5bpp                     (b) Embedding capacity =0.8bpp

Fig. 7. ROC curves for SPAM in UCID

(a) Embedding capacity =0.5bpp                   (b) Embedding capacity =0.8bpp

Fig. 8. ROC curves for PSRM in NRCS

In [16], a targeted steganalysis using B-spline fitting was proposed to detect the pulse
distortion to the long exponential tail of the histogram of the absolute difference between
the pixel pairs, and it attacked EALSBMR successfully. In this paper, we try to analysis
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(a) Embedding capacity =0.5bpp                   (b) Embedding capacity =0.8bpp

Fig. 9. ROC curves for PSRM in UCID

the proposed the method using this steganalysis. Figure 10 shows the comparison results
between the proposed method and EALSBMR in NRCS and UCID. We can see that the
targeted steganalysis using B-spline fitting fails to detect stego image by the proposed
method with 0.5bpp and 0.8bpp embedding rates.

(a) NRCS                                                     (b) UCID

Fig. 10. ROC curves for in NRCS and UCID

5 Conclusion

This paper proposed a simple and convenient data embedding method based on TPM.
Compared with the TPM method, it has the advantage of no needing to compute and
store the neighborhood set. Compared with the FDEMD method, the secret data of any
notional system is realized by the FTPMmethod, whichmakes the embedding notational
system selection more flexible and protects the privacy of embedded information. The
experimental results showed that FTPM method has high image quality and the strong
anti-steganalysis ability.



396 M. Long et al.

References

1. Provos, N., Honeyman, P.: Hide and seek: an introduction to steganography. IEEE Secur. Priv.
Mag. 1(3), 32–44 (2003)

2. Ker, A.D.: Improved detection of LSB steganography in grayscale images. In: Fridrich, J.
(ed.) IH 2004. LNCS, vol. 3200, pp. 97–115. Springer, Heidelberg (2004). https://doi.org/10.
1007/978-3-540-30114-1_8

3. Mielikainen, J.: LSB matching revisited. IEEE Signal Process. Lett. 13(5), 285–287 (2006)
4. Luo, W., Huang, F., Huang, J.: Edge adaptive image steganography based on LSB matching

revisited. IEEE Trans. Inf. Forensics Secur. 5(2), 201–214 (2010)
5. Afrakhteh, M., Lee, J.-A.: Adaptive least significant bit matching revisited with the help of

error images. Secur. Commun. Netw. 8, 510–515 (2015)
6. Kuo,W.C., Lai, P.Y.,Wang, C.C.,Wu, L.C.: A formula diamond encoding data hiding scheme.

J. Inf. Hiding Multimedia Signal Process. 6(6), 1167–1176 (2015)
7. Hong, W., Chen, T.S.: A novel data embedding method using adaptive pixel pair matching.

IEEE Trans. Inf. Forensics Secur. 7(1), 176–184 (2012)
8. Hong, W., Chen, M., Chen, T.S., Huang, C.-C.: An efficient authentication method for

AMBTC compressed images using adaptive pixel pair matching. Multimedia Tools Appl.
77(4), 4677–4695 (2017). https://doi.org/10.1007/s11042-017-4899-z

9. Long, M., Li, F.: A formula adaptive pixel pair matching steganography algorithm. Adv.
Multimedia 2018, 7682098 (2018)

10. Iu, J., Tang, G., Gao, Z., Shen, L.: Efficient steganography using triple pixels matching for
large payload. J. Huazhong Univ. Sci. Technol. (Nat. Sci. Ed.) 42(4), 50–54 (2014)

11. Omoomi, M., Samavi, S., Dumitrescu, S.: An efficient high payload ±1 data embedding
scheme. Multi-media Tools Appl. 54(2), 201–218 (2011)

12. Pevný, T., Bas, P., Fridrich, J.: Steganalysis by subtractive pixel adjacencymatrix. IEEETrans.
Inf. Forensics Secur. 5(2), 215–224 (2010)

13. Holub, V., Fridrich, J.: Random Projections of residuals for digital image steganalysis. IEEE
Trans. Inf. Forensics Secur. 8(12), 1996–2006 (2013)

14. USDA: NRCS photo gallery. http://photogallery.nrcs.usda.gov/. Accessed 21 Nov 2019
15. United States Department of Agriculture: Natural resources conservation service photo

gallery. http://photogallery.nrcs.usda.gov. Accessed 21 Nov 2019
16. Tan, S., Li, B.: Targeted steganalysis of edge adaptive image steganography based on LSB

matching revisited using B-Spline fitting. IEEE Signal Process. Lett. 19(6), 336–339 (2012)

https://doi.org/10.1007/978-3-540-30114-1_8
https://doi.org/10.1007/s11042-017-4899-z
http://photogallery.nrcs.usda.gov/
http://photogallery.nrcs.usda.gov


Big Data and Cloud Computing



Design and Implementation of an Alarm
Platform Based on Water Quality Big Data

Yan Xia1, Jianjun Zhang1(B), Weida Chen2, Hua Wen1, Guang Sun3, and Haijun Lin1

1 College of Engineering and Design, Hunan Normal University, Changsha 410081, China
2469692443@qq.com, jianjun998@vip.163.com, 2627902908@qq.com,

linhaijun801028@126.com
2 Zhaoyin Network Technology (Shenzhen) Co., Ltd., Shenzhen 518057, China

526214479@qq.com
3 Hunan Finance and Economics College, Changsha 410205, China

329804101@qq.com

Abstract. Water is one of the basic resources for human survival. Monitoring and
protection of water pollution has been becoming a serious problem for humans.
The water resource management departments at all levels have a large number
of water quality testing data, but ignore the further exploration of the resource
attributes and data values of water quality data. To this end, we designed and
implemented a big data early warning platform for water quality monitoring based
on the Internet of Things. Through the water quality monitoring sensors deployed
in monitoring water fields, the collected indicator data has been transmitted in real
time to the big data early warning platform deployed on Tencent Cloud through the
4G network. The monitoring water quality data will be processed and analyzed
in real time according to the warning algorithm pre-set early, and the warning
information could be pushed to the user in time to provide decision support for
water conservation.

Keywords: Water quality monitoring · Early warning platform · Big data ·
Environmental protection

1 Introduction

In recent years, sudden water pollution incidents occur frequently in our country, which
seriously threaten the safety of people’s water use. Because there is no fixed way to
discharge the sudden water pollution event, if not handled in time, it will seriously
affect the safety of water supply. Automatic monitoring, identification of abnormal water
quality indicators and pollution, rapid information release, to ensure the safety of water
supply and water quality has become an urgent problem to be solved. In order to grasp
the situation of water quality in time and ensure the safety of water supply, it is urgent
to establish water monitoring and early warning system [1, 2].

The online water quality monitoring system is a comprehensive online automatic
monitoring network consisting of modern sensor technology, computer application tech-
nology and communication network [3–6].Most of the existingwater qualitymonitoring
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systems pay more attention to water quality data monitoring and collecting, but neglect
the value of the collected data. Various water management departments have accumu-
lated a large number of water quality index data, but they have neglected the resource
attributes and data value of water quality data that they had obtained [7, 8]. Now we
are in the era of big data, cloud computing, and artificial intelligence, it is possible to
achieve the answers of these problems with big data tools, data mining methods, cloud
computing analysis and other tools. There are some good examples. Weijie Chen et al.
used the Internet of Things, cloud computing, and big data to build a big data platform
for the garlic industry chain, which is used to solve problems such as the uncertainty of
various planting ranges and yields, analysis of price fluctuation factors, and price pre-
diction [9]. Sang Wook Han et al. designed and developed a cloud-based platform and
air pollution information system using R language to measure fine dust in air pollution,
export pollution information and protection reminders via smart phones [10].

For this reason, we designed and implemented awater qualitymonitoring data acqui-
sition and processing platform,which can automatically collect water qualitymonitoring
data, design and implement early warning processing based on water quality monitoring
data, and push the warning information to the user automatically.

2 Platform Design

The water quality data monitoring and early warning platform we designed is mainly
composed of three parts: a data sensing layer, a data transmission layer and an applica-
tion layer. With some deployed water quality monitoring data sensors, the data sensing
layer collects water quality data in the monitoring water areas, and process the data
with a single-chip microcomputer. The data transmission layer uses a 4G module for
transmission the collected water quality data. The application layer deployed on Ten-
cent Cloud is used for data storage, data analysis, data visualization, related event early
warning and early warning information push. The overall architecture of the platform
is shown in Fig. 1. The data sensing layer is mainly responsible for the collection of
water quality related indicators. We used sensors, such as solutes (TDS), pH (PH) and
turbidity (TU), to collect commonly used indicator value, such as the solutes value, pH
value and turbidity value, in monitoring water fields. These sensors are all plug-and-play
models. The collected related index data is converted by the single-chip microcomputer
to the data transmission layer, and then transmitted to the application layer on the cloud
platform for processing with some 4G modules. Of course, we have only used some
common water quality indicator sensors, but we can expand more sensors to collect the
corresponding indicators as needed.

The data processing and analysis system was developed with the Admin LTE frame-
work, the Layer jQuery pop-up plug-in, the blade template, and PHP. The data collected
by multiple sensors is uploaded to the WEBAPI through the network, and will be stored
in the HBase through the API for further analysis and processing. The data analysis
module reads relevant data from the database for data cleaning, data purification, data
visualization, early warning analysis and other processing operations. With the related
APIs, Baidu Echart and Tencent Wechat related modules, the data processing and anal-
ysis system provides early warning, visualization and other related information services
to the users. The data flow is shown in Fig. 2.
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Fig. 1. Schematic diagram of the overall system

Fig. 2. System data flow diagram

3 Early Warning Module Design

Through the water quality indicator monitoring sensor, the relevant water quality indica-
tor monitoring data can be collected, and transmitted in real time to the data processing
and early warning platform deployed on Tencent Cloud through the 4G network. With
the early warning module, the abnormal information or excessive data could be found in
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time, and the early warning information will be pushed in real time through tools such
as WeChat to provide information support for users’ related decisions.

3.1 Early Warning Program Design

The early warning module mainly performs early warning analysis of water quality
monitoring data according to some corresponding early warning methods. Its input is
the real-time water quality data of the Redis queue and the historical data of Influxdb.
Its output is an early warning result. If there is an abnormal, it will be stored in the
outlier_data table and written to the notification queue. The interfaces provided by this
module is shown in Table 1.

Table 1. Interfaces of the early warning module

Interface Request method Request parameter

/admin/outlier/sse
Get exception data list
(Content-Type: text/event-stream)

GET

/admin/outlier/delete
Delete multiple abnormal data

POST ids = [oid1, oid2,…]

After the water quality indicator monitoring data is received through the REST API,
the cleaning judgment is made to determine whether the received data is valid data
[11–16]. If it is valid data, it will directly perform early warning and data storage. If
the warning is abnormal, it will be transferred to the data preprocessing step; if it is
invalid data, the data will be put into the abnormal data list for data preprocessing,
and the subsequent data will be put into the data to be cleaned. The list is waiting for
preprocessing. The flow chart of data analysis is shown in Fig. 3.

3.2 Early Warning Method Design

After the analysis and pre-processing of the data, the data can be used directly to establish
classification and prediction models. In order to get more comprehensive data implica-
tions, the system’s data early warning uses the following methods to detect anomalies:
fixed threshold warning, window trend warning, and quartile warning [17].

Fixed Threshold Warning. The fixed threshold warning uses the fixed specific value
for early warning mainly based on the water quality standard value. When the collected
data exceeds this specific value, the system will give an alarm message. According to
the national project surface water environmental quality standard GB3838-2002 shown
in the basic project standard, some data quality standards are intercepted as shown in
Table 2 below. There are no direct indicators of conductivity and turbidity in China’s
surface water environmental quality standards. Conductivity indicators are expressed by
surfactants, metal ions, salts, etc., and turbidity is reflected by suspended solids.
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Fig. 3. Data analysis processing flow chart

According to the water quality standard given in Table 2, with Class III water as
the standard (Class III water is suitable for concentrated drinking water), We selected a
threshold value of 0.5 for data early warning, and give an alarm message when the data
exceeds the standard value of 0.5. That is, if the standard value of a parameter is P, and
there is a number A ≥ P + 0.5, the system will run the data alarm program. Of course,
the threshold could be set according to the actual situation.

Sliding Window Trend Warning. The fixed thresholdwarningmethod judgeswhether
the standard exceeds the standard by comparing the indicator monitoring value with a
specific value, and then may give an early warning. This method can only give informa-
tion on current monitoring indicators, but cannot predict the changing trend of the water
quality indicators. If the set threshold is small, the alarm prompt will be frequently per-
formed, but if the set threshold is too large, some over-standard monitoring data cannot
be given an early warning. To this end, we have designed a trend warning method based
on the time sliding window.

The trend warning based on the time sliding window is mainly based on the trend
of the previous water quality monitoring data to judge whether the current data exceeds
the trend range. We set the expected trend window (neighborhood) size based on the
previous observation data to find the expectation (mean) of a monitoring indicator. If the
currently monitored data exceeds this mean value, for a neighborhood, an early warning
mechanism is initiated and an alarm message will be given. This method is mainly to



404 Y. Xia et al.

Table 2. Standard item standard limits for surface water environmental quality standards

Index Iclass IIclass IIIclass IVclass Vclass

pH-
(Dimensionless)

6~9

Dissolved
oxygen(DO)

≥ Saturation rate
90% (or 7.5)

6 5 3 2

Permanganate
index

≤ 2 4 6 10 15

Chemical oxygen
demand(COD)

≤ 15 15 20 30 40

Ammonia
nitrogen(NH3-N)

≤ 0.15 0.5 1 1.5 2

Total phosphorus
(In P)

≤ 0.02 0.1 0.2 0.3 0.4

(lake,
reservoir 0.01)

(lake,
reservoir
0.025)

(lake,
reservoir
0.05)

(lake,
reservoir
0.1)

(lake,
reservoir
0.2)

Copper ≤ 0.01 1 1 1 1

Zinc ≤ 0.05 1 1 2 2

Fluoride(In F) ≤ 1 1 1 1.5 1.5

Selenium ≤ 0.01 0.01 0.01 0.02 0.02

Arsenic ≤ 0.05 0.05 0.05 0.1 0.1

Mercury ≤ 0.00005 0.00005 0.0001 0.001 0.001

Cadmium ≤ 0.001 0.005 0.005 0.005 0.01

Chromium
(hexavalent)

≤ 0.01 0.05 0.05 0.05 0.1

Lead (Pb) ≤ 0.01 0.01 0.05 0.05 0.1

provide early warning for the stage of pollution in the water quality monitoring fields. it
could take appropriate measures in time for decision-making, rather than take measures
after the pollution has occurred and caused certain impact.

4 Testing and Analysis

4.1 Dataset Construction

In order to better test the platform and ensure the diversity, authenticity and reliability
of the data, we designed the reptile program to climb the monitoring waters quality
data of the national monitoring points in the recent period from the China Environ-
mental Monitoring Station. The monitoring fields covered 165 monitoring water fields.
Nearly 30,000 water quality monitoring data were collected to construct a water quality
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monitoring indicator data set for monitoring water diversity. The test data is shown in
Table 3.

Table 3. Data of various indicators of national monitoring points

Monitoring
substance

The amount of data Numerical range

PH* 6661 6.16–9.98

DO 6320 0.17–19.6

CODMN 6123 −0.1–25.6

NH3-N 6485 0.01–19.5

4.2 Early Warning Testing and Analysis

For a monitoring point, we can set an early warning method for a monitoring point based
on the fixed threshold warning and the time sliding window warning method mentioned
above. Figure 4 shows the warning method setting interface in the platform. As can be
seen from the Fig. 4, the “Taozi Lake” site has been set two warning methods for the
fixed threshold and window trend, and the “Ji ling xi liang ko” site has been set for the
quartile warning method. Multiple warning methods can be set for a monitoring site
according as needed.

Fig. 4. Warning method setting interface

Once some of the monitoring data in this monitoring point exceeds the set value, an
early warning will be initiated and the data of these warnings will be displayed as an
outlier. The results are shown in Fig. 5. You can export the exception data list in csv
format or excel format by exporting csv and exporting excel. In Fig. 5, it can be seen
that the platform gives information on the occurrence time and abnormality of water
quality data anomalies at all monitoring points through early warning processing. As
shown in Fig. 5, “长春南楼 (Changchun south tower)” monitoring sites had single or
multiple monitoring water quality indicators exceeding the standards on July 30, August
6, September 3, and September 17, 2018. Among them, on September 3 2018, two of
the monitoring indicators exceeded Cod and Nh3n standard value.
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Fig. 5. Warning information display interface

By looking at the 36th issue of the water quality automatic monitoring weekly report
of the major watersheds in China’s major river basins downloaded from China Environ-
mental Monitoring Station, we found the original data of this time period. The original
data is shown in Fig. 6. As shown in the last line in Fig. 6, the data monitored by this
monitoring point during the period of 2018-09-03 showed that the permanganate index
and ammonia nitrogen did exceed the standard. The previous section mentioned that the
platform refers the Class III water as the standard, so the permanganate index CODMn
standard is 6, and the ammonia nitrogen NH3-N standard is 1. It can be seen from
Fig. 5 that the value of CODMn is 7.5 and the value of NH3-N is 2.74. So, the platform
gives warning information: the permanganate index exceeded the standard value of 1.5,
and the ammonia nitrogen exceeded the standard value of 1.74 during that period. In
the national water quality monitoring report of key sections of major river basins, the
water parameters of the monitoring site of Changchun South Building are CODMn =
7.5 and NH3-N = 2.74. The monitoring report also gives information on permanganate
index and ammonia nitrogen exceeding the standard in the bottom of the last column.
Therefore, the platform can successfully implement data warning.

Fig. 6. Changchun South Building 2018.9.3 time period data map
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4.3 Early Warning Information Push

In order to transmit the warning information in time to the user, we used the Wechat-
sender, a WeChat development tool from Tencent, to develop a WeChat test public
account (of course, you can also apply for a non-test version of the public account).
Wechat-sender is a toolkit based on Wxpy and tornado, and it can implement websites,
crawlers, scripts, etc. Various other applications (such as logs, alarms, running results,
etc.) could be sent to the WeChat. Using it, we can push the water quality early warning
information of the monitoring waters to the relevant users.

In order to push the warning information to the users, the monitoring water site must
be set as thewarning information pushing site. The setting interface is shown in Fig. 7. As
shown in Fig. 7, the “Hei he” monitoring site in the “Hei long jiang” water area had been
set as the warning information pushing site, and there are two pushing forms: Wechat
Pushing and Mailbox Pushing. Once a monitoring site is set as the warning information
pushing site, the warning information will be sent to the users via the Wechat or the
email when a warning occurs in the site.

Fig. 7. The warning pushing setting interface

In order to push the warning information to the users, we registered a test Wechat
public number to connect the users. In order to get the warning information via the
Wechat, a user needs to scan the QR code, which is shown in Fig. 8, to pay attention to
the WeChat public number and connect the mobile terminal of the relevant personnel.
Then the administrator will register the relevant users on the platform, so that the user
can receive the abnormal situation of the water quality monitoring data in time and make
corresponding treatment in time.
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Fig. 8. WeChat test public number QR code

5 Summary

In order to mine the value of the water quality big data and protect the water resource, we
designed and implemented an IoT-basedwater qualitymonitoring big data early warning
platform. With some deployed water quality monitoring sensors, the collected indicator
data is transmitted to the big data early warning platform deployed on Tencent Cloud in
real time through the 4G network. By analyzing the monitoring data in real time with
the waring algorithms, the platform will get the information on water quality indicators
exceeding standards, and push the warning information to the users via the WeChat or
the email. After deploying and testing, the platform has been working normally, and
providing decision support for water resources protection.

In the next step, in order to detect more parameters, the water quality monitoring
indicator database will be expanded by adding more water quality monitoring sensors.
In order to achieve more accurate and comprehensive real-time monitoring data and
timely warning information of water quality indicators exceeding standards, we will use
more better data models or deep learning methods to fully exploit the resource value
of water quality monitoring data. At the same time, in order to ensure the security and
the integrity of the monitoring data during the transmission process, we will plan to use
relevant encryption methods, such as the Dual-Chaining Watermark Scheme [18], to
control data integrity and encrypt the monitoring data.
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Abstract. Calculating the possible default risk of borrowers before issuing loans
is the cornerstone of risk management of financial institutions and the basis of
industry development. This study uses the idea of non-equilibrium data classi-
fication to statistically analyze the loan data provided by Kaggle, and then uses
Sklearn-ensemble-RandomForest Classifier in Python to establish a random forest
model for loan default forecast. The experimental results show that the random
forest algorithm exceeds the decision tree and logistic regression classification
algorithm in predicting performance on this data set. By using random forest
algorithm to sort the importance of features, we can calculate the important char-
acteristics that affect the default, and provide an important basis for the judgment
of lending risk in the financial field.

Keywords: Risk management · Random forest algorithm · Loan default
forecast · Big data analysis

1 Introduction

Loans are an important way for companies and individuals to solve the problem of capital
operation. It is this demand that the bank’s various loan businesses are targeting [1]. The
good operation of this mechanism must prevent loan defaults and calculate the possible
default risk of borrowers before issuing loans. It is the cornerstone of risk management
of financial institutions and the basis of industry development [2].

Based on the idea of non-equilibrium data classification, this study statistically ana-
lyzes the loan data provided by Kaggle, and then uses Sklearn-ensemble-Random Forest
Classifier in Python to establish a random forest model for loan default forecast. The
experimental results show that the random forest algorithm exceeds the decision tree and
logistic regression classification algorithm in predicting performance on this data set.
By using random forest algorithm to sort the importance of features, we can calculate
the important characteristics that affect the default, and provide an important basis for
the judgment of lending risk in the financial field [3]. The first section of this paper
mainly introduces unbalanced data classification and random forest algorithm; the sec-
ond section mainly performs data preprocessing and data analysis. The third section
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mainly constructs a random forest classification model for predicting loan defaults, and
obtains the AUC value of the evaluation results of the model. By comparing the random
forest algorithm with the decision tree and the logistic regression algorithm model, the
conclusion that the random forest algorithm is better is obtained. Finally, by evaluating
the importance of each feature, it is concluded which features have a greater impact on
the outcome of the eventual default. The fourth section summarizes the full text.

2 Random Forest Classifier

2.1 Unbalanced Data Classification

Unbalanced data refers to one type (majority) of data far exceeds another type(minority),
and is common in many fields such as network intrusion detection, financial fraud trans-
action detection, text classification, and the like. In many cases, we are only interested in
the classification of a few classes [4]. The classification problem of dealing with unbal-
anced data can be solved by the penalty weight of positive and negative samples [5]. The
idea is that in the process of algorithm implementation, different weights are assigned to
the categories of different sample sizes in the classification. Generally, the small sample
size has high weight and large sample. The quantity category has a low weight and is
then calculated and modeled [6].

2.2 Introduction to Random Forest

Random forest belongs to the Bagging (short for Bootstrap AGgregation) method in
integrated learning [7]. Random forests are made up of many decision trees, and there
is no correlation between different decision trees. When we perform the classification
task, the new input sample enters, and each decision tree in the forest is judged and
classified separately. Each decision tree will get its own classification result, and which
classification result of the decision tree Most, then random forest will use this result as
the final result [8]. The process is shown in Fig. 1.

Fig. 1. Schematic diagram of random forest
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2.3 Principles and Characteristics of Random Forest Algorithms

The Random Forest algorithm, which includes classification and regression problems, if
there are N samples, there are N samples randomly selected (each time randomly selects
one sample and then returns to continue selection). This selected N samples are used to
train a decision tree as a sample at the root of the decision tree [9]. When each sample
has M attributes, when each node of the decision tree needs to be split, m attributes are
randomly selected from the M attributes, satisfying the condition m << M. Then use
some strategy (such as information gain) from these m attributes to select 1 attribute as
the split attribute of the node [10].

During the decision tree formation process, each node must be split according to the
steps until it can no longer split. Note that no pruning is done during the formation of
the entire decision tree [11]. Follow the steps to build a large number of decision trees,
which constitutes a random forest. The algorithm steps are as follows (Table 1):

Table 1. Random forest algorithm

Random forest algorithm 
Input：
T= Training set,
Ntree= The number of decision tree in forest,
M= Number of predictors in each sample,
Mtry= The number of variables participating in the partition in each tree node,
Ssampsize= Size of Bootstrap samples
The process of Algorithmic：
for(itree=0;1＜itree≤Ntree; itree++)
{
1. Generate a Bootstrap data sample using the training set T, the size is Ssampsize
2. Construct an untrimmed tree itree using the generated Bootstrap data. In the 
process of generating a tree itree, Mtry variables are randomly selected from M and the 
best one is selected according to a certain standard (Gini value) for branching.
}
Output：
The problem of Regression: The average of the return values of all individual 
numbers is used as the forecast result.
The problem of Classification: The classification results of most decision trees are 
used as forecast results.

It can be seen from the above algorithm process that the randomness of the data space
is implemented by Bagging (Bootstrap Aggregating), and the randomness of the feature
space is implemented by a Random Subspace [12]. For the classification problem, each
decision tree in the random forest classifies and predicts new samples, and then somehow
aggregates the decision results of these trees to give the final classification results of the
samples.
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1. The introduction of two random factors in rows and columns in the data makes it
difficult for random forests to fall into overfitting [13].

2. Random forests have good anti-noise ability [14].
3. When there are a large number of missing values in the data set, the random forest

can effectively estimate and process the missing values [15].
4. Strong adaptability to the data set: can handle both discrete data and continuous data,

the data set does not need to be standardized [16].
5. Can be ordered to the importance of variables, to facilitate the interpretation of

variables [17]. There are twoways to calculate the importance of variables in random
forests: one is based on the average drop accuracy of OOB (Out of Bag). That is,
in the process of growing the decision tree, the OOB sample is first used to test
and record the sample of the fault, and then the value of a column of the Bootstrap
sample is randomly disordered, and the decision tree is used to predict and re-record.
The number of wrong samples are recorded[18]. The number of two forecast errors
divided by the total number of OOB samples is the error rate change of this decision
tree. The average rate of error reduction is obtained by averaging the error rate
changes of all trees in the random forest [19]. The other is based on the GINI drop
method at the time of splitting. The random forest in the growth decision tree is
splitting according to the decline of GINI impureness, and all the nodes in the forest
that select a variable as a split variable are summarized. The amount of GINI dropped
[20].

2.4 Random Forest Method for Unbalanced Data Classification

The random forest algorithm defaults to a weight of 1 for each class, which is to assume
that the misclassification costs of all classes are equivalent. In scikit-learn, the random
forest algorithmprovides a class_weight parameterwhose value can be a list or dict value,
manually indicating the weight of different categories. If the parameter is “balanced”,
the random forest algorithm automatically adjusts the weight using the y value, and the
various weights are inversely proportional to the class frequency in the input data.

The calculation formula is:
nsamples

nclasses ∗ np.bincount(y)
(1)

“balanced_subsample” is similar to the “balanced” mode, which uses the number of
samples in a sample with a return type instead of the total number of samples. Therefore,
we can solve the problem of unbalanced data classification by this method.

3 Data Preprocessing and Data Analysis

The random forest is an algorithm based on the idea of integrated learning, which inte-
grates multiple trees. Its basic unit is the decision tree, and these decision trees are
independent of each other. The random forest contains the following ideas:

(1) Random selection of data samples
(2) Construction of decision tree
(3) Random selection of candidate features
(4) Forest forecast strategy



414 H. Zhang et al.

3.1 Data Set

The loan default data set used in this article is from the Kaggle data science competition
platform. The data set is named “Give Me Some Credit”. The data set contains 25000
samples, of which 150,000 samples are used as training sets and 100,000 samples are
used as test sets.

The training set has a total of 150,000 borrowers’ historical data, including 10026
default samples, accounting for 6.684% of the total sample, loan default rate of 6.684%,
and 139,974 non-default samples, accounting for 93.316% of the total sample. It can
be seen that the data set is a typical highly unbalanced data. The data set includes the
borrower’s age, income, family, etc. and the loan situation, a total of 11 variables, of
which SeriousDlqin2yrs is the label tag, and the other 10 variables are predictive features.
The following table lists the variable names and data types (Table 2):

3.2 Data Preprocessing

A preliminary exploration of the data reveals that there are missing values in the two
variables, Monthly Income and Number of Dependents, which are 29731 and 3924
respectively.

The outliers include: The minimum value in the age variable is 0, which is an outlier.
Among the three variables NumberOfTime30-59DaysPastDueNotWorse, Number

OfTime30-59DaysPastDueNotWorse, NumberOfTimes90DaysLate, there are a few
values of 96,98, which may be abnormal values or a certain behavior code.

Data preprocessing: When we use the pandas library in Python to read data, set
the na_values parameter in the function pd.read_csv() to list, and treat the 0 in the age
variable and 96,98 in the three overdue variables as NaN. Value, then use the sklearn-
preprocessing-Imputer library to replace all NaN in the dataset with the average of the
corresponding columns.

3.3 Data Analysis

The experimental environment used in the experiment wasAnaconda3+Python3.8. First,
an exploratory analysis of the data is performed to analyze the distribution of the default
rate on each independent variable, and a frequency distribution table as shown in Table 3

It can be seen from Table 3 that the population below 25 years old and the population
aged 26–35 years have a default rate of more than 10%. As the age increases, the default
rate decreases.

It can be seen from Table 4 that the number of real estate and mortgage loans of
99.47% of borrowers is less than 5, and the default rate of borrowers with more than
5 credits has increased significantly, and the default rate of borrowers exceeding 10 is
over 20%.

It can be seen from Table 5 that the default rate of borrowers who have not exceeded
30–59 days is only about 4%. As the number of overdue increases, the default rate
increases significantly. The other two variables, the frequency distribution table of the
borrower’s 60–89 days overdue and the borrower’s overdue frequency of 90 and above
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Table 2. Data set variables

Variable name Description of variable Genre

SeriousDlqin2yrs Whether to default Y/N

Revolving Utilization Of Unsecured Lines The total amount of
credit card and personal
credit loan (excluding
mortgages, installment
payments like car loans,
etc.) divided by the sum
of credit lines

Percentage

Age Borrower’s age Integer

NumberOfTime30-59DaysPastDueNotWorse The number of times the
borrower has overdue
30–59 days in the past
two years

Integer

Debt Ratio Monthly debt payments Percentage

Monthly Income Monthly income Real number

Number Of Open Credit Lines And Loans The number of Open
loans and Lines of credit

Integer

NumberOfTimes90DaysLate The number of times the
borrower has overdue 90
days or more in the past
two years

Integer

Number Real Estate Loans Or Lines Number of mortgage and
real estate loans
including housing
mortgage credit loans

Integer

NumberOfTime60-89DaysPastDueNotWorse The number of times the
borrower has overdue
60–89 days in the past
two years

Integer

Number Of Dependents Number of people
(spouses, children, etc.)
who need to be supported
in the family, excluding
themselves

Integer

also showed the same trend as Table 5. Therefore, it can be seen that the more times the
borrower has overdue, the higher the default rate.

The “GiveMe SomeCerdit” dataset has 10 variables, statistical analysis of each vari-
able and the frequency distribution table shown above, except that the variable Num-
berOfOpenCreditLinesAndLoans (the number of open loans and credit loans) has no
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Table 3. Frequency distribution table of variable age

Age Number Proportion Number of defaulters The percentage of default in this
interval

<25 3028 2.02% 338 11.16%

26–35 18458 12.3% 2053 11.12%

36–45 29819 19.9% 2628 8.8%

46–55 36690 24.5% 2786 7.6%

56–65 33406 22.3% 1531 4.6%

>65 28599 19.1% 690 2.4%

Table 4. Frequency distribution table of the variable number real estate loans or lines

Number Real Estate
Loans Or Lines

Number Proportion Number of defaulters The percentage of
default in this interval

<5 149207 99.47% 9884 6.6%

6–10 699 0.47% 121 17.3%

11–15 70 0.05% 16 22.8%

16–20 14 0.009% 3 21.4%

>20 10 0.007% 2 20%

Table 5. Frequency distribution table of the variable Number Of Time 30-59Days Past Due Not
Worse

Number Of Time
30-59 Days Past Due
Not Worse

Number Proportion Number of defaulters The percentage of
default in this interval

0 126018 84% 5041 4%

1 16032 10.7% 2409 15%

2 4598 3.1% 1219 26.5%

3 1754 1.2% 618 35.2%

4 747 0.5% 318 42.6%

5 342 0.23% 154 45%

6 140 0.09% 74 52.9%

≥7 104 0.07% 50 48.07%

significant correlation with the default rate. Other variables are related to whether the
borrower ultimately defaults.
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4 Modeling and Experimental Results

4.1 Random Forest Model

This experiment uses the sklearn-ensemble-Random Forest Classifier in Python to build
a random forest model.

The parameter is set to:

N_estimators: The number of decision trees is set to 100.
Oob_score: Whether to use out-of-bag data, set to True,
Min_samples_split:When dividing nodes according to attributes, the number of samples
per partition is set to 2,
Min_samples_leaf: The minimum number of samples with leaf nodes, set to 50,
N_jobs: Parallel number, set to −1 how many cores the computer CPU has, how many
jobs are started
Class_weight: set to ‘balanced_subsample’, using y value to automatically adjust the
weight, the various weights are inversely proportional to the category frequency in the
input data.
Bootstrap: Whether to use the bootstrap sample sample, set to True.

4.2 Model Evaluation

The model evaluation index used in this experiment is the AUC (Area under the ROC
curve) value. AUC is defined as the area under the ROC (Receiver Operating Character-
istic) curve [21]. The horizontal axis of the ROC curve is False Positive Rate (FPR), the
vertical axis is True Positive Rate (TPR), and since the ROC curve is generally above
the line y = x, AUC The value ranges between 0.5 and 1 [22]. The AUC value is used
as the evaluation criterion because many times the ROC curve does not clearly indicate
which classifier works better, and as a numerical value, the classifier corresponding to
the larger AUC is better.

The random forest model is compared with the logistic regression classification
model and the decision tree classification model. The results are shown in the following
table (Table 6).

Table 6. Comparison of random forests and other algorithms

Algorithms AUC value

Random forest 0.86

Decision tree 0.80

Logistic regression 0.80

It can be seen from the table that the random forest algorithm has higher AUC values
than the decision tree and the logistic regression algorithm, so the algorithm forecast
performance of the random forest is better than the other two algorithms.
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4.3 Feature Importance Metrics

This experiment uses the feature_ importance_ method of sklearn-ensemble-Random
Forest Classifier to get the importance of each feature as shown in the following table
(Table 7).

Table 7. Variable importance

Variables feature_ importance

Revolving Utilization Of Unsecured Lines 0.3411

NumberOfTime30-59DaysPastDueNotWorse 0.1694

NumberOfTimes90DaysLate 0.1594

NumberOfTime60-89DaysPastDueNotWorse 0.0727

age 0.0677

Debt Ratio 0.0625

Monthly Income 0.0488

Number Of Open Credit Lines And Loans 0.0442

Number Real Estate Loans Or Lines 0.0223

Number Of Dependents 0.0117

As can be seen from the above table, the three characteristics of the borrower’s total
loan-to-credit ratio, the number of overdue 30–59 days in the past two years and the
number of overdue over 90 days in the past two years are in the top three. There is a
greater impact on whether the default is ultimately breached, so you can pay special
attention to these characteristics of the borrower when processing the loan application.

5 Summary

This paper studies the random forest algorithm to predict loan defaults in the finan-
cial sector, using unbalanced data classification. In the process of constructing a single
tree, randomly select some variables or features to participate in the tree node division,
repeat multiple times and ensure the independence between the established trees. For the
unbalanced data, the random forest method can be based on the parameter adjustment.
The value automatically adjusts the weight to effectively solve the classification prob-
lem of unbalanced data. Experiments show that the random forest algorithm has better
classification performance than the decision tree and logistic regression model, and has
important reference significance for the loan default forecast problem in the financial
field. In addition, by measuring the importance of each feature, in this experiment, the
three characteristics of the borrower’s age, debt ratio, and the number of real estate and
mortgage loans can be greatly affected. It also has important reference significance for
feature selection in other data mining.
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This paper mainly studies the loan default forecast from the perspective of ran-
dom forest algorithm, and adopts the parameter adjustment method to solve the
data non-equilibrium problem in data processing. However, it still needs to be
improved in data processing and model optimization. There are still many futures jobs.
First, explore more andmore efficient unbalanced data processingmethods and optimize
data in data processing. Secondly, in the algorithm selection, learning from other algo-
rithm models, try to combine the optimization model to improve performance. Finally,
in terms of rendering, try to use visualizations to present the results in a chart that is
easier to understand.
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Abstract. In a heterogeneous network, network nodes have different initial ener-
gies, even limited battery power, which determine that the network must work
in an energy-saving manner. This paper aims to discuss models and algorithms
to solve the limitations of low energy consumption, robustness, and scalability.
Finally, it presents a design routing approach that provides information on a large
temporal and spatial scale for wireless sensor networks.

Keywords: Large-scale · Routing · Optimization · Sensor networks

1 Introduction

Wireless sensor networks (WSNs) are applied across a diverse and large range of applica-
tion domains. A sensor network is an infrastructure comprised of sensing, computing and
communication elements. The network gives an administrator the ability to instrument,
observe and react to events in a specified environment. The main object of wireless sen-
sor networks (WSN) is to reliably detect and estimate event features from the collective
information provided by sensor nodes.

A survey of routing technologies forwireless sensor networks has been established in
recent years. There are several main branches of routing technologies: hierarchical clus-
tering, evolutionary clustering, swarm clustering, flat routing, location-based routing,
and QoS-based routing. Moreover, some protocols fit under more than one category.

This paper asks whether it is possible to introduce a universal strategy allowing the
objectives of obtainingmaximum network scale andminimum consumption of energy to
be simultaneously achieved. Owing to dynamic process environments and the inherent
limitation of various hardware and software resources, no single topology will always
be best for any given application. A routing algorithm optimized for a specific topology
may perform poorly on another type of topology [1].

This paper proposes one energy-efficient routing scheme that can scale to thousands
of sensor nodes of multiple types. In addition, it introduces multiple topologies in the
approach and consider a three-tier sensor architecture.
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The rest of the paper is structured as follows. Section 2 presents related works.
Section 3 describes current most common wireless network topologies. In Sect. 4, it
presents system architecture on graph theory using clustering, and proposes an opti-
mized routing algorithm for wireless networks based on clustering and hybrid topology.
Section 5 shows the simulation results of optimized algorithm in improving network
performance. Finally, Sect. 6 concludes the paper.

2 Related Works

In this Section, it reviews related work mainly in clustering algorithms and large-scale
routing algorithms, both of which are in sensor networks. According to related criteria
[2–4], the existing routing algorithms can be classified into different groups in wireless
sensor networks. In a hierarchical network, TopDisc [5], which is based on minimum
dominating set in graph theory, secures the fewest numbers of clusters in the whole
network. However, it reduces the cost for the control and maintenance but does not
consider the remaining energy of nodes and network robustness.

Both LEACH [6] and LEACH-C [7] are clustering hierarchy scheme based on a
Voronoi diagram, and the latter dispersed the cluster heads throughout the network. To
achieve a high degree of parallelism, the hierarchical PEGASIS [8] uses one chain-based
binary aggregation way. The clustering algorithms [9–11] based on LEACH, randomly
selects Cluster Head (CH) based on the idea of “wheel”, which leads to unbalanced
CH energy consumption in the whole network. In BEEC clustering algorithm [12],
it introduced a competition mechanism in the final stage of CH selection, but it only
considered one parameter the distance of node CH in the cluster construction stage, not
the energy consumption of the whole WSN.

Literature [13] is an optimization algorithm based on LEACH. It considered the
residual energy of nodes in cluster head election, which increases the probability of
nodes with high residual energy being cluster heads. It lead to the cluster head of the
adjacent base station exhausted prematurely compared to other cluster heads.

Literature [15] designs a routing protocol for a scenario where it is difficult to achieve
time synchronization, location information and waking schedule shared. It Lets the data
traffic from a sensor flows to its neighbors freely to save the energy utilized for routing
path built. For a sensor, it does not share its waking schedule to its neighbors.

Literature [16] presents a new Energy-Efficient clustering protocol for WSNs using
an Objective Function and Random Search with Jumps (EEOFRSJ) in order to reduce
sensor energy consumption. First, the objective function is used to find an optimal cluster
formation taking into account the ratio of the mean Euclidean distance of the nodes to
their associated cluster heads (CH) and their residual energy. Then, it finds the best path
to transmit data from the CHs nodes to the base station (BS) using a random search with
jumps.

In literature [17], an asynchronous clustering and mobile data gathering based on
timer mechanism (ACMDGTM) algorithm is proposed which would mitigate the prob-
lem of “hot spots” among sensors to enhance the lifetime of networks. The clustering
process takes sensors’ location and residual energy into consideration to elect suitable
cluster heads. Furthermore, one mobile sink node is employed to access cluster heads
in accordance with the data overflow time and moving time from cluster heads to itself.
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3 Topology Structure Analysis

Network layer structure directly affects the upper layer routing protocols’ performance.
The current most common wireless network topologies are star, mesh and cluster-tree
topology as shown in Fig. 1.

(a)  Mesh network (b) Star network

(c) Cluster tree network (d) Cube network

Fig. 1. Typical topology networks

Mesh Topology. Generally, there are multiple routing paths between two non-adjacent
nodes. These networks are robust to failure of individual nodes and links as well. Com-
pared to star topology, mesh topology has a longer range distance and decreases the data
loss.

Star Topology. A star topology is a point-to-point architecture in which all nodes are
considered peers and every sensor node has the equal role and function. The star topology
has minimal overhead to maintain the infrastructure compared to other structures.
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Cluster-Tree Topology. Cluster-tree topology blends the advantages of star topology
and mesh topology. The cluster-head plays a more prominent role than other members
in the network.

Regular Graph. A cubic graph is shown in Fig. 1(d), which is a classic structure of
k-regular graph. A k-regular graph topology has regular degree in which all nodes are of
degree k. Regular graph has a special robust feature, which is proposed byNashWilliams
(1969) in [14]. This robust feature keeps average control overheads in networks as a
constant.

However, a routing algorithm optimized for one specific topology may perform
poorly on another type of topology.

4 Algorithm and Model

4.1 Architecture

In this paper, it considers a multi-sensor three-tier system, and proposed algorithm is
build based on a three-tier architecture. The three-tier architecture is shown in Fig. 2. It
is split into a Sensor Tier, a Relay Tier and a Base Station Tier.

Fig. 2. Architecture

The Sensor Tier is composed of tens to thousands of sensors. Its purpose is to collect
data from the sensing field, and to hand over that data to the Relay Tier.

The Relay Tier consists of many cluster heads. Cluster heads incorporate all sensing
data received from within their clustering field, and transfer that data to upper-layer
cluster heads. An example of the construction process for cluster heads in the first two
levels of the hierarchy is shown in Fig. 2.
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The Base Station Tier. The Base station receives all sensing data in the whole field
via multi-hop transfer. The base station is configured to connect to the Internet at a
user-selected location. Users can access the whole wireless monitoring system from off
site.

The Sensor Tier is composed of a star topology network. The star topology has
minimal overhead to maintain the infrastructure compared to mesh and other structures.
Therefore, it is easy to maintain the underlying sensing network when a node fails by
energy exhaustion or other reasons. We can use Regular Graph theory in computing the
connectivity and distributing loading between the motes on networks. In this paper, we
introduce a regular triangle structure in designing the Relay Tier structure to constitute
a stable and high transmission reliability backbone tier.

4.2 Node Energy Dissipation Model and Algorithm

In this paper, it uses the same radio model presented by Heinzelman et al. in LEACH.
The energy expended by the radio in transmitting a p-bit message over a distance d is
given by:

ETX (p, d)

{
p · Eelec + p · εfs · d2 if d ≤ d0

p · Eelec + p · εamp · d4 if d > d0
(1)

The radio characteristics are set as follows:
Eelec = 50nJ/bit, εfs and εamp are power amplifier energy consumption coef-

ficients in free space channel and multipath fading channel respectively.εfs =
10pJ/

(
bit · m2

)
.εamp = 1.3×10−3pJ/

(
bit · m4

)
. And initial energy of low sensor nodes

is 0.5 J and initial energy of high-energy sensor nodes is 1 J.
The size of the aggregate message that a cluster head sends to the sink is 512 bits

and the size of the route message that a sink sends to cluster-head nodes is 16 bits.
The election procedure for cluster-heads during network initial construction is as

follows:

Step1. In the initial phase, we sort nodes in order of decreasing residual energy (EN), so
we have a set of EN = {EN1, EN2,…ENn}, where n is the total number of sensor nodes.
Step2. Select the k nodes with highest residual energy from the set EN as CHs to get a
set CHs (C), C = {CH1, CH2, …CHk}. k = n* ρ, where ρ is the desired proportion of
nodes which are cluster-head nodes.
Step3. Build a backup cluster- head set (B) for every CH. B belongs to {{EN}-{C}}.
Step4. When the residual energy of CH i is lower than the threshold (T ), remove i from
{C}, replace i by a newly elected CH.

Where k is expected numbers of cluster-heads and n is the total numbers of sensor
nodes in the network.
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5 Results

In this section, we focus on varying network size, keeping density and other parameters
constant. We compare the performance of our protocol to LEACH in the heterogeneous
environment use network lifetime term as the performance metric.

The scenario is considered in Figs. 3, 4, 5: a heterogeneous sensor network in a 100
× 100 m scenario. The total number of sensor in the network is 100. The proportion of
cluster heads to 0.1 is given prior to initial network construction.

Fig. 3. Performance result for a 100 m*100 m heterogeneous network with initial energy 0.5 J
per normal-nodes and 1 J per high-energy node. As the proportion of high-energy nodes increases
step by step from 0.2 to 0.9, the network lifetime in IACE is longer than in LEACH where the
number of nodes is kept constant. The number of nodes is 100. The proportion of head nodes
among nodes is 0.1.

According Figs. 3, 4 and 5, the results show that in above cases, it performs very
well in comparison with LEACH scheme. More nodes are still alive in network in IACE
compared that of LEACH.
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Fig. 4. The proportion of high-energy node is 0.3 (m = 0.3). Performance results for 100*100,
200*200, 300*300, 400*400 and 500*500 heterogeneous networks with initial energy 0.5 J per
normal-node sand 1 J per high-energy node. The number of nodes is 100, 400, 900, 1600 and 2500
respectively. The proportion of head nodes among nodes is 0.1.

Fig. 5. The proportion of high-energy nodes is 0.2. Performance results for 100*100, 200*200,
300*300, 400*400 and 500*500 heterogeneous networks with initial energy 0.5 J per normal-node
sand 1 J per high-energy node. The number of nodes is 100, 400, 900, 1600 and 2500 respectively.
The proportion of head nodes among nodes is 0.1.
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6 Conclusion

This paper analyzes the performance in terms of robustness and energy consumption and
it is recommended especially for large-scale, dynamic, homogeneous and heterogeneous
environments.

This research is supported by Scientific Research Project of Education Department
of Hubei Province, grant number B2018049, and funded by Scientific Research Project
of Wuhan Institute of Technology, grant number 18DQ42.

References

1. Xu, Y., Heidemann, J., Estrin, D.: Geography-informed energy conservation for ad hoc rout-
ing. In: Proceedings of the Annual International Conference on Mobile Computing and
Networking, Mobicom, pp. 70–84 (2001)

2. Akkaya, K., Younis, M.: A survey of routing protocols in wireless sensor networks. Elsevier
Ad Hoc Netw. J. 3, 325–349 (2005)

3. Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor networks: a
survey. J. Comput. Netw. 393–422 (2002)

4. Li, X.F., Mao, Y.C., Yi, L.: A survey on topology control in wireless sensor networks. In: 10th
International Conference on Control, Automation, Robotics and Vision, ICARCV, pp. 251–
255 (2008)

5. Younis, O., Fahmy, S.: Distributed clustering in ad-hoc sensor networks: a hybrid, energy-
efficient approach. In: Twenty-Third Annual Joint Conference of the IEEE Computer and
Communications Societies, INFCOM, pp. 629–640 (2004)

6. Heinzelman,W., Chandrakasan,A., Balakrishnan,H.: Energy-efficient communication proto-
col for wireless microsensor networks. In: 33rd International Conference on System Sciences
(HICSS) (2000)

7. Heinzelman, W., Chandrakasan, A., Balakrishnan, H.: An application-specific protocol
architecture for wireless microsensor networks. IEEE Trans. Wirel. Commun. 1, 660–670
(2002)

8. Lindsey, S., Raghavendra, C.S.: PEGASIS: power- efficient gathering in sensor information
systems. In: IEEE Aerospace Conference, pp. 1125–1130 (2002)

9. Sirsikar, S., Wankhede, K.: Comparison of clustering algorithms to design new clustering
approach. In: International Conference on Advances in Computing, Communication and
Control (ICAC), pp. 147–154 (2015)

10. Liu, X.X.: A typical hierarchical routing protocols for wireless sensor network: a review.
IEEE Sens. J. 15(10), 5372–5383 (2015)

11. Emad, A., Lon, M.: New energy efficient multi-hop routing techniques for wireless sensor
networks: static and dynamic techniques. Sensors 18(6), 1863–1870 (2018)

12. Liu, J.J., Hu, Y.J.: A balanced and energy-efficient algorithm for heterogeneous wire-less
sensor networks. In: IEEEWireless Communications and Signal Processing (WCSP), Hefei,
pp. 1–6 (2014)

13. Hou, H., Song, B., Zhou, W.Y.: Clustering routing optimization algorithm. Microelectr.
Comput. Energy Effic. 32(7), 121–124 (2015)

14. Crispin, N.W.: Valency Sequences which force graphs to have Hamiltonian Circuits,
University of Waterloo Research Report, Waterloo, Ontario: University of Waterloo (1969)

15. Gao, D.M., Zhang, S., Zhang, F.Q., Fan, X.J., Zhang, J.C.: Maximum data generation rate
routing protocol based on data flow controlling technology for rechargeablewireless sensor
networks. Comput. Mater. Continua 59(2), 649–667 (2019)



Research on Routing for Large-Scale Sensing in Wireless Sensor Networks 429

16. Mohammed, K., Khelifa, B., Mohammed, O.: An energy-efficient protocol using an objective
function & random search with jumps for WSN. Comput. Mater. Continua 58(3), 603–624
(2019)

17. Wang, J., Gao, Y., Liu, W., Wu, W.B., Lim, S.J.: An asynchronous clustering and mobile data
gathering schema based on timer mechanism in wireless sensor networks. Comput. Mater.
Continua 58(3), 711–725 (2019)



A Research on the Detection of Fog Visibility

Xiaogang Zhang1, Zhiping Guo2(B), Xiaojun Li1, and Pingping Yu2

1 Hebei Earthquake Agency, Tangshan 050021, China
2 School of Information Science and Engineering, Hebei University of Science and Technology,

Shijiazhuang 050018, China
1299787528@qq.com

Abstract. The existing video visibility algorithm uses the apparent brightness of
the target object from the image acquisition instead of the inherent brightness of
the target object, which affects the accuracy of the visibility detection. Therefore,
this paper designs a new visibility detection algorithm, which based on the digital
camera response curve fitting. Experimental pictures are taken on the uniformity
white diffuse surface with a fixed aperture, different exposure time. The average
gray value of the pictures are calculated using the middle part of the experimental
pictures. The double logarithmic curve is fitted of the pixel value of the image and
exposure time. Then according to this curve, the value γ can be obtained, which
is the conversion coefficient between the brightness and inherent brightness. The
atmospheric extinction coefficient can be calculated by the inherent brightness,
resulting in atmospheric visibility values. The algorithm chooses the pavement as
a marker to solve the problem that the target is not easy to find on the road. The
distance between the target point and the camera is calculated by the inherent lane
mark line and the camera self-calibration method. Experimental results show that
the proposed visibility detection algorithm has high accuracy and low cost. It is
very suitable for the fog visibility monitoring on the high speed road.

Keywords: Visibility detection · Curve response fitting · Differential luminance
algorithm · Surveillance video

1 Introduction

Atmospheric visibility is an important parameter to measure the visual air quality. It is
not only one of the routine monitoring indicators of urban ambient air quality, but also
one of the elements of road weather condition system. Especially in the traffic high-
speed network, how to quickly and accurately grasp the weather conditions and help
the high-speed management department to manage the high-speed road reasonably and
effectively is an effective means to reduce traffic accidents in bad weather.

The traditional methods of atmospheric visibility monitoring are visual method and
atmospheric transmission instrument method [1–3]. The method of visual inspection
is used to determine the atmospheric visibility through the observation of human flesh
and eyes, which is relatively poor in standardization and objectivity. The atmospheric
transmission instrument calculates the atmospheric visibility by directly measuring the
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atmospheric extinction coefficient between the twopoints. Thismethodneeds a longopti-
cal path (such as 300m–2 km). The reliability of measurement is affected by the working
stability of light source and photosensitive system, and the operation and maintenance
cost is high in actual operation. In view of the above problems, some researchers at home
and abroad began to study the visibility detection algorithm based on video image [4–7],
which can make use of the existing digital monitoring resources, especially suitable for
highway visibility detection system.

There are three kinds of algorithms for detecting daytime visibility based on digital
images in China. The first one is the double brightness difference method [8–10] pro-
posed by LuWeitao and others from China University of science and technology, which
has been proved to be effective and limited by a large number of experiments. This
method takes pictures of two objects with different distances on the same straight line,
and calculates the visibility according to the ratio of the brightness difference between
the two objects corresponding to the sky background. It eliminates the influence of dark
current and background astigmatism of digital camera system, and improves the mea-
surement range and accuracy of DPVS (Digital camera visibility system). However, this
method needs to know the ratio of the brightness difference between the two objects and
the sky background, which can not be directly measured by digital camera, so it needs
to be assumed, which causes the important error source of DPVS double brightness
difference method to calculate the daytime meteorological visibility. The second one is
that Professor Chen Qimei and Chen Zhaozheng of Nanjing University use the existing
highway video monitoring system to apply wavelet transform [11], camera self calibra-
tion [12], PTZ algorithm [13] and other methods to visibility detection, and they have
achieved some results, but the measurement distance of this method is limited, which is
not effective when the visibility is high.

The third category is Visibility detection algorithm based on the prior theory of dark
channel proposed [15] byKaiming et al. [14]. This method first obtains the transmittance
from the target to the camera point according to the prior knowledge of dark channel,
and then further calculates the atmospheric extinction coefficient, so as to obtain the
value of atmospheric visibility. The principle of the method is simple and the cost is low,
but the calculation accuracy of transmissivity is high. The main algorithms of daytime
visibility detection based on digital image abroad are as follows: kwontm et al. Put
forward themethod of using visual attributes of video image tomeasure visibility instead
of indirect measurement of physical attributes of atmosphere and convert them into
visibility, and solve the problem of spatial distance change in visibility by introducing
the new concept of relative visibility (RV), but in quantifying human perception of
RV and RV calculation The accuracy of the measurement still needs to be improved;
nicolashautiere et al. Combined with Koschmieder’s law, put forward the modeling
method of fog and the visibility measurement method based on the known state, which
can meet the requirements of real-time and stability, but because of the local variation of
fog density, errors will be introduced to reduce the accuracy of the measurement results;
miclearc et al. Developed the end-to-end laser emission and reception device By setting
the appropriate image color space and filter, and putting forward the formula of braking
distance under safe driving conditions, it can effectively give the driver early warning
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feedback information, but this method is easy to be interfered by the noise introduced
from outside, which leads to the lack of robustness of the system.

Based on the high-speed road video monitoring system in Hebei Province, this paper
proposes an improved method to improve the self brightness of the object and the sky
background when the double brightness difference method is applied to the visibility
detection of the high-speed road. By calculating the quantitative relationship between
the exposure of the camera and the gray value of the pixel, and according to the gray
value of the image, the self brightness value of the object and the sky can be obtained,
so as to improve the double brightness The accuracy of visibility can be obtained by
the method of degree difference, which can effectively reduce the error value in the
calculation process and the measurement error value.

2 Visibility Detection Algorithm

2.1 Principle of Visibility Measurement

According to the theory of Koschmieder, the relationship between the self brightness
L0 and the apparent brightness of a fixed object L at a distance d from the observation
position under the action of the atmospheric extinction coefficient k is as follows:

L(d) = L0e
−kd + Lf (1 − e−kd ) (1)

Where, Lf is the sky background brightness.
According to the definition of CIE, only when the contrast between the target and

the background is greater than 0.05 can the human eye distinguish it. At this time, the
distance between the target and the observation point is defined as the current visibility
value, and the calculation formula of the visibility value is:

V = −1

k
ln

Cd

C0
= −1

k
ln 0.05 ≈ 3

k
(2)

Therefore, as long as the extinction coefficient k of the atmosphere is obtained, the
visibility of the atmosphere can be obtained. From formula (1), it can be seen that the
extinction coefficient k is related to the object’s own brightness L0, so how to get L0
becomes the key to calculate the visibility.

2.2 Calculation Formula of Double Brightness Difference

Vd = 3.912(R2 − R1)

ln[(Gt1 − Gg1)/(Gt2 − Gg2)] (3)

Among them, R1, R2 is the distance between the target and the camera,GT1 andGT2 are
the apparent brightness 1 of the two target objects, and gG2 is the apparent brightness of
the background sky of the two objects.
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2.3 Pavement Background Generation

In order to eliminate the influence of vehicles on the road in the monitoring image, it
is necessary to extract the background of the image. Common background extraction
algorithms include framedifferencemethod, average framedifferencemethod andmixed
Gaussian model method [16, 17]. Considering the time consumption and extraction
effect, this paper uses the frame difference method to get the background image of
traffic scene and update it in real time. The specific algorithm is as follows: for the scene
in the video stream, randomly extractmore than six frames of image, and subtract the two
frames from each other. If the gray level of the corresponding region of the two frames
of image changes little (less than a certain threshold T), then the region is considered as
the background region. If the gray level of the corresponding region of the two frames of
image changes greatly (more than a certain threshold T), then the region is considered as
the target region, then the data in this region cannot Extract as background. The threshold
T is obtained from experience and a large number of experimental data. Figure 1 shows
the original image collected on the highway and the background image obtained by
the frame difference method. The obtained color background image is converted to
gray-scale image.

Fig. 1. Image of the pavement background

2.4 Camera Imaging Model

The camera imaging model is shown in Fig. 2, including three coordinate systems:
pavement coordinate system (XW ,YW ,ZW ), camera coordinate system (Xi,Yi,Zi), and
imaging plane (U ,V ). The relationship between the three coordinate systems is shown
in Eq. (4).

⎡
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Fig. 2. Image of camera imaging model

Where λ is the zoom coefficient related to the camera focal length.
Thus, the mapping relationship between a point (XW ,YW , 0) on the road surface and

its point (U ,V ) on the image plane can be established, and the coordinates (XW ,YW ) of
any point on the road surface in the image plane can be inversely deduced, as follows:

{
Xw = ϕH cos θ − (v− v0H sin θ)

(v− v0) cos θ +ϕ cos θ

Yw = H (u− u0)
ϕ

[
ϕ cos θ − (v− v0 sin θ cos θ)

(v− v0) cos θ2 +ϕ sin θ

] , (5)

The distance between this point on the image and the camera on the actual road
surface can be obtained, as shown in formula (6):

D =
√
X 2
w + Y 2

w (6)

3 Visibility Detection Algorithm Based on Response Curve Fitting
of Digital Camera

3.1 Digital Camera Response Curve Fitting

At present, most digital cameras are CCD or CMOS image sensors, which are composed
of thousands of pixels.When photographing, each pixel will generate an electrical signal
according to the amount of exposure it receives. The electrical signal is converted into
an integer between 0 and 255 by the internal circuit of the camera, that is, the pixel
value. Different exposure amounts correspond to different pixel values, which can be
expressed by the following formula [18, 19]:

E = k × PV γ (7)

Where k, k is the camera related constant, P is the pixel value, E is the exposure,
and its value is:

E = H × A × T (8)
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Where, H is the irradiance of the incident light, A is the aperture area, and T is
the exposure time. The incident irradiance is directly proportional to the incident light
intensity I . According to the relationship between irradiance and radiation gray level
given by Kolb:

H = I
π

4

(
D

f

)2

cos4 α (9)

D is the aperture diameter, f is the focal length of the lens,α is the angle formed by
the position of the pixel and the lens axis, combining formula (7)–(9), we can get:

I × A × T = k × PV γ (10)

In order to obtain the value r, this paper adopts the following experimentalmethod: set
the shooting mode of the monitoring camera (select the model of the monitoring camera
mainly used in Hebei Province: Yushi hic7621) to “manual” mode. Set the aperture to
the minimum. Under good white illumination, a uniform white diffuse surface is found.
At a distance of 0.5 m from the surface, the monitoring camera is used to take pictures
of the surface under different exposure time settings. Then the obtained color image is
transformed into gray image, and the average pixel value of the middle area of the image
is read out. All the obtained images are processed as described above, and a scatter plot
of the logarithm of the pixel value and the logarithm of the exposure time is drawn,
that is, In(pixel value) vsIn (exposure time). The response curve of the digital camera is
obtained by linear regression fitting of the scatter diagram [20–22] (Fig. 3).

Fig. 3. Image of the digital camera response curve fit

3.2 Visibility Calculation

Yushi hic7621 can be controlled manually, so we control the camera manually at the
monitoring end, adjust its aperture to the minimum (the same as the experimental mode),
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obtain the continuous frame of the captured image, and then use the background genera-
tion, image graying and other graphic processing operations to obtain the final visibility
calculation image. As shown in Fig. 4, according to the definition of visibility, dark
objects are selected as targets and sky as background. Because there is no fixed target
on the highway, this paper chooses the dark road as the target, and uses the fixed Lane
dividing line with known distance to measure the distance. In order to reduce the differ-
ence of Los elevation between the two groups of roads and the sky as much as possible,
the algorithm in this paper uses the road at the far end of lane sign line as the target.
For example, the endpoint of the sixth lane line in the image is selected as the target
B1, the endpoint of the eighth lane line is selected as the target B2, and the upper area
perpendicular to the target point is selected as the background W1, W2.

Fig. 4. Image of the target point selection

It is defined that the initial light intensity emitted from the target to the camera is Ib0,
the sky background light intensity is Iw0, the light intensity received by the camera from
the target B1 is Ib1, the light intensity from the target B2 is Ib2, and the light intensity
from the sky background is Iw1, Iw2. The distance between the camera and B1 is x1, and
the distance between the camera and B2 (X1 + X2) is calculated as shown in Fig. 5.
d1 and d2 are the horizontal distance between B1 and B2 and the camera. Their values
can be calculated by the camera self calibration formula (6). If the height between the
camera and the ground is known to be h, then X1 and X2 can be calculated as follows:⎧⎨

⎩
X1 =

√
h2 + d2

1

X1 + X2 =
√
h2 + d2

2

(11)

According to the irradiation principle, it has the following relations:
⎧⎪⎪⎨
⎪⎪⎩

Iw1 = Iw0 × T1 + Ip1
Iw2 = Iw0 × T1+2 + Ip1+2

Iw3 = Ib0 × T1 + Ip1
Iw4 = Ib0 × T1+2 + Ip1+2

, (12)

Where, Ip1 is the path light intensity from the atmospheric segment with length X1,
and T1 is the transmittance of the atmospheric segment X1. Ip1+2 is the path light inten-
sity from the atmospheric segment with length (X1 + X2), and T1+2 is the transmittance
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Fig. 5. Image of the calculation model for x and y

of the atmospheric segment (X1 + X2), which is equal to the transmittance of the atmo-
spheric segment X1 times the transmittance of the atmospheric segment X2 (this paper
assumes that the atmosphere is uniform). From Lambert-beer law:

{
T2 = exp(−x × σext)

T2 = Iw2=Ib2
Iw1=Ib1

(13)

According to formula (3) and formula (12)–(13), the relationship between the visi-
bility and the light intensity received by the camera from two targets and background is
obtained:

V = 3.912x2

ln( Iw1−Ib1
Iw2−Ib2

)
(14)

The average pixel values PVb1, PVb2, PVW of the selected target region and back-
ground region in Fig. 4 were calculated. In this paper, a 5× 20 sampling boxwas adopted
for the target and a 10× 60 sampling box was adopted for the sky region (the experiment
showed that the size of the sampling box had little influence on the experimental results,
but the sampling box could not be too large). With the same camera, the exposure time
and aperture size of the target object are the same, and atmospheric visibility can be
calculated according to Eq. (8) and (14):

V = 3.912x2

ln(
PV γ

w1−PV γ

b1
PV γ

w2−PV γ

b2
)

, (15)

Figure 6 is the video screenshot of different weather conditions of the k277 + 749
down section ofBeijing kunshitai expressway. Table 1 shows the comparison between the
visibility value calculated by the algorithm in this paper and the observed visibility value
at that time. From the results, it can be seen that the error between the calculated results
by the algorithm in this paper and the actual observation value is smaller, especially
for fog days, the detection accuracy is higher. Table 2 is the average error comparison
between the algorithm in this paper and the other two algorithms after calculating the
visibility of multiple images in the same fog. It can be seen that the accuracy of the
algorithm in this paper is higher than that of the other two algorithms. Therefore, the
algorithm in this paper is very suitable for the detection of visibility in fog.



438 X. Zhang et al.

Fig. 6. Images of video in different weather conditions

Table 1. The ratio of observed visibility

Actual observation value/m Algorithm value of this paper/m Accuracy rate/(%)

Scene 1 719 753 95.27

Scene 2 1284 1347 95.09

Scene 3 3476 3825 89.96

Scene 4 2664 2887 91.62

Table 2. Algorithm accuracy comparison table

Wavelet algorithm Contrast algorithm Algorithm in this paper

average error/m 11.4259 15.0142 6.4175

Accuracy rate/(%) 88.17 85.03 92.57

4 Conclusion

In this paper, a visibility algorithm based on the fitting of the response curve of digital
camera is proposed. The parameters of the monitoring camera are set. By photographing
the diffuse reflection surface of the image and calculating the average gray value, the
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double logarithm curve of the average gray value of the image and the exposure time is
fitted, thus the important parameter value γ of the mutual conversion between the appar-
ent brightness and the fixed brightness is obtained, and the current visibility value is
accurately calculated. This algorithm is compatible with the existing highway condition
monitoring system in Hebei Province and can be accessed easily. Compared with the
visibility meter, it has the following outstanding advantages: using the camera system
widely laid on the highway, the detection cost is low, and the detection range is wide;
by fitting the response curve of the digital camera, the inherent brightness is calculated
according to the apparent brightness of the target, and the atmospheric extinction coef-
ficient is calculated by the inherent brightness of the target, so as to further increase the
detection accuracy of visibility.

Of course, the algorithm in this paper also has some shortcomings: the algorithm
needs to test the monitoring camera to fit the corresponding curve of the camera, so
it needs a large amount of work in the early stage, but this can be discussed with the
monitoring camera manufacturer, and this part of the work can be transferred to the
manufacturer to reduce the workload in the early stage.
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Abstract. Water is one of the basic resources for human survival. Water pollu-
tionmonitoring and protection have been becoming amajor problem for humanity.
For water resource management departments at all levels, there are a large num-
ber of water quality testing data, but they neglect the potential exploration of the
resource attributes and data values of water quality data. To this end, we designed
and implemented a water quality monitoring big data platform based on the Inter-
net of Things. Through the deployedwater qualitymonitoring sensor, the collected
indicator data is transmitted to the big data processing platform deployed on Ten-
cent Cloud in real time with the 4G network. Then the collected monitoring data
will be analyzed and processed in the platform, and the processing result will be
visualized by Baidu ECharts. The testing results showed that the platform could
provide decision support for water resource protection.

Keywords: Water · Quality monitoring · Influxdb · Big data ·Water resources
protection

1 Introduction

In recent years, sudden water pollution incidents have occurred all over the world, which
seriously threaten people’s water security. Since there are no fixed ways and means of
discharge for sudden water pollution incidents, if this matter is not disposed in times, the
water supply safety of tap water will be seriously affected. How to monitor the situation
of water resources in real time and predict possible water pollution incidents have been
becoming a challenge faced by everyone. In order to ensure the safety of water supply,
it is extremely urgent to establish a water monitoring and early warning system [1, 2].

Now we are in an era of rapid development of science and technology. Networks
and information processing technologies such as the Internet of Things, robots, big data,
and cloud computing have been becoming increasingly mature. These techniques could

© Springer Nature Singapore Pte Ltd. 2020
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be widely used in industry, agriculture, commerce, environmental protection, natural
language processing, and data security all aspects of people’s lives. By using the Inter-
net of Things, big data, cloud computing and other related technologies, Weijie Chen
constructed a big data analysis and processing platform for the garlic industry chain
to solve the uncertainties of planting scope and yield, price fluctuation analysis, prices
forecasting and other issues. The proposed platform could provide information and deci-
sion support for the healthy development of the garlic industry [3]. With R language,
smartphones and cloud computing related technologies, Song Wook Han developed an
air pollution information platform based on cloud platforms. It could be used to process
the measured fine dust information in the air and air pollution information. The pollution
information and protection reminders will be pushed through smart phones [4]. By using
big data analysis technology, Hangjun Zhou proposed an anti-fraud method that could
be used for online e-commerce contracts in order to accommodate the large amount of
contract data generated in e-commerce [5]. With the continuous development of cloud
computing and big data technology, the use of cloud storage is more and more exten-
sive, and a large amount of data is outsourced for public cloud servers, and the security
problems that follow are gradually emerging. Yuling Liu proposed a verifiable diver-
sity ranking search scheme over encrypted outsourced data. while preserving privacy in
cloud computing, it also supports search results verification [6]. Zhangjie Fu proposed
a Chinese multi-keyword fuzzy search scheme in a cloud environment, which realizes
the fuzzy search of multiple Chinese keywords and protects the private key by using a
pseudo-random function [7].

The online water quality monitoring system is a comprehensive online automatic
monitoring network involving modern sensor technology, computer application tech-
nology and communication network [8–11]. By using IoT and big data related technolo-
gies, we designed and implemented a water quality monitoring big data acquisition and
processing platform based on the Internet of Things. The platform realized the auto-
matic collection of water quality monitoring data, data analysis, visualization, and early
warning information push, and will provide information support for water resources
protection.

2 Platform Design

With the rapid development of sensors and Internet of Things technologies, many water
management departments had accumulated a large number of water quality indicators,
but neglected the resource attributes and data values of water quality data obtained
through testing. Now we are in the era of big data, the core value of big data needs to be
rediscovered. With the tools of big data collection, mining, analysis and other tools, we
could construct a big data platform to achieve scientific prediction and warning of the
future situation, and then to make more scientific and intelligent decision-making.

2.1 System Architecture Design

The water quality monitoring big data platform we designed is mainly divided into three
parts: data acquisition module, data transmission module and data analysis module. The
framework of the system is shown in Fig. 1.
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Fig. 1. The framework of the system

The data acquisition module is mainly responsible for the collection of water quality
data of the monitoring water area. This work is mainly completed by deploying water
quality index sensors such as PH sensors, TU sensors, and TDS sensors, etc. The main
task of the data transmission module is to process the collected water quality index data
through a SCM, and then use the 4G communication module to transmit these data to the
data analysis and processing module deployed on the cloud platform. In order to analyze
and process the water quality index data more conveniently and quickly, we deployed the
data analysis module on the cloud platform and provided related information services
such as visualization of analysis results and message push through corresponding APIs.
This module mainly includes some sub-modules such as monitoring water management,
monitoring point map marking, monitoring water quality index data cleaning, water
quality index data analysis and visualization, water quality index exceeding standard
warning, and early warning message pushing.

The data processing and analysis system is developed by using the Admin LTE
framework, the Layer jQuery pop-up plug-in, the blade template, and PHP. The data
collected by multiple sensors is uploaded to the WEBAPI through the network, and the
data is stored in the HBase through the API for further analysis and processing. The data
flow is shown in Fig. 2.
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Fig. 2. The system data flow diagram

2.2 System Function Design

The data collected by the water quality monitoring sensor is transmitted to the big data
platform deployed on Tencent Cloud through the mobile communication network using
the 4G module. The big data platform mainly completes the processing of the collected
monitoring index data, the visualization of the analysis results and the early warning
processing. It mainly includes functional modules such as data analysis, data warning
and system setting. The functional block diagram of the system is shown in Fig. 3.

The system setting module mainly performs functions such as user management,
monitoring point management, monitoring point map labeling, and monitoring water
area management. The user management module implements information management
for platform administrators and platform users. The function of monitoring water area
management and setting of monitoring points is to add, delete, and modify information
such as monitoring water areas and monitoring point names and geographic coordinates.
The Monitoring points map labeling module mainly implements map positioning and
visualization of monitoring points.

The data analysis module mainly completes functions such as data viewing, data
cleaning, anddata visualization. Itsmainwork is to clean the collectedwater quality index
data of the monitoring water field, eliminate the illegal data, and realize the visualization
of related data according to user needs. The data warning module mainly completes the
setting of the early warning method, information push settings and other functions.
When the water quality monitoring indicators of the relevant monitoring points exceed
the standard, it will give early warning prompts and push the early warning information
to the relevant users.
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Fig. 3. The System function module diagram

3 System Function Implementation

3.1 Selection of Sensor Module and 4G Communication Module

The selection of monitoring sensors is very important for the collection of the water
quality indexes. We chose three commonly used water quality monitoring sensors: PH,
turbidity and TDS (total dissolved solids) for collection. Of course, more indicators
monitoring sensors could be added according to actual needs. The selected indicator
monitoring sensors are shown in Table 1.

Table 1. Sensor module selection

Index Sensor module Main parameter

PH Guantuo turbidity PH sensor module Measuring range: 0–14 PH
Measurement accuracy: ±0.01 PH

TDS DFRobot gravity TDS measuring range: 0–1000 ppm
TDS measuring range: ±10% F.S.

TU Guantuo turbidity TU sensor module Measuring range:
0–1000 NTU
Working temperature: −20 °C–90 °C

In order to transmit the index data collected by sensors to the platform in time, we
used 4G network to transmit information. The 4G module we selected is Gport-G43. It
is a five-mode full Netcom 4G DTU, which supports mobile, Unicom 2G/3G/4G, and
telecom 4G networks. The network supports a maximum downlink rate of 150Mbps and
a maximum uplink rate of 50 Mbps. It can also work normally in remote areas lacking
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3G and 4G network coverage (mobile, Unicom). Gport-G43 module connects serial port
equipment to the internet, which conforms to TCP/IP.

3.2 Platform Software Design

After requirement analysis and preliminary design, the platform software system was
designed with the Internet concept, Internet of Things technology, and big data analysis.
The WEB part of the system adopts the mainstream Laravel framework abroad. This
framework is chosen because it uses a large number of design patterns. The framework
completely conforms to the five basic principles of design patterns. The coupling degree
between modules is very low. The service container can easily expand the framework
functions and write tests. The background UI adopts AdminLTE, which is a lightweight
background template based on Bootstrap. The framework is relatively beautiful, with
various skins, and can adapt to the mobile terminal. The framework of the software
system is shown in Fig. 4.

Fig. 4. The framework of the software system

In order to simplify the development process, we did not directly purchase the cor-
responding server hardware, but rented Tencent cloud space, deployed the entire system
software platformon theTencent cloud, andTencent provided cloud computing resources
to reduce the development costs and network security pressure. The development envi-
ronment and programming language are: NET Framework 4.0, Microsoft Visual Studio
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2017, JDK1.8, PHP7.2, Mysql5, Apache/Nginx, Apache Hadoop, InFluxDB. The col-
lected water quality monitoring data are stored in Mysql database through API interface
andWebService, and processed and analyzed in combination with tool frameworks such
as HBase and InfluxDB commonly used in big data analysis. At the same time, Baidu’s
Echarts [12] was used to send the visualization results of monitoring data to terminals
such as computers through Webservice.

3.3 Database Design

A complete water quality monitoring platform system should include at least three links:
monitoring data collection, data analysis and data early warning. The water quality mon-
itoring data collected by the monitoring platform are time-varying data with time series
characteristics [13]. How to select an appropriate time series data engine is very impor-
tant. With the rising and development of mobile internet, industrial internet, internet of
things, and edge computing, time series data have shown explosive growth in the recent
years. According to authoritative data published byDB-Engines, Fig. 5. shows the devel-
opment trend of databases in the past two years. As shown in the Fig. 5, it can be found
that among the development trends of various types of databases, the development trend
of time series database is extremely strong. However, in the TOP 10 ranking of time
series databases, semi-open source InfluxDB, as the benchmark of the new generation
of time series databases, is far ahead in comprehensive scores. The ranking results are
shown in Fig. 6. Therefore, InfluxDB is undoubtedly the first choice in application sce-
narios where time series data need to be stored. We chose InfluxDB as the time database
in the platform.

Fig. 5. Database development trend in recent years
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Fig. 6. Time series database comprehensive score ranking

Byanalyzing theprocesseddata structure and the rangeof values, and combiningwith
the actual application requirements,we thought that the database of the software platform
should mainly include data tables such as water_points, water_users, water_failed_jobs,
water_early_warnnig_item, and the specific structure is shown in Fig. 7.
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Fig. 7. The database structures

4 Module Function Implementation

The big data platform of the water quality monitoring data completes the functions of
monitoringwater fields’ management, water qualitymonitoring data’s cleaning, analysis
and visualization, water quality index exceeding’s waring, etc. The platform’s software
interface is shown in Fig. 8.

As shown in Fig. 8, this platform includes user management, data analysis, early
warning processing, map labeling, monitoring area management, monitoring point man-
agement and other modules. We have monitored 148 waters fields and collected water
quality index data from 222 monitoring points. Of course, monitoring waters could be
added according to actual needs. After the sensors are deployed in themonitoringwaters,
a newmonitoring point is added and water quality data can be collected at this new point.
The data processing module is used to process the water quality index data collected
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Fig. 8. The platform software’s interface

by the sensors at each monitoring point. After the data cleaning is completed, the water
quality index data of the monitoring is displayed according to the actual needs of the
user. Early warning module allows users to set corresponding early warning conditions
according to actual needs(You can also set different early warning conditions for the
same monitoring point, such as different indicators values, different thresholds, differ-
ent early warning algorithms, etc.). The map labeling module is mainly used to complete
the map location labeling and visualization of monitoring points. The addition, modi-
fication and deletion of monitoring points can be implemented through the monitoring
water area and monitoring point module. The operation interface is shown in Fig. 9.

Fig. 9. Monitoring points’ modifying interface
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In order to enable users to view the water quality situation promptly, quickly and
intuitively, the platform provide the function of viewing the monitoring water quality
data. The design goal of this module is to display and export the water quality data of
monitoring points, so that users can quickly understand the water quality data changing.
Themodule’s input is theRESTful architecture,which adds, deletes, checks, and changes
the monitoring points’ information, and its output is the HTTP state after execution and
data in JSON format. The program flow is as follows: firstly, it use the middleware
Auth to authenticate user permissions, secondly get the time range, thirdly use Thrift2
to establish a connection with the HBase database and traverse the data, then format
the time format and convert the column names, and finally return the JSON result. The
interface information is shown in Table 2.

Table 2. The interface’s information of data viewing

Interface Request method Parameter

/admin/data/ajaxdata/{pid}
Get water quality data, and pid shows
ID of monitoring point

GET stime: the star time
etime: the end time
The format is a millisecond
timestamp

/v1/api/save/{pid} GET/POST Array: data
[Time] (The format is a millisecond
timestamp)

Since the data should be viewed in real time, data stored in the system must be
collected by instruments and uploaded to the system in time. The water quality data
were collected by multiple sensors, uploaded to WEBAPI through the network, and
stored to HBase through API. In front-end display, the data analysis module directly
takes out the data from the HBase for analysis, and then the front-end calls API to
display [14, 15] as a line chart by calling Baidu’s Chart plug-in. The results are shown
in Fig. 10.



452 Y. Sheng et al.

Fig. 10. Monitoring indicator data visualization

5 Conclusions

In order to make better use of water quality monitoring data and fully explore the appli-
cation value of water quality monitoring data. We designed and implemented a water
quality online monitoring platform based on the Internet of Things by using related tech-
nologies of the Internet of Things, Hadoop and related big data processing technologies.
Relevant water quality index data, such as turbidity, PH, temperature and so on, are
obtained in real time through sensors, wirelessly transmitted to an upper computer and
then stored in an Hbase database of the platform for analyzing. The platform can be used
to provide support for administration and decision-making. In the future, other types of
sensors will be added to collect other index parameters of water in the monitoring water
areas, and in order to provide real-time early warning and decision support, the alarm
information pushing subsystem will be designed. At the same time, in order to ensure
the security and integrity of the monitoring data during transmission, we will intend to
use relevant encryption methods, such as the Dual-Chaining Watermark Scheme [16],
to encrypt the monitoring data and to control data integrity.
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Abstract. The growing heterogeneous data in the Internet effectively
improves the performance of recommender systems (RS). The main prob-
lem faced by the traditional matrix factorization (MF) is how to fuse
more heterogeneous information data in MF to improve the performance
of RS. In view of this, this paper proposes an Extended Matrix Factoriza-
tion (EMF) based on network representation learning. EMF integrates
multiple types of data in Heterogeneous Information Network (HIN) to
improve the accuracy of prediction rating. The nodes in HIN are first
mapped to a low-dimensional representation vector by network repre-
sentation learning (NRL). Then the representation vector is used as the
input of the EMF, the parameters are optimized by the gradient descent,
and finally the prediction model is obtained. The experiments on two real
data sets show the effectiveness of the EMF. Compared with the baseline
algorithms, the EMF model can obtain more accurate prediction rating.

Keywords: Matrix factorization · Network representation learning ·
Heterogeneous Information Network · Recommender systems

1 Introduction

In the era of big data, it has become an urgent requirement for people to obtain
the content they are interested in from massive data information. Recommender
system (RS) is an important tool for information retrieval. RS can help users
quickly find the content they are interested in from the application platform of
the Internet. RS can deal with information overload problem in the big data
field.

Collaborative filtering (CF) is the state-of-the-art technology of RS. CF dis-
covers the user’s behavioral preferences through the user’s historical behav-
ior and predicts the user’s rating of the product. Because of its good perfor-
mance in rating prediction, the collaborative filtering algorithm represented by
Matrix Factorization (MF) is widely used [1,2,22]. MF factors the user-item
rating matrix to obtain the user latent feature matrix and item latent feature
matrix respectively. The user’s latent features reflect the user’s preference on
c© Springer Nature Singapore Pte Ltd. 2020
X. Sun et al. (Eds.): ICAIS 2020, CCIS 1254, pp. 454–465, 2020.
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each dimension of the latent features. The item’s latent features represent the
weight of the item’s attribute on each dimension of the latent features. MF estab-
lishes the relationship between the user and the item through the latent feature,
and then obtains the user’s preference model.

Fig. 1. Example of Bipartite graph and HIN

In fact, as shown in Fig. 1(a), the user-item rating matrix can be seen as a
bipartite graph. The rating prediction method based on CF predicts the missing
value of the rating matrix based on the bipartite graph information [23]. On the
one hand, the types of network data in the commercial platform are becoming
more and more abundant, and it is impossible to model complete data informa-
tion using only bipartite graphs. For example, the yelp platform includes not
only user-item rating information, but also social information between users,
category information of item (products) and so on. The large number of users
and items leads to the sparsity of the user-item rating matrix, which cause the
latent feature vector obtained by MF model cannot accurately characterize the
features of users and items. This situation will affect the accuracy of rating
prediction. Therefore, in the case of sparse rating data, we consider to use rich
heterogeneous data information to improve the performance of the recommender
system.

Sun et al. proposed using a Heterogeneous Information Network (HIN)[3],
to model a network with different types of objects. A HIN example is given in
Fig. 1(b). Unlike a homogeneous network, HIN can contain multiple types of
nodes and multiple types of edges. The advantage of HIN is that it can fuse
different types of objects and represent more complex interactions within a net-
work. In real life, a lot of data information can be modeled as HIN, such as
literature network, Twitter information network, e-commerce yelp, and the like.
In recent years, a lot of work has been done on the problems in HIN. For exam-
ple, how to measure node similarity in HIN [4], how to perform link prediction
[5,14], and so on.

HIN can model multiple data sources information into heterogeneous net-
work. At the same time, the network representation learning [12,15] (NRL) can
map nodes in the network to low dimensional vector spaces. Deepwalk [6] gen-
erated a sequence of nodes using random walk on a homogeneous network, and
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then mapped each node to one vector space through skip-gram model. LINE [7]
model defines the first-order and second-order similarity of nodes, which can get
more differentiated node representation. Node2vec [8] added BFS (Breadth First
Search) and DFS (Depth First Search) strategies for neighborhood search based
on Deepwalk. Representation learning of information network is to map nodes
or edges in the network into low-dimensional vectors, which can be applied to
different data analysis tasks. The representation vector of the node maintains
the structural features in the network. How to apply the node’s representation
vector to the recommender system’s rating prediction task will be a challenging
task.

In recent years, there has been a lot of work in the recommender system
to utilize HIN model. SemRec [9] uses meta-path based model to assess user
similarity and then predicts ratings based on user similarity. Zhao et al. defined
the concept of meta-graph and then solved the problem of information fusion
with the model of “matrix factorization+ factor factorization machine” [10].
Wang et al. believe that users (items) would have some common features in
different meta-paths, and could learn a unified user (item) representation by
integrating data from multiple meta-paths [11]. All the above methods use the
meta-path to obtain the node sequence and then obtain the representation vector
of nodes by NRL. Representation learning of information network is to map
nodes or edges in the network into low-dimensional vectors, which can be applied
to different data analysis tasks.

MF is a commonly used rating prediction algorithm, but the model has lim-
itations. First, MF only factors a single matrix (such as a rating matrix, an
adjacency matrix [10]). So it is difficult to process multiple data sources. How to
integrate multiple data sources into MF is a problem worth studying. Second,
MF is less explainable. The user and item latent feature matrix are optimized
by the gradient descent algorithm, which has only mathematical meaning and
cannot explain the specific meaning of the user and item latent feature matrix.

To address the two problems of MF, we propose an Extended Matrix Fac-
torization (EMF) based on network representation learning. The contributions
of this paper are as follows. First we try to integrate the multiple data sources
information in EMF to improve the performance of RS, and explain in more
detail how the user and item feature matrix are obtained in EMF. Second, EMF
makes the user and item feature matrix have certain physical meanings.

2 The Proposed Approach

In this section, we propose an Extended Matrix Factorization (EMF) based on
network representation learning. EMF can fuse multiple data sources information
and improve the performance. First we introduce the framework.

2.1 Framework

In the traditional MF, MF only uses the rating matrix as the data source of the
recommendation, and faces the problem of scarce data. When the user has no
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or only a small amount of rating behavior, the latent feature vector of the user
(item) obtained by MF cannot accurately reflect the user preference and the
item attribute. On the other hand, the user representation vector obtained from
HIN contains the user’s historical purchase record information, the user’s social
relationship information, and the like. These data greatly enrich the effective
data source of the recommender system and provide more evidence for recom-
mendation [16]. Therefore we consider the user (item) representation vector as
the input to the MF.

It is our basic task to predict users’ preferences based on the existing histori-
cal data. We believe that rich information (such as user’s social relationship, item
category information, etc.) contained in HIN is helpful for recommendations in
cases where the rating data is scarce. Therefore, the main challenge of this task
is how to design a recommendation model that can take advantage of the data
information in HIN. The model finally obtains the user’s predicted rating based
on the fused data in HIN and the historical rating. Due to the good performance
of the traditional MF in the rating prediction task [1], we propose an improved
model of matrix factorization based on the user(item) representation vector to
predict the user’s rating. The specific process of the algorithm is as follows:

Step1. HIN construction: HIN is constructed by the user’s social relationship,
the user-item rating data, and the information of item’s categories.

Step2. Feature extraction: The network representation learning algorithm
extracts the user’s feature vector matrix U and the item’s feature vector matrix
V from HIN.

Step3. Model training: The user’s and item’s features are taken as the input
of the model, and the objective function is optimized by the gradient descent
method to train the model.

Step4. Rating prediction: The user’s ratings are predicted by the trained
model.

We will introduce the specific steps in the algorithm in next section.

2.2 Motivation

The matrix factorization algorithm is a collaborative filtering model. MF con-
siders the user’s existing rating of the item as the user’s historical behavior,
and analyzes the user’s preferences based on the user’s historical rating of the
item, thereby predicting the user’s rating of the unpurchased item. The basic
assumption is that the rating matrix is a low-rank matrix, indicating that the
rows (columns) of the matrix are highly correlated.

As shown in Eq. 1, MF factors the rating matrix to two parts: user’s latent
feature matrix U and item’s latent feature matrix V .

R ≈ UV T (1)

where, U ∈ Rm×k and V ∈ Rn×k respectively represent user’s and item’s latent
feature matrices, and each row represents a k-dimensional feature vector of a
user and an item, k � min(m,n). In general, the latent feature vector of the
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item, vj ∈ V is interpreted as the distribution of an item’s attributes on the
k-dimensional vector; where ui ∈ U is the latent feature vector of a user, indi-
cating the user’s preference distribution of the k-dimensional attributes. The
inner product of the latent features of the user and the item is used as the
predicted rating. The rating prediction formula is as shown in Eq. 2.

r̂ij = uivj
T (2)

The loss function is shown in Eq. 3:

eij = min
ui,vj

∑

i,j

(rij − uivj
T )

2
(3)

where rij ∈ R is the value that the user has rated(the observed rating), and
r̂ = uivj

T is the predicted value of the rating. By minimizing the loss function,
the error between the predicted value and the observed rating is minimized, and
the latent feature vectors ui and vj are obtained.

It can be seen that the input data source of the MF is the rating matrix.
The model optimizes the k-dimensional latent feature vectors ui and vj of users
and items based on the existing historical rating data. If the rating matrix R
is denser, the latent feature vectors ui and vj can reflect more accurate user’s
preferences and item’s attributes. For example, if a user rates many items, the
model can get accurate user’s preference. Conversely, if a user does not rate any
item, it is difficult to get the user’s preference.

The bottleneck of MF is that the model can only use historical rating data as
input to learn the feature of users and items. Therefore, based on the historical
rating data, we can add more abundant additional information (such as user
social information, item category information) to extract more accurate feature
of users and products. As mentioned above, HIN can effectively fuse information.
Therefore, we consider using HIN to model multiple data sources information to
solve the problem of multiple data sources fusion in the recommender system.

2.3 Feature Extraction

In this section, HIN shown in Fig. 2 is first constructed using the user’s social
relationship, the user-item rating data and the item category data. Then we
use the network representation learning algorithm to learn the representation
vector U, V of the node in HIN, where the U and V matrix can be regarded as
the feature matrix of the user and the item. HIN fuses multiple sources of data.
After the nodes in HIN are vectorized by the NRL, the obtained feature vector of
the node retains the structural information in HIN. Nodes are easy to calculate
for various tasks after vectorization. For example, the probabilistic model can
be used to predict the neighbor nodes of one node, and the similarity between
the two nodes can be determined according to the cosine distance of the node
representation vector.

Different from the homogeneous information network, the main challenge in
HIN representation learning task is that there are different types of nodes and
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Fig. 2. An example of HIN

multiple semantic edges in HIN. Figure 2 shows an example of HIN. The nodes
are composed of three types of nodes: U (user), V (item), and C (category).

Shi et al. propose meta-path can represent the semantic relationship between

nodes in HIN [9]. The meta-path is defined as: V1
R1−→V2

R2−→...
Rm−1−→ Vn−1

Rm−→Vn,
where V represents the node, and R represents the relationship between
the nodes. We define the meta-path “UV U” to represent users who have
interactive behavior (purchase, comment, watch, etc.) on the same item.
In Fig. 2, the instance of meta-path “UV U” is Uuser1Vitem1Uuser3, which
means user1 and user3 have viewed the same item1(movie1); If we define
the meta-path “UV CV U”, one instance of the meta-path “UV CV U” is
Uuser1Vitem1Ccategories1Vitem2Uuser4, which means user1 and user4 are interested
in the same category of items.

Dong et al. proposed that the most effective meta-path in most meta-path
based work is UV CV U [3,4,17,18]. So we chose “UV CV U” as the meta-path
used in our work. We use the meta-path based representation learning algorithm
to generate the feature matrix. First, random walk based on the meta-path is
performed on HIN to generate n sets of node sequences. Then, the node sequences
are vectorized by skip-gram algorithm, and the user feature vector matrix U
and the item feature vector matrix V are obtained. The feature vectors U , V
obtained by the network representation learning algorithm can maintain the
structural characteristics and semantic characteristics in HIN. At the same time,
the feature vector of the node can be applied to a variety of machine learning
tasks such as classification, clustering, link prediction, and more.

In the next section, we apply these feature vectors to the improved matrix
factorization model for rating prediction task.

2.4 Extended Matrix Factorization

In the previous section, the k-dimensional feature vectors of the user and the item
were obtained by performing representation learning on the nodes in HIN. We
need to consider how to apply the feature vectors to the rating prediction task.
MF factors the original rating matrix R into the user latent feature matrix U and
the item latent feature matrix V . The latent feature matrices U and V reflect the



460 J. Xu et al.

characteristics of the user and the item. As mentioned above, due to the spar-
sity problem of the rating matrix, the latent feature matrices U and V cannot
accurately describe the user and the item. Therefore, we consider extracting the
features of users’ and items’ from HIN. HIN contains richer data information.
User and item feature vectors ui, vj extracted from HIN provide more compre-
hensive description of users and items. Extended Matrix Factorization (EMF)
uses feature vectors ui, vj as inputs to the improved matrix factorization model.
In order to make a rating prediction, the formula is as follows:

R ≈ UCV (4)

where matrix R is a rating matrix, U and V respectively denote the user and
item feature matrix. Here we introduce the concept of the connection matrix C.

In the original matrix factorization Eq. (1), the latent feature matrices U
and V are first randomly initialized, and then the gradient descent function is
used to optimize the objective function to obtain the latent feature matrix. In
EMF, the feature matrices U and V are obtained from HIN through NRL. The
feature matrix cannot be multiplied directly to obtain a rating matrix as in
Eq. (2). Therefore, the connection matrix C is added here, and the connection
matrix C is a square matrix of k rows and k columns, and the matrix includes
k2 parameters. The matrix C is used to fit the user feature matrix and the item
feature matrix, so that the U , C, V three matrix products approximate the
true rating matrix. Intuitively, we can think of the connection matrix C as a
link between users and items. The connection matrix is trained by the existing
data (observed rating) to find the relationship between the user features ui ∈ U
and the item features vj ∈ V , that is, the connection matrix C can reflect the
relationship. The prediction rating we proposed is calculated as follows:

r̂ij = uiCk×kv
T
j (5)

It can be seen from Eq. (5). We multiply the features vector ui of user i,
the features vTj of item j, and the connection matrix Ck×k to predict the rating
of user i for item j. We represent the predict rating as r̂ij = uiCk×kv

T
j . We

minimize the regularized root mean square error of the predicted rating r̂ij and
the observable rating rij , so that the predicted rating of the EMF model is
constantly approaching the true rating. After this training process, we get the
prediction model and obtain the connection matrix Ck×k through learning from
the observed rating. The loss function is shown in Eq. (6):

min
Ck×k

∑

(i,j)∈Rtrain

(rij − uiCk×kv
T
j )

2
(6)

where rij is the observed rating, uiCk×kv
T
j is the predict rating, ui is the k-

dimensional feature vector of user i, vj is the k-dimensional feature vector of
item j, Ck×k is the connection matrix and Rtrain is the training set of the rating
matrix. After completing the training of the model, the prediction ratings of all
the users are obtained, and the performance of the EMF model is evaluated in
the test set.
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3 Experimental Results

In this section, we verify the effectiveness of the EMF algorithm through exper-
iments. This section will introduce the experimental evaluation metrics, experi-
mental environment, baselines, experimental results and experimental analysis.
We performed experiments on real data sets to verify the performance of the
proposed method and compare it with existing methods.

3.1 Evaluation Metric

In order to verify the performance of the recommender system, we chose Root
Mean Square Error (RMSE) and Mean Absolute Error (MAE) as the evaluation
metrics. RMSE and MAE are commonly used to evaluate the prediction accuracy
of model. RMSE and MAE are defined as follows:

RMSE =

√√√√ 1
|Dtest|

∑

(i,j)∈Dtest

(ri,j − r̂i,j)
2

(7)

MAE =
1

|Dtest|
∑

(i,j)∈Dtest

|ri,j − r̂i,j | (8)

3.2 Experimental Environment and Settings

This experiment was run in a python 3.5 environment and tested on a server.
The server configuration is 2.10 GHz Intel Core E5-2620 CPU, 64 GB RAM,
Windows 10 professional x64.

We validated the proposed EMF algorithm on the yelp. Yelp is an American
review site where users can rate products and maintain a friend relationship
between them. This data set is provided by the Yelp Dateset Challenge. The
data we use includes the following three types:

Social Relationship Dataset: There are a total of 140,345 users’ relationships
for 17,066 users in the yelp dataset. Item category Dataset: There are 900 item
categories in the yelp data set. One of these items may correspond to multiple
categories. User-item Rating Dataset: A total of 37,000 users rated 200,000 of
22,500 items in the yelp dataset.

This experiment randomly divided the data set into a training set and a test
set in a ratio of 8:2. Five experiments were repeated, and the average RMSE
and MAE were taken as experimental results.

3.3 Baseline Models

We compare the following baselines with EMF:

RegSVD [19]: A standard matrix factorization model that uses only a rating
matrix as the input data source. The performance of this model is highly depen-
dent on the quality of the rating matrix. The richer the rating data, the more
accurate the Regsvd prediction rating.
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LLORMA [20]: A local matrix factorization method. After dividing the rating
matrix into sub-matrices, the matrix factorization algorithm is performed on the
sub-matrix.

SocReg [21]: Add user social information as a regular term to the matrix factor-
ization model.

SemRec [9]: A recommendation algorithm based on meta-path for HIN. SemRec
calculates the user’s similarity based on the meta-path and predicts the rating
based on the user similarity and the number of similar users.

EMF: The model proposed in this paper.

3.4 Experiment Analysis

Table 1 lists the experimental results of the baseline models and EMF models
on the dataset of yelp.

Table 1. Performance of different methods with K = 50 on Yelp

Datasets Metrics Regsvd LLORMA SocReg SemRec EMF

Yelp MAE 1.6277 1.3317 1.3311 1.1895 1.0284

Improve 36.62% 22.77% 22.74% 13.54%

RMSE 1.9317 1.5385 1.5178 1.4662 1.3394

Improve 30.66% 12.94% 11.75% 8.64%

Regsvd and LLORMA are traditional matrix factorization algorithms that
use only the rating matrix as input of the model without any additional data.
Socreg uses the user’s social relationship to improve the performance of the
recommender system. The specific approach is to add social relationship as a
regular term in the matrix factorization. This also proves that the additional
social relationships can improve the performance of the recommender system
when the users’ rating data is sparse.

SemRec model performs better than Regsvd, LLORMA and SocReg. We
think the main reason is that SemRec further fuses richer data. The user(item)
representation vector obtained through the meta-path can well reflect user’s
feature, and this more efficient feature can improve recommender system per-
formance. EMF also uses the meta-path based method to obtain user and item
features. The user and item feature vectors are used as input of MF to fit the
observable rating. The user and item feature vectors obtained through NRL
fuse the information of multiple data sources in HIN, and the feature vector
effectively extracts the semantic information in HIN. The user and item feature
vectors are taken as the input of MF, by training the connection matrix C, the
improved matrix factorization model can obtain better prediction results. The
main reason why EMF has a better recommendation effect than SemRec is that
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SemRec relies too much on the similarity of users, which leads to the deviation
of rating prediction. Since MF has a good performance in rating prediction task,
we combine the feature extraction method based on the meta-path with MF
algorithm, and then propose the EMF model. The experimental results show
that the performance of the EMF model on both MAE and RMSE is better
than the comparison algorithm.

3.5 Analysis of Parameter k

In this section, we mainly discuss the effect of the parameter k on the perfor-
mance of the model. In MF, the parameter k refers to the dimension of the
latent feature vector; in the EMF model, it refers to the dimension of the con-
nection matrix C. The dimension of latent feature vector k is closely related to
the performance of MF. In general, the larger the value of k in the matrix fac-
torization model, the more dimensions of latent feature vector in the model. It
is generally believed that vectors with higher dimension can accurately describe
the features of the object. On the contrary, if the value k is small, the vector
with lower dimension may not accurately describe the object, which will reduce
the performance of the model. We set up different k-value in the EMF model for
experiments. The experimental results in the figure below show that the error of
the prediction rating is very high when the value of k is small. In the yelp dataset,
when k is set to 50, the model has the lowest RMSE and the model achieves the
best performance. It is shown that the vector’s dimension is sufficient to reflect
the feature of the nodes in HIN, the performance of the recommender system
tends to be stable.

Fig. 3. The influence of parameter k on performance.

4 Conclusions

The matrix factorization algorithm obtains the user and item latent feature
matrix by factoring the rating matrix. The inner product of two latent feature
vectors is used as the prediction rating. The matrix factorization model predicts
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the user’s rating by user’s history rating. In view of the sparsity of rating matrix,
additional information of users or items is added into the model to improve the
performance of the recommender system. We propose EMF model, and EMF
model implements rating prediction that fuses multiple data sources. At the same
time, the EMF model uses the representation vectors of users and items learned
from HIN as model inputs. From the perspective of HIN, it can be explained
that the representation matrix of the user and the item can be regarded as the
user and item features extracted from HIN, which enhances the explainability
of the recommender system.
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Abstract. Source camera identification is a major branch of forensic source iden-
tification. It’s purpose is to determine which camera was used to capture the image
of unknown provenance only by using the image itself. We study the recent devel-
opments in the field of source camera identification and divide the techniques
described in the literature into six categories: EXIF metadata, lens aberration,
CFA and demosaicing, sensor imperfections, image statistical features and convo-
lutional neural network. We describe in detail the general ideas of the approaches
used in each category. We summarize the six techniques at the end of the article
and point out the challenges for future forensic.

Keywords: Forensics · Source camera identification · Digit camera · Image

1 Introduction

The advancement of digital technology has brought high-performance and lowprice dig-
ital imaging devices to people. With the popularity of digital cameras, tens of millions of
digital pictures have been generated every day. Because of the ease of use and accessi-
bility, digital cameras have been exploited by many wrongdoers to commit crimes, such
as shooting child pornography for profiteering, infringing copyright by copying prints.
Reliable identification of the camera captured a particular digital image is always a must
in the court to determine the source of images presented as evidence. Source camera
identification (SCI) technology in the field of multimedia forensics is specifically used
to solve such kind of problems. This paper will describe in detail the various techniques
of SCI proposed in the literature.

Although the standard stages inside a digital camera is general, various hardwares
updates, different software algorithms and different combinations of the hardwares and
the softwares in the internal process of digital cameras form different cameras. As is
shown in Fig. 1, different cameras are macroscopically expressed as different imaging
effects in the same scene under the same shooting conditions, which is resulted by the
difference of internal components in different cameras.
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Fig. 1. Variations across images of the same scene, each one acquired with a different camera
model.

The technology of SCI is based on the assumption that all kinds of hardwares and
softwares involved in the internal processing of a camera will leave their own proprietary
traces in the image, which are camera-specific and independent of the image content. The
technology of SCI explores to capture and extract a variety of trace features in the image
left by the hardwares such as lenses and sensors, the softwares such as exchangeable
image file (EXIF) metadata as well as color filter array (CFA) and demosaicing, and the
combination of multiple components in the acquisition pipeline.

The source camera identification is used mainly in two scenarios. In one scenario,
it is to determine if the digital image of unknown provenance was shot with an certain
instance/model/brand camera. In the other scenario, given some images and some certain
instance/model/brand cameras, it is to determine which instance/model/brand camera
took which image. The camera source identification is a process of assigning a digital
image to a digital camera, and therefore, the problem of SCI is a typical classification
problem.

The rest of the paper is structured as follows. Section 2 give an overview of the
structure and processing stages of a typical digital camera. The first half of Sect. 3
describes in detail the various types of traditional SCI techniques and approaches in
the literature, and the latter part of Sect. 3 focuses on the development of convolutional
neural networks (CNN) technique used in the field of SCI. Section 4 concludes the paper
about the state of the art and point out the challenges for future forensic.
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2 The Imaging Pipeline of Digital Cameras

Figure 2 shows the stylized image acquisition pipeline. Light from a scene enters the
camera through a lens, then passes through a set of filters before reaching the imaging
sensor. An infrared filter blocks infrared radiation and only allows the visible part of
the spectrum to pass. An anti-aliasing filter reduces aliasing which happens when the
spacing between pixels of the sensor is not able to support finer spatial frequency of target
objects. The imaging sensor is the core component of a camera that is an array of many
very small addressable unit charge-coupled device (CCD) or complimentarymetal-oxide
semiconductor (CMOS) elements, each of which represents a pixel in an image. The
sensor collects the photons and converts them into voltages, which are subsequently
sampled to a digital signal in an analog-to-digital (A/D) converter. Each pixel of CCD
or CMOS imaging sensors captures only intensity information from the light hitting it,
so only a monochrome output can be produced by each pixel. In order to generate a
color image, a CFA is used in front of the sensor. The CFA is a mosaic of color filters
in which each element blocks out a certain portion of the spectrum and allows only one
specific color to pass. The existence of CFA results in that each sensor pixel detects
only the light intensity of one specific color. Most digital cameras use the CFA of one
kind of four Green-Red-Green-Blue (GRGB) Bayer patterns. The output from the sensor
with a Bayer filter is a mosaic of red, green and blue pixels of different intensities. In
order to form the final color, the missing color is calculated using various interpolation
algorithms to obtain all the basic three colors for each pixel. Then the post-processing
such as gamma correction and white balance adjustment is performed on the image.
Finally, the digital image is written to the camera memory device in a selected format
such as JPEG compression.

Fig. 2. Standard digital camera processing pipeline.

3 Techniques of Source Camera Identification

Each stage of the imaging process presents features unique to that stage on the image. For
each imaging stage, the components of different brand/model cameras would left their
own fingerprints on the image. Each technique uses unique fingerprints left by the com-
ponents of certain stage(s) in cameras. The first five SCI techniques to be described below
need to manually extract features, and the CNN approach of deep learning techniques
can automatically extract features and classify.
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3.1 EXIF Metadata

In the post-processing phase of imaging in a camera, digital cameras embs large amounts
of metadata including image capture conditions in the EXIF header. Table 1 lists EXIF
metadata extracted from an image. By checking the camera make and model tags in
the EXIF metadata, the make and model of the camera captured the image are deter-
mined. However, EXIF metadata is not always reliable because EXIF metadata is most
vulnerable to be tampered maliciously by third parties. But once it is proven that these
information have not been modified, source identification based on EXIF metadata is a
simple and effective method.

Table 1. Partial EXIF metadata extracted from a digital image

Camera make Canon

Camera model Canon power shot S410

Data/Time 2018:10:12 10:00:00

EXIF version 0220

Width × Height 2272 × 1704

X resolution (dpi) 180.0

Y resolution (dpi) 180.0

Flash used Yes

Focal length 7.4 mm

CCD width 0.28 mm

Exposure time 0.06 s (1/160)

3.2 Lens Aberration

When the optical system projects scene to the sensor, lens distortion artifacts inevitably
occurs in the digital image.Researchers havemodeled someof the lens distortion artifacts
and SCI technique estimates the model parameters of interest as a feature vector for SCI.

Radial Lens Distortion. Radial lens distortion is the geometrical aberration that makes
straight edges in a scene appear curved edges in an image. Figure 3 shows two forms of
barrel distortion and pincushion distortion.

F. Devernay et al. [12] use the polynomial model ru = rd + k1r3d + k2r5d , ru, rd to
express lens radial distortion of an image where ru, rd are the undistorted radius and
distorted radius respectively, and k1 and k2 are the first order and second-order distortion
parameters which can be estimated by minimizing the total error between curved and
straight lines. Different lens of cameras have its own radial distortion characteristics.
Choi et al. [10] measured the parameters (k1, k 2) as a feature vector and obtain an
accuracy of 91.53% with three different model cameras operated at fixed focal lengths.
However, this technique has one major limitation when images from a specific camera
are taken by zoom lens with different manual zooming.
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Fig. 3. Radial lens distortion: (a) An ideal rectangular grid, (b) barrel distortion and (c) pincushion
distortion.

Chromatic Aberration. Chromatic aberration (CA) is a phenomenon where lights of
different wavelengths could not converge at the same position on the focal plane. Such
displacements are recognized as color fringes in images. CA is categorized as axial chro-
matic aberration and lateral chromatic aberration. Farid et al. [18] derived an expression
for modeling the lateral chromatic aberration as follows,

x(w) = α(w)
(
x(g) − x(w)

o

)
+ x(w)

o (1)

y(w) = α(w)
(
y(g) − y(w)

o

)
+ y(w)

o

where (x(g), y(g)) is green channel coordinates, and (x(w), y(w)) is red or blue color channel
coordinates. The feature parameters (xo, yo, α) are determined based on maximizing the
mutual information between the corrected R and B channels with the G channel.

Van et al. [27] used 6-dimensional feature vectors for distinguishing source cell
phones and got a 92% identification accuracy by SVM. The advantage of the method
is it does not impose any restriction. However, it is not enough for identifying source
cameras of the same model. Yu et al. [30] obtained a stable enough chromatic aberration
pattern to distinguish different copies of the same lens by using a white noise pattern
and by the introduction of the lens focal distance.

3.3 CFA and Demosaicing

Most cameras pair a sensor with a CFA and then apply a demosaicing process to inter-
polate two missing colors with the color information of the neighbor raw pixels in order
to obtain a full-color image.

Inter-pixel Correlations. CFAand demosaicing process produce unique interpixel cor-
relations which have been modeled and measured for SCI. Brayman et al. [5] found both
the size of interpolation kernel and the demosaicing algorithm vary from camera to
camera. They used the Expectation Maximization (EM) algorithm to obtain two sets
of classification features: one set is the weighting coefficients and the other is the fre-
quency spectrum of probability maps for varying sizes of kernels. They considered the
5 × 5 neighborhoods over two model cameras for the SVM classifier and achieves the
classification accuracy of 95.71%. This method is limited to images that are not heavily
compressed as the compression artifacts suppress and remove the spatial correlation
between the pixels.
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Cao et al. [7] proposed a partial second-order derivative correlation model from the
original model so as to depress the impact of image content on the estimation procedure
and detect correlation in both the intra-channel and the cross-channel. Their experiments
on SVM classifier achieved a 97.5% accuracy over a set of 14 different model cameras.
The 250 most relevant features which were found with sequential floating forward selec-
tion are highly effective in distinguishing different post-processes images and are more
sensitive to small scenery variations.

CFA Pattern. TheCFApattern itself is amodel-specific feature used to narrowdown the
recognition range. Takamatsu et al. [25] found the noise variance of the pixels becomes
smaller after the interpolation. The CFA pattern is determined by the means of applying
the discrete Fourier transform to a 1D sequence of variances and measuring the ratio
of the average variances of all interpolated pixels and observed pixels. Choi et al. [9]
proposed an intermediate value counting algorithm to estimate the CFA pattern of the
digital cameras froma single image.The authors considered the interpolated color sample
values are not greater than the maximum of neighbor samples and are not less than the
minimum of neighbor samples. For each channel, the intermediate values are counted
based on the defined neighbor pattern. Finally, the Bayer pattern is estimated using the
count information of the three channels. The experimental results show [9] is robust to
cropping but a failure for JPEG compression.

3.4 Sensor Imperfections

The manufacturing process of sensors inevitably produce imperfections, such as
defects in pixel arrays and the pixel nonuniformity (PNU), which leave proprietary
camera/sensor fingerprints in the images.

Pixel Defects. Geradts et al. [14] find CCD sensor array sometimes contain defects
which appear as white points in an image when shot in a black background. Due to each
CCD sensor has distinct pattern of pixel defects, the CCD camera can be identified by
counting white points in an image. However, this method has certain limitations. Firstly,
the number of visible pixel defects of a camera differs in images and changes with
the image content. Secondly, the number of visible pixel defects is affected greatly by
the shooting temperature. Thirdly, many high quality CCD digital cameras use built-in
mechanisms to compensate for the pixel defects so that the defects are not visible in the
image.

Pattern Noise. The pattern noise is defined as any noise component that survives frame
averaging, which is a deterministic component present in every image the sensor takes
and thus can be used for SCI. PNU noise caused by different sensitivity of pixels to light
is the main source of pattern noise.

[23] relies on this component noise and use correlation to establish the presence of
a certain pattern in an image. The camera reference pattern PC is obtained by averaging
the noise residual of N images of the specified camera. The correlation ρc between the
noise residual n of the test image p and the camera reference pattern PC is examined
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to decide the image attribution, as is shown in Eq. 2. The identification accuracy is
satisfactory even for cameras of the same model, and is also good for identifying images
that are subjected to JPEG compression, gamma correction, and resampling. However,
the prediction is unsatisfactory when the test image is cropped or inconsistent with size
of the images used in the camera reference pattern [28].

ρc(p) = corr(n,Pc) = (n− n̄) · (Pc − P̄c
)

∣∣∣∣n− n̄||·||Pc − P̄c
∣∣∣∣ (2)

In the real world, investigators can not have a full access to all of the possible source
cameras. Costa et al. [11] proposed an approach of SCI considering such an open set
recognition scenario. As Different regions of an image contain different information
about the source camera fingerprint [22], Costa considers nine regions of interest (ROI)
of each image instead of only using the central region or the whole image as is done
in [21, 23]. Camera fingerprint and the test image are represented by two kinds of a
36-dimensional feature vector respectively. They set up a SVM classier by the training
set of positive examples and the available negative samples for solving the SCI problem.
The result of the experiments shows the recognition accuracy of the proposed approach
is statistically improved when compared with the methods of [23] and [21] and is also
higher than other two methods when distinguishing cameras of the same model.

3.5 Image Statistical Features

Instead of paying attention to one component of image acquisition pipeline, the
researchers calculate various kinds of statistics regardless of the original image content
for SCI from a black-box perspective.

Color Features. Color features of images mainly rely on CFA, the demosaicing algo-
rithm and the color processing. Kharrazi et al. [19] proposes the 12dimensional color
feature vector which characterizes average pixel value, neighbor distribution center of
mass, inter-channel correlation and RGB pairs energy ratio of an image. Gloe et al. [16]
add six color features about white point correction to further extend this color feature
set. The six color features represent the dependency between average pixel values of
three color channels.

Image Quality Metrics. Image quality refers to visual appearance differences which
depends on the joint action of optical systems, sensor properties and internal post-
processing pipelines. Image quality metrics (IQM) is proposed in [2] to quantify the
image quality. Kharrazi et al. [19] use 13 IQMs and categorize them into three classes
based on the pixel difference, the correlation and the spectral distance. Kharrazi et al.
compute these features as the average over three color channels. Celiktutan et al. [8] use
the subset of the above feature sets and evaluate separately for each color channel to
identify the source cellphone camera.

Wavelet Statistics. Wavelet decomposition is able to capture noise features across dif-
ferent spatial positions, scales and directions of an image [24]. Kharrazi et al. [19]
implement the one-level wavelet decompositions of three color channels and obtain a
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9-dimensional feature vector formed by themeans for each of the 3 sub-bands. In [8], the
decompositions are increased to three levels and the previous feature set are extended to
72wavelet statistical features overall. Gloe et al. [15] forms a 27-dimensional variant that
take mean, standard deviation and skewness into account from each of three one-level
decomposition detail sub-bands to evaluate different image feature for SCI.

Binary Similarity Measures. Binary similarity measures (BSM) consider similarity
to describe binarised neighborhood features across or in different bit planes of a digital
image [1]. These features can be categorized into several types of measures according to
differences between bit planes, histogram and entropy features, and Ojala histograms.
Celiktutan et al. [8] take relations between color channels into account to add the BSM
feature set. As the result, the selectedmeasurements have amounted to 480 BSM features
for SCI.

3.6 CNN of Deep Learning Technology

In recent years, CNN technology has been widely applied in the area of computer vision.
CNNmodels have achieved good performance in image classification [29], image recog-
nition [13] and image forgery detection [31]. However, a CNN model can also learn
features that characterize images shot with different cameras directly from images and
classify the images automatically.

Luca Baroffio et al. [3] firstly propose the use of CNN to solve the problem of SCI.
They built and tested the CNN model based on two levels of identification granularity
which are device-level andmodel-level respectively. The results of experiments show that
the recognition precision for the model-granularity reaches 0.941 after voting election.
However, the recognition precision for the device-granularity is only 0.298. It is obvious
that the CNNmodel is not powerful enough for the feature learning for different devices
of the samemodel, but it can easily learn artifact features left by different cameramodels.

Amel TUAMA et al. [26] use a layer of preprocessing consisted of a high pass filter
before the CNN model. They use a denoising filter to obtain noise residuals for all the
input images, which works as N = I − F(I) where F is a denoising filter and I is an
original image. Then the noise residuals are fed to the subsequent layers for advanced
feature extraction and classification.

Their experiments result indicates that the preprocessing layer consisted of different
denoising filters plays the important role in the overall identification accuracy. The
filtering function of thewavelet filter has suppressedmuch cameramodel-related features
generated in the acquisition pipeline of a camera which are the required features for the
CNN model to learn for camera model classification.

Luca Bondi et al. [6] propose another idea in 2017 to treat CNN as a feature extractor.
Specifically, a CNN model is used to capture artifacts in the images left by the process-
ing pipelines of each camera model. Then, it works with a support vector machine
(SVM) for classification. There are two advantages in using such a proposed approach.
Firstly, highly abstract data representations of the images can be obtained. Secondly, the
CNN can be trained only once to learn an image feature extraction methodology which
generalizes well on other camera models not involved in model training.
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Inspired by the fact proved in the area of manipulation detection that using nonlinear
residuals can potentially improve the robustness of the algorithm to post-processing
operations, [4] propose augmented convolutional feature maps (ACFM) which make the
CNN model robust to resampling and recompression. In their algorithm, the nonlinear
residual features extracted by a median filter are added to the feature maps produced by
the constrained convolutional layer to create the ACFM. The set of ACFM is then fed to
a sequence of regular conventional layers to further learn and classify. The experimental
results show that learning the association between linear features and MFR features
in the deeper layers of the network can significantly improve the robustness of CNN
in real-world scenarios. The prediction residual features learned by the constrained
convolutional layer outperform the general fixed linear residuals.

Artur Kuzin et al. [20] find another algorithm for SCI being robust to postprocessing
operations. The authors choose DenseNet 161 [17] to construct highly abstract data rep-
resentations and use radical data augmentations for the training images, which directly
implements the CNN model being robust against gamma, resize and JPEG transfor-
mations. It is inferred from the experimental results that if the CNN model is to be
robust to one or some transformations, it just needs to perform the same transforma-
tion/transformations in the image training set. The precondition for acquiring a promised
identification rate is to have a sufficiently complex structure of a CNN network and a
sufficient number of transformated images.

4 Conclusion and Future Challenges

In the article, we have classified SCI techniques into six categories and the general
ideas of the approaches used in each category are given. We summarizes the techniques
mentioned in the paper in Table 2. For the time being, the six kinds of SCI techniques
mentioned have developed maturely in their respective fields, but the comprehensive
application of multiple techniques is rarely documented in the literature. However, in
view of the fact that image artifacts are not generated independently, it is necessary
to explore more ways to combine different technologies to improve the identification
accuracy in the future.
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Abstract. In order to meet the personalized needs of users and pro-
vide better recommendations, how to analyse the user interest accurately
has become the focus of research currently. Due to the short content of
micro-blog data, the sufficient semantic information it is difficult to get,
which leads to the difficulty in accurately mining user interest. Tradi-
tional methods mainly use social relations to mine user interest, solving
the problem of sparse data to a certain extent. But for users with single
social relations, there is a cold start problem, which makes it unable to
establish an effective user interest model. In addition, user interest will
change over time which results in deviations when using traditional fea-
ture extraction methods. In order to solve the problems, we present an
interest mining model of micro-blog users by using multi-modal seman-
tics and interest decay model. It builds a connection among semantic
relations in multidimensional features. It can solve the data-sparse prob-
lem, as well as the cold start problem. The fusion of multiple data seman-
tic represents user interest features more comprehensively. To solve the
problem of user interest migration, we propose an interest decay model to
assist mining user interest better. In this paper, experiments are carried
out on the dataset of 2, 938 user information extracted from micro-blog.
The experimental results show that the method proposed in this paper
significantly improves the accuracy of user interest mining compared with
the existing methods.
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1 Introduction

In recent years, with the development of information networks, the Internet has
entered the lives of people with rapid momentum. In the new era, the social needs
of people have been more transferred to the Internet [1]. Because of the needs
for social activities, micro-blog has achieved tremendous development in recent
years, and the number of registered users of it is increased rapidly. At the end
of 2018, the number of micro-blog users has exceeded 430 million, with nearly
30,000 entertainment stars and more than 400,000 KOLs [2]. The huge user
communities, massive texts and image information are waiting to be extracted.
It is also a vast invisible fortune for companies. The research on micro-blog user
interest has a broad application prospect, attracting attention and researchers
from all over the world. The current research on user interest mining is mainly
divided into two aspects:

(1) Research on interest mining based on social relationships of users
The interest mining methods based on social relations of users are mainly carried
out by building user relationship communities [3]. However, this kind of research
method will leads to community overlap, which brings out the uncertainty of
user interest identification. Meanwhile, since some micro-blog users don’t even
have social relationships, these algorithms also result in cold start, which greatly
reduces the prediction accuracy of such users.
(2) Research on interest mining based on text information of users
The interest mining methods based on text information of users only consider
the text [4–6] in the massive micro-blog data, ignoring the images and self-
evaluation information of users. The classification results are not accurate, due
to the neglect of such data information. As a result, the analysis results of interest
mining are not accurate enough either.

To solve the problems in the existing algorithms, we propose an interest
mining model of micro-blog users by using multi-modal semantics and interest
decay model, without using social relationships. Instead, we use three types
of data issued by micro-blog users, including images, blog texts, and tags. This
model avoids the problem of inaccurate user identification caused by using single-
dimensional data [7]. In this paper, we improve the accuracy of user interest
recognition by using Multi-Layer Perceptron, which is adapted to analyze the
relations among features and merge three types of data features organically.
In addition, the existing methods do not take into account the phenomenon of
user interest migration. In this paper, an interest decay model is proposed to
calculate the retention of user interest quantitatively, through which the user
interest mining model can be obtained more precisely.

2 Related Work

As early as in the 1970s, the initial prototype of the social platform was shown
to the netizens in the form of BBS, but only with one-way news and messaging
function. Since the birth of Web2.0, the social platform has been redefined and



480 D. Jia et al.

evolved till now and future continuously. Micro-blog was born in 2008, attracting
a large number of people. Micro-blog has produced large-scale structured data of
images and descriptions. Many scholars have studied the interest of micro-blog
users, and found problems of data sparsity and user interest transformation in
the research process.

Because most micro-blog texts are short texts with sparse features, many
scholars try to use natural language processing to expand feature information.
Yan Tao et al. used keyword co-occurrence or query word expansion technology
to expand the dimensions of texts [8] to maximize the expansion of feature
dimensions. S. Banerjee et al. expanded the text from the knowledge-based on
Wikipedia and search engine to expand the feature dimensions [9]. Although
these methods can expand the feature space of the text effectively, they are not
good at solving the problem of data sparsity of short micro-blog texts. One reason
is that too many waste words are imported, leading to only a little is useful. In
order to solve the data sparsity problem, B. Sriram et al. took the difference
between the features of micro-blog texts and ordinary texts [10] into account,
and then selected multi-class features by adding metadata ones. Although this
method solved the stated problem, it treated multivariate data as the same
type. Jin Zeng et al. proposed to fuse the multi-modal data in micro-blog [11]
to mine user interest better, but the fusion method was simple splicing of the
feature without considering the correlations among different features. Therefore,
based on previous studies, we propose a new feature fusion method. We use
Multi-Layer Perceptron to train the importance of data features of different
modalities and characterize multiple features organically. Finally, we mine the
inner connections of the three kinds of modalities (user tags, texts, and images)
to obtain user interest features in a more accurate way.

There is a problem of “information overload” in social platforms. Massive
amounts of information are generated every day, and user interest also changes
over time [12]. As a result, there are deviations in single feature extraction.
Yongbin Qin et al. proposed a method of micro-blog user interest mining based on
text clustering and interest decay [13]. They introduced a time factor by using the
time-series LDA model to compress the microblog-theme matrix into a user-topic
matrix. However, the factors defined artificially can only represent the trend of
interest decay [14]. Therefore, by introducing the Ebbinghaus memory forgetting
curve in psychology, we obtain the user interest decay curve by analyzing the
frequencies of texts sent by microblog users. Then we regard the decay factor
as inputs to one of the channels of Text-CNN and put related parameters from
the deep learning models to the decay model of the user interest. As a result, we
improve the accuracy of mining interest of users.

3 Methodology

This paper is to establish a user interest model to mining the interest of micro-
blog users. Our algorithm has two subtasks. The first one is to obtain user
interest multimodal features, and the second one is to design a function f to
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obtain the user interest. For the first subtask, we consider that the user inter-
est multimodal features are constructed by the interest decay value, semantic
features of micro-blog image, semantic features of blog texts, and user tags. To
obtain the user interest multimodal features, first we fit the user interest decay
curve by analyzing typical users’ blog. Then we acquire three dimensions of
user data and fuse the user interest value with the above features to obtain the
user interest feature vector. The specific framework of the above task is shown
in Fig. 1. For the second subtask, we define the user interest mining function
f(Xi) → Y . Xi represents the interest multimodal feature vector of the user i,
Xi = {x1, x2, · · · , xn}, n represents the dimensions of feature vectors. Y repre-
sents the user interest category, Y = {y1, y2, · · · , ym}, m represents the types of
user interest. Using the trained function f, the user interest feature vector can
be used to obtain the user interest result. After the two subtasks, we can finally
frame the user interest model.

Fig. 1. The framework of the model.

3.1 Interest Decay Model

As shown in Fig. 1, we propose an interest decay model to calculate the interest
value of the user. The memory forgetting curve proposed by H. Ebbinghaus
describes the rules of the human brain for forgetting new things. The retention
rate of memory is decreasing with the passage of time. The user’s hobbies are also
a form of memory. Therefore, the fresher micro-blog in the user’s list, the more
representative of the user’s current interest. According to the memory forgetting
curve, the user’s current interest is slightly influenced by the blogs published in
the past time, although it had been published many times. For each topic, we
analyze the publish frequency of typical users, obtain the correlation between
the frequency and the number of days. Through the fitting curve, we can find
that the user interest value is gradually decreasing over time. Suppose t is the
distance from the published time to current time, then the memory value of
interest decay model is defined as M(Mw = 1 − 0.42t0.3). The fitting curve is
shown in Fig. 2:
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Fig. 2. Fitting curve of the interest decay model.

3.2 Data Processing

For a micro-blog user Ui, we crawled texts, images and tags of his blog. For
blog text, D = {w1, w2, · · ·ws} is the set contains different words, s represents
the number of words appear in the user Ui published blog texts. Since sentence
vector can make better use of the syntactic information and semantic features
of micro-blog text, we proposes V (Dj) = V (w1) + V (w2) + · · · + V (ws) as the
sentence vector of the published blog text j. To get the interest value of each
blog text, we use the interest decay model to calcucate it, and get the memory
value M(Di). I = {i1, i2, · · · in} is the set of images published in micro-blog, n
represents the number of pictures. T = {t1, t2, · · · tq} is the set of user tags.

This paper proposes a multi-TextCNN neural network model to train the
micro-blog text. One channel is used to receive the user interest value, another
channel is used to receive the sentence vector of the blog text. In this way, we
can get the feature set of the blog text B = {b1, b2, · · · bo}, o is the number of
features. For each picture i, we use the ResNet neural network to obtain the
feature map F = {f1, f2, · · · fm}, m is the number of features. The features of
the tags are constructed by the Bag-of-words model.

3.3 Fusion Based on Images, Blog Texts and Tags

The dimensions of the three feature vectors are different. If we simply splice the
features, it will lose some information of the features, and affect the accuracy of
the results. So it is necessary to fuse the three feature vectors in an effectively
way. The traditional multimodal feature fusion methods are generally linear
fusion. Such methods cannot obtain a good fusion effect, so we use Multi-Layer
Perception to fuse multi-modal features. We simulate the cognitive process of



Interest Mining Model Based on MS-IDM 483

the human brain, establish a multi-layer structure, and extract the features of
the sample from the lower layer to the upper layer. It can be used to form joint
feature representations of different types of data. Multi-Layer Perception can
train the proportion of different features in the supervised learning model. We
can gain the different gravity of these three kinds of features, then we fuse the
three different features with the specific gravity as the user multi-modal features.

3.4 Design the Function F

We use the classifier softmax as the function f. f can divide the N dimensions
user multi-modal features into the predicted categories Y = {y1, y2, · · · y10}.
Then we define a counting function Count(yi) to record the probability of each
category [15]. Sorting Count(yi)from high to low, we select the top 3 ranked
categories as the user interest, therefore the user interest model is established.

4 Experiment

In this paper, an Interest Mining Model of Micro-blog Users by Using Multi-
mode Semantics and Interest Decay Model is proposed. The algorithm has two
major tasks: semantic feature representation based on interest decay model and
fusion based on the multi-modal semantic feature. Through the establishment
of the user interest decay model, we obtained a value that fully and accurately
represents a user’s current interest level. During the process of feature fusion,
we ensured the acquisition of the relations among multi-modal features and
generated the user interest model with large size of more precise features. This
chapter will verify the performance of this model through the following three
sets of experiments:

Experiment 1: Performance evaluation of the semantic feature extraction based
on the user interest decay model.

Experiment 2: Performance evaluation of multi-feature semantic fusion
algorithm.

Experiment 3: Cold start evaluation experiment based on multi-feature semantic
fusion algorithm.

Experiment 4: Performance evaluation experiment of micro-blog user interest
mining algorithm based on multimodal data semantics and interest decay model.

4.1 Experimental Data Collection and Processing

We crawled the user information of 10 key categories in Sina microblog which
contains: fashion, film, music, animation, games, travel, sports, emotions, food
and science. We obtained the ID numbers and URLs of 5700 users and extracted
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blog texts, user tags and shared images of users. Then we crawled 1648987
images, 214,896 blog texts and 3249 user tags as data sets from 2938 micro-blog
users of 10 categories in total. Images, blog texts, and tags data are shown in
Table 1:

Table 1. Micro-blog user’s data.

Categories Total Text Tag Image

Fashion 305 20577 191 124325

Film 362 29532 353 233196

Music 268 19573 231 57306

Animation 275 18762 367 168763

Game 345 29726 414 238196

Travel 268 21325 159 105321

Sport 377 25783 485 109132

Emotion 269 15383 379 35766

Food 271 23642 393 211653

Science 198 10593 277 65329

4.2 Experiment 1: Performance Evaluation of the Semantic Feature
Extraction Based on the User Interest Decay Model

The method in this section is fitting a user interest decay function curve to
calculate the interest retention value of each blog at the moment by analyzing
the texting frequencies of typical micro-blog users. Next, we put the interest
values as the auxiliary parameters into one channel of the multi-channel text-
cnn, and the word vectors of the micro-blog into the other. Finally, we performed
the model training, completed the user blog feature extraction with the factor of
the interest decay value, and obtained the user interest classification. Compared
with the results of the common multi-channel Text-CNN algorithm [16] and the
Twitter-LDA algorithm [17], the accuracy of our algorithm has improved greatly.
The experimental results are shown in Table 2:

Table 2. Performance evaluation of the semantic feature extraction based on the user
interest decay model

Algorithm F1 rate Accuracy rate Recall rate

Multi Text-CNN 68.35% 73.63% 63.07%

Twitter-LDA 67.57% 68.33% 67.52%

Text-CNN based on interest decay 72.12% 74.22% 70.02%
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From the above results, the algorithm in this paper is obviously the best
among the three. Compared to the multi-channel Text-cnn-based algorithm
which takes a random fix value as input. This algorithm generates corresponding
user interest values for different blog texts and adaptively adjusts the interest
weights to correctly simulate user interest. Compared with the Twitter-LDA
algorithm, our algorithm can extract text features more comprehensively without
worrying about the over-fitting problem, and also reduce the time complexity.

4.3 Experiment 2: Performance Evaluation of Multimodal Data
Fused Algorithm

The method in this section is using the multi-channel Text-CNN model to deeply
study the blog texts and obtaining the 64-dimensional feature vectors of all
blog texts for each user. Then utilizing the word bag model [18] to classify
user tags, and the residual network ResNet [19] to obtain users images with
a 1000-dimension feature vector. Finally fusing these three features by using
the Multi-Layer Perceptron to obtain user interest. Compared with the results
of the simple ResNet image classification algorithm, the multi-channel text-cnn
text classification algorithm, the word bag model label classification algorithm,
and the SVM fusion algorithm based on three features, the accuracy of our
algorithm is improved greatly. The results are shown in Table 3:

Table 3. Performance evaluation of multimodal data fused algorithm

Algorithm F1 rate Accurancy rate Recall rate

ResNet 57.95% 56.38% 61.27%

Bag of words 60.67% 55.25% 72.09%

Multi Text-CNN 68.35% 73.63% 63.07%

Multimodal data fused (SVM) 73.51% 84.27% 63.72%

Multimodal data fused (MLP) 78.38% 81.57% 77.82%

From the above results, the algorithm in this paper is the most accurate one
among these five algorithms. One reason for the inaccurate results of ResNet
image classification algorithm is that the classifier is extremely terrible in emo-
tions and science classification recognition. Because both types appear in text
form, which leads to the inaccurate recognition of the images, resulting in a low
recognition rate of the algorithm. The reason for the poor results of the word
bag model is that it is difficult to distinguish the tags of animation and games.
The two tags are close to each other, so the similarity in feature extraction leads
to poor user interest mining accuracy. The multi-channel Text-CNN text clas-
sification algorithm is the most accurate algorithm for single-dimensional user
interest mining. Compared to images and tags, the text is more likely to reflect
the user’s interest. But since it only involves one type of feature, the accuracy is
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not high enough either. The using of SVM fusion algorithm based on three fea-
tures improved the accuracy by a large extent. However, due to the limitations
of the SVM algorithm, it’s unable to extract the correlations among features.
Therefore, the feature fusion is only a simple weight addition, which makes the
classification result less accurate. In this paper, we use the multi-layer perceptron
to train relations among the three-dimensional features. By using the correla-
tions to obtain the corresponding weights of relevant features, we make the user
interest feature distribution more precise and achieve better user interest mining
results.

4.4 Experiment 3: Cold Start Evaluation Experiment Based
on Multimodal Data Fused Algorithm

The experiments in this section are based on cold-start users. The multi-modal
data fusion model is compared with the model based on the micro-blog user inter-
est mining algorithm TCID-MUIM and collaborative filtering algorithm [20]. The
accuracy is improved by the Multimodal data fused algorithm. The experiments
result proves that the multi-modal feature fusion method can extract more fea-
tures and improve the accuracy to some extent. The experimental results in this
paper are shown in the following Table 4:

Table 4. Cold start evaluation experiment based on multimodal data fused algorithm

Algorithm F1 rate Accurancy rate Recall rate

TCID-MUIM 55.39% 50.74% 61.23%

Collaborative Filtering 50.66% 46.22% 55.87%

Multimodal data fused (MLP) 62.71% 54.71% 69.72%

The experiments results show that the proposed algorithm is more accurate
than the collaborative filtering algorithm and TCID-MUIM. For cold-start users,
it is difficult to obtain their social relationships. Due to this reason, we cannot
conduct an effective analysis, so the F1 value of the collaborative filtering algo-
rithm is low. TCID-MUIM algorithm has the same problem, it doesn’t fuse the
multimodal data. This causes the result that it can’t solve the cold start. On
the contrary, the algorithm of this paper can mine the user’s information from
multiple angles. We integrate it with user-owned tags and pictures and texts,
thus improving the accuracy of the algorithm.

4.5 Experiment 4: Performance Evaluation Experiment
of Micro-blog User Interest Mining Algorithm Based
on Multimodal Data Semantics and Interest Decay Model

The method in this section is using the interest decay function to obtain the
interest value of users at different times and then inputting the interest value
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into the feature extraction model as an auxiliary parameter. We obtain multi-
dimensional user interest features and use the Multi-Layer Perceptron to fuse
the features to obtain the user interests. The result in this section is compared
with the three commonly used micro-blog user interest mining models. The accu-
racy of user category recognition of different interest models is obtained. The
recognition accuracy of the micro-blog user interest mining algorithm TCID-
MUIM is 78.22%, which is based on text clustering and interest decay. The
accuracy of micro-blog user interest recognition based on SVM model fusion is
84.27%. The accuracy of micro-blog user interest recognition based on the fast-
RNN model [21] is 78.35%. It turns out that the multi-layer perceptron which
combines the interest decay model with multi-modal data features has the best
accuracy of identifying the user interest categories. The comparison results of
the four different models are shown in Table 5:

Table 5. Performance evaluation experiment of micro-blog user interest mining algo-
rithm based on multimodal data semantics and interest decay model

Algorithm F1 rate Accurancy rate Recall rate

TCID-MUIM 72.39% 78.22% 65.61%

Fast-RNN 74.63% 78.35% 70.53%

Multimodal data fused 73.51% 84.27% 63.72%

IDMFM 78.97% 85.83% 79.23%

The results show that the model proposed in this paper has an accuracy rate
of 85.83%, a recall rate of 79.23%, and an F1 value of 78.97%, which proves a
good classification effect when predicting the user interest category. Compared
with the best user interest recognition models among the others, it improved
the accuracy rate by 2%, the recall rate by 8%, and the F1 value by 3%. It is
enough to show that the multi-modal data combined with the interest decay
model has a better user interest recognition effect than the traditional models.
The evaluation results generated by four different user interest models are as
follows:

(1) Evaluation results of TCID-MUIM model: The analysis of identifying the
training results by generating the confusion matrix, turns out that the classifi-
cation effect of the category of science is the worst. It shows that science is a
macro concept, the information sent by users under this category is relatively
simple, and all of them are science-related blog texts. So, the interest migration
degree is not significant over time. But the number of micro-blogs generated by
such users is much less than other categories, which leads to the cold start phe-
nomenon. Since the model specifies a time factor, the cold start problem cannot
be well resolved. That’s why the results in the category prediction are not very
good.
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(2) Evaluation results of the micro-blog user model based on multi-modal data:
The F1 value of this algorithm is slightly better than the above model, but the
categories of games and animations are not well recognized. One reason is that
these two categories are similar to each other, which makes it easier to drive the
interest between the two. That means the user may like animations for a while
but soon change to games. Since the model is not designed to consider the drift
of interest, it’s difficult to accurately distinguish categories with a great change
in interest accurately.
(3) Evaluation results of the ada-boost model based on Fast-RNN: Although the
accuracy of this type is lower than the above model, the recall rate is greatly
improved, resulting in a better F1 value. This model mainly relies on a strong
classification model which consists of multiple weak classification models. So,
the evaluation result on the F1 value is better than others, which means there
is no case where the accuracy rate is high, but the recall rate is low. However
since the weak models constructed by the model do not consider the problem of
interest drift, the effect is slightly inferior to the model in this paper.
(4) Multi-modal data fusion model evaluation based on an interest decay model
(IDMFM): Compared with the best single-mode data blog, each evaluation mea-
sure is increased by more than 5%, indicating that the addition of the interest
decay model can more simulate the user interest drift accurately. Meanwhile,
the Multi-Layer Perceptron can be used to mine the relations among various
models, which makes the user interest mining effect even better.

5 Conclusion

This paper proposes an Interest Mining Model of Micro-blog Users by Using
Multi-modal Semantics and Interest Decay Model to represent user interest and
analyzes the data representations. In the experiment, we analyze three different
modalities of 10 categories of micro-blog users. The experiment results indicate
that the prediction effect of the user interest mining by fusing the multi-layer
perceptron with the multi-modal features is better than simply splicing the fea-
tures. The user interest mining model after adding the interest decay model
can better express the user interest. The experiment results have proved the
effectiveness and accuracy of this algorithm. What needs to be improved is that,
although interest classifications have included the categories as much as possible,
there are still many types remain to be covered. Besides, although the model has
been fused with three different features for classification, there are still misjudg-
ments for very similar user interest categories. In the future, more dimensional
features can be incorporated without considering the time complexity, such as
the browsing data of users, by which the accuracy of the model can be further
improved.
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Abstract. As the continuous development of processor technology, the design
space exploration (DSE) has a critical impact on overall performance. However,
due to the lack of systematic way, DSE is usually time-consuming and unaccom-
plished, leaving much of the opportunity unexploited. In this paper, on the basis
of particle swarm optimization (PSO), a multi-object optimization algorithm with
elitist learning strategy (ELS) is proposed, with which we construct a predic-
tion model for microprocessor design in the purpose of optimizing performance
and efficiency. The proposed algorithm is compared with two other multi-object
optimization algorithms by three metrics. The experiment conducted shows the
proposed algorithm is more efficient and more effective.

Keywords: Design space exploration · Multi-objective particle swarm
optimization · Elitist learning strategy · Prediction model

1 Introduction

Since the birth of computers, the architecture and performance of microprocessor has
developed rapidly, which is in good agreement with the famous Moore’s law in the past
decades. However, in recent years, with the continuous development of integrated circuit
technology and the increasing diversification of applications, the complexity of micro-
processor is ever increasing [1–8]. After decades of rapid development of microproces-
sor, there are theoretical bottlenecks and problems in many aspects. If these problems
are not solved, they will greatly affect the future of microprocessor.

When designing a microprocessor, we can obtain various design schemes to meet
different performance, power and reliability constraints by the search and analysis of
the design space, which is called design space exploration (DSE). With the continu-
ous reduction of the feature size in integrated circuits and the increasing integration
of chips, more and more factors need to be considered. This is a great challenge for
microprocessor architects, because the size of design space grows exponentially with
the number of relevant design parameters. It is very time-consuming to simulate the
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behavior of microprocessor and evaluate each parameter, which is difficult to meet the
research requirements of microprocessor design. In order to reduce the cost of simula-
tion, various predictionmodel were proposed, such as linear regression predictionmodel
[9], genetic algorithm model [10], neural network model [11], etc. At present, a lot of
achievements have been made in the analysis and prediction models, but there are still
some problems as:

1) The convergence speed of some optimization algorithms is slow, and the algorithms
are easy to fall into local optima.

2) There are too many training parameters which lead to a high training cost in some
prediction models.

3) The microprocessor design space exploration based on predictive model mainly
focused on the construction of themodel, while the research on searching the optimal
solution set of prediction model was less.

PSO is a relatively new intelligent optimization algorithm, which has strong opti-
mization ability and fast convergence speed [12]. PSO has been widely used in mul-
timodal optimization problems [13–15]. Multi-objective particle swarm optimization
(MOPSO) is proposed by Coello et al. [16]. The algorithm introduces external archive
to store Pareto optimal set, and uses roulette method to select gbest from the archive.
Through these improvements, PSO can be applied to multi-objective optimization.
MOPSO has been successfully applied in solving multi-objective optimization prob-
lems. However, the standard MOPSO algorithm has some shortcomings, such as local
optima and slow convergence speed.

In this paper, based on PSO, a multi-objective particle swarm optimization algorithm
with ELS (ELSMOPSO) is proposed to optimize the predictionmodel ofmicroprocessor
parameter design. In the process of updating the archive, the mechanism of ELS is
introduced, which enables particles getting rid of the local optima that may occur in the
optimization process, avoiding premature convergence to the sub optimal solution, so
as to improve the search ability of the algorithm.

2 Basic Concepts

2.1 DSE

With the increasing complexity of microprocessor design, especially the development
of multi-core technology, there are more and more parameters related to microprocessor
design, which makes the design space increase exponentially. The method of exhaus-
tively simulating all design parameters to obtain the optimal set is obviously not allowed
in nowadays. DSE, on the other hand, is the process of finding the optimal parameter
design scheme set to meet the design requirements by using the existing resources in
a reasonable time, so as to solve the problem of high experimental cost, as shown in
Fig. 1. We can figure out from Fig. 1 that in order to improve the efficiency of design
space exploration, there are mainly two methods:
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1) Shortening the simulation time. The sampling technologywe used can greatly reduce
the execution time.

2) Using efficient multi-objective optimization algorithm.

Fig. 1. DSE technique based on multi-objective optimization algorithm

2.2 PSO

PSO algorithm was invented by Kennedy and Eberhart in 1995 [12]. In a population
of size N, the position of the i-th particle is denoted as xi = (xi1, xi2, . . . , xiD). The
historically best position is represented as pi = (pi1, pi2, . . . , piD). The best position
it has found by the whole population is denoted as pg = (pg1, pg2, . . . , pgD). The rate
to change the position of the i-th particle is called velocity and is represented as vi =
(vi1, vi2, . . . , viD). At each iteration step t, the i-th particle updates its d-th dimension of
speed and position according to the formulas (1) and (2).

vid (t) = χ
(
vid (t − 1) + c1r1(pid − xid (t − 1)) + c2r2

(
pgd − xid (t − 1)

))
, (1)

xid (t) = xid (t − 1) + vid (t), (2)

Where χ is the inertial factor, c1 and c2 are constants, usually 2.05. r1 and r2 are
random numbers uniformly distributed in [0, 1]. The value of ±VMAX is usually set to
be the lower and upper bounds of the allowed search ranges as suggested in [17].

2.3 Multi-objective Optimization Problems

A maximization multi-objective optimization problem can be expressed as follows:
⎧
⎨

⎩

max y = f (x) = (f1(x), f2(x), . . . , fm(x))T ;
s.t. gj(x) ≤ 0 j = 1, 2, . . . , p;
hk(x) = 0 k = 1, 2, . . . , q;

(3)

Where x = {x1, x2, . . . xD} ∈ � is the D-dimension decision space, y =
{y1, y2, . . . ym} ∈ � is the m-dimension objective function space, gj(x) is the inequality
constraint function, and hk(x) is the equality constraint function. Several concepts of
multi-objective optimization problems are defined as follows [18].
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Definition 1 (Pareto domination): Given two vectors u = {u1, u2, . . . , um} ∈ � and
v = {v1, v2, . . . , vm} ∈ �, we say that u dominates v (also write as u � v) if and only
if: ∀i ∈ {1, 2, . . . ,m} : ui ≥ vi, and ∃j ∈ {1, 2, . . .m} : uj > vj.

Definition 2 (Pareto optimal): Given a vector x′ ∈ �, we say that x′ is Pareto optimal
if there is no x′′ ∈ � s.t. f

(
x′′) � f

(
x′).

Definition 3 (Pareto optimal set): Pareto optimal set is defined as:

Ps = {x ∈ � | ¬ ∃ x′ ∈ �, s.t.f (x′) � f (x)}.
Definition 4 (Pareto front): Pareto front is defined as:

Pf = {y = f (x)|x ∈ Ps}.

3 ELSMOPSO

In this section, we propose a MOPSO with ELS to avoid local optima and speed up the
convergence progress.

3.1 Pbest and Gbest

In ELSMOPSO, a particle’s flight is influenced by both the best position it has found
(denoted as pbest) and the best position the whole population has found so far (denoted
as gbest). Consequently, it is very important how choose them.

Each particle’s pbest is selected according to the Pareto domination relationship
between the current position of the particle and its pbest, which can be divided into three
situations: 1) If the current position is dominated by its pbest, then its pbest is kept; 2)
Otherwise, the current position replaces its pbest; 3) If neither of them is dominated by
the other, then one of them will be randomly selected as its new pbest.

Each particle’s gbest is to randomly select a particle from the archive, so as to realize
information sharing and guide the particle to further search Pareto optimal.

3.2 Archive Update

A lot of Pareto optimal solutions will be found along the search process. ELSMOPSO
uses an external archive (denoted as REP) to store the non-dominated solutions found
at each iteration [16]. With the increase of algorithm iterations, more and more optimal
solutions will be found. Therefore, the archive REP need to be updated at the end of
every generation. The maximum capacity of the archive is denoted as NREP . The archive
update process is as follows:

• Step 1) A new set S is initialized to be empty. All the particles of the population and
all the solutions in the old archive REP are added into the set S.
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• Step 2) Execute the ELS on each particle in the archive REP and add all the new
particles into the set S.

• Step 3) Perform the determine non-dominated solutions procedure (see Table 1) on
the S to determine all the non-dominated solutions and stored them in the REP.

• Step 4) If flag == false, the duplicate particles in the archive REP will be deleted.
• Step 5) If |REP| ≥ NREP , calculate the crowding distance of the particles in REP, and
arrange the optimal solution in descending order according to the crowding distance,
keep the first NREP optimal solution, delete the rest, and flag = true.

Table 1. The pseudo-code of determining Non-dominate solutions

The ELS used in step 2 is first introduced into adaptive PSO by Zhan to solve the
problem of falling into local optima in the process of single objective optimization [19].
In ELSMOPSO, the idea of Gaussian perturbation is introduced for all particles in the
archive to avoid local optima and speed up the convergence progress. The pseudo code
is shown in Table 2. Gaussian(0, 1) produces a random number, which satisfies the
one-dimensional normal distribution with mean zero and standard deviation one.

In the process of perturbation, ifEid = xmax,d and r is greater than 0, it will certainly
cross the boundary after the perturbation is executed. In this case, the value of Eid is
its upper bound xmax,d , that is, the local perturbation operation will be not effective.
Therefore, in order to make the perturbation operation work, it is necessary to find a
dimension whose value is not equal to its upper boundary as perturbation object again.
In the same way, when Eid = xmax,d and r is less than 0, it is also necessary to find
another dimension whose value is not equal to its lower boundary as the perturbation
object.
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In step 4, flag is the identification of whether to de-duplicate particles in the archive,
and the initial value is false before the start of ELSMOPSO iteration. In the process of
ELSMOPSO iteration, the archive REP is the gbest of all particles. If there are multiple
identical particles in the REP, they will be selected as gbest with higher probability than
other particles, resulting in uneven distribution of Pareto optimal solution set. In order
to make the Pareto optimal set distribution more uniform, it is necessary to de-duplicate
particles in REP in the initial iteration. When the number of non-dominant solutions is
greater than NREP , the particles with small distance can be removed according to the
crowding degree sort, so no need to de-duplicate particles in REP in the later stage.

Table 2. The pseudo-code of ELS

3.3 ELSMOPSO Main Algorithm

The algorithm of ELSMOPSO is the following.

1) Initialize the population P and their velocity, the size of P is N:

for i = 1 to N
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Randomly initialize P[i];
pbest[i] = P[i];
Randomly initialize V [i];

2) Evaluate all the particles in P.
3) All the particles that represent non-dominated solutions are stored in the external

archive REP.
4) For each particle in P, randomly select a particle in the archive REP as its gbest,

update its velocity and position with formula (1) and (2), evaluate the particle, and
then update its pbest according to the principle introduced in Sect. 3.1.

5) Use the method described in Sect. 3.2 to update the archive REP.
6) If the maximum number of iterations is reached, stop the iteration and output the

Pareto optimal set from the archive REP, otherwise go to step 4).

4 Prediction Model of Microprocessor Design

ELSMOPSO should have a good performance in solving the problem of microprocessor
parameter design.

4.1 Simulation Framework and Benchmarks

At present, many kinds of multi-core simulators, such as GEMS, M5, GEM5 and SESC,
have been developed in academic circles. Among them, gem5 is widely used. In this
paper,we useGEM5 tomodel for performance and power.At the same time,we use seven
benchmarks from SPEC2k (ammp, applu, equake, gcc, gzip, mesa, twolf) to evaluate
the design space.

4.2 Configuration Sampling

In this paper, the sampling of microprocessor design configuration are fitted to obtain
the objective functions, and then the prediction model is constructed. The design param-
eters we need to explore is shown in Table 3, which include 13 design parameters.
These parameters can be combined into numerous different parameter configurations,
and the performance of these configurations are comprehensively evaluated with seven
benchmarks, which will further increase the number of simulations. For this design
space, we randomly generate 4000 design configurations for regression model. This
sampling configuration set is simulated with seven benchmarks, providing seven sets
of observed responses, and then we can generate seven application-specific models.
Because the methods of constructing these models are the same, we specify the ammp
application-specific model as an example.
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Table 3. Parameters within a group are varied together. A range i::j::k denotes a set of possible
values from i to k in steps of j.

Design parameters Range xi |xi| Design parameters Range xi |xi|
depth 9::3:: 36 x1 10 fix_lat 1::1::13 x8 13

width 4,8,16 x2 3 fpu_lat 2::1::24 x9 23

gpr_phys 40::10::130 x3 10 d2cache_lat 3::1::37 x10 35

br_resv 6::1::15 x4 10 l2cache_size 11::1::15 x11 5

dmem_lat 34::1::307 x5 274 icache_size 7::1::11 x12 5

load_lat 1::1::19 x6 19 dcache_size 6::1::10 x13 5

br_lat 1::1::5 x7 5

Table 4 gives some basic information about the performance values and power values
of the benchmark ammp on these sampling configurations. It can be seen from the table
that the performance value is small, while the power value is large. In order to make
the value of performance and power comparable, the data needs to be preprocessed. We
carry out standard 0-1 transformation, and the values of performance and power will be
transformed to [0, 1] interval.

Table 4. Basic information about the values of performance and power of benchmark ammp.

Name Max Min Mean Max/Min

Performance 1.574 0.1247 0.615 12.62

Power 224132.4 5238.7 35932.34 42.78

Power/Performance 142396.7 42010.4 58426.6 3.4

4.3 The Regression Model of Microprocessor Parameter Design

In the process of microprocessor design, it is a multi-objective optimization problem. In
this paper, these parameters are predictors, the performance and power attribute values
are observed responses, and then we formulate a regression model. Two sub objective
functions of performance and power are obtained as follow:

fi(x) = a0 +
D∑

j=1

ajxj i = 1, 2 (4)

Where D is the dimension of the design space and aj is the coefficient, and the
regression model of microprocessor parameter design is constructed as follow:

Maximize F = (f1(x), f2(x)), (5)

Then we can use the ELSMOPSO introduced in Sect. 3 to optimize the model.
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5 Experimental Setup and Results

5.1 Performance Measures

In order to evaluate the prediction model of microprocessor parameter design based on
ELSMOPSO, we use three algorithm performance metrics: maximum spread, spacing
and coverage.

Maximum Spread (M-metric). The M-metric proposed by Deb [20]. It is defined as
follows:

M =
√√√
√

m∑

k=1

(
max

{
f ik

}n
i=1 − min

{
f ik

}n
i=1

)2
(6)

Wherem is the dimension of the objective space. and n is the number of solutions of
non-dominated solution set. The larger the M value is, the wider the range of solution
set is.

Spacing (S-metric). Schott proposed a method to measure the distribution uniformity
of non-dominated solution set [21]. S-metric is defined as

S =
√√√√ 1

n − 1

n∑

i=1

(
di − d̄

)2
(7)

Where, di = min
1≤j≤n,i 	=j

m∑

k=1

∣∣∣f ik − f jk

∣∣∣, d̄ = 1
n

n∑

i=1
di, n is the number of solutions of

non-dominated solution set andm is the dimension of objective space. The more S value
is, the more uniform the distribution of the solution set is.

Coverage (C-metric). The C-metric is proposed by Zizter [22]. It is define as

C(A,B) = |{b ∈ B|∃a ∈ A, s.t.a � b}|
|B| (8)

Where | *| indicates the number of elements in the set *. When C(A, B) < C(B, A),
it means that solution set B is better than solution set A.

5.2 Experimental Setup

In order to verify the effectiveness of the algorithm and model, we select Nondominated
Sorting Genetic Algorithm II (NSGA-II) and MOPSO to optimize the model, and com-
pare with the experiment based on ELSMOPSO optimization. NSGA-II was proposed
by DEB et al. [23], an improvement of NSGA, which is an excellent multi-objective
evolutionary algorithm. The parameter settings of NSGA-II, MOPSO and ELSPSO are
shown in Table 5.

For the prediction model in Sect. 4, NSGA-II, MOPSO and ELSMOPSO are used
to optimize the model, which are run independently for 30 times, respectively recording
the best value, worst value, average value and median value of the three algorithms for
the three metrics.
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Table 5. The parameters of NSGA-II, MOPSO and ELSMOPSO.

Algorithms Parameters settings

NSGA-II N = 100, px = 0.9, pm = 1
/
D, ηc = 20, and ηm = 20

MOPSO N = 100, REP = 100, c1 = c2 = 2.05, and χ = 0.729

ELSMOPSO N = 50, REP = 100, c1 = c2 = 2.05, and χ = 0.729

5.3 Results and Analysis

Figure 2 shows the Pareto front obtained by random sampling of 30 experimental results
of NSGA-II, MOPSO and ELSMOPSO. It can be seen from the figure that the Pareto
optimal set obtained by ELSMOPSO is more uniform and spread than that obtained by
NSGA-II and MOPSO.

Fig. 2. Pareto fronts produced by NSGA-II, MOPSO and ELSMOPSO.

Table 6 is the statistical results of theM values of the three algorithms. TheM mean
value of ELSMOPSO is larger than that of NSGA-II and MOPSO, which shows that the
algorithm can get a wider optimal set than NSGA-II and MOPSO.

Table 6. Distribution of M values.

M NSGA-II MOPSO ELSMOPSO

Best 0.6779 0.5080 0.5635

Worst 0.2835 0.2122 0.5050

Mean 0.4817 0.3533 0.5635

Median 0.4939 0.3481 0.5635
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Table 7 is the statistical results of the S of the three algorithms. The S mean value of
ELSMOPSO is the smallest, which indicates that the distribution of the Pareto optimal
set obtained by ELSMOPSO is the most uniform.

Table 7. Distribution of S values.

S NSGA-II MOPSO ELSMOPSO

Best 7.5875e−05 1.3471e−04 1.9095e−04

Worst 4.2826e−04 6.9686e−04 3.0364e−04

Mean 2.6926e−04 3.3150e−04 2.5004e−04

Median 2.6835e−04 2.9548e−04 2.4505e−04

Table 8 is the statistical results of C-Metric between NSGA-II and ELSMOPSO.
It can be seen that all C(ELSMOPSO, NSGA-II) are equal to 1, and all C(NSGA-II,
ELSMOPSO) are equal to 0. It means that all solutions of the optimal set obtained by
ELSMOPSO dominate all solutions of the optimal set obtained by NSGA-II, which
shows that the convergence of ELSMOPSO on this model is significantly better than
that of NSGA-II. Similarly, Table 9 shows that the convergence of ELSMOPSO on this
model is significantly better than that of MOPSO.

Table 8. The C values between NSGA-II and
ELSMOPSO.

C C(NSGA-II,
LSMOPSO)

C(ELSMOPSO,
NSGA-II)

Best 0 1

Worst 0 1

Mean 0 1

Median 0 1

Table 9. The C values between MOPSO
and ELSMOPSO.

C C(MOPSO,
ELSMOPSO)

C(ELSMOPS,
MOPSO)

Best 0 1

Worst 0 1

Mean 0 1

Median 0 1

Based on the above analysis, the ELSMOPSO proposed in this paper is of good per-
formance in the case of optimizing the prediction model of microprocessor parameter
design, with good convergence speed and wide range of solution set distribution. Addi-
tionally, the obtained design scheme distribution is relatively uniform. The diversity of
optimal solution set provides more solutions for architects.

6 Conclusion

The algorithm of PSO is simple and with less parameters to be adjusted, it’s easy to
implement in scientific research and engineering. That’s why it has been paid great
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attention to and has been widely used in many fields. Aiming at the problem of micro-
processor parameter design optimization, we derive the regression prediction model for
performance and power by fitting the sampling of microprocessor parameter design. On
the basis of PSO,we propose the ELSMOPSO algorithmwithwhichwe used to optimize
the model. Our experiment shows that the convergence speed of ELSMOPSO is fast,
and the Pareto optimal set is of good breadth and uniformity, which makes ELSMOPSO
a sound and reasonable choice for architects.
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Abstract. Robust watermarking is an effective way to protect an image copy-
right. This paper proposes a watermarking scheme with peak signal noise ratio
(PSNR) guarantee. With the resistance of discrete wavelet transform (DWT) to
image processing and singular value decomposition (SVD) to geometric attacks,
the scheme embeds watermark based on difference quantization. The embedding
strength of watermarks relies on the embedding parameters. Unlike other schemes
that use fixed embedding parameters or obtain embedding parameters by multiple
experiments, the proposed scheme is based on a new adaptive embedding param-
eter algorithm. The algorithm establishes the associations among the embedding
parameters, and host images to determine the optimal embedding parameters. An
experimental comparison with other similar schemes is given at the end of paper.
The comparison indicates that the proposed scheme is superior to the previous
schemes from the perspectives of imperceptibility and robustness, which are two
requirements of a high-quality robust watermarking.

Keywords: Watermarking · Adaptive algorithm · Robustness

1 Introduction

The open network environment has promoted multimedia distribution and transmis-
sion; at the same time, the intellectual property protection of various content faces
unprecedented challenges. Among all types of digital media protection methods, digital
watermarks with characteristics such as invisibility and security have become increas-
ingly attractive. Digital watermarking refers to the use of relevant ownership information
called a watermark often hidden in images, videos, audio content, etc. and then extracted
by detectors to identify content ownership.

Conventional image watermarking can be divided into two categories according
to function: robust watermarking and fragile watermarking [1]; these approaches pro-
tect the image copyright and image content integrity, respectively. Robust watermarks
refer to watermarks that can be explicitly extracted, even after being subjected to mul-
tiple attacks. Besides, modifications to covers will inevitably lead to degradation in the
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visual quality of watermarked images [2]. There are three essential requirements for
robust watermarking: capacity, robustness, and invisibility. When the capacity is deter-
mined, to enhance robustness by strengthening the watermark, watermarking schemes
usually sacrifice visual quality, and vice versa. It is the aim of a robust watermarking
to maintain a trade-off among the capacity, visual quality, and robustness. According
to the embedding domain, watermarking schemes can be divided into spatial domain
schemes and frequency domain schemes. With the advantages of energy aggregation,
multiple-resolution analysis, and time or frequency domain manifestation, the transform
domain schemesprovide stronger robustness and imperceptibility than the spatial domain
schemes and are thus preferred [3]. Besides, hybrid schemes combining the advantages
of the incorporated transforms can further improve the performance of watermarking
and have become popular in recent years.

Because images are stored in real matrices, an increasing number of researchers have
introduced matrix decomposition techniques from linear algebra into image watermark-
ing schemes. The robust nature of singular value decomposition (SVD) has inspired
researchers to apply it in robust watermarking. Among the watermarking schemes based
on SVD, numerous methods that use grayscale images as watermarks have been pro-
posed, with the advantage of a remarkably high capacity. Reference [4] combined DWT,
Z-Transform, Arnold cat map, and SVD to achieve a semi-blind watermarking scheme.
Reference [5] noted that in addition to the robustness of singular values, singular matri-
ces are equally robust in SVD. Based on this conclusion, Reference [6] suggested that
the first column in singular matrices is robust and presented the corresponding theoret-
ical and experimental proof. The modification of one coefficient in singular matrices
will influence fewer pixels than modifying a singular value. In [7], cover was segmented
into non-overlapping blocks, SVD was applied to each block, and the watermark was
embedded by modifying the relationships of the coefficients in the first column of the
left singular matrix of the embedding blocks. The embedding blocks were selected by
sorting the numbers of non-zero singular values in all the blocks. In [8], the embedding
blocks selected by entropy were subjected to DCT-SVD transform before watermark
embedding. The scheme in [9] used the ABC algorithm to select an embedding param-
eter and quality compensation parameters. The schemes in [10] and [11] modified the
relationships among the coefficients in the first column of the singular matrix for color
images. Reference [12] also focused on color images, but the watermark was encrypted
by DNA encoding and coupled map lattice (CML) prior to inserting it into the right
singular matrix.

In addition to embedding domain selection, embedding location determination, and
embedding method design, the determination of embedding parameters is another focus
of robust watermarking. Embedding parameters that regulate the embedding energy
of watermarks balance the relationship between robustness and imperceptibility. Com-
paredwith fixed parameters, adaptive embedding parameters establish the linkage among
parameters, watermarks, and host images. An increasing number of schemes have
adopted artificial intelligence techniques, such as evolutionary algorithms and neural
networks etc. to obtain adaptive embedding parameters. The scheme in [13] embedded
watermark in QR decomposition domain and determined optimal embedding param-
eters by the firefly algorithm (FA). Unlike other schemes that used a single scaling
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factor, Reference [14] used a self-adaptive differential evolution (SADE) technique to
generate a factor matrix of the same size as the watermark, considering the different
components of cover. The embedding parameter selection methods in the above liter-
ature relied on experimental feedback mechanisms. The schemes in [15, 16], and [17]
directly determined parameters based on the cover content, thereby eliminating repeated
experiments and improving scheme efficiency.However, the embedding parameterswere
not adjusted through repeated experiments in them, and there is a high probability that
the corresponding watermarked images may not reach the desired image quality. Refer-
ence [18] obtained the relationship between the embedding parameters and watermarked
image quality, andwhen the preset qualitywas determined, the corresponding embedding
parameters were obtained.

In summary, the main objective of this research is to design a robust block-based
watermarking scheme based on the stability of the element relationships in the first col-
umn of the singular matrix with an adaptive embedding parameter strategy and PSNR
guarantee. The proposed scheme first selects a given number of embedding blocks
based on the watermark length and entropy. After applying DWT-SVD to each embed-
ding block, the scheme embeds watermark by modifying the relationship between two
elements in the first column of the left singular matrix. The embedding parameter is
determined by the proposed adaptive embedding parameter strategy.

2 The Watermarking Scheme in DWT-SVD Domain

2.1 Embedding Process

This paper defines a host image as matrix A ∈ RM×N , M and N are even, an embed-
ded watermark as W = {wr|1 ≤ r ≤ m},wr ∈ {0, 1},m is the watermark length. The
embedding steps are as follows:

Step 1: The host image is divided into 8 × 8 non overlapping blocks and sub blocks are
denoted as L = {li,j|1 ≤ i ≤ M /8, 1 ≤ j ≤ N/8} . Where �� is the ceiling operator, and
the number of sub blocks is �M/8� × �N/8�.
Step 2: Calculate the entropy of li,j : Ei,j = Evisual

i,j + Eedge
i,j , where Evisual

i,j and Eedge
i,j are

visual entropy and edge entropy of li,j respectively. Sort Êi,j ascendingly and select the
first m blocks as embedding blocks. The subscripts of embedding blocks are denoted as
the sequence S = {sr}, where sr ≤ M /8 × N/8.
Step 3: Perform one-level Haar wavelet transform onto the host image A, the LL sub
band is divided into 4 × 4 non-overlapping blocks. The embedding blocks are denoted
as B = {bsr |sr ∈ S}.
Step 4: Apply SVD to the embedding blocks, and denote the first column of left singular

matrix as
[
usr1,1u

sr
2,1u

sr
3,1u

sr
4,1

]T
, the difference between usr2,1and usr3,1 as dsr = usr2,1 − usr3,1,

and differences for all embedding blocks as D = {dsr |sr ∈ S}.
Step 5: The embedding rules for embedding block bsr are as follows:
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if wr = 1then

u
s′r
2,1 =

{
usr2,1 + (t−dsr )

2 , if dsr < t
usr2,1, otherwise

(1)

u
s′r
3,1 =

{
usr3,1 − (t−dsr )

2 , if dsr < t
usr3,1, otherwise

(2)

else

u
s′r
2,1 =

{
usr2,1 − (t+dsr )

2 , if dsr > −t
usr2,1, otherwise

(3)

u
s′r
3,1 =

{
usr3,1 + (t+dsr )

2 , if dsr > −t
usr3,1, otherwise

(4)

In (1) to (4), t is an adaptive embedding parameter obtained based on the preset
PSNR, the selection strategy of t will be explained in the third section.

Step 6: Perform inverse SVD on bsr and inverse one-level Haar wavelet transform,
The watermarked image A′ is obtained.

2.2 Extraction Process

The corresponding extraction steps are as follows:

Step 1: Perform one-level Haar wavelet transform on the watermarked image A
′∗. Par-

tition LL sub band into 4x4 non-overlapping blocks and select the extracting blocks
according to the embedding blocks obtained in the embedding process.
Step 2: Perform SVD on each extracting block and denote the first column in the left

singular matrix as
[
usr1,1

′∗ usr2,1
′∗ usr3,1

′∗ usr4,1
′∗]T, the difference between usr2,1

′∗ and usr3,1
′∗

as d
′∗
sr = usr2,1

′∗ − usr3,1
′∗.

Step 3: Extract a watermark bit from each extracting block. The extracting rules are as
follows:

w∗
r =

{
1, fd

′∗
sr > 0

0, otherwise
(5)

3 The Proposed Adaptive Embedding Parameter Strategy

In the embedding process described in the previous section, the balance between imper-
ceptibility and robustness depends upon the embedding parameter t. A large t favors
robustness while small t favors imperceptibility. On the basis of [18], this study utilizes
the formula of PSNR to obtain the relationship among PSNR value, embedding param-
eters and covers, thereby computing the embedding parameter t according to the preset
PSNR. This relationship ensure that the watermarked images achieve the preset quality



AWatermarking Scheme Based on New Adaptive Parameter Strategy 507

level. Before introducing the determination method of t, this paper first gives two related
propositions.
Proposition 1: for image A, LL, LH, HL and HH sub band coefficients in one-level Haar
wavelet domain are denoted as cLLi,j , c

LH
i,j , cHLi,j , cHHi,j , 1 ≤ i ≤ M /2, 1 ≤ j ≤ N/2. The

specifications of referred variables are detailed in Fig. 1. The low-frequency coefficients
in the first level Haar wavelet domain have the same square error (SE) as the pixels of A:

∑M

k=1

∑N

l=1
(a

′
k,l − ak,l)

2 =
∑M /2

i=1

∑N/2

j=1
(cLLi,j

′ −cLLi,j )
2 (6)

,k la One-level Haar 
wavelet transform

,
LL
i jc ,

LH
i jc

,
HL
i jc ,

HH
i jc

Watermark 
embedding

,
LL
i jc ,

LH
i jc

,
HL
i jc ,

HH
i jc

Inverse one-level 
Haar wavelet 

transform
'

,k la

Fig. 1. The illustration of embedding process

Prove: When cLLi,j
′ = cLLi,j + �i,j, based on the relationship between the pixels of image

reconstructed by inverse Haar wavelet transform and the coefficients of four sub bands
at first level [19, 20], the following equations are obtained:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

a
′
2i−1,2j−1 − a2i−1,2j−1 = �i,j

2

a
′
2i−1,2j − a2i−1,2j = �i,j

2

a
′
2i,2j−1 − a2i,2j−1 = �i,j

2

a
′
2i,2j − a2i,2j = �i,j

2

,1 ≤ i ≤ M

2
, 1 ≤ j ≤ N

2
(7)

∑M

k=1

∑N

l=1
(a

′
k,l − ak,l)

2 =
∑M /2

i=1

∑N/2

j=1

(
�i,j

)2 =
∑M /2

i=1

∑N/2

j=1
(cLLi,j

′ −cLLi,j )
2

(8)

Proposition 1 is proved.
Theproposition1 shows that the low-frequency coefficients in one-levelHaarwavelet

domain have the same SE as the image pixels.
Proposition 2: for the proposed embedding process, given the specific cover and water-
mark, the relationship between the low-frequency coefficients in one-level Haar wavelet
domain and modification of sub blocks satisfies the following equation:

∑M /2

j=1

∑N/2

i=1
(cLLi,j

′ −cLLi,j )
2 =

∑
sr∈S1

(xsr1,1)
2 (t − dsr )

2

2
+

∑
sr∈S2

(xsr1,1)
2 (t + dsr )

2

2
(9)

Where S1and S2 are sub sequences of S, xsr1,1 is the maximum singular value of
bsr . The maximum singular values for all the embedding blocks are denoted as X =
{xsr1,1|sr ∈ S} .
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Prove: this paper denotes the modified bsr as b
′
sr and the SVD decomposition of bsr and

b
′
sr are

bsr =
∑4

i=1
xsri,i × Usr

i × (V sr
i )T (10)

b
′
sr = xsr1,1 × (

Usr
1 + �sr

) × (V sr
1 )T

+
∑4

i=2
xsri,i × Usr

i × (V sr
i )T (11)

Where �sr is a disturbing vector for the first column of left singular matrix of bsr .
Clearly, the modified embedding blocks can be divided to two categories: the embedding
blocks with dsr < t and wr = 1 and that with dsr > −t and wr = 0. The subscripts of
the two categories are denoted as sequence S1 and S2 which are sub sequences of S and
do not overlapped. �sr corresponding to S1and S2 is defined as

�sr =

⎧⎪⎨
⎪⎩

[
0 (t−dsr )

2 − (t−dsr )
2 0

]T
, sr ∈ S1[

0 − (t+dsr )
2

(t+dsr )
2 0

]T
, sr ∈ S2

(12)

The difference between bsr and b
′
sr is

b
′
sr − bsr = xsr1,1 × �sr × (V sr

1 )T = xsr1,1×

xsr1, 1 ×

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

0 0 . . . 0
(t−dsr )×vsr1,1

2
(t−dsr )×vsr2,1

2 . . .
(t−dsr )×vsr4,1

2

− (t−dsr )×vsr1,1
2 − (t−dsr )×vsr2,1

2 . . . − (t−dsr )×vsr4,1
2

0 0 . . . 0

⎤
⎥⎥⎥⎥⎦

, sr ∈ S1

⎡
⎢⎢⎢⎢⎣

0 0 . . . 0

− (t+dsr )×vsr1,1
2 − (t+dsr )×vsr2,1

2 . . . − (t+dsr )×vsr4,1
2

(t+dsr )×vsr1,1
2

(t+dsr )×vsr2,1
2 . . .

(t+dsr )×vsr4,1
2

0 0 . . . 0

⎤
⎥⎥⎥⎥⎦

, sr ∈ S2

(13)

The relationship between changes on the embedding blocks and SE of LL sub band
coefficients is

∑M /2

i=1

∑N/2

j=1
(cLLi,j

′ −cLLi,j )
2 =

∑
sr∈S1

(xsr1,1)
2 (t − dsr )

2

2
+

∑
sr∈S2

(xsr1,1)
2 (t + dsr )

2

2
(14)

Proposition 2 is proved.
The first proposition indicates that there is an equivalence relation between SE of the

image pixels and that of the low-frequency coefficients in one-levelHaarwavelet domain.
The second proposition show the relationship between SE of low-frequency coefficients
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and the modification of the embedding blocks. Based on the two propositions, this paper
has

∑M

k=1

∑N

l=1
(a

′
k,l − ak,l)

2 =
∑

sr∈S1
(xsr1,1)

2 (t − dsr )
2

2
+

∑
sr∈S2

(xsr1,1)
2 (t + dsr )

2

2
(15)

The know formula of PSNR is

PSNR = 10 log10
MAX 2

A

MSE
(16)

MSE = 1

MN

∑M

k=1

∑N

l=1
(a

′
k,l − ak,l)

2 (17)

Where MAXA is the maximum pixel value of A. From (16) and (17), we get

∑M

k=1

∑N

l=1
(a

′
k,l − ak,l)

2 = MAX 2
A × M × N

10PSNR/10
(18)

Based on (15) and (18), the following equation is obtained.

∑
sr∈S1

(xsr1,1)
2 (t − dsr )

2

2
+

∑
sr∈S2

(xsr1,1)
2 (t + dsr )

2

2

= MAX 2
A × M × N

10PSNR/10
(19)

The left part of (19) is related to the maximum singular value X , the difference D
and the embedding parameter t. When the host image, watermark, and PSNR values
are designated, the parameter t satisfying Eq. (19) can be obtained. The proposed deter-
mination method of the embedding parameter associates the PSNR formula with the
watermarking based on the singular matrix robustness, thus the embedding parameter is
directly related to the visual quality of watermarked image, and the scheme ensures that
the visual quality reach the desired level.

4 Experimental Results

To evaluate the overall performance of the proposed scheme, this section compares the
proposed scheme with [9, 21] and [22] based on imperceptibility and robustness. The
experiments select eight standard tested images with size 512 × 512 as the covers, and
one binary images of size 32×32 as the watermarks shown in Fig. 2. The upper and
lower thresholds for the embedding parameter t are set to 1 and 0.01 respectively. PSNR
(16) (17) is the measurement metrics of imperceptibility, and bit error rate (BER) (20)
is the metrics for robustness.

ber =
∑m

r=1

(
w∗
r ⊕ wr

)

m
(20)

Where ⊕ is the bitwise logical XOR operator.



510 W. Wang et al.

Fig. 2. (a) ~ (h)covers: Lena, Peppers, Man, Baboon, Couple, Fishingboat, Sailingboat, Barbara
(i) The watermark W1 with size 32 × 32

4.1 Imperceptibility

Minimizing impact on covers is one of the goals of invisible watermarking schemes.
Unlike other schemes that embedding parameters balance image quality against robust-
ness, the proposed scheme uses preset PSNR value as a parameter to deduct the embed-
ding parameter and achieves desired robustness. Figure 3 is the average of embedding
parameter t and the mean value of obtained PSNR of ten test images when the preset
PSNR is 30, 35, 40, 45, and 50 respectively. The curve of preset PSNR is substantially
coincident with that of the obtained PSNR, which proves that this scheme can ensure
that the watermarked image quality reaches preset values and the quality of watermarked
images in the proposed scheme can meet requirements of applications from objective
perspectives.

Fig. 3. The comparison between the preset PSNR and the obtained PSNR

4.2 Robustness

This study uses BER as metrics to measure robustness. The smaller the BER value, the
higher the similarity between the extracted watermark and the original watermark. To
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verify the robustness of proposed scheme, this study selects 13 representative attacks,
which include common image processing such as compression, filtering, noise, etc., as
well as geometric attacks such as scaling and rotation. Table 1 shows the BER value
of watermark W1 extracted from six attacked watermarked images. Among the 6 test
images, Peppers and Man are weaker against median filtering and JPEG compression
with low quality factor because the proposed scheme prefers embedding blocks with
small entropy and Peppers and Man have relatively fewer smooth sections. In general,
this scheme has preferable robustness against common attacks, especially histogram
equalization, contrast enhancement, scaling down, and rotation.

Table 1. The BER value under various attacks

Lena Peppers Man Baboon Couple Boat

No attack 0 0 0 0 0 0

JPEG compression (QF = 20) 0.0020 0.1660 0.2197 0.0049 0.0381 0.1289

JPEG compression (QF = 70) 0 0.0068 0 0 0 0.0137

Gaussian filtering (sigma = 1.0) 0 0.0088 0.0313 0.0020 0.0068 0.0313

Median filtering (3 × 3) 0 0.0127 0.0166 0 0.0049 0.0166

Average filtering (3 × 3) 0 0.0078 0.0293 0.0020 0.0059 0.0283

Gaussian noise (v = 0.01) 0.0986 0.1221 0.1494 0.0781 0.0928 0.1113

Salt & pepper noise (v = 0.01) 0.0088 0.0293 0.0449 0.0098 0.0205 0.0186

Speckle noise (v = 0.01) 0.0107 0.0049 0 0.0059 0.0009 0.0039

Histogram equalization 0 0.0059 0.0020 0 0 0.0342

Contrast adjustment 0 0.0049 0.0137 0 0 0.0205

Cropping at center (25%) 0.0244 0.1631 0.1934 0.4072 0.1318 0.1387

Scaling(1->0.5->1) 0 0.0020 0.0137 0 0.0029 0.0176

Anti-clockwise rotation by 45° 0 0.0009 0.0020 0 0 0.0088

To evaluate performance, imperceptibility and robustness should be considered
simultaneously. In this paper, the robustness of four schemes is compared under the
premise that the PSNR values are about 41 dB. Table 2 show the comparisons among
Ali et al. [9], Makbol et al. [22], Kang et al. [21] and the proposed scheme under 13
attacks with the preset PSNR set to 41 dB. Although the four schemes embed watermark
by changing the relationship between two elements, two chosen elements in [21] are the
maximum singular values of two matrices composed of middle frequency coefficients in
DCT domain, with less similarities than the singular matrix entries. Therefore, Table 2
show that undermost attacks especially noise attacks, Ali et al. [9],Makbol et al. [22] and
the proposed scheme perform better than [21]. Although RIDWT transform utilized in
[9] can resist continuous 90-degree rotation and row-column flipping, RIDWT includes
pixel position exchange, which destroys the similarity of adjacent pixels in covers. This
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drawback results in the weak resistance to JPEG compression, median filtering, mean
filtering, size reduction, and Gaussian filtering.

Table 2. The comparison of BER between the proposed method and the other schemes based on
lena

Kang et al. [21] Ali et al. [9] Makbol et al. [22] The proposed
scheme

PSNR 40.07 41.12 41.20 41.13

No attack 0 0 0 0

JPEG compression
(QF = 20)

0.2070 0.3965 0.0137 0.0020

JPEG compression
(QF = 70)

0.0205 0.0518 0 0

Gaussian filtering
(sigma = 1.0)

0.0127 0.0313 0 0

Median
filtering(3 × 3)

0.0049 0.4639 0 0

Average filtering
(3 × 3)

0.0518 0.5049 0 0

Gaussian noise (m
= 0, v = 0.01)

0.2529 0.0869 0.0977 0.0986

Salt & pepper noise
(d = 0.01)

0.1650 0.0186 0.0137 0.0088

Speckle noise (v =
0.01)

0.1826 0.0137 0.0117 0.0107

Histogram
equalization

0.0068 0 0 0

Contrast adjustment 0.0732 0 0 0

Cropping (25%) 0.0664 0.0322 0.0332 0.0244

Resizing (1->
0.5-> 1)

0.0020 0.0176 0 0

Anti-clockwise
rotation by 45°

– 0 0 0

5 Conclusion

In this paper, a difference-quantizedwatermarking schemewith aDWT-SVDembedding
domain and singular matrix embedding location is proposed. The embedding parameters
play a role in balancing imperceptibility and robustness. Unlike other schemes with
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fixed embedding parameters or parameters determined from trials, this study proposes a
new adaptive embedding parameter strategy, which uses a preset PSNR to determine the
embedding parameters and achieve adequate robustness. The stability of the relationships
among singular matrix elements is utilized in the proposed scheme to further enhance
the robustness. At the end of paper, the experimental results and a comparison with other
schemes are given. The comparison shows that the proposed scheme is more practical
than its counterparts in applications such as copyright protection.
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Abstract. Result-sensitive function is a typical type of security-sensitive func-
tion. The misuse of result-sensitive functions often leads to a lot kinds of soft-
ware defects. Existing defect detection methods based on code mining for result-
sensitive functions usually require a gived security rule or an inferred security
rule as input. Based on the principle of consistency, we propose a defect detection
method based on information entropy. Firstly, the feature vector about usage of
function is extracted from every function instance. Then, the information entropy
is introduced to measure the abnormal degree of the feature vector. The function
instances with high degree of abnormality is regarded as dangerous instances.
Experiments show that the proposed method can effectively detect dangerous
instances of security defects without a gived security rule.

Keywords: Code feature · Security-Sensitive function · Code mining · Software
defect

1 Introduction

Robust and reliable software should be designed to handle multiple program failures.
Even in the event of some underlying basic function failure, it need to fix the failure, try
to restore normal program state or kill the program smoothly, instead of returning wrong
execution result, crashing roughly, or showing other uncontrolled behaviors [1]. Usually,
when a failure occurs, the failed function callee will get the failed information to the
caller, and then the caller will handle the fault in a suitable way according to the failure
information, so that the program remains in a security controllable state. However, if the
developer does not handle the failure of the function execution, or does not implement
the correct error handling, it may lead to a lot of software defects. A number kinds of
vulnerabilty related to it are listed in the Common Weakness Enumeration (CWE) [13],
such as “unchecked return value” numbered CWE-252 [14], “Lack of standardized error
handling mechanism” numbered CWE-544 [15], etc., and thus formed many practical
vulnerabilities, such as CVE-2019-8357 [16] ], CVE-2019-14814 [17] and so on.

In order to detect the error handling defection, the researchers have proposed a
number of static or dynamic defect detection methods [1–4], but most methods need to
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use error handling rules as argorithom inputs. But mining security rules manually is very
inefficient. When performing defect detection for a specific result-sensitive function, the
code mining based defect detection methods [6–12] can automatically infer a specific
security rule from the source code and then detect violations of the rule. However, due
to the variety of implementations of the security usage specification, when multiple
implementations are used in the source code project, the inferred rules may not be
complete, resulting in a large number of false positives, or the inability to infer the
security rules.

This paper believes that although the security usage specification of security-sensitive
functions can be implemented in many ways, the number of instances with wrong usage
is still smaller than the correct implementations. Based on this observation, this paper
proposes a resul-sensitive function defect detection method based on the abnormal invo-
cation behavior identification. Firstly, the proposed method extract behavioral features
from every result-sensitive function instance. Then it try to find the dangerous instances
with abnormal behavioral features. Under the premise that most function instances are
in compliance with the security specifications, if the usage of a call instance is different
from the usage behavior of most instances, then the invocation behavior of this function
instance is an abnormal behavior. And the function instance is a dangerous instance with
defection.

2 Result-Sensitive Function

Result-sensitive function is a typical security-sensitive function. The return value of the
function show the execution of the function is success or failure. Figure 1 is a code block
in the Linux kernel. The functionalloc_workqueue() is a result-sensitive function.

1 fscache_object_max_active =
2 clamp_val(nr_cpus,

;)EVITCA_XAM_DNUOBNU_QW,evitca_xam_tcejbo_ehcacsf3
4
5 ret = -ENOMEM;
6 fscache_object_wq = alloc_workqueue("fscache_object", WQ_UNBOUND,

;)evitca_xam_tcejbo_ehcacsf7
8 if (!fscache_object_wq)
9 goto error_object_wq;
10
11 fscache_op_max_active =
12 clamp_val(fscache_object_max_active / 2,

;)EVITCA_XAM_DNUOBNU_QW,evitca_xam_po_ehcacsf31
14
15 ret = -ENOMEM;

Fig. 1. A code block in the Linux kernel

The function alloc_workqueue(“fscache_object”, WQ_UNBOUND,
fscache_object_max_active) in line 6 assigns the return value to the
variable facache_object_wq, and line 8 checks the return value variable



Mining Defects of Result-Sensitive Function Based on Information Entropy 517

facache_object_wq, if the logical expression !fscache_object_wq is true, it
means that the function instance in line6 executed unsuccessfully, and the program needs
processing for the failure of alloc_workqueue() specially; If the logic expres-
sion !fscache_object_wq is false, it means that the function is executed success-
fully and the program can continue the subsequent business process. The function like
alloc_workqueue is a typical result-sensitive function.

In order to describe the algorithm clearly, we first introduce some definitions that
will be used later, where Definition 2 comes from [6].

Definition 1: Result-sensitive function: When a type of functions is executed, there
are possibilities for success and failure due to different execution environments, and
the success or failure state can be identified by the return value. Programs need to
check the return value to judge the execution state of the function, and perform corre-
sponding processing; if the function executed and failed, but the program processing the
result incorrectly, it may lead to program defects. Such function is called result-sensitive
function.

Definition 2: Nor-Error path/Error path: For a function instance of a result-sensitive
function f , when f is executed successfully, the path from the check statement of the
return value to the exit statement of the caller is called Nor-Error path; when f execution
fails, the path from the check statement execution of the return value to the statement
exiting the function body or ending the program run is called Error path.

According to the definition of the result-sensitive function, the behavior features of
the function instance can be constructed from the following code forms: 1. Check on
the return value; 2. The difference in the number of statements in the two different path
branches; 3. The difference in the number of paths in the two different path branches; 4.
The difference in the use of return value variables in different path branches. The first
three features are used in [6], and the fourth feature is different from [6], which is a new
observation of the characteristics of the use of result-sensitive functions.
Check on the Return Value
According to the definition and security features of the result-sensitive function, it can
be analyzed that after the execution of such a function, the return value must be checked
to determine the execution state of the function, in order to ensure the normal execution
of the subsequent code. And the check of the return value must be performed before it
is used, otherwise this check can not effectively reflect the real execution result of the
function.

The Difference in the Number of Statements in the Two Different Path Branches
In the two branch paths after the check, the correct path completes the subsequent
main function of the program, and the wrong path quickly exits the function body after
completing the necessary cleanup work. The number of statements required for the
correct path is often larger than the number of statements on the wrong path.

The Difference in the Number of Paths in the Two Different Path Branches
Since the correct path needs to complete the subsequent business functions, and the error
path only needs to complete a single exit function, the correct path usually has a more
complicated logical structure than the wrong path. Generally, the number of paths on
the correct path is larger than the error. The number of paths on the path.
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The Difference in the Use of Return Value Variables in Different Path Branches
There are two commonmodes for the function to pass the execution result to the external
environment: one is to pass the execution result into the parameter and the other is to
pass it out through the return value.

For the result-sensitive function that adopts the second data transfer mode, when the
user uses the return value variable, in the correct path, the return value variable holds
useful data, which is used in subsequent subsequent business functions, so there is The
access operation to the return value variable; on the error path, the return value variable
is only a sign of success or failure as a function, there is no useful data required to
complete the business function, so it is generally not accessed operating.

The error value of the result-sensitive function often occurs in the following two
situations: First, after the function is executed, the function execution is not determined
according to the return value, which may cause the subsequent code to execute the code
in the wrong running environment and cause the defect. Second, due to negligence, the
error handling code is executed on the successful path of the result-sensitive function,
and the business function code is executed on the failed path. According to the above
analysis, the behavioral feature vector of the result-sensitive function is extracted from
the following four aspects: the return value is checked before use, the difference in
the number of statements in the path branch, the difference in the number of paths in
the path branch, and the return value variable in different paths. Differences in usage
in the branch. If the behavior feature vector of a call instance of the target function
is significantly different from the behavior feature vector of other call instances, the
invocation behavior of the call instance may be considered abnormal, and there may be
a security flaw.

3 Mining Defects of Result-Sensitive Function

The dangerous instance detection method of the result-sensitive function proposed in
this paper is shown in Fig. 2. The first is to use the behavior extraction process. The
behavior of the result-sensitive function is defined in four aspects: the return value is
checked before use, the difference in the number of statements in the path branch, the
difference in the number of paths in the path branch, and the difference in the use of the
return value variable in different path branches. Then, the abnormal behavior is judged.
The information entropy is used to measure the abnormal degree of the behavior vector
of each instance. The calling instance with high degree of abnormality is identified as a
dangerous instance with possible defects.

3.1 Extract Usage Features

In order to extract the behavior vector of the function call instance, first define the
behavior vector bv of the result-sensitive function as Eq. (1).

bν = (
ν(pcheck), ν(pstmt), ν(ppath), ν(pused )

)
(1)

and,

pcheck = {��The return value was checked before using′′}
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Check on the return value

The difference in the number of statements in the 
two different path branches

 The difference in the number of paths in the two 
different path branches. 

The difference in the use of return value variables 
in different path branches

Fig. 2. Mining defects of result-sensitive function

pstmt =
{ ��The count of statementsin Nor − Error path

is much more than it in the Error path′′

}

ppath =
{ ��The count of paths in Nor − Error path

is much more thant it in the Error path′′

}

pused = {��The return value is used only in Nor − Error path′′}

And their values are defined as Eq. (2):

v(pcheck) =
{
1,Check before using the return value
0, others

v(pstmt) =
⎧
⎨

⎩

1,�� the counts of statements in Nor − Error path is
muchmore than it in the Error path′′
0, others

v
(
ppath

) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, the counts of paths in Nor − Error path is
muchmore than it in the Error path

−1, the counts of paths in Error path is much
more than it in theNor − Error path

0, others
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v(pused ) =
⎧
⎨

⎩

1, the return variable is used only in Nor − Error path
−1, the return variable is used only in Error path
0, others

(2)

For the path path1, path2, if the ratio between the number of statements of path1 and
the number of statements of path2 is greater than the threshold λstmt_obv, the number of
statements indicating path1 is much larger tharn. path2; If the ratio between the number
of paths of path1 and the number of paths of path2 is greater than the threshold λpath_obv,
the number of paths indicating path1 is much larger than path2.

Algorithm 1. Extract the feature
procedure GetSecFeature(
if statement is condition:

4 if == NULL

6 = ExtractPath( )
if == NULL

8: return
9 for do /
10 for statement in

if in statement
11 return
12 return

For a result-sensitive function F , its instance set is InsSetF = {f1, f2 . . . fn}. The
specific steps of extracting the behavior vector of the function instance fi are as follows.

Step 1: Use Algorithm 1 GetSecFeature() to get the value of v(pcheck). If the return value
is true, v(pcheck) = 1, go to Step 2; if the return value is false, it means that the return
value is not checked, so there is no correct path. And the wrong path, set v(pcheck) = 0,
v(pstmt) = 0, v

(
ppath

) = 0 , v(pused ) = 0, exit.
Step 2: Get the number of statements on the two path branches, the number of paths,
and the use of the return value variable.
Step 3: The path branch with a large number of statements is taken as the correct path,
denoted as rPath, and v(pstmt), v

(
ppath

)
, v(pused ) are calculated according to Eq. (2).

The behavior vector for the instance fi can be expressed as (3)

bv(fi) =
(
v(fi,pcheck ), v(fi,pstmt), v(fi,ppath), v(fi,pused )

)
(3)

3.2 Abnormal Feature Judgment

After obtaining the behavior vectors of all the call instances of the result-sensitive func-
tion F, information entropy is introduced to calculate the degree of abnormality of each
behavior vector.
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The specific steps for calculating the entropy value of the jth component v(fi,pj) in
the behavior vector of the calling instance fi are:

Step 1: Construct the lexicon of the j-th component in the behavior vector Word(pj),
which consists of the j-th component of all call instances.
Step 2: The information entropy of the j-th behavioral class v(fi,pj) of the instance fi is
calculated using Eq. (4).

H
(
fi, pj

) = − 1

lg(N )
× proj × log2

(
proj

)
(4)

Among them, proj is the frequency of v(fi,pj) appearing in the word bag Word(pj).
Step 3: Calculate the information entropy of the instance fi using Eq. (5)

H (fi) = H
(
fj, pcheck

) + H
(
fj, pstmt

) + H
(
fj, ppath

) + H
(
fj, pused

)
(5)

Finally, the larger the entropy value of the behavior vector, the greater the difference
between the instance and the other instances of the function return value processing. The
probability that the instance is a dangerous instance is greater.

4 Experiment and Analysis

This experiment verifies the defect detection algorithm of this paper. CVE-2019-16232
is a recently discovered vulnerability. The vulnerability is discovered in the code of
drivers/net/wireless/marvell/libertas/if_sdio.c of Linux kernel version 5.2.14.

As shown
in Fig. 3, call alloc_workqueue(“libertas_sdio”, WQ_MEM_RECLAIM,
0) in line 2, and assign the return value to the variable card->workqueue.
After the execution ends, the program does not check the function instance is suc-
cessfully executed or not. Checking the return value card->workqueue, when
alloc_workqueue(“libertas_sdio”, WQ_MEM_RECLAIM, 0) fails, it will
cause a null pointer release error in subsequent code.

Fig. 3. Code block in CVE-2019-16232

As shown in Table 1. The table lists the extraction results of the behavior vectors of
all 9 call instances of alloc_workqueue() in the source code repository.
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Table 1. Features of alloc_workqueue()

Location of
callee

Feature vector Entropy

pcheck ppath pstmt pused

if_sdio.c:
1181

0 0 0 0 1.240

if_spi.c:
1157

1 1 1 0 0.606

main.c: 70 1 0 1 0 0.816

cfg80211.c:
3076

1 1 1 0 0.606

cfg80211.c:
3064

1 1 1 0 0.606

main.c:
1520

1 1 1 0 0.606

main.c:
1511

1 1 1 0 0.606

main.c:
1675

1 1 1 0 0.606

main.c:
1666

1 1 1 0 0.606

According to formulas (4) and (5), the entropy values of the feature vectors of the
nine call instances can be calculated. The data in Table 1 shows that the instance position
is if_sdio.c: 1181 The call instance of 1181 has the largest entropy value, which may
be a call with a defect. Example. This test result is consistent with the actual situation
in the CVE-2019-16232 report. Experiments show that this paper proposes that the
result-sensitive function defect detection method is effective.

5 Summary

The result-sensitive function is a typical security-sensitive function, and misuse of such
function could lead tomany kinds of software defects. A defect detectionmethod focused
on the result-sensitive function was proposed based on identification the abnormal invo-
cation behavior. The invocation behavior was expressed as a feature vector, which consti-
tutes by four features, namely “The return value was checked before using”, “The count
of statements in Nor-Error path is much more than it in the Error path”, “The count of
paths in Nor-Error path is much more than it in the Error path”, and “The return value
is used only in Nor-Error path”. And then the information entropy is used to measure
the degree of abnormality of the behavior vector, and the instance with high degree of
abnormality is identified as a dangerous instance with defect. Finally, the effectiveness
of the method was verified by a experiment.
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Abstract. Current research on information hiding technology is con-
stantly developing towards the diversification of carriers and the com-
plexity of algorithms. But research on how to effectively combine diverse
carriers and steganography algorithms to construct high-security, large-
capacity and high-robust parallel algorithms is not sufficient. To deal
with this challenge, we present a multi-dimensional information hiding
model in the presence of a steganayst and give a formal definition of
the model. Furthermore, we define in detail behavioral constraints of
each participant in the model, and clarify the capabilities and possible
risks of each participant in multi-dimensional information hiding com-
munication. Finally, based on information theory and attacker detection
theory, the quantitative evaluation of the security of multidimensional
information hiding model is given. All in all, the model clearly describes
the principle of multi-dimensional information hiding. At the same time,
it can provide a certain theoretical basis for designing a specific multi-
dimensional algorithm.

Keywords: Network steganography · Steganalysis · Security
evaluation

1 Indtroduction

As a useful supplement to traditional encryption technology, information hiding
is to hide secret information into digital carriers, making it difficult for third
parties to detect the existence of information. With the development of network
communication technology, the combination of information hiding and network
has given birth to an important branch – network steganography [8,16,30].

The development of network steganography has gone through the following
stages. In the early days, the covert communication technology mainly based
on computer-understandable network protocols was called network covert chan-
nel. Network covert storage channels (CSC), covert timing channels (CTC)
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[1,19,22,26] have appeared successively. Subsequently, there appeared a network
steganography of human-understandable multimedia data as an information car-
rier. Various steganographic algorithms based on compressed audio, video and
various codecs have been proposed [15,28]. In recent years, network steganogra-
phy has been further deepened and diversified in two directions.

Firstly, with the emergence of new technologies such as big data, cloud com-
puting, and Internet of Things, the research focuses on how to use new carriers
for steganography and steganalysis. Most studies [5,10,27] still focus on how to
construct novel covert channels with good compromises in security, capacity, and
robustness.

Secondly, network protocols are multi-carrier composite, so it is also an
important direction to study how to use multiple steganographic algorithms
to construct multi-dimensional covert channels with larger capacity and higher
security. In 2010, Mazurczyk et al. [17] proposed a hybrid steganographic method
LACK that combines covert storage channels and covert timing channels. In
2018, Xu et al. [29] proposed a hybrid covert channel for the LTE environment.
The authors first improved the CTC, proposed a new convert timing channel, and
then constructed a CSC to transmit synchronization signals at the MAC layer.
Unlike traditional single-type carriers, VoIP is an interactive network streaming
media that combines multiple carriers, including network protocols, audio, video,
and text messaging. It has the inherent advantages to build multi-dimensional
covert channels. Fraczek et al. [7] proposed the concept of multi-layer steganogra-
phy based on VoIP streams. After years of research, Ker et al. [12,14] established
the theory and safety evaluation basis of batch steganography.

Furthermore, the advancement of information hiding technology is insepa-
rable from the breakthroughs in basic theories such as steganographic model,
security assessment, and secure capacity calculations. To date, covert communi-
cation model based on information theory is arguably one of the most widely used
models. In 1998, Zöllner et al. [31] first gave the definition of information entropy
for steganographic security, which provided a way of thinking for the study of
steganographic security. Cachin [2] defined an information-theoretic model for
steganography with a passive adversary. In his opinion, steganographic analy-
sis could be interpreted as a hypothesis testing problem and the security was
defined by relative entropy. In addition to information theory based modeling
and security analysis methods, Hopper et al. [9] defined a steganographic secu-
rity based on computational complexity. Chandramouli et al. [3] recommended
measuring security from the perspective of an attacker. They gave new defini-
tons for steganography security and steganographic capacity. However, research
on the multi-dimensional information hiding model is still insufficient.

This paper focuses on covert communication with multi-protocol carrier rep-
resented by VoIP. First, we present a multi-dimensional information hiding model
in the presence of a steganayst. Then functions and behavior constraints of the
participating parties in the model are introduced in detail. Finally, based on
information theory and attacker-based security theory, a set of mathematical
formulas that quantify the security of the new model is given.
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In summary, this work makes the following contributions:

1. Combined with the characteristics of VoIP multi-protocol, a VoIP layered
covert communication model with passive attacker is proposed and a formal
definition is given. The characteristics and attributes of the layered model are
studied.

2. We define the tasks of all participating parties in the model, and refine the
behavioral constraints of senders, receivers and passive attackers in multi-
dimensional covert communication.

3. From the perspective of attacker, we give quantitative indicators of the secu-
rity of multi-dimensional information hiding models. Further mathematical
reasoning supporting these indicators is given. Some results are given to guide
the design of multi-dimensional convert communication.

The rest of the paper is organized as follows. Section 2 discusses related work
on existing steganography model, security evaluation and multi-dimensional
steganography. Section 3 provides some information on terminologies and nota-
tions used in the paper. Section 4 presents a VoIP-based covert communication
model, followed by the formal definition of the model and behavioral constraints
on the participants in the model. Section 5 details quantitative analysis of the
security by mathematical reasoning. Finally, we conclude the paper and discuss
future work in Sect. 6.

2 Related Work

In the field of information hiding, the most famous model is the prisoner model
proposed by Simmons et al. [23] This model could well explain the principle
of covert communication, but it was not enough to describe the entire covert
communication system. Zöllner et al. [31] first gave the definition of information
entropy for steganographic security, which provided a way of thinking for the
study of steganographic security. However, due to the complexity of comput-
ing conditional entropy of the carriers, the proposed security definition cannot
be used to guide the design of steganographic algorithm. Cachin [2] defined an
information-theoretic model for steganography with a passive adversary. In his
opinion, steganographic analysis can be interpreted as a hypothesis testing prob-
lem and the security was defined by relative entropy. His theoretical results have
been widely used.

Moulin et al. [18] presented an information-theoretic analysis of information
hiding. They formalized some notions, evaluated the hiding capacity and quan-
tified the fundamental tradeoff between the achievable information-hiding rates
and the allowed distortion levels for the information hider and the attacker.
Based on Moulin’s work, Wang et al. [25] further proposed how to build a
perfectly secure steganography system. Sallee et al. [21] studied the maximum
embedded capacity in a specific steganalysis algorithm and gave a way to get
the maximum embedded capacity. Cox et al. [4] studied the steganographic secu-
rity and security capacity when there is a correlation between secret information
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and the carrier, pointing out that the security capacity increases when the secret
information and the carrier are independent of each other. Sullivan et al. [24]
modeled the carrier using Markov chains and described steganographic security
based on the divergence distance between the transition probability matrices
before and after embedding.

Ker et al. [6,11,13] studied the square root law of steganographic capacity
and give a formal proof of this law for imperfect stegosystems. In the follow-
up work [12,14], they established the theory and safety evaluation basis of
batch steganography. Sajedi et al. [20] presented an adaptive batch steganog-
raphy (ABS) approach and an ensemble system using steganalyzer units, which
can benefit from better classification performance than individual classifiers and
more resilience to noise. Fraczek et al. [7] proposed the concept of multi-layer
steganography based on VoIP streams. In their approach, the corresponding
steganographic algorithm could be chosen to increase hidden capacity and con-
cealment. The disadvantage is that the model was too complex and lacked uni-
versality. In addition to information theory based modeling and security analysis
methods, Hopper et al. [9] defined a steganographic security based on compu-
tational complexity. Chandramouli et al. [3] recommended measuring security
from the perspective of the attacker and solving security capacity. Then they
gave new definitons for steganography security and steganographic capacity in
the presence of a steganayst.

3 Terminologies and Notations

Streaming media refers to the form of audio, video, and multimedia files that
are streamed over the network. Streaming is to divide a multimedia file into a
group of data packets through a special compression method. Here each packet is
represented by p(k), k is the packet sequence number. Then a piece of streaming
media containing N packets can be expressed as PN (k) =

⋃N−1
k=0 p(k) .

Hidden features are a set of carrier features suitable for information hiding
extracted from a stream, denoted as symbol ωi, 0 ≤ i ≤ L − 1, where L is the
total number of hidden features extracted from a stream of long N . Such features
include IP packets timing intervals, RTP and RTCP protocol fields, or speech
encoder parameters, and so on. The L hidden features constitute a hidden feature
set, which is denoted by the symbol Ω(PN (k)) = (ω0, ω1, . . . , ωL−1). However,
not all of the extracted L features can serve as carriers for information hiding.
Due to the correlation between the carriers, the modification of one carrier by the
steganography algorithm may affect the concealment of the other carrier. Only
under the control of some hidden strategy, the hidden features are transformed by
a certain mapping, and the resulting multi-dimensional information hiding can
achieve more than the steganographic security and capacity of a single carrier.
Here we select n mutually orthogonal features from the hidden feature set to
form an n-dim hidden space, denoted as Cn(PN (k)) = {ci | i = 0, . . . , n − 1}.
The hidden function refers to some transformation and inverse transformation of
the carrier features C and the secret message M to obtain stego carriers S. Here,
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F,G denotes the embedded function and the extraction function, respectively.
The steganography process satisfies G(F (C,M,K)) = M , where K is the control
key for steganography.

For multi-protocol carriers, many steganographic algorithms can be used in
parallel to embed secret message. For some feature ci in n−dim hidden space, fi

(ci) represents the hidden function corresponding to the feature ci. Each hidden
function and hidden feature can be a one-to-one relationship or a many-to-one
relationship. Therefore, the hidden function vector corresponding to the n−dim
hidden space is defined as,

F (Cn(P (k))) = (f1(c1), f2(c2), . . . , fn(cn)). (1)

4 VoIP-Based Covert Communication Model

4.1 Model Framework and Formal Definition

There are three types of participants in this model: Alice, Bob, and Eve, which
are covert sender, receiver and passive attacker, respectively. Alice and Bob
intend to conduct covert communication through some kind of VoIP system. In
the normal communication process between the two parties, Alice hides the secret
information into the normal VoIP stream by some means of steganography. After
receiving the synchronization information, Bob begins to extract secret message
from the stego carriers and obtains the information after decryption. During the
communication process, in addition to channel noise interference, there may be
an attacker Eve, which is intended to detect whether there is secret information
in the normal VoIP stream, or even destroy the communication process. The
former is called passive attack and the latter is active attack. In this paper, we
focus only on the most common forms of attack – passive attack (see Fig. 1).

Suppose Σ is a VoIP multi-dimensional information hiding model. Let
Σ = 〈C,M,K, S,Enc,Dec,Div, Com,F,G, ϕ, Fi〉, where each symbol means
the following,

C : C(c1, c2, . . . , cn) represents a set of VoIP hidden features (see Sect. 3).
M : M is set of secret message.
K : K(Ke,Ks) is a set of encryption key Ke and steganographic control key

Ks.
S : S(s1, s2, . . . , sn) represents a set of composite stego carriers generated

after steganography based on n hidden features.
Enc : M

′
= Enc(M,ke) represents the encryption function. Alice encrypts

secret message before embedding it to ensure the information security. This
process has no effect on the security of the covert communication system.

Dec : M = Dec(M
′
, ke) represents the decryption function. Bob decrypt the

original information after extracting the information.
Div : Div(M

′
) = (m

′
1,m

′
2, . . . ,m

′
n) stands for secret message splitting func-

tion. The encrypted message is divided into n fragments. Each fragment corre-
sponds to a steganographic algorithm and hidden feature.
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Fig. 1. VoIP-based covert communication model

Com : M
′

= Com(m
′
1,m

′
2, . . . ,m

′
K) represents secret message synthesis

function. The extracted n fragments are combined into a complete secret mes-
sage.

F : F (f1, f2, . . . , fp) represents a set of embeddable functions, F ⊂ F (see
Sect. 3).

G : G(g1, g2, . . . , gL) represents a set of extraction functions. A fragment m
′
i

can be calculated by m
′
i = fi(s

′
i).

ϕ(•) denotes a multi-dimensional steganography control function, which
effectively combines multiple steganography algorithms and carriers to obtain
an algorithm with higher security and larger capacity.

Γi : Γi(si) → {0, 1} denotes decision function to decide whether steganogra-
phy has occurred.

4.2 Behavioral Constraints on the Participating Parties

During the covert communication, the operations performed by Alice are as fol-
lows. Firstly, Alice encrypt secret message to prevent secret information that
was successfully extracted from leaking. Next, Alice divides secret message into
fragments according to the granularity of different hidden feature requirements.
Alice has a relatively complete steganogrpahic algorithms and carrier library.
She can choose different combinations of algorithms and carriers according to
constraints of the network environment, security level of secret message, risk
of attack, and the like. Finally, Alice should complete steganography under the
premise of guaranteeing the quality of VoIP, and ensure that the carrier distor-
tion caused by steganography is optimal. That is, VoIP stream is statistically
indistinguishable before and after steganography. For Alice, all operations should
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satisfy the following formula,

S = φ(F (C,M
′
,Ks)) (2)

s.t.
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

G(S,Ks) = C,

I(M
′
, S) ≤ ε,

di(ci, si) ≤ Di, ci ⊂ C, si ⊂ S,

d(C,S) ≤ min(d1, d2, . . . , dn),
O(φi) ≤ Cmax, O(φ1, φ2, . . . , φL) ≤ Cmax.

(3)

where, Cmax denotes the upper bound of the computational complexity of the
covert communication system, Di is the upper bound of statistical distortion that
the carrier can tolerate, and ε is a minimum value close to 0, indicating that
even if stego carriers are obtained almost no information is achieved. In addition,
the distortion caused by multi-dimensional steganography cannot exceed the
minimum distortion caused by a single steganography.

Receiver Bob needs to extract secret message from the stego stream. Bob
first needs to know when to start extracting secret information. Synchroniza-
tion is also an urgent problem to be solved in covert communication. This
paper does not do in-depth research. Bob performs g(si) = m

′
i to get each

steganographic fragment. Then he continue to execute the synthesis function
Com(m

′
1,m

′
2, . . . ,m

′
K) to get the complete secret message M

′
. So Bob is con-

strained as M
′
= Com(G(S)).

The primary goal of passive attacker is to detect and identify covert com-
munication. If a passive attacker obtains the original carrier, there will always
be a way to discover the existence of covert communication by comparing the
statistical structure of the original carriers and the stego carriers. In reality,
the attacker does not have any information about steganographic algorithms
and key except the suspect data to be detected and the detecting result indi-
cators. Therefore, Eve needs to filter the data from the target traffic to get
the hidden features, and then extract the classification features that can fully
reflect the changes of the carrier before and after steganography. For a stream-
ing media PN (k), assume that the attacker filters it to get N hidden features
(ω0, ω1, . . . , ωN−1). The attacker first makes a steganographic judgment for each
hidden feature, and obtains N decisions Γ0(ω0), Γ1(ω1), . . . , ΓN−1(ωN−1). Using
the idea of integrated classification [3], N decision results are further judged and
the final decision Γ is given. Γ has false alarm rate α and missed alarm rate β,
respectively defined as,

{
α

def
= P (Γ = 0 | S = 1),

β
def
= P (Γ = 1 | S = 0).

(4)
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5 Security Measure and Analysis

It can be seen from the above that the detection result of steganalysis algo-
rithm can measure the security of the steganographic algorithm. If the detection
algorithm has high detection accuracy, the security of the steganography algo-
rithm is low. Conversely, if the detection algorithm has low detection accuracy,
it indicates that the steganography algorithm has high security and is difficult to
detect. Of course, the security of the steganographic algorithms mentioned here
is only relative. As the attacker masters the carrier knowledge, the capability
of steganalysis is continuously improved, and the security of the steganographic
algorithm is continuously reduced. Therefore, steganography and steganalysis
is a game process. It is one-sided to discuss the security of the steganography
algorithm.

As we know, steganalysis can be viewed as a two-class problem. Here the
normal carriers are assigned to the negative category and the stego carriers in
the positive category. Three statistical indicators are used to measure the classi-
fication efficacy of steganalysis, i.e. false positive rate (FPR), false negative rate
(FNR), and accuracy (ACC). Figure 2 shows the confusion matrix for steganal-
ysis.

Fig. 2. The confusion matrix for steganalysis

As can be seen from Fig. 2, the attacker will inevitably make two mistakes.
The cover carrier is mistaken as a stego carrier and is called type I error (false
alarm rate α). The stego carrier is mistaken as a normal carrier and is called
type II error (missing alarm rate β). The purpose of steganalysis is to increase
the detection accuracy under the premise of the lowest false alarm rate and
missed alarm rate. But if the two cannot be reduced at the same time, it is nec-
essary to decide which indicator to give priority to according to the application
requirements.

Moreover, when the proportion of positive and negative samples varies
greatly, TPR and FPR can not reflect the detection effect of the classifier well.
However, an ROC graph can depict relative tradeoffs between benefits (true
positives) and costs (false positives). Figure 3 shows an ROC graph with Three
classifiers labeled A through C. Point A(0, 0) in the figure is the ideal target
point and the classification performance is best. A good classification model
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Fig. 3. A ROC graph showing three discrete classifiers

should be as close as possible to Point A(0, 0), away from the points (such as
point B(0.5, 0.5)) in the main diagonal line. So we can use the distance of a
classifier in the ROC chart from a reference point as a quantitative indicator to
measure the security of the corresponding steganography algorithm. For exam-
ple, point B is used as a reference point. When a point is closer to point B, the
classification effect is worse, and the algorithm security is higher. Conversely,
the better the classification effect, the higher the algorithm security.

Assuming that the prior probability of streaming media as a stego carrier
is ps, then P (S = 0) = ps, P (S = 1) = 1 − ps. For any point X, the joint
probability distribution of the carrier S and the decision Γ can be calculated as
follows,

PX(S, ΓX) = P (ΓX | S)P (S) =
[
(1 − α)pS αpS

(1 − pS)β (1 − α)(1 − pS)

]

(5)

For point B,

PB(S, ΓB) =
[

0.5pS 0.5pS

0.5(1 − pS) 0.5(1 − pS)

]

(6)

Then, the relative entropy of point X and point B is calculated as follows,

D(PB(S, ΓB) ‖ PX(S, ΓX))

=
[

0.5pS 0.5pS

0.5(1 − pS) 0.5(1 − pS)

]

‖
[
(1 − α)pS αpS

(1 − pS)β (1 − α)(1 − pS)

]

= −0.5pS log2 α(1 − α) − 0.5(1 − pS) log2 β(1 − β)

(7)

From the calculation results of relative entropy, the following conclusions can
be drawn.
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1. Since 0 < α, β < 1, 0 < ps < 1,D(PB(S, ΓB) ‖ PX(S, ΓX)) ≥ 0 can be
obtained.

2. ∂D(PB(S,ΓB)||PX(S,ΓX))
∂pr

= −0.5 log2 α(1 − α) − 0.5 log2 β(1 − β)

Suppose ∂D(PB(S,ΓB)||PX(S,ΓX))
∂pr

≤ 0, then
−0.5 log2 α(1 − α) − 0.5 log2 β(1 − β) ≤ 0,
and,
α + β ≥ 1
In general, α and β of an effective detection algorithm are all in the range of
[0, 1], and both take relatively small values. So α + β ≥ 1 does not match the
actual situation. The assumption is not true. So D(PB(S, ΓB) ‖ PX(S, ΓX)) ≥
0 is established. It can be seen that the more a priori knowledge the attacker
has, the higher the detection ability and the worse the security of steganog-
raphy algorithm.

3. The closer D(PB(S, ΓB)||PX(S, ΓX)) is to 0, the closer the ROC curve is
to the random guess line, indicating that the worse the detection effect, the
higher the safety. Conversely, the farther away the ROC curve is from the
random guess line, the better the detection effect and the lower the security.

6 Conclusion

In this paper, we present a multi-dimensional information hiding model in the
presence of a steganayst and give a formal definition of the model. We clearly
describes working principle of multi-dimensional information hiding model, and
then analyze the behavior constraints of each participant in the model in detail.
The proposed model can provide some theoretical guidance for designing related
steganography algorithms and steganalysis algorithms. Finally, Based on infor-
mation theory and attacker detection theory, a method for quantitative analysis
of the security of multi-dimensional information hiding model is proposed.

In the future, we will continue to study security capacity and robustness in
the multi-dimensional information hiding model. And under the guidance of the
model, try to design a multi-dimensional information hiding algorithm.
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Abstract. A new similarity measurement method of vague value is proposed
which compare with the existing similarity measurement methods. The proposed
methodhas gooddistinguishing degree and less computation steps and timeswhich
possess the basic properties and satisfying similarity measurement. By the data
analysis of data membership degree investigate the pattern recognition to achieve
the measuring. Moreover, comparison with the results of both methods has proved
that proposed method is a more reasonable way to measure the similarity of Vague
value, Finally, the method is proved to be effective in fault diagnosis.

Keywords: Vague value · Similarity · Fault diagnosis · Pattern recognition

1 Introduction

In general, people make decisions about certain things that often get the desired results
based on incomplete, inaccurate or vague information, and inaccurate or vague informa-
tion. The results will be almost the same when dealing with this information by using
human thinking simulating with a computer. Fuzzy set theory plays an important role
in intelligent systems such as fuzzy control, fuzzy expert systems and fuzzy decision
support systems. In the literature, Zadeh proposed a fuzzy set [1]. Fuzzy set theory,
the value of membership is determined by the closeness of membership, but the truth
membership and false membership cannot be expressed at the same time. This indicates
that fuzzy set theory is not the best tool for dealing with ambiguity.

To overcome the shortcomings of fuzzy set theory, Gau and Buehrer proposed a
new Vague set theory in 1993 to deal with fuzzy information [2]. In the Vague set
which each subject is given a certain degree of membership but the difference is that
the degree of membership is a subinterval of [0, 1]. This subinterval not only provides
evidence supporting x ∈ X but also provides evidence for x ∈ X. For example, 10
people were asked to vote on an even and the results for three cases were “support”,
“opposition” and “abstain”. As a result, five people voted for the event which have
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three opposed and two abstained that is impossible to process such fuzzy information
with fuzzy sets. The concept of fuzzy sets enriches the way. people describe things and
promotes the development of patterns recognition, machine learning and other fields.
The similarity measure of fuzzy values is the basis of fuzzy research, and it is of great
significance for the research of artificial intelligence such as knowledge representation
and pattern recognition. The similarity measure of Vague values has attracted extensive
attention from many scholars all over the world and the similarities have been studied
by using different ways [3–10]. Chen [3, 4] proposed a method for Vague set similarity
metrics. Hong et al. illustrate the irrationality of Chen’s Vague set similarity measure
with excellent examples, and propose a new Vague set similarity measure [5].

2 Vague Set

Definition 1: Let U be the universe of discourse,∀x ∈ U, a vague set A in U is chartered
by a truth-membership function tA(x) and false-membership function fA(x)

tA : U → [0, 1] fA : U → [0, 1]

Where 0 ≤ tA(x) + fA(x) ≤ 1.tA(x) is a true-membership function, the lower bound
of membership degree expressing support x ∈ A.fA(x) is a false-membership function,
the lower bound ofmembership degree expressing against x ∈ A. uA(x) = 1 − tA(x) −
fA(x) is called vague degree. It describes the unknown degree of x relative to the vague
set and is a measure of the unknown information of x relative to A.0 ≤ uA(x) ≤ 1,
The larger the uA(x) value, the more unknown information.

When U is continuous, a vague set A can be written as Eq. (1).

A = ∫[
tA(x), 1 − fA(x)

]
/xdx x ∈ U (1)

When U is discrete, a vague set A can be written as Eq. (2)

A =
∑n

i=1
[tA(xi), 1 − fA(xi)]/xi xi ∈ U (2)

For example, assume that U = [1–5]. Small is a vague set of U defined as
Small = [0.5, 0.8]/1 + [0.7, 1]/2 + [0.3, 0.9]/3.

Definition 2: Let x be a vague value, x = [
tA(x), 1 − fA(x)

]
, where 0 ≤ tA(x) ≤

1 − fA(x) ≤ 1, the vague value x can be divided into three parts: tA(x) is the truth-
membership part,fA(x) is the false-membership part and uA(x) = 1 − tA(x) − fA(x) is
the unknown part.

For example, if
[
tA(x), 1 − fA(x)

] = [0.6, 0.8], then we can see that tx = 0.6;
1 − fx = 0.8 → fx = 0.2 ux = 1 − tx − fx = 1 − 0.6 − 0.2 = 0.2. It can
be interpreted as the degree that objects x belongs to vague set A is 0.6; the degree
that objects x does not belong to vague set A is 0.2. If interpreted by ballot, it can be
interpreted as 6 votes for support, 2 votes against and 2 abstentions.
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3 Vague Operations and Relational Rules

Let x = [
tx, 1 − fx

]
, y = [

ty, 1 − fy
]
, tx, fx, ty, fy ∈ [0, 1], 0 ≤ tx + fx ≤ 1, 0 ≤

ty + fy ≤ 1.
Vague value operations and relational rules are as Eq. (3) and (4).

x ∧ y = [
min

(
tx, ty

)
, min

(
1 − fx, 1 − fy

)]
(3)

x ∨ y = [
max

(
tx, ty

)
, max

(
1 − fx, 1 − fy

)]
(4)

x ≥ y ⇔ tx ≥ ty & fx ≥ fy (5)

x = [
fx, 1 − tx

]
(6)

Let A and B be two vague sets on the U, such as Eq. (5) and (6).

A =
∑n

i=1

[
tA(xi), 1 − fA(xi)

]
/xi (7)

B =
∑n

i=1

[
tB(xi), 1 − fB(xi)

]
/xi (8)

Vague sets operations and relational rules are as Eqs. (5)–(8)

A ⊆ B ⇔ ∀x i ∈ V , tA(xi) ≤ tB(xi)& fA(xi) ≥ fB(xi) (9)

A = B ⇔ ∀xi ∈ V , tA(xi) = tB(xi)& fA(xi) = fB(xi) (10)

A ∩ B =
∑{[

tA(xi), 1 − fA(xi)
] ∧ [

tB(xi), 1 − fB(xi)
]}

/xi (11)

A ∪ B =
∑{[

tA(xi), 1 − fA(xi)
] ∨ [

tB(xi), 1 − fB(xi)
]}

/xi (12)

A =
∑n

i=1

[
fA(xi), tA(xi)

]
/xi (13)

4 Old Vague Similarity Measurement Method

In Ref. [3, 4], Chen defined a similarity measure Mc between the vague values x and y,
denoted by Mc(x, y);

Mc = 1 − |S(x) − S(y)|
2

= 1 −
∣∣(tx − ty

) − (
fx − fy

)∣∣

2
(14)

In Ref [5], Hong and Kim illustrate the problems of Mc and propose a modified
method Mhk, denoted by Mhk (x, y);

Mhk(x, y) = 1 −
∣∣tx − ty

∣∣ + ∣∣fx − fy
∣∣

2
(15)
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In Ref [6], Li Fan et al. illustrate the problems of Mc and propose a modified method
Mlf, denoted by Mlf (x, y);

Mlf = 1 − |S(x) − S(y)|
4

−
∣∣tx − ty

∣∣ + ∣∣fx − fy
∣∣

4
(16)

In Ref [7], Li Yanhong et al. proposed a similarity formula based on distancemeasure
on the basis of Mlf, which is named Mlyh.

Mlyh(x, y) = 1 −
√(

tx − ty
)2 + (

fx − fy
)2

2
(17)

In Ref [8], Yan Deqin et al. proposed a similarity formula based on distance measure
on the basis of Mlyh, and the unknown parts is considered, which is named Mlyh.

Mydq(x, y) = 1 −
√(

tx − ty
)2 + (

fx − fy
)2 + (

πx − πy
)2

2
(18)

Although Mydq takes into account the unknown part, in the measurements of [0, 0],
[0, 1] and [0, 1], [1, 1], the results are all zero, which is not reasonable. It is possible for
the unknown part to vote in favour or against, so the unknown part can be divided into
three parts, txπx,.fxπx, .πxπx. so Vage value is denoted

(
t′x, f ′

x , π ′
x

) = (tx + tzπx, fx + fxπx, πx + πxπx)

In Ref [9], Liu Huawen illustrate the problems of Mydq and propose a modified
method Mlhw, denoted by Mlwh (x, y)

Mlwh(x, y) = 1 −
∣∣∣
(
t′x − f ′

x

) −
(
t′y − f ′

y

)∣∣∣ + 2
∣∣∣
(
t′x + f ′

x

) −
(
t′y + f ′

y

)∣∣∣

4
(19)

InRef [10],DengWeibin et al. illustrate the problems ofMydq and propose amodified
method Mdwb, denoted by Mdwb (x, y)

Mdwb(x, y)

= e
−

(
(tx − ty)

2

1+ tx + ty
+ (fx − fy)

2

1+fx+fy
+ (S(x) − S(y))2+(|tx +πx|−|ty +πy|)2 + (|fx +πx|−|fy +πy|)2

)

(20)

This method can solve the similarity problem of Vague very well and has a high
degree of discrimination, but it does not give a good definition for some special values
such as [0, 1] and the calculation is complex

5 Similar Properties of Vague Value

Let x and y be two vague values x = [
tx, 1 − fx

]
, y = [

ty, 1 − fy
]
, 0 ≤ tx ≤

1 − fx ≤ 1, and 0 ≤ ty ≤ 1 − fy ≤ 1, defined a similarity measure M(x, y) between
the vagues x and y. M(x, y) has the following properties
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Property 1: ∀x, y ∈ A, 0 ≤ M(x, y) ≤ 1;

Property 2: ∀x, y ∈ A, M(x, y) = M(y, x);

Property 3: ∀x, y ∈ A, M(x, y) = 1if and only if x = y;

Property 4: ∀x, y ∈ A, M(x, y) = 0 if and only if x = [0, 0], y = [1, 1] or x =
[1, 1], y = [0, 0];

Property 5: ∀x ∈ A, y = [0, 1], the value of M (x, y) can be any value in the [0, 1]
interval and is denoted as ∀[0, 1].

Properties 1 to 4 are obvious and necessary for similarity measurement of vague
values that the proof is omitted because it is easy to check. The Vague values of y in
property 5 are special. y = [0, 1], ty = 0, fy = 0, uy = 1. It means that no one
supports or opposes it. Their attitude is unknown and is meaningless to compare it with
any vague value. Therefore, we stipulate that its M (x, y) value is any value in the [0, 1]
interval.

6 New Similarity Measure for Vague Values

In order to better measure the similarity between vague values, this paper proposes a
new measurement method based on the study of previous literatures. The following A
is the vague sets, B is the vague sets.

Definition 3: ∀x ∈ A, x = [
tx, 1 − fx

]
, ux = 1 − tx − fx, where, txu = tx

tx + fx
× ux,

fxu = fx
tx + fx

× ux;

Definition 4: ∀x, y ∈ A, x = [
tx, 1 − fx

]
, y = [

ty, 1 − fy
]
, T =

min
(
tx + txu, ty + tyu

)
, F = min

(
fx + fxu, fy + fyu

)
.

Definition 5: ∀x, y ∈ A, x = [
tx, 1 − fx

]
, y = [

ty, 1 − fy
]
M(x, y) = T + F;

Definition 6: A = ∑n
i=1

[
tA(xi), 1 − fA(xi)

]
/xi B = ∑n

i=1

[
tB(xi), 1 − fB(xi)

]
xi

The similarity between A and B is defined as

S(A, B) = 1

n

∑n

i=1
M (A(xi), B(xi)) (21)

Theorem 1:
M(x, y) ∈ [0, 1]
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Proof:

∵ T = min
(
tx + txu, ty + tyu

)

F = min
(
fx + fxu, fy + fyu

)

tx + txu + fx + fxu = 1
ty + tyu + fy + fyu = 1
tx ≥ 0 txu ≥ 0 fx ≥ 0 fxu ≥ 0
ty ≥ 0 tyu ≥ 0 fy ≥ 0 fyu ≥ 0

T + F = min
(
tx + txu, ty + tyu

) + min
(
fx + fxu, fy + fyu

)

∴ 0 ≤ T + F ≤ 1
M(x, y) ∈ [0, 1] Q.E.D

Theorem 2: M(x, y) =M(y, x)

Proof:

∵ M(x, y) = T + F

M(y, x) = T + F

∴ M(x, y) = M(y, x) Q.E.D

Theorem 3: M(x, y) = 1 ⇔ x = y

Proof: ➀ ∵ x = y

M(x, y) = T + F T = min
(
tx + txu, ty + tyu

)

F = min
(
fx + fxu, fy + fyu

)

fx + fxu = fy + fyu
tx + txu = ty + tyu
tx + txu + fx + fxu = 1
ty + tyu + fy + fyu = 1
∴ M(x, y) = T + F = 1

➁ ∵ M(x, y) = 1

T + F = 1

min
(
tx + txu, ty + tyu

) + min
(
fx + fxu, fy + fyu

) = 1

But T + F ≤ 1

∴ if and only if x = y then T + F = 1

Q.E.D

So, The proposedVague value similaritymeasureM(x, y)=T+F satisfies properties
1 to 5 completely.

For example, Let x and y be two vague values, where x = [0.4, 0.8] and y = [0.3,
0.7], as shown in Table 1.
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Table 1. Vague Similarity Computation Processes for x and y

x tx fx ux txu fxu tx + txu fx + fxu

[0.4,0.8] 0.4 0.2 0.4 0.267 0.133 0.667 0.333

y ty fy uy tyu fyu ty + tyu fy + fyu

[0.3,0.7] 0.3 0.3 0.4 0.2 0.2 0.5 0.5

Where, T = 0.5, F = 0.333, so the similarity of vague
values of x and y is M (x, y) = 0.833.

7 Data Analysis and Comparison

A set of experimental data shows that the similarity measurement method proposed in
this paper is simple, effective and highly discriminatory. as shown in Table 2.

Table 2. Comparison of different similarity methods

1 2 3 4 5 6 7 8 9 10 11

x
y

[0.4,
0.8]
[0.3,
0.7]

[0.4,
0.8]
[0.3,
0.8]

[0.4,
0.8]
[0.3,
0.9]

[0.4,
0.8]
[0.4,
0.7]

[0.4,
0.8]
[0.4,
0.9]

[0.4,
0.8]
[0.5,
0.7]

[0.4,
0.8]
[0.5,
0.8]

[0.4,
0.8]
[0.5,
0.9]

[0, 1]
[1, 1]

[0, 1]
[0.5,
0.5]

[1, 1]
[0.5,
0.5]

M [4]
c 0.9 0.95 1.0 0.95 0.95 1.0 0.95 0.9 0.5 1.0 0.5

M [5]
hk 0.9 0.95 0.9 0.95 0.95 0.9 0.95 0.9 0.5 0.5 0.5

M [6]
lf

0.9 0.95 0.95 0.95 0.95 0.95 0.95 0.9 0.5 0.75 0.5

M [7]
lyh

0.9 0.929 0.9 0.929 0.929 0.9 0.929 0.9 0.29 0.5 0.5

M [8]
ydq

0.9 0.9 0.827 0.9 0.9 0.827 0.9 0.9 0 0.134 0.5

M [9]
lhw 0.93 0.923 0.89 0.928 0.912 0.93 0.937 0.93 0.25 0.5 0.75

M [10]
dwb 0.93 0.974 0.967 0.974 0.972 0.969 0.975 0.929 0.08 0.434 0.171

M 0.833 0.933 0.917 0.904 0.867 0.958 0.953 0.834 ∀[0, 1] ∀[0, 1] 0.5

we can see the data in Table 2 that Mc’s formula is concise and Mc’s measure of
similarity will produce inconsistency with facts, such as x = [0.4, 0.8], y = [0.3, 0.9] or
[0.5, 0.7], the value is 1, which is inconsistent with facts and contradicts with property
2. Mhk, Mlf, Mlyh have few reference factors, which leads to weak ability to distinguish
similarity.

Let y = [0.4, 0.7] or [0.4, 0.9], the values of M(x, y) are 0.95, same result. Mydq,
Mlhw considers the influence of unknown parts on support and opposition. The proposed
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method improves the measurement ability of similarity, but it is still unsatisfactory, if it
has the same value, but the x and y values are different. Base on the property 2. Mdwb
considers the possible influencing factors and improves the discrimination of similarity,
but the computation is complex and some similarity measures are inappropriate. Let x
= [1], y = [0.5, 0.5], that is tx = 1, fx = 0, ux = 0, ty = 0.5, fy = 0.5 and uy =
0,M(x, y) = 0.5, but result is 0.171, which is unreasonable.

In addition, we propose a comparison of similarity with [0, 1], whose value is any
value between [0, 1]. we also can see the data in Table 2 that the similarity measure
value is distributed between [0,1], which also proves that our proposed property 5 is
reasonable.

8 Application in Fault Diagnosis

The data of 7001AC bearing operation are collected, and the results are obtained by
wavelet decomposition and normalization as shown in Table 3. Then, the similarity
between the sample data and the tested data Vague is calculated by Definition 5, as
shown in Table 4. Finally, the similarity between the sample data and the tested data
Vague set is calculated by Definition 6. The results are shown in Table 5.

Table 3. Sample data and test data represented by Vague

A1 (normal) A2 (inner-race
faults)

A3 (outer-race
faults)

T1 (test
data)

T2 (test
data)

Ch(1) (0.5112,
0.5563)

(0.1485, 0.1597) (0.1479, 0.1536) (0.5369,
0.5452)

(0.1424,
0.1528)

Ch(2) (0.0542,
0.0742)

(0.1173,0.1292) (0.099, 0.1029) (0.0435,
0.054)

(0.1021,
0.12)

Ch(3) (0.068,
0.0772)

(0.1504, 0.2022) (0.1494, 0.1716) (0.0543,
0.061)

(0.1779,
0.185)

Ch(4) (0.0625,
0.0719)

(0.1185, 0.1465) (0.138, 0.1539) (0.05,
0.0623)

(0.1294,
0.138)

Ch(5) (0.0685,
0.0737)

(0.0651, 0.0849) (0.1185, 0.1375) (0.0553,
0.066)

(0.0698,
0.0744)

Ch(6) (0.0667,
0.0718)

(0.0862, 0.1063) (0.0827, 0.1054) (0.0561,
0.0659)

(0.0912,
0.1003)

Ch(7) (0.0592,
0.0637)

(0.1365, 0.1372) (0.1181, 0.1324) (0.0502,
0.0628)

(0.129,
0.1412)

Ch(8) (0.0522,
0.0568)

(0.0977, 0.1141) (0.0902, 0.099) (0.0453,
0.0521)

(0.1012,
0.1094)

The higher the similarity between the test sample and the sample data, the closer the
test sample is to a certain type of fault. From Table 5, we can see that S(A1, T1)> S(A2,
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Table 4. Vague similarity between test data and sample data

M(A1, T1) M(A2, T1) M(A3, T1) M(A1, T2) M(A2, T2 M(A3, T2)

Ch(1) 0.99395 0.608788 0.607354 0.608553 0.993714 0.995149

Ch(2) 0.988655 0.925249 0.944574 0.951345 0.985248 0.995427

Ch(3) 0.986035 0.89605 0.901874 0.889459 0.979444 0.97362

Ch(4) 0.98753 0.928709 0.910393 0.932571 0.991391 0.990293

Ch(5) 0.98704 0.989483 0.935103 0.998735 0.996292 0.949327

Ch(6) 0.989613 0.968687 0.972034 0.975004 0.995931 0.992583

Ch(7) 0.991373 0.914245 0.931027 0.928874 0.993998 0.98922

Ch(8) 0.993169 0.946281 0.954609 0.950405 0.997292 0.988964

Table 5. Vague sets similarity between test data and sample data

A1 A2 A3

S(A, T1) 0.989671 0.897187 0.894621

S(A, T2) 0.904368 0.991664 0.984323

T1)> S(A3, T1), The results show that the tested data T1 is closest to A1, indicating that
it is normal. S(A2, T2) > S(A3, T2) > S(A1, T2),The results show that the measured
data T2 and A2 are the closest, which indicating that the bearing inner ring fault.

The above similarity judgment is consistent with the result of clusteringmethod [11],
but simpler than clustering method. At the same time, the sequence of faults is given,
which also provides a theoretical basis for fault diagnosis. Comparing with reference
[12], there is no need to set parameters, which reduces human factors and improves
reliability.

9 Conclusion

We have found some defects by studying the similarity measurement of vague value in
the previous literature Base on this finding, We proposed a new similarity measurement
method of vague value. Comparing with vague value [0, 1], which put forward the
similarity measurement property 5. Through data analysis and comparison with the
previous similarity measurement methods that can find that this method is effective. The
method has the basic properties of good discrimination, low computational complexity
and satisfying similarity measurement.

The result of this proposed method is the same as that of clustering method, which
shows the rationality of this method, reduces the need of human factors, and improves
the reliability. This method can also be applied to other equipment fault diagnosis. It is
hoped that it will be widely used in future research work.
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Abstract. In recent years, dependency parsers perform well on the in-domain
data, but performpoor on the out-of-domain. In this paper,we present a deep neural
network for cross-domain dependency parsing. Our system is based on the stack-
pointer networks (STACKPTR). Considering the importance of context, we utilize
self-attention mechanism for the representation vectors to capture the meaning of
words. In addition, to adapt three different domains, we utilize neural network
based deep transfer learning which transfers the pre-trained partial network in the
source domain to be a part of deep neural network in the three target domains
(product comments, product blogs and web fiction) respectively. Results on the
three target domains demonstrate that our model performs competitively.

Keywords: Cross-domain dependency parser · Stack-pointer network ·
Network-based deep transfer learning

1 Introduction

Dependency parsing is an important component in various natural language processing
systems for semantic role labeling [1], relation extraction [2], and machine translation
[3]. There are two dominant approaches to dependency parsing: graph-based algorithms
[4] and transition-based algorithms [5].

With the surge of web data, cross-domain parsing has become the major challenge
for applying syntactic analysis in realistic NLP systems. The goal of the Cross-domain
Dependency Parsing is to predict the optimal dependency tree that can adapt different
domains from source domain.

Existing studies on dependency parsingmainly focus on the in-domain setting,where
both training and testing data are drawn from the same domain. How to build dependency
parser that can learn across domains remains an under-addressed problem. In our work,
we study cross-domain dependency parsing. Our system is based on the stack-pointer
network dependency parser [6]. The model has a pointer network as its backbone, and
is equipped with an internal stack to maintain the order of head words in tree structures.
To capture the context of sentences, we obtain word representations by self-attention
mechanism [7]. We model it as a domain adaptation problem, where we are given one

© Springer Nature Singapore Pte Ltd. 2020
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source domain and three target domains, and the core task is to adapt a dependency
parser trained on the source domain to the target domain.

Nowadays, deep learning has achieved dominating situation in many research fields
in recent years. It is important to find how to effectively transfer knowledge by deep
neural network, which called deep transfer learning that defined as follows: Given a
transfer learning task defined by <Ds, τs,Dt, τt, fτ (.)> . It is a deep transfer learning
task where fτ (.) is a non-linear function that reflected a deep neural network.

Inspired by the recent success of transfer learning in many natural language process-
ing problems, we utilize neural network based deep transfer learning for cross-domain
dependency parsing. It refers to the reuse the partial network that pre-trained in the
source domain, including its network structures and connection parameters, transfer it
to be a part of deep neural network which used in target domain [8].

The rest of this paper is organized as follows. Section 2 gives a description of our
parser system, including the system framework and stack-pointer network with self-
attention mechanism for dependency parsing. In Sect. 3, we describe neural network
based deep transfer learning for domain adaptation. In Sect. 4, we list our experiments
and discuss results.

2 Our Approach

The model architecture of our dependency parsing system, which uses STACKPTR
parser [6] as its backbone. The structure of the system is shown in Fig. 1.

Source domain text 
input

Token Representa�on Layer

Self a�en�on Layer

Stack-Pointer Network 

Domain Adapta�on

Target domain text 
input

Token Representa�on Layer

self a�en�on Layer

Stack-Pointer Network

PreTrained

Target Domain Output

Fig. 1. The structure of the system

The system mainly contains four components: the token representation layer, the
self attention layer, the stack-pointer network architecture for dependency parsing and
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the domain adaptation with deep transfer learning. We describe the four sub-modules in
the following sections in details.

2.1 Token Representation

Let an input sentence is denoted as S = {w1,w2, . . . .,wn}, where n is the number of
words. The token representation has three parts:

Word-Level Embedding. We transform each word into vector representation by look-
ing up pre-trained word embedding matrixWword ∈ Rdw×|V |, where dw is the dimension
of the vectors and |V| is the size of vocabulary.

Character-Level Embedding. To encode character-level information of a word into
its character-level representation, we run a convolution neural network on the character
sequence of wi. Then the character-level embedding vector is concatenated with the
word-level embedding vector for each word representation.

POS Embedding. To enrich word representation information, we also use POS embed-
ding. Finally, the POS embedding vectors are concatenatedwithword embedding vectors
as context information inputs X = {x1, x2, . . . ., xn} to feed into next layer.

2.2 Self Attention Layer

In order for the representation vectors to capture the meanings of words considering
the context, we employ the self-attention, a special case of attention mechanism [7].
We adopt the multi-head attention formulation, one of the methods for implementing
self-attention. Figure 2 illustrates the multi-head attention mechanism.

Fig. 2. The multi-head attention mechanism

Given a matrix of n vectors, query Q, key K and value V, The formulation of multi-
head attention is defined by the follows:
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Attention(Q,K,V) = softmax

(
QKT

√
dw

)
V (1)

MultiHead(Q,K,V) = WM [head1; . . . ., headr] (2)

headi = Attention
(
WQ

i Q,WK
i K,WV

i V
)

(3)

Where [;] indicates row concatenation and r is the number of heads. The weightsWM ∈
Rdw×dw ,WQ

i ∈ R
dw
r ×dw ,WK

i ∈ R
dw
r ×dw ,WV

i ∈ R
dw
r ×dw are learnable parameters for

linear transformation. As a result, the output of self attention layer is the sequence of
representations whose include informative factors in the input sentence as model input.

2.3 Stack Pointer Network

Ma et al. [6] implement a new neural network architecture called stack-pointer networks
(STACKPTR) for dependency parsing. STACKPTR parser has a pointer network as its
backbone. This model is equipped with an internal stack to maintain the order of head
words in tree structures.

The model firstly reads the whole sentence and encodes each word with BiLSTMs
into the encoder hidden state ei.

The decoder implements a top-down, depth-first transition system. At each time step
t, the decoder receives the encoder hidden state ei of the word wi on top of the stack
to generate a decoder hidden state dt and computes the attention vector at using the
following equation:

vti = score(dt, si) (4)

at = softmax
(
vt

)
(5)

For attention score function, the model adopt the biaffine attention mechanism
described in Dozat et al. [9]. The pointer network returns a position p according to
the highest attention score in at and generate a new dependency arc wi → wp where wp

is considered as a child of wi. Then the parser pushes wp onto the stack. If the parser
pointerswi to itself, thenwi is considered to have found all its children. Finally the parser
goes to the next step and pops wi out of stack. The parsing process ends when only the
root contains in the stack.

A dependency tree can be represented as a sequence of top-down paths p1, . . . ., pk ,
where each path pi corresponds to a sequence of words $,wi,1,wi,2, . . . .,wi,li from the
root to a leaf. The STACKPTR parser is trained to optimize the probability:

Pθ (y|x) =
k∏

i=1

Pθ (pi|p<i, x) =
k∏

i=1

li∏
j=1

Pθ (wi,j|wi,<j, p<i, x)

Where θ represents model parameters, p<i stands for previous paths already explored,
wi,j denotes the jth word in path pi and wi,<j represents all the previous words on pi.
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3 Domain Adaptation

From our study, insufficient target domain training data is an inescapable problem.
Transfer learning relaxes the hypothesis that the training data must be independent,
which motivates us to use transfer learning in our work. The model in target domain is
not need to trained from scratch, which can reduce the demand of training data in the
target domain and can learn enough knowledge from source domain.

In our work, the stack-pointer network is trained in source domain with training
dataset. Second, we reuse the partial network that pre-trained in the source domain,
including its network structure and connection parameters, transfer it to be a part of
deep neural network which used in target domain. Finally, the transferred sub-network
may be updated in fine-tune strategy. The overview of neural network based transfer
learning is shown in Fig. 3.

Input Layer

self-a�en�on Layer

Stack-pointer Layer
transfer

P

transfer

Fig. 3. The neural network based transfer learning

Concretely, we retain the parameters of encoder and decoder and abandon the param-
eters of the biaffine attention mechanism which trained in source domain. We re-train a
new biaffine attention score and fine-tune the parameters of the whole network for each
of the three target domains.

Besides, to avoid insufficient target domain dataset and can learn enough knowledge
from source domain, we retain the self-attention parameters which trained in source
domain and fine-tune for target domains since corpus of source domain is larger than
three target domains. From our cognition, although target datasets are different areas,
the understanding of semantic in Chinese is the same. Transfer learning can also help
improve the network efficiently with limited amount of training data in target domains.

4 Experiments

4.1 Data and Evaluation Metrics

To meet the challenge of the lack of labeled data, Buchholz et al. [10] have manually
annotated large-scale high-quality domain-aware datasets with a lot of effort in the past
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few years. They provide one source-domain and three target-domain datasets. Source
domain data are selected from HLT-CDT and PennCTB treebanks (BC). For Target
domains, data are selected from Taobao as comments products (PC), Taobao headlines
as product blogs (PB) and web fiction “Zhuxian” (ZX) respectively. Table 1 shows
distribution for the datasets.

Annotation Guideline. They references the HLT-CDT and UD annotation guidelines,
and developed a detailed annotation guideline that aims to fully capture Chinese syntax
and tries to guarantee inter-annotator consistency and facilitate model learning. The
guideline includes 20 dependency labels. In order to reduce annotation cost, they adopt
the active learning procedure based on partial annotation [11]. All training datasets are
automatically complemented into high-quality full trees [12].

Table 1. Source domain and target domain data distribution

Datasets Train Dev Test

Source domain Balanced Corpus
(BC)

16.3k 1k 2k

Target domains Comments Products
(PC)

6.2k 1.3k 2.6k

Product Blogs (PB) 5.1k 1.3k 2.6k

The web fiction (ZX) 1.6k 0.5k 1.1k

Evaluation Metrics. We adopt the standard labeled attachment score (LAS, percent
of words that receive correct heads and labels) and unlabeled attachment score (UAS,
percent of words that receive correct heads) for evaluation.

4.2 Settings

We use the pre-trained weights of the publicly available Glove model [13] to initialize
word embedding in our model, and use random initialization for POS embedding.

We employ Adam method to optimize our model. Following Ma et al. [6], we apply
dropout training to mitigate overfitting. The hyper-parameters in our model are shown
in following Table 2.

4.3 Result

Overall Results. In order to analyze our model, we compare with baseline model
STACKPTR [6]. We conduct an ablation experiment on our model to examine the effec-
tiveness of self-attention and transfer learning components. The overall results on test
datasets are illustrated in Table 3.
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Table 2. Hyper-parameters setting

Hyper-parameters Description Values

dw Size of word embedding 300

char_dim Dimension of character embedding 50

pos_dim Dimension of POS embedding 50

r Number of heads 4

dh Number of hidden units in RNN 256

batch_size Number of sentences in each batch 64

num_filters Number of filters in CNN 50

learning_rate Learning rate 0.001

decay_rate Decay rate of learning rate 0.75

p_rnn Dropout rate for RNN 0.5

p_in Dropout rate for input embedding 0.5

p_out Dropout rate for output layer 0.5

Table 3. The overall results on test datasets

Model PC PB ZX

LAS UAS LAS UAS LAS UAS

STACKPTR 61.1 67.9 69.8 74.8 74.6 78.8

STACKPTR + self attention 60.9 66.6 70.5 75.2 75.1 80.3

STACKPTR + transfer learning 61.9 68.2 70.7 75.1 75.4 80.0

STACKPTR + self attention + transfer learning 62.6 69.7 73.7 78.8 76.8 81.9

Loss Function. Figure 4 shows the loss curve of themodel on three datasets. Themodel
is learning a shared representation with better generalization, the losses of the model on
three datasets converge much faster in first few epoch. But with more epochs, due to
inductive bias, the converging speed for model keeps decreasing and start to be slow. But
eventually all models on three datasets losses converged to optimal after 400 epochs.

LAS and UAS Scores. Figure 5 shows the LAS and UAS scores curve of our model on
three datasets. On UAS and LAS, an interesting observation is that the model obtains
competitive performance on ZX dataset, while performs slightly worse on PC dataset.
Table 3 illustrates the performance of different variations of our model together with the
results of baseline STACKPTR. Our model significantly outperforms the baseline.
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(a) PC

(b) ZX

(c)   PB 

Fig. 4. The loss curve of the model on three datasets

The results indicate that our model with self-attention mechanism and transfer learn-
ing can promote the performance in three different target domains. Recalling the model
architecture, the self-attention model can obtain the interrelation between words in a
sentence from different directions and get the sentence representation at different levels.
Combining multiple single-head self-attention can improve the feature learning ability
of the model, so that the model can better and more effectively extract the required
feature representations from different perspectives. And transfer learning can also help
improve the network efficiently with limited amount of training data in target domains.



Neural Network Based Deep Transfer Learning 557

(a) PC

(b) ZX 

(c)  PB 

Fig. 5. The UAS and LAS scores curve of the model on three datasets

5 Conclusions

In this paper, we present a deep neural network for cross-domain dependency parsing,
which includes self-attention mechanism and neural network based deep transfer learn-
ing. The results suggested that using self-attention and transfer learning is a way to
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achieve competitive cross-domain parsing performance. Our model on comments prod-
uct domain does not perform well. We will continue to improve our system in future
work.
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Abstract. Twitter produces various colloquial tweets as an open communication
platform. Previous research shows the frequency of negative sentences in spoken
sentences is twice that of written texts. Negative items in negative sentences can
shift the polarity of words with feelings, and leads to wrong classification. There-
fore, negation processing is essential for the sentiment classification of tweets
generated by Twitter. On the basis of considering the importance of negation
which is often ignored in previous work, this paper firstly combines the technique
of Conjunction Analysis (CA) with the technique of Punctuation Mark Identifica-
tion (PMI) to detect the negation clue and its scope more accurately. In addition,
We propose the OL-DAWEmodel. Themodel uses Data Augmentation (DA) app-
roach to generate the opposed tweet according to the original tweet. The model
extends learnable data and learns its polarity from both of positive and negative
aspects of a tweet. In predicting the polarity of a tweet, the OL-DAWEmodel takes
the positive (negative) degree of the original tweet into account, and also considers
the negative (positive) degree of the opposed tweet. We conduct two experiments
on two real-world data sets and analyze the experimental results from the per-
spectives of accuracy and robustness. We prove the effectiveness of our combined
technology in negation processing and show that our OL-DAWE model in the
polarity sentiment analysis of tweets is better than the baseline for its simplicity
and high efficiency.

Keywords: Sentiment analysis · Data augmentation · Negation scope detection ·
Polarity shift

1 Introduction

Emerging of various social media and commercial websites has encouraged people to
express their opinions onmultiple platforms.New comments are generated everyminute,
and suchmassive amounts of data contribute to the generation of sentiment analysis (SA).
SA is the computational analysis of the opinion, attitudes, emotions of speaker/writer

© Springer Nature Singapore Pte Ltd. 2020
X. Sun et al. (Eds.): ICAIS 2020, CCIS 1254, pp. 559–570, 2020.
https://doi.org/10.1007/978-981-15-8101-4_50

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-8101-4_50&domain=pdf
https://doi.org/10.1007/978-981-15-8101-4_50


560 W. Wang et al.

towards some topic and identification of non-trivial, subjective information from text
repository [4]. The work on the positive or negative tendency of emotions is also called
polarity sentiment analysis. For SA,many studies (such as [12, 18, 22, 23]) represent each
word in the text as a continuous, low-dimensional and real-valued vector, also known
as word embedding. However, a serious problem of Word Embedding is the polarity
shift. Polarity shift refers to the reversal of text emotion due to some reasons. Negative
items (i.e. negation cues) in the sentence is one of the most important causes of polarity
shift. In [8, 11], the scope of a negation cue (a negative word or phrase) is assumed to
be the negation cue to the end of the clause. This definition of negation scope ignores
the complexity of language. For example, “The package of this eye shadow tray is not
elegant but its colors match my heart”, In this sentence, the scope of negation is from the
negation cue “not” to its next word “elegant”, but if the definition of [8] is followed, the
positivity of “match” will be affected, and the word’s polarity will be shifted. Therefore,
it is necessary to detect negation cues in texts and fully determine their negation scope.

Since the frequency of negation in spoken sentences is twice as frequent as in written
text [19] and tweets tend to be colloquial, it is necessary to measure the change of
sentiment polarity in tweets brought about by negation. Most of the sentiment polarity
analysis methods on tweets are deficient in two aspects: (i) ignoring the importance
of negation cues and their scope; (ii) ignoring the emotional comparability between
positive and negative tweets. We proposed an opposed learning model based on Data
Augmentation (DA) and Word Embedding (OL-DAWE model) in this paper. The OL-
DAWE model uses Word Embedding technology to learn the two opposing sides of a
tweet obtained through DA and utilizes the polarity comparison between the original
tweets and the opposed tweets to improve the prediction accuracy and robustness. To
the best of our knowledge, this paper uses DA technology for the first time to apply
opposed training and prediction to tweets polarity sentiment analysis. We focus on
the negative sentences on Twitter, overcoming the difficulties of previous works which
negated sentence processing, and ignored the complexity of negation cues and scope of
negation. For the first time, a negation handling technology that combines Punctuation
Mark Identification (PMI) technology with Conjunction Analysis (CA) technology is
proposed.

The remainder of this paper is organized as follows. In the second section, we dis-
cuss the related work in negation cues and scope detection, Data Augmentation, and
tweet sentiment analysis. In the third section, we propose three modules to illustrate our
methods. The experimental description and analysis of the results are given in Section
four. In the fifth section, we will give a summary of the work of this paper and describe
our future development direction.

2 Related Work

2.1 Negation Control

A negative sentence containing one or more negation cues, where a negation cue can be
a word (e.g. not), or a multi-word expression (e.g. by no means, no longer) inherently
expressing negation. A negation cue is given in front of a positiveword or phrase that will
change the sentence polarity from positive to negative. In consideration of the negation
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distance, negation can be divided into local negation and long-distance negation. For
example, “I do not like this eye shadow tray.” is a local negation because the negation
cue “not” acts directly on the sentiment carrying word “like” that follows it. Conversely,
a long-distance negation like. “This eye shadow tray does not have beautiful colors,
nice opaque and elegant box.”, which implies that negation doesn’t directly apply to
sentiment carrying words.

The hypothesis of the negation scope in [8, 11] is the same as [17] that only the
first punctuation after the negation cue is used as the sign of the end of negation. They
all treat the negation distance as a simple problem and do not distinguish the length of
the negation distance. [3] deems that the scope of negation to be negation cue’s next
5 words. [20] supposes that the scope of a negation cue is several words of its right
and expresses that the polarity of an emotional term can be flipped within the vicinity
of negation. These negation scope definitions only consider local negation, while the
texts they process all contain more or less long-distance negative sentences, which will
affect the classification accuracy. Since long-distance negation is often associated with
conjunctions, we propose a combination of PMI and CA to reduce the impact of negation
on polarity shift.

2.2 Data Augmentation

Data Augmentation refers to a method of augmenting observation data to make it easier
to analyze. The validation error must continue to decrease with the training error to build
useful Deep Learning models. DA is a very powerful method to achieve this purpose. At
present, DA is mostly applied for the field of image processing [6]. [21] covers the use
of GAN image synthesis in medical imaging applications such as brain MRI synthesis
and lung cancer diagnosis. [5] creates new instances by interpolating new points from
existing instances via k-Nearest Neighbors.

In Natural Language Processing (NLP), the application of DA is very limited, on
account of the difficulty to obtain universal data conversion rules that guarantee data
quality and can be automatically applied to various fields. Currently, the common aug-
mentation method is to replace synonyms selected from manual ontology [24] in NLP.
In [13], DA is carried out through word similarity. In addition, different phoneme-font
translation systems are adopted in [9]. For polarity sentiment analysis, however, the
augmentation technology of synonym substitution does not consider the strong polarity
comparison of emotional words, we first propose to use antonyms replacement to expand
data sets with negation handling, using the original tweets data set to expand its opposed
tweets data set. At the same time, we use these two data sets in training and prediction.

2.3 Sentiment Analysis

Research on opinion mining and sentiment analysis of tweets has grown considerably in
the last decade [14, 25]. [7] demonstrates the usefulness of linguistic features and existing
lexical resources used in micro-blogging to detect the sentiments of twitter messages.
[15] uses a complex Bi-directional LSTM model to capture more context information.
None of these approaches take into account the polar comparability of tweets and are
less efficient due to their complex parameters and functions.
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[2] designs a 2-step automatic sentiment analysis method for classifying tweets.
They used a noisy training set to reduce the labeling effort in developing classifiers. [16]
proposes an influence probability model for twitter sentiment analysis. If a username
is found in the body of a tweet, it is influencing action and it contributes to influenc-
ing probability. [10] creates a twitter corpus by automatically collecting tweets using
Twitter API and automatically annotating those using emoticons. However, the training
set is also less efficient since it contains only tweets having emoticons. Considering the
comparability of positive and negative polarity of sentiment, this paper analyzes two
comparable data sets obtained by Data Augmentation technology in training and predic-
tion. Due to the simplicity of the model and high efficiency, the preform is better than
the above methods under certain conditions.

3 The OL-DAWE Model

In Sect. 3.1, we detail the process of data Augmentation (DA), the flow chart of which
is shown in Fig. 1. Two comparable data sets will be trained and predicted in Sects. 3.2
and 3.3. In addition, the framework of our model is shown in Fig. 2.

Data Augmentation

Text 
Reversal

Label 
Reversal

 Negation Cue

Negation Handling

PMICA

Negation ScopePre-processingOriginal 
Data Set

Opposed 
Data Set

Fig. 1. The process of data augmentation

3.1 Data Augmentation and Negation Handling

Considering the positive and negative polarity of tweets’ short text data set, this paper
for the first time adopts the antonym replacement data augmentation technology in the
short text sentiment analysis. Based on the antonym dictionary (e.g., WordNet [1]), it
constructs the opposed data set of tweets in the original data set in the way of one-to-one
by reversing the sentiment words of tweets. Note that the main difference between a
tweet text and a traditional text (such as hotel reviews, film reviews, news articles) is
that it contains multiple emojis that can express both positive and negative emotions.
For example, :) and :-) both express positive emotions. We will replace positive emoti-
cons with token EMO_POS and negative emoticons with token EMO_NEG. Specific
measures to extend the data set are as follows:

Negation Handling. Negation handling in sentiment analysis includes two subtasks,
namely negation cue, and scope detection. Negative cue detection is responsible for
identifying negative words or phrases in sentences, such as no, not, rather than, etc.
Negative scope detection is for defining the range involved in the negation cue.
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Definition 1 (Negation Cue Detection). Negation cue is a negative word or part of
speech reflected in the sentence.

This paper uses rule-based keyword matching technology to perform negation cue
detection and replace it with token “Negation”. For example, the negative cue “don’t”
in S1 of Table 1 is replaced by “Negation” in S2.

Deftnition 2 (Negation Scope Detection). Negation scope detection technology study
the range of language influences of negation cues in emotionally colored text.

This paper proposes a combination of Conjunction Analysis (CA) and Punctuation
Mark Identification (PMI) technology. PMI is sufficient to cope with local negation,
while the combined technology is mainly beneficial to the processing of long-distance
negation.

Table 1. Examples of negative sentences.

Example sentence

S1 I don’t like this eye shadow tray, another is beautiful. EMO_NEG

S2 I Negation like this eye shadow tray, another is beautiful

S3 This eye shadow tray doesn’t [have beautiful colors, nice opaque and elegant box]

S4 I doesn’t [think this eye shadow tray is elegant] but its colors suit me well

Punctuation Mark Identification (PMI). PMI technology defines the scope of negation
is from “Negation” token to the first punctuation after it. For example, a simple local
negation sentence S1 in 1, the first punctuation mark “,” after the negation cue “not”
is used to divide the two emotions of the speaker. But for long-distance negation, the
punctuation mark sometimes fails to completely cover its negation scope, such as S3
in Table 1. The negation scope of S4 in Table 1 does not include items after “but”.
Therefore, we need to combine CA and PMI.

Conjunction Analysis (CA). Conjunctions complicate the scope of negation. Simply
defining the negation scope based on the punctuation reduces the accuracy of the clas-
sification. Therefore, consider the conjunction in negative sentences is necessary. For
example, in S4 in Table 1, the speaker does not like the exquisiteness of the eye shadow
tray but likes the color of the eye shadow. The conjunction “but” lead to a confrontation
between the two clauses. Considering the general situation, the conjunctions are divided
into adversative conjunction and coordinating conjunction. Through the analysis of the
data set, when a tweet is reversed, we deal with the negative sentence involving a con-
junctionword according to certain grammatical rules. The following is a brief description
based on some examples in Table 1 and the underlined word is the negation cue. Besides,
words in [] are in the scope of negation.

Text Reversal. If a tweet contains a negation token “Negation”, the negation scope
is first detected. All negation tokens are removed, the sentiment words in the nega-
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tion scope are unchanged, and the sentiment words outside the negation scope are all
reversed to their opposites. If the tweet contains the emoticon token “EMO_POS” (or
“EMO_NEG”), it is inverted to “EMO_NEG” (or “EMO_POS”). Note that we are not
looking for a full standard antonym word, because some words do not have antonyms,
but instead, are replaced with words that express opposite feelings.

Label Reversal. For tweets in each training set, class labels are also reversed to their
opposites (e.g., positive to negative, negative to positive) and added to the opposed data
set. The final reversal result is as Table 2.

Table 2. The final reversal result.

Data set Class Tweet

Original Negative I Negation like this eye shadow tray, and it is unpretty EMO_NEG

Opposed Positive I like this eye shadow tray, and it is elegant EMO_POS

3.2 Training with Two Comparable Data Sets

In the training stage, the original tweets used for training are inverted to generate opposed
tweets using DA technology. The training tweets are labeled as the original training data
set and opposed training data set. The label of the opposed tweet is changed to the
opposite of their corresponding original tweets. Training with two compared data sets
(TTCDS) is performed with the combination of both original and opposed tweets. We
will illustrate the effectiveness of TTCDS in solving the polarity shift problem through
a sample of tweets.

Train with Two 
Compared Data Sets

Original 
Test Data 

Set

Opposed 
Test Data 

Set

Opposed 
Training 
Data Set

Original 
Training 
Data Set

Predict with Two 
Compared Data Sets

DADA

Word Embedding

Word Embedding

Fig. 2. The process of polarity sentiment analysis by OL-DAWE model

Original training sample. I don’t like this eye shadow tray, and it is unpretty. Label:
Negative.

Opposed training sample. I like this eye shadow tray, and it is elegant. Label: Positive.
In general, the word of “like” is considered to be a word with strong positive sen-

timent, but due to the negation cue “not”, the polarity is shifted, and the word “like” is
(incorrectly) associated with the negative label in the original training sample. Hence, its
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weight will be added by a negative score in maximum likelihood estimation. Therefore,
the weight of “like” will be falsely updated. While in TTCDS, because of the removal of
“Negation” token in the opposed tweet, “like” is (correctly) associated with the positive
label, and its weight will be added by a positive score. Based on this, we can conclude
that the learning errors caused by negation can be partly compensated in TTCDS.

3.3 Prediction with Two Comparable Data Sets

We first invert the test samples one-to-one into their opposed samples, forming the
opposed test sample data set. And the two sample data sets are combined to make
predictions. In the prediction process, we take emoticons into consideration. Predict
with Two Data Sets (PTCDS) means that we consider two opposed tweets of x (original
tweet) and x’ (opposed tweet) to aid in predicting the class of the original sample x. Our
main task is not to predict the class of x’ in the opposed test data set, but to predict the
class of x with the help of x’. As shown before, p( ·|x) and p( ·|x′) represent the posterior
probabilities of the original tweet x and the opposed tweet x’, respectively. ‘·’ represents
positive mark (+) or negative mark (−). Two sides of the tweet are considered in PTCDS.
The positive or negative sentiment degree of a tweet is found using two components.

(i) How much positive or negative is the tweet x, p(+|x) or p(−|x).
(ii) How much negative or positive is the opposed tweet x’, p

(−|x′) or p
(+|x′).

The opposed tweets we created during the Data Augmentation phase might not be as
good as the human-generated tweets. Since there is no accidental introduction to some
noise data, and the requirement to maintain grammatical quality in tweets is lower than
human languages. Therefore, we will use a trade off parameter in the PTCDS to leverage
both original and opposed tweets. Assigning a relatively small weight to the opposite
tweet can protect the model from being corrupted by combining low-quality tweets, that
is, assigning a trade-off parameter α(0 < α < 1) to the posterior probability p

( ·|x′) of
the opposed tweet. So, the prediction score of a weighted combination of two component
predictions as follows:

{
p
(+|x, x′) = (1 − α) · p(+|x) + α · p(−|x′)

p
(−|x, x′) = (1 − α) · p(−|x) + α · p(+|x′) (1)

Experiments have shown that p
( ·|x′) increases as α increases. We found that our

experiments can perform well when α ranges between 0.5 to 0.7.

4 Experiments

In this section, we discuss the implementation of polarity sentiment analysis with Data
Augmentation and conduct comparative experiments on different tweets data set.



566 W. Wang et al.

4.1 Data Sets

Two data sets are scraped by twitter API i.e. Stanford data set (TSCDS) [9] and Sanders
Twitter Sentiment Corpus data set (TSDS) [26]. Stanford data set contains 160,000
training tweets accompanied by 80,000 both positive and negative tweets. Whereas
Sanders Twitter Sentiment data set contains 570 positive and 654 negative tweets.

4.2 Experimental Settings

In our experiment, tweets on each category in two data sets are randomly divided into
five folds (with four as training data and one as test data). All of the following results
are reported and analyzed with an averaged accuracy of five-fold cross validation. We
implement the Naive Bayes Classifier based on a multinomial event model with Laplace
smoothing andSupportVectorMachines(SVMs)Classifier based on theLibSVMtoolkit.
The kernel function in the SVMsmodel is linear kernel, the penalty parameter is set to the
default value, and the Platt’s probability output is applied to approximate the posterior
probability.

4.3 Evaluation

The performance of OL-DAWEmodel is compared with the existing methods (i) Simple
Word-EmbeddingModel (SWEM)which has no additional parameters; (ii) Bidirectional
LSTM (Bi-LSTM) model which uses a complex forward and backward recurrent neu-
ral networks to capture more contextual information; (iii) Simple OL-DAWE model(a
comparative learning model based on Data Augmentation and Word Embedding, but
without the combination of PMI and CWA).

The Effectiveness of the Combined Technology. Table 3 describes the performance
evaluation of the OL-DAWEmodel with the combination of PMI and CA and the Simple
OL-DAWE model with PMI technology only for the sentiment classifier with negation
control. The performance of the classifier is improved by adding the combined technol-
ogy into the negative tweets. The classifier (SVMs, Naıve Bayes, Logistic Regression)
without CA for negation control can achieve approximate 80%–85% accuracy rate over
twitter as shown in Table 3. Besides, the SVMs classifier achieve better performance
over twitter data set and lead by approximate 1.5% in TSCDS and 4.5% in TSDS over
other classifiers. The performance of the OL-DAWEmodel is significantly boost up after
incorporating CA and PMI technique for sentiment analysis. In the OL-DAWE model,
for incorporating CA and PMI, NB (89.69%, 90.65%), SVMs (90.06%, 90.00%), and
LR (91.25%, 90.95%) significantly boost the performance by approximately 6.91%–
8.16%, 7.96%–9.80% and 6.24%–8.27% respectively over two different Twitter data
sets. Significant improvement gained with classifier over tweets data set results from
the presence of a higher number of negative tweets i.e. approximate 50% and 53.43%
in TSCDS and TSDS respectively. With different angles of evaluating, the performance
of classifier over combined technology and uncombined technology. It is observed that
classifiers give better performance with PMI and CA.
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Table 3. Comparative analysis of simple OL-DAWE model and OL-DAWE model in accuracy.

Classifer Technology TSCDS TSDS

NB
NB

PMI
PMI + CA

81.53%
89.69%

83.74%
90.65%

LR
LR

PMI
PMI + CA

82.10%
90.06%

80.20%
90.00%

SVMs
SVMs

PMI
PMI + CA

82.98%
91.25%

84.71%
90.95%

The Effectiveness of OL-DAWE Model. TheOL-DAWEmodel is based on three clas-
sifiers, i.e., SVMs, Naïve Bayes, and Logistic Regression. Figure 3 shows that our model
has a significant improvement over the baseline system in TSDCS and TSDS (increased
16.59% and 18.06% in the case of OL-DAWE model based on Naïve Bayes classi-
fiers). This obvious improvement stems from the negation handling of tweets in our
model. Since the tweet data set contains a large number of negative sentences, the polar-
ity shift caused by it misleads the baseline model. In our model, the SVMs achieve
the best results (the accuracy was improved by 1.56% compared to the Naïve Bayes
classifier in TSCDS), which may because our negation processing further increases the
interpretability of SVMs.

Fig. 3. The comparison between the OL-DAWE model based on three classifiers (Na¨ıve Bayes,
Logistic Regression and Support Vector Machines) and the baseline model and the most advanced
model.

However, Fig. 3 also shows that in SA, the classifier using BiLSTM is about 1.59%
more accurate than the OL-DAWE model in TSCDS. This finding is consistent with
[11], where they hypothesize that the positional information of a word in text sequences
may be beneficial to predict sentiment. This is reasonable since, for instance, the phrase



568 W. Wang et al.

“not really good” and “really not good” convey different levels of negative sentiment,
while being different only by their word orderings. Surprisingly, on the TSDS, the
classification accuracy of the OL-DAWEmodel based on the SVMs classifier and Naïve
Bayes classifier is higher than that of the BiLSTM model (0.44% and 0.14%). The
BiLSTMmodel requires a large number of compositional parameters, and the calculation
is time-consuming with lower efficiency, while our model has fewer parameters and
significantly improved computational efficiency. According to Occam’s razor, simple
models are preferred, if all else are the same. It shows that our model is better than the
Bidirectional LSTM model when the data set is small.

5 Conclusion and Future Work

In this work, we first use the combination of Conjunction Analysis technology and
Punctuation Mark Identification technology to detect negation cue and its scope. In
addition,wepropose a novelDataAugmentation approach,which creates opposed tweets
that are sentiment-opposite to the original tweets one-to-one. The proposed OL-DAWE
model makes use of the original and opposed tweets which gained by DA in pairs to
train a sentiment classifier and make predictions. Experiments demonstrate that the OL-
DAWE model is very effective for the polarity classification of tweets. In the future, we
will study the sentiment analysis of Chinese short texts and create Chinese opposed data
sets by using the Data Augmentation technology based on the antonym dictionary.
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Abstract. The explosive growth of the number of papers leads to the over-
expansion of the paper information, resulting in the problem of information over-
load, causing a lot of trouble for researchers to find the papers they need. This
paper implements a paper recommendation system based on LDA and PageRank.
In this system, we recommend papers in the same field to researchers by modeling
and analyzing paper data. Therefore, we can provide researchers with a quick and
effective reference for related papers in the research field. In this paper, the prob-
ability distribution calculation and keywords extraction of paper topics and words
are carried out according to the LDA of papers in the paper pool. At the same
time, word2dec is used to represent the topic vector, doc2vec is used to represent
the paper vector, and by calculating the system similarity between documents and
topics, we get the top N papers that are most similar to the topic input by users. We
use the PageRank algorithm to reorder the options in the reference network to get
the final recommendation results. Under the experimental data set, the accuracy of
system recommendation is more than 60%,which has high reliability and achieves
the corresponding recommendation effect.

Keywords: LDA · PageRank · Recommender · System similarity

1 Instruction

The significant increasing number of publication, and the development of the Internet
has greatly reduced the cost of obtaining paper information. However, it also brings great
trouble to the researchers. The problem of information overload costs much on searching
for the literature. This leads the concern on the research of paper recommendation system.

Now, the YouTube video recommendation system, Taobao commodity recommen-
dation system, and other commercial recommendation systems have been a mature and
practical application. However, compared with these commercial recommendation sys-
tems, due to the relatively small number of researchers and other reasons, the research
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on paper recommendation is still not mature enough. With the advent of the big data era,
the paper recommendation system has been concerned.

Wang Han [1] and others put forward a hybrid sorting learning collaborative filtering
algorithm combining the LDA topic model and list sorting, which reflects the accuracy
of sorting recommendation and alleviates the impact of data sparsity and has important
reference value. Xu Jian [2] effectively improves the hit rate, ranking and effective
hit rate of the scientific and technological paper system by combining collaborative
filtering, content filtering, and PageRank algorithm. Xie Wei [3] and others designed a
paper recommendation system based on the idea of the TextRank graph algorithm. In
the actual use environment, the systemwas verified to have high accuracy and reliability,
and effectively improved the recommendation efficiency of the paper review system. Liu
Yaning [4] and others built a personalized citation recommendation model PCR model
based on user preference and language model, which has achieved great performance
improvement and has important reference significance. LiBo-Han [5] and others propose
An interaction-based method named GRIP (Group Recommender Based on Interactive
Preference), which can use group activity history information and recommender post-
rating feedback mechanism to generate interactive preference parameters. The results
indicate the superiority of theGRIP recommender formulti-users regarding both validity
and accuracy.

Weijin Jiang [6] and others improved collaborative filtering, introduced a fuzzy
matrix of item attributes, and measured the relevance of items through fuzzy cluster-
ing. In the recommendation, considering the relevance of the items, the neighbor search
is more accurate, and the accuracy and quality of the recommendation are improved.
Aziguli Wulam [7] and others used a convolutional network to capture local features
and used gradients to enhance the node leaf construction features of the decision tree.
Use the leaf nodes of the tree to mine user behavior path features, and use the depth
model to extract user abstract features. By combining machine learning and deep learn-
ing, a recommendation model with better test performance is implemented based on
Kaggle competition. Mengwei Hou [8] and others considered the privacy issues in the
recommendation system. During the recommendation process, two operations, namely,
private neighbor selection and neighbor-based differential privacy recommendations,
were adopted for privacy protection. Personalized recommendation privacy protection
is considered later in this article. It has a certain reference value.

In previous studies, the problem of the paper recommendation system is defined
as giving a researcher’s research interest, looking for papers related to the interest [9].
However, the research interests given by researchers may lead to different interpretations
and inaccurate descriptions. Therefore, this paper simplifies it to give a paper in the field
that the researcher is studying, and calculates the system similarity according to the
paper. We accomplish the task to recommend the paper to the researcher who interested
in it.

The rest of this article is organized as follows. In the second part, we discussed the
characteristics of the experimental data set and the related work of the experimental
method in this paper. In the third part, we introduced the various models and algorithms
used in this article. In the fourth part, we present the experimental process of this article,
including improvements to PageRank. Then it is verified from the number of paper
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recommendationsN and the number of selected topics, and comparedwith the traditional
recommendationmethod. Finally, it summarizes thework of this paper and looks forward
to the future development direction.

2 Related Works

In the subsect. 2.1, the characteristics of the data set are briefly introduced. Then, in the
Subsect. 2.2, this paper briefly introduces the experimental research process.

2.1 Data Set Characteristics

In this paper, the ACL selection network paper is used as the data set, a total of 18718
papers. Considering the actual efficiency of keyword extraction and vector computing,
the data set must be preprocessed.

Because the structure of the thesis is relatively fixed, the abstract of the thesis must
contain the research content of the thesis, the theme of the thesis can be extracted from
it. Besides, the title of the paper is a high-level summary of the content of the paper. So,
the data set selects the title and summary of the more than 18000 papers as the original
data set of the recommendation system.

For the convenience of research, each paper is stored in a separate TXTfile, identified
with a unique number, and all paper titles and abstracts are extracted and put into the
paper pool.

2.2 Existing Methods

The key to the paper recommendation system is to identify the research topic of the
paper. As a model that is easy to understand and has a strong ability to extract the main
content of articles, LDA is widely used in text classification tasks. In this paper, LDA is
used to extract the data set from the paper pool, to obtain the corresponding topic matrix.

For topic and document vector representation, this paper uses word2dec for topic
vector representation and doc2vec for document vector representation.

Considering that word2vec can provide high-quality vocabulary vectors, this paper
uses it to represent topic vectors. However, word2vec does not have an effective method
to combine vocabulary vector into a high-quality document vector, so this paper uses
doc2vec to represent the document vector.

Figure 1 is the research flow of this paper. Input a paper in the field, after subject
extraction and vector representation, calculate the paper similarity [10], select the first n
papers according to the calculation results, reorder them based on PageRank, and finally
obtain the first n papers most related to the input documents.

3 Experiment Research

This section introduces, topic extraction and vector similarity calculation for the paper
pool data, and finally, similarity calculation based on the vector cosine similarity algo-
rithm [11]. According to the calculation results, select the top n paper, and reorder it
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Fig. 1. Research flow

with the PageRank algorithm, to realize the recommendation of the paper, and finally
summarize the experimental results.

(1) Latent Dirichlet Allocation

LDA model was proposed by BLEI et al. in 2003 [12], as an unsupervised machine
learning method, it is used to identify the potential topic set Z = { z1, z2, . . . , zn}, in the
document set D = {d1, d2, . . . , dn}. Since each word in LDA is considered as discrete
data, the joint probability distribution of LDA is obtained by setting word set W =
{ω1, ω2, . . . , ωn}, as follows:

ρ(θ, z, ω|α, β) = ρ(θ|α) ∗
N∏

n−1

ρ(ωn|zn, β) (1)

θ and Z are implied variables, α β is obtained by EM algorithm, ω is an observation
variable.

Figure 2 below is the graphical representation of the LDA model, and Table 1 is the
symbol description:

The probability distribution calculation and keywords extraction of paper topics and
words are carried out according to the LDA of papers in the paper pool.

(2) Word2vec

Word2vec [13] uses the context of words to map words to high-dimensional real space,
thus simplifying the text content into the operation between vectors. By computing the
word vector trained by Word2vec, the text semantic similarity can be obtained and the
target of word clustering can be achieved. There are two models: Continuous Bag-of-
Words model (CBOW) and Continuous Skip-gram Model (Skip-gram). As shown in
Fig. 3, they are CBOW and Skip-gram model (Wt stands for the current central word).
In this paper, the CBOW model is used to obtain word vectors.

(3) Doc2vec

In addition to adding a paragraph vector, Doc2vec [14] is equivalent to word2vec. Like
word2vec, doc2vec has two models: distributed memory (DM) and distributed bag of
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Fig. 2. Graphical representation of the LDA model

Table 1. Symbol description in the LDA model diagram representation

Symbol Explain

�α Topic distribution super parameter
−→
θm Theme distribution of document m
−→ϕk Word distribution of theme K

K Total number of subject words

M Total number of documents

Nm Total number of M documents

Zm,n Nth lexical topic in document m

Wm,n Nth word in document m

�β Super parameter of word term distribution

words (DBOW). As shown in Fig. 4 below are DM and DBOW models respectively. In
this paper, the DM model is used for document vector representation.

(4) Page Rank

PageRank was proposed by page et al. in 1998 [14], which is a Google page ranking
algorithm, used to identify the level of importance of the page [15]. The core idea is to
use the link to the page as a vote for the page, and use the random walk to score the
quality of the page.

In the paper recommendation, the citation relationship is an important recommen-
dation basis. The paper is regarded as a node, the citation relationship is regarded as a
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Fig. 3. Two models of word2vec

Fig. 4. Two models of doc2vec
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directed edge, point to the cited paper. Thus, the citation network of the paper can be
abstracted and simplified as a directed graph, as shown in Fig. 5 below, which represents
a simple directed network.

Fig. 5. Digraph G

In Fig. 5, each node distributes its PR value equally to other outgoing nodes. At the
same time, each node collects the PR values of all incoming nodes to form its PageRank
value. Take A as an example, the PR value of A is C evenly distributed to A and B, andD
is separately distributed to A, while the PR value of A is equally distributed to B and C.

The PR value of the node Ai is denoted as PR(Ai), the node Ai into the chain set is
denoted as I(Ai), and the in-degree of a node Ai is recorded as N(Ai), then the basic idea
of the PageRank algorithm can be expressed as (2):

PR(Ai) =
∑

Aj∈I(Ai)
PR

(
Aj

)
/N

(
Aj

)
(2)

To prevent grade sinking and grade infiltration [16], In the PageRank algorithm, the
attenuation factor is introduced, which makes the probability of node staying at a certain
point d (0 < d < 1), while the rest PR values will still be evenly distributed to all pages.
The modified PageRank algorithm is shown in (3):

PR(Ai) = d ·
∑

Aj∈I(Ai)

PR
(
Aj

)

N
(
Aj

) + (1 − d)/N (3)

To consider the influence of time factor, this paper adds time decay function based on
PageRank and realizes the final recommendation effect by combining the LDA model,
Word2vec and Doc2vec.

4 Our Solution

This experiment is divided into two modules. First, according to LDA, word2vec, and
Doc2vec,wedowordvector representation and similarity calculation. In theSubsect. 2.1,
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we introduce this part of the work in detail. According to the calculation results in
Sect. 4.1, the paper set to be recommended is obtained, and then the PRvalue is calculated
by adding the timedecay functionPageRank algorithm, and the paper to be recommended
is reordered. This part of the work is introduced in the subsect. 2.1 in detail.

4.1 Paper Recommendation Based on LDA

Aswe all know,LDAhas a strong ability to describe the global relationship of documents,
while word2vec and doc2vec focus on the local way to predict words. In this paper, we
combine these technologies andusemore comprehensive vectors to represent documents,
to achieve the recognition and prediction ability of recommendation task processing.

The experimental method of this paper is shown in Fig. 6, which projects theme
and document into high-dimensional semantic space. As a single vector, the document
vector is regarded as the “centroid” of all words in the document [17]. Considering the
difference between different document lengths (number of words), the vector is normal-
ized by dividing the vector and the document length. The topic vector is represented by
a high-frequency word set, whose probability is the word distribution weight to express
the contribution of words to the topic. By measuring the Euclidean distance between
document topics, the document is represented by distance distribution.

Fig. 6. Experimental flow and results

Set paper set D = {d1, d2, …, dn}, represented by word set W = {ω1, ω2, …, ωT }.
Through the LDA model, we can get the potential topic set W = {t1, t2, …, tm}, and the
word probability set of each topic is {θ i1, θi2, …, θik}. Word2vec and doc2vec train each
word in the vocabulary word set into a fixed-length vector {v(ω1), v(ω2), …, v(ωN )}. To
generate the corresponding topic vector, we extract the first n high-frequency words in
the potential topic set and adjust the weight through (4) and (5) below.

ωi = θi∑h
n=1 θn

(4)

v〈ti〉 = Σh
n=1ωinν(ωin) (5)
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The document vector v(di) is calculated as (6), where C is the document length.

v(di) = Σc
n=1v

(
ωin

)

c
(6)

Thus, the Euclidean distance is used to obtain the distance distribution from the
document to all topics in the semantic space. The calculation is as follows (7):

distance
(
v(di), v

(
tj
)) = ∣∣v(di) − v

(
tj
)∣∣ (7)

The distance between the dissertation and each vector can be obtained through the
topic distance distribution of the document vector, and the distance vector between the
target dissertation and each topic can be obtained. The closer the topics are between the
twopapers, themore similar the topic distance distribution between the topics. Therefore,
the topic distance vector can be obtained from the specific distance between each paper
and the topic, and the similarity can be obtained by calculating the distance between the
vectors.

In this paper, the vector cosine similarity algorithm [2, 11] is used for recommenda-
tion. Now, the vector of the target paper i is recorded as wi, and the vector of any paper
j to be recommended is recorded as wj. Using the cosine similarity algorithm of vector,
the similarity between the target paper and the paper to be recommended is recorded as
sim(i,j), which is expressed as (8):

sim(i, j) = cos
(−→wi ,

−→wj
) =

−→wi · −→wj∣∣∣∣−→wi
∣∣∣∣
2 · ∣∣∣∣−→wj

∣∣∣∣
2

(8)

The probability distribution of the LDA topic is closer to the specific document, and
because more word vector information is involved, more other information is extracted.
According to the similarity calculation results, the TopN paper list is obtained by sorting.

4.2 Paper Recommendation Based on PageRank

The traditional PageRank algorithm is used to identify the level of web pages, and the
object-oriented are web links. However, there is a big difference between the citation
network and theweb page links. The publication time of the paper is usually an important
factor in the recommendation of the paper. When the web page is labeled, the factor is
not so important for the analysis of the network’s importance. Therefore, based on the
PageRank algorithm, the time decay function is added to avoid neglecting the publication
time of the paper, resulting in the reduction of recommendation accuracy.

Through the previous similarity calculation, we get the recommended paper set A =
{A1, A2, …, An}, where the number of papers is n. Based on the citation network, the
algorithm calculates the Page Rank value of the paper in a, which is recorded as PR(Ai).

Considering that in the paper recommendation system, users are more willing to
contact new papers, this paper adds a time decay function GD for the publication time
of papers, which is defined as (9) (10):

GD = PR · Age − Decay (9)
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To define the time decay, select the exponential function [18]:

Age − Decay = exp(−λ�t) (10)

Where, �t = tr(recommendedyear) − tp(publishedyear), λ is the attenuation ratio.
Therefore, the final PR calculation formula is as follows (11):

PR(Ai) =
⎧
⎨

⎩d ·
∑

Aj∈I(Ai)

PR
(
Aj

)

N
(
Aj

) + 1 − d

N

⎫
⎬

⎭ · exp(−λ�t) (11)

The attenuation ratio λ in (9) indicates the influence degree of the time factor on
the weight of the paper. In the experiment, 0.3 is selected, the initial PR value of the
experiment is 1, and the attenuation factor is 0.75.

For n papers in the paper set A, the PageRank algorithm after adding time decay
function is used for iterative calculation. The number of detection iterations is more than
5000, and the iteration is stopped. At this time, the calculation result is the final PR value
of the paper.

Finally, rank the calculated PR values and output the Top N recommendation results.

5 Experimental

In this paper, according to the input paper title and abstract, through similarity calculation
and PageRank calculation ranking, Top N papers are obtained for recommendation [3].
The recommended output examples are shown in Table 2 below. Top-N papers are
selected by sim (i, j), and then the output is reordered based on the PR value obtained
by PageRank.

Table 2. Calculation results of N papers closest to a00-1034.txt when n = 10

Thesis ID(id) File Name(file) cosine similarity-sim(i, j) PR value

2367 D08-1071.txt 0.6999453444340846 0.31333951

27 A00-1031.txt 0.6489357041982314 0.29633859

8985 P13-1028.txt 0.6374460721183068 0.28356865

7516 P07-1002.txt 0.6319530906583605 0.25012394

11089 Q13-1007.txt 0.6192361282879355 0.24985317

12205 W03-0303.txt 0.6037470473762523 0.21369972

14551 W09-1203.txt 0.5040372856440422 0.19357921

17675 W14-3312.txt 0.5732498332045749 0.16239670

11080 P99-1081.txt 0.5458519375387051 0.11399626

10896 P98-1119.txt 0.6101528705076721 0.11399626
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Input: Papers conforming to the intended topic (txt file).
Output: list of Top-N similar papers (take a00-1034.txt, n = 10 as an example)
In this section, this article is based on the ACL conference proceedings as a data

set, and thus the paper is recommended. This experiment aims at the accuracy of the
recommendation results of the paper, and verifies from the number of recommended N
and the number of selected topics, and analyzes the number of best-recommended papers
and the number of selected topics. It also compares with traditional recommendation
methods.

5.1 The Number of Topics

Because the number of LDA topics directly affects the vector dimension of the final
generated paper, too little will lead to too much error in the calculation result, too much
will cause overfitting. Therefore, this paper experimentally evaluates the recommended
performance of this experimental method under the different number of topics.

As shown in Table 3, when 175–225 topics are selected, you can see that the Aver-
age 10 fold micro-F1 score of the recommendation result is at a high level, and the
recommendation result is better.

Table 3. Average 10 fold micro-F1 score of our method under different number of topics

Average 10 fold micro-F1 score (Standard deviation)

150 topics 175 topics 200 topics 225 topics 250 topics

Our method 0.764 0.773 0.781 0.789 0.772

5.2 The Number of N in Top-N

Because it is difficult to measure whether the subject meets the requirements, this paper
calculates the accuracy based on the citation. If the recommended paper appears in
the cited paper, it is considered as an effective recommended paper. Considering the
actual query needs of readers, it is not appropriate to get too few results each time, so
this paper adopts n = {6, 8, 10, 12, 14} for experiments. Each time, 100 papers are
randomly selected from the paper pool as input sets, and their accuracy is tested under
the conditions of n = 6, 8, 10, 12, 14. To ensure accuracy, the experiment is repeated
three times. The accuracy of the recommended results is shown in Fig. 7:

5.3 Comparison with Traditional Recommendation Methods

Also, this paper compares the methods used in this paper with traditional LDA, TF-
IDF, Word2vec based on the ACL conference paper data set. The comparison results
are shown in Table 4. It can be seen that the TF-IDF prediction result is the best, but its
running time is the longest, which is 2.7 times that of the method used in this experiment.
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Fig. 7. Accuracy of paper recommendation results

Word2Vec has the shortest running time, but it has the fewest training features, and the
final recommendation accuracy is also low. Although LDA takes less time than the
method used in this paper, it has the lowest accuracy. Besides, TF-IDF and LDA do not
consider text semantic information.

Table 4. Average 10 fold mircro-f1 score of different methods

Average 10 Fold micro-F1 score

LDA 0.634(topic = 150)

TF-IDF 0.759

Word2vec 0.655

Our method 0.702(topic = 175)

Considering the three aspects of running time, prediction accuracy, and semantic
information, Our method is better.

6 Conclusion

Based on keyword extraction and similarity calculation, this paper implements the paper
recommendation system, which can provide convenience for researchers to consult liter-
ature and save time for paper searching. According to the similarity calculation results,
the top n recommendation is carried out.
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The following improvements will be considered in the future:

(1) There are some limitations in accuracy calculation based on paper citations. In the
next step, we can consider the introduction of the crowdsourcing mechanism to
achieve topic relevance calculation.

(2) Determine the dependence between citations in the citation network, to quantify the
dependence between papers, and calculate the correlation with Katz [19] distance.

(3) Considering the influence factor [20] of the paper in the citation network, change
the recommendation weight of the paper.
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Video Coding Based on Wavelet Transform
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Abstract. Some improvement ideas have been made for distributed video cod-
ing scheme based on the wavelet transform domain. First, a simplified algorithm
is introduced for integer wavelet transform coding to improve the computational
efficiency of the encoding side. Secondly, in order to save the channel bandwidth,
this paper proposed a direct filling method of the side information for the high-
frequency part. At last, this article uses the idea of hierarchical transmission in
traditional video coding for different transmission channel bandwidth. The simu-
lation results show that the program greatly reduces the transmission bit rate with
a good video transmission quality.

Keywords: Distributed Video Coding · Integer wavelet transform · Hierarchical
transmission

1 Introduction

With the development of wireless broadband network, more and more mobile video
terminals have been used in multimedia communications. Usually the processing capac-
ity and power consumption of these terminal equipment are very limited, so the video
encoder should be simple and easy to realize, and also have a good resistance to error
performance and compression efficiency. Traditional video coding standards, such as
MPEG and H.26x, have not been able to meet these requirements. In order to solve these
problems, the domestic and foreign scholars have proposed a new Video compression
method-Distributed Video Coding (DVC) [1, 2].

DVC is a new paradigm for video compression, with low encoding complexity and
robustness to channel losses. It was proposed in 1970 s, based on nondestructive coding
theory and lossy coding theory. A common approach to DVC theory is independent
encoding followed by joint decoding with the side information (SI) [2]. In this way,
the encoder leaver out a large amount of calculation, such as inverse transformation and
quantification. It shifts computational complexity to the decoder tomeet the requirements
of the new application in this framework. Today, there are many DVC research groups
in abroad, such as Bernd Girod’s team at Stanford university, Kannan Ramchandran’s
group at the university of California, and European DISCOVER research group. These
research institutions have put forward some low complexity video coding system [3,
5, 6]. There are several research achievements, such as DVC with feedback channel
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of Bernd Girod and PRISM (Power-efficient Robust high-compression Syndrome-base
Multimedia) of Ramchandran.

On this basis, the researchers put forward some new coding scheme [7, 11], Include
Tagliasacchi proposed DVC based on WT, Adikari proposed DVC based on Recursive
decoding, and Ramchandran proposed DISCUS Architecture. DVC Architecture is usu-
ally divided into two parts, key frame transmission and Wyner-Ziv frame transmission,
so there are two transmission queue, key frame(K frame) and Wyner-Ziv frame(WZ
frame). K frame usually adopts intraframe coding and decoding algorithm of the Tradi-
tional video, ButWZ frame uses inside coding and inter decoding.WZ frame coding can
be divided into Pixel-domainWyner-Ziv Codec system (PDWZ) and Transform-domain
Wyner-Ziv Codec system (TDWZ) [2]. Due to the lack of effective compression effi-
ciency for PDWZ field, the present study direction is mainly in TDWZ field. At present,
in TDWZ field, most popular technical architecture is Stanford’s proposed Wyner-Ziv
decoding scheme based on discrete cosine transform (DCT). However, these DCT based
framework exist obvious shortage. In order to deal with convenience in practical applica-
tion, the image normally is divided into 8*8 or 16*16 small pieces to separately process
in DCT coding, which leads to “block effects”. So, scholars put forward another kind
of transform domain coding, based on wavelet transform, as shown in Fig. 1 [2]. Due to
the flexibility of discrete wavelet transform (DWT) in non-stationary image signal, and
the adaptability to visual characteristic ability of human, wavelet transform has become
a mainstream technology of image compression.

DWT quantization channel 
coding buffer channel 

decoding 
Frame 

reconstruction

intraframe 
coding

intra 
decoding 

SI 
Generation

Request bit SI

Decoded WZ 
frame

Decoded K 
frame

WZ 
frame

K frame

Fig. 1. WZ frame coding scheme based on DWT

Compared to DCT, DWT overcomes the “block effect”, meanwhile both sides have
the characteristics of energy concentration. In the traditional coding field, DWT is grad-
ually replaced DCT, such as in the new generation of still image compression standard-
JPEG2000. But DWT calculation is bigger, which limited its usage in DVC field [6,
10].

2 Simplified Integer Wavelet Transform Based on the Fast
Algorithm

In recent years, in order to improve the efficiency of the wavelet transform, the scholars
put forward many fast algorithm. The first generation wavelet transform with the aid of
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Fourier transform, the calculation is complicated, and the range of application is limited.
In 1994, Sweldens proposed the second generation wavelet transform theory based on
division-forecast-update, and this theory made the wavelet transform can be calculated
in the integer domain to avoid the quantization error in pretreatment. After that, Dewitte
made the compression ratio increased by 10%, compared with the predictive coding and
Haarwavelet, with single ascension and double ascensionmethod.David. B.H. proposed
a new method to compute integer wavelet transform (IWT) by binary coefficient, which
avoids the multiplication to reduce the processing calculation, and make it easy for
FPGAorDSP hardware realization. At present, popularWT fast algorithm include EZW,
SPIHT SFQ, EPWIC, and EBCOT. In 2000s, the International Standard Organization
(ISO) and the International Electro-technical Committee (IEC) jointly launched a new
generation of still image compression standard-JPEG2000 based on discrete wavelet
transform(DWT). Two types of ascension wavelet are used in the JPEG2000, one kind is
reversible integer 5/3 wavelet transform, which is mainly used to realize lossless image
compression and lossy image compression; Another is 9/7 wavelet transform, used for
high quality lossy image compression [12, 16].

Compared to DWT, DCT have an advantage of a fast arithmetic speed. But DWT
has potential advantages. For example, the PSNR value of DWT recovery image quality
is 2 dB higher than DCT in the same code rate cases, and DWT avoids the DCT’s
“block effect”. So, it is important to improve the computation efficiency of the DWT.
In 2006, FuZhong and ZhuXiaoMing proposed a simplified wavelet fast algorithm on
the basis of ascension algorithm in China university of science and technology, and
the experimental results show that the new algorithm will raise the wavelet transform
efficiency by 70% [14]. Ascension wavelet transform steps are divided into three steps,
division, forecasting, update, as Fig. 2 shows.

Division

-

Prediction Update

+

S

2 js

2 1js +

Fig. 2. Ascension wavelet transform diagram

Division: the original signal is decomposed into even signal s2j and even signal s2j+1.
Prediction: Keep even signal s2j is changeless, predict odd signal s2j+1 through

Interpolation method, dj is the D-value between predictive value and the actual value,
dj = s2j+1 − P(s2j), and P is the prediction operator.

Update: process uses dj to update s2j, in order to retain some characteristics of the
original signal, such as remain the same of average value, this operation recorded as
aj = s2j + U (d2j), in which U as the update operator.

Take 5/3 Biorthogonal wavelet for example, Calculation formula of dj and aj as
Shown below. Multiplication of Ascension coefficient (1/2 and 1/4) can be replaced by
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shift operation to reduce computation.

dj = s2j+1 −
[
1

2
(s2j + s2j+1)

]
(1)

aj = s2j +
[
1

2
(dj−1 + dj)

]
(2)

In the traditional fast algorithm, first step is to make a one-dimensional DWT trans-
form in row so there are Decomposition for high frequency and low frequency part in
row, then the second step is to do one-dimensional DWT in column. Due to the low
frequency part containing the most energy image, the importance of low frequency part
is far higher than the high frequency part.

Considering the ability of encoder is limited in DVC, So the second one-dimensional
IWT can be simplified, so they omit the high frequency part of the second operation. A
picture of original image is treated as shown in Fig. 3. This makes WT calculation focus
on high-efficiency low-frequency region, and ignore the high-frequency low-efficiency
part.

Fig. 3. Two layer wavelet transform subspace distribution (the simplified algorithm left, the
traditional fast algorithm right)

As the Table 1 below shows, this article takes the foreman and coastguard video
sequence to simulation with ascension 3/5 wavelet fast algorithm and the simplified
algorithmproposed, in the samehardware and software environment. The result is that the
latter is fast than the former by 57.4%. Test environment: ARM (model EBD9260, CPU
180 MHz), Linux (kernel version 2.6.19), video quality (QCIF, 176 * 144), processing
frame number (300 frame).

3 High Frequency Part Filled with Side Information Method

In the Stanford scheme, which based on DCT or DWT video coding, encoder needs
to generate hash code by down-sample and coarse quantization of each subblock in
image, then calculate mean-square deviation of hash code between previous frame and
current frame in the same position. If themean-square deviation is less than the threshold
value G, then decoder directly copy the same subblock from Previous frame in the same
position. According to the calculation in this method, few can meet the requirements in
low frequency part. But most in high frequency part can meet the requirements [15, 16].
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Table 1. The efficiency contrast of the traditional fast algorithm and the simplified algorithm

Traditional algorithm
(millisecond/frame)

Simplified algorithm
(millisecond/frame)

Efficiency compared

Foreman 26.69 16.95 +63.5%

Coastguard 33.35 18.31 +54.9%

Soccer 33.14 18.56 +56.0%

Hallmonitor 31.57 17.43 +55.2%

This paper holds that if two adjacent images is very close, such as foreman video
sequence, whose PNSR of side information have close to 30 db by interpolation or
extrapolation. Then, this method is useful. Because when PSNR is more than 30 dB,
usually the human eye has been unable to distinguish two images [17, 18].

For example, this paper deals with image by using simplified IWT algorithm, sec-
ondly, gets the wavelet coefficient on the statistical analysis. As the Table 2 below shows,
low frequency part of the image is very close to the original image in mean value and
variance. Meanwhile, the low frequency part contains most of the energy of original
image, high frequency part contains a small fraction (Table 3).

Table 2. Wavelet statistics of the Foreman video sequence

Max Min Mean value Variance Energy

Original
image

255 0 99.05 52.88 100%

LLL 250.75 −4.2 99.02 52.56 99.7%

LLH 34.25 −34.41 −0.45 2.92 0.04%

H2 35.48 −31.32 −0.74 1.09 0.07%

LH 20.11 −24.56 0.01 2.06 0.06%

H 17.24 −15.17 0.03 2.14 0.13%

According to the above analysis, the most information of the image stores in LLL
subspace, which is the most important part of the transmission in DVC. Other subspace
contain energy is very few, and the original image and SI have similar mean variance
and energy in high frequency. LLL subspace is a bit different. In this conclusion, a new
compression method is proposed in this paper-SI in high frequency fills the decoded
image directly. But the low frequency subspace does not use this method because of
its importance. This paper has taken 100 frames to do experiments, and got the same
conclusion.

On the basis of the above analysis, this paper tries to quantitative analysis with the
influence of the image quality in this method. Figure 4 is the result of first 100 frame in
foreman and coastguard video sequence by the experiments. Figure 5 and Fig. 6 is the
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Table 3. Wavelet statistics of the coastguard video sequence

Max Min Mean
value

Variance Energy

SI image 255 0 92.05 47.88 100%

LLL 250.75 5.0 101.02 69.56 99.7%

LLH 30.25 −36.41 −0.72 2.11 0.04%

H2 37.34 −28.17 −0.53 1.23 0.08%

LH 22.04 −23.51 −0.01 2.17 0.06%

H 16.64 −14.20 0.05 2.10 0.12%

frame image of decoded video sequence. As can be seen from the graph, image PSNR
is above 30 dB. This can meet the requirements of the human eye [13], and at the same
time image decoding is superior in quality to the Stanford architecture [2].

Fig. 4. Experimental results of foreman and coastguard (High frequency filled with side
information)

Fig. 5. High frequency part filled with side information method-foreman (PSNR = 37.92) (left
for the original image, and themiddle for this paper decoding image, the right for Stamford scheme
decoding image)
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Fig. 6. High frequency part filled with side information method-coastguard (PSNR= 37.92) (left
for the original image, and themiddle for this paper decoding image, the right for Stamford scheme
decoding image)

4 Embedded Coding Without Feedback

In the communication network, the bandwidth of the network is not stable, especially
when the network congestion bandwidth declines. In order to solve the image and video
transmission problems under the network environment, there appeared Scalability cod-
ing technology. Scalability is the ability to restore image or video through a part of
compression bit stream. Scalability coding mainly includes the following three, SNR
Scalability, Spatial Scalability, and Temporal Scalability, according to object. The first
two kinds of methods can be used for image and video signal are applicable, but Tem-
poral Scalability for video signal only. Encoder can also group different Scalability
together for mixed Scalability coding. Scalability encoder can also divided into two
kinds, hierarchical coding and Fine Granularity Scalability (FGS), according to Interval
size. Hierarchical coding will is divided code flow into several layers, and its transmis-
sion or decoding only in stratified place. FCS can be cut off in any position, so its code
rate is continuous variable. Meanwhile, FGS coding can also be called embedded coding
because of embedded bit stream.

As shown in Fig. 1, DVC normally have feedback channel, because decoder can
determine transmission code rate, according to the side information, and then encoder
can make sure of amount of information, according to feedback code rate. But feedback
channel is the most controversial part in DVC scheme, because it means not only a feed-
back channel needed, also requirement for real-time work with feedback channel delay.
On the other hand, feedback channel simplifies the code rate control. Due to the excel-
lent performance of WT, as well as the greatly improved wireless channel transmission
environment, the author tried to cancel the feedback channel. The encoder control the
rate according to the current signal intensity. Embedded coding can be accurate code
rate control, which is suitable for multimedia communication network. The SI filled high
frequence method, mentioned in the second part of this paper is fit for embedded codec.
Encoder decides rate of code stream, according to real-time bandwidth, then use side
information to fill the rest of the image. As the preparing work before transmission, first
wavelet coding plane should be transformed into binary code flow plane, priority order
of each subspace is LLL-LLH-H2-LH-H, As shown in Fig. 7.

The LLL subspace of the code flow accounts for 1/16 of the whole image, but con-
tains 99.7% of the energy, so it has a highest priority of transmission. LLH and H2
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Fig. 7. Priority order of each subspace

subspace are similar to LH, the HL and HH module of the traditional wavelet transfor-
mation. LH and HL represent the horizontal and vertical direction of the high frequency
part. HH represents a diagonal direction of the high frequency part. According to the
discrimination ability of the human eye, HL and LH sensitivity is higher than HH high
frequency part to the human eye. So here, the author design priority of LLH higher than
H2, and in the same way, LH priority higher than H part. Secondly, in order to facilitate
rate control, rate control method without feedback was adopt in this paper, and Turbo
code used. as channel code. For the convenience of design process, two extra bytes have
been joined in transmission code flow to identify transmitted bit number in the current
channel bandwidth. According to the calculated results, only parts of the wavelet trans-
form subspace need to be coded. Decoder cut off bit flow according to the first two
bits.

This paper puts forward a simple calculation method, and suppose image transmis-
sion quality is QCIF176 * 144, code rate is 4/5 turbo code, video frame rate is 25 frame/s.
So if all LLL, LLH, H2 subspace need to transmit, rate should be close to 300 KBPS. As
the basis of the whole image, LLL part need 79 kbps. Therefore, the author thinks that
when channel bandwidth is more than 79 kbps, it can meet the real-time transmission
requirements.

5 The Analysis of Experimental Results

Turbo code and LDPC code are widely adopted in channel coding, both of them have
inner robustness for transmission channel noise. However the algorithm and the practical
application of Turbo code is more mature. So turbo is adopted in this experiment. First
of all, when the channel bandwidth is very narrow, the only allowed transmission is the
low-frequency LLL subspace, and the experimental results are as follows.

As the Fig. 8 shows, image is fuzzy, but can be identified. According to the research,
when PSNR is more than 30 dB, which can accept [8, 9]. This is based on the identi-
fication of human ability to defined, because in this case the human eye is difficult to
distinguish the difference between the two images. So in this transmission bandwidth,
video image cannot completely meet the quality requirement. But that can meet the
requirements of the real-time transmission. Whether transmission should first meet the
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quality requirements or real-time requirements, according to the practical situation to
determine. TheFigs. 9 and 10 below shows the comparison between andStanfordmethod
[4] in different channel bandwidth. As can be seen from the graph, the new method can
solve the DCT “block effect”, at the same time the video output quality improves for
1– 2 dB.

Fig. 8. Transmission quality in 80KBPS bandwidth (PSNR = 28.6 dB) (the left for the original
image, and the middle for this paper decoding image, the right for Stamford scheme decoding
image)

Fig. 9. RD performance contrast (foreman video images/QCIF)
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Fig. 10. RD performance contrast (coastguard video images/QCIF)

6 Conclusion

In this paper, some improvement ideas have been put forward for DVC scheme based on
DWT, the experimental results show that, comparedwithStanford university scheme, this
scheme can provide better transmission quality in the more than 100 kbps transmission
bandwidth cases. In recent years, scholars at home and abroad continuously put forward
faster DWT algorithm. DWTwill have greater room for development than DCT, so DVC
based on DWT will also have more performance improvements in the future.
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Abstract. For 3D scattered point cloud, before surface reconstruction,
preprocessing such as quantity reduction and surface denoising is needed.
In this paper, a fast point cloud reduction algorithm based on farthest
point sampling is proposed. The fast marching algorithm is used to
expand the sampling area, and the farthest sampling condition is used to
select the qualified sampling points. According to the characteristics of
point cloud noise, a compound kMS point cloud denoising algorithm is
designed based on k-d tree model and mean drift technology. Realize the
fast and efficient denoising of point cloud data. The simulation results
show that the algorithm proposed in this paper can effectively realize
the function of point cloud reduction and denoising.

Keywords: Three dimensional point cloud · Point cloud
simplification · Point cloud denoising

1 Introduction

In 3D model data extraction technology, the extraction results are usually
described and saved in the form of scattered point cloud data. In the extrac-
tion process, due to many factors, the final point cloud data usually has some
defects, so that these point cloud data are not suitable for surface reconstruction
directly. Therefore, some preprocessing is needed before using 3D point cloud to
model the surface. The common scattered point cloud mainly has the following
two defects: first, the point cloud data is too large, there are a lot of redundant
data. Secondly, there are some noise data in the point cloud, which makes the
point cloud not smooth. In order to solve these two problems, this paper will
discuss the simplification algorithm and denoising algorithm of scattered point
cloud.
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2 Point Cloud Reduction Algorithm Based on Fast
Moving Farthest Point

2.1 Farthest Point Sampling Technology

The basic idea of farthest point sampling is to take the target point as the start-
ing point, search to the periphery continuously according to certain rules, and
add the sampling points that meet the conditions set by the user into the cur-
rent sampling area. Stop the search when the search threshold is exceeded. The
farthest point sampling technology can be applied to image reconstruction, data
clustering, pattern recognition and other fields. The feasibility of this technology
is analyzed in reference [1].

Under the condition of isotropy, the information of point cloud can be repre-
sented by characteristic constant, second derivative and third derivative of ran-
dom process. For sample point pairs (pi, pj) where pi = (xi, yi), pj = (xj , yj).
The correlation of point pairs E(pi, pj) is related to Euler distance dij . The
correlation of point pairs is defined as follows:

E(pi, pj) = σ2e−λdij (1)

where dij =
√

(xi − xj)
2 + (yi − yj)

2.
The most common application of the farthest point sampling method is point

cloud densification. The farthest point search technology is combined with the
extension technology of Voronoi diagram to search the farthest distance accord-
ing to the known points. Shamos [2] shows that a new sampling point can be set
up, which is located in the center of the circle formed by the farthest distance
from the known point. Focusing on the new point and rebuilding Voronoi dia-
gram, the point cloud can be densified. The essence of point cloud densification
is to build new sampling points by using known sampling points, which is usually
used for image inpainting.

Point cloud simplification can be realized by using the idea of point cloud
densification in reverse. The basic idea is: take the current sampling point Sn as
the center, set the distance o to search around according to the threshold value,
after the farthest point is determined, the image characteristics within the search
radius are relatively stable, so it can be simplified. Then select a sampling point
Sn+1 as the center at the edge of the search radius, and continue to find the
new farthest point until all the remaining sampling points are traversed.

2.2 Fast Marching Method

The fast marching algorithm provides a strategy of searching outward based on
the target point. The research in [3] shows that the fast marching method is a
fast and efficient algorithm for forward search. The algorithm uses a partial dif-
ferential equation to describe the forward search process. For the convenience of
description, take the two-dimensional point cloud search as an example, starting
from the target point, search outward along the unit normal vector according to
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the velocity function F (x), making the time to reach a peripheral point T (x), the
search path C(p, t), where p is the given parametric variable. Then the process
can be expressed by the following partial differential equation:

∂C

∂t
= FN (2)

The current velocity function F (x) is only related to the current position.
When its sign is constant, the gradient between it and the time function meets
|ΔT | V = 1. The above equation can be converted into Eikonal equation. Com-
bined with the inverse difference, a set of stable solutions can be obtained by
the following formula:

[
max (Dij

−x
T, 0)

2
+ min (Dij

+x
T, 0)

2
+ max (Dij

−y
T, 0)

2
+ min (Dij

+y
T, 0)

2
]
=

1

V
(3)

Where Dij
−,Dij

+ are forward and backward differences in x or y direction.
Take the x direction as an example:

Dij
−xT =

Tij − Ti−1,j

h
(4)

Dij
+xT =

Ti+1,j − Ti,j

h
(5)

Where h is the grid distance. From this, the arrival time T of each point can
be obtained.

From the above analysis, we can see that the outer boundary of the search
always moves from the smaller T to the larger T . The fast marching method uses
the above ideas to search for the propagation boundary value T . The realization
process is to build an active area around the propagation, and make the boundary
expand continuously by searching outward, just like the process of water wave
diffusion.

2.3 Fast Moving Farthest Point Sampling Algorithm

The fast-moving farthest sampling algorithm was first proposed by C. Moenning
and N. A. Dodgson [4], which uses the fast-moving algorithm to continuously
expand the sampling area, and uses the farthest sampling conditions to select
the sampling points that meet the user constraints.

The basic idea of the farthest point sampling method is to continuously find
the next sampling point in the unknown area, so as to complete the sampling
of the whole target point cloud. Elder et al. Proved that selecting the next
sampling point in the farthest point queue is to select the vertex satisfying the
farthest point condition on the Voronoi diagram with boundary (BVD(s)) of
the selected point clouds [5]. Therefore, the continuous expansion of Voronoi
diagram is the precondition of the farthest point sampling. For the point cloud
sampled from the farthest point, Voronoi diagram is calculated by calculating the
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weighted distance graph. This method comes from the improvement of M’emoli
and Sapiros on the original fast-moving level set method, without any previous
surface construction process.

The improved fast marching method is set in a closed hypersurface M in
Rm, where the hypersurface has a zero level set distance function: Φ : Rm →
R,m ≥ 3. Ωr is a collection of spheres whose radius is r and whose center is the
point on the surface.

Ωr :=
⋃

x∈M

B(x, y) = {x ∈ Rm : |ϕ(x)| ≤ r} (6)

For a smooth surface M and small enough r, Ωr is a manifold with smooth
boundary. In order to calculate the arrival time of the weighted distance graph of
point set and the propagation in M at the speed F (p). In Ωr, Euclidean distance
graph is used to estimate the natural distance in M . As shown in Eq. 12:

|∇MTM (p)| = F (p) (7)

For p ∈ M , and the boundary condition TM (q) = 0 can be approximately
replaced by Eq. 8:

|∇TΩr
(p)| = F̃ (P ) (8)

Where p ∈ Ωr and boundary condition TΩr
(q) = 0. F̃ (P ) is the extension of

F (p) from M to Ωr.
The problem of calculating distance graph is transformed into calculating

Euclidean distance graph with boundary. The improved fast marching method
can achieve good computational simplification effect, and the complexity of the
algorithm is O(log N)N . N represents the number of meshes in Ωr.

2.4 Point Cloud Reduction Steps

In order to simplify the scattered point cloud using the fast moving farthest
point sampling algorithm, it is necessary to determine a large enough point
cloud set = {p1, p2, ...pN1

}. The size of the point cloud is larger than the thin
cross section Ωr. In the Ωr, the initial point set s ∈ p is selected to construct
the initial BVD(S) and store it in a minimum heap. Propagates outward to each
point in the initial point set. The specific method to realize the propagation
process is to solve Eq. 8 under the condition of F̃ (P ) = 1, and store the results
in the minimum heap data structure. This process is equivalent to calculating
Euclidean distance graph from of given S and Ωr.

Then, a maximum heap is built to store the cloud information of the target
points to be selected. When inserting the points that meet the conditions into the
minimum heap, the points are inserted into the data structure represented by the
maximum heap according to the arrival time of Voronoi vertices, and the values
in the maximum heap are adjusted continuously during the process of inserting
the minimum heap. Among them, the vertices in BVD(s) are obtained by three or
more propagation ripples (or two boundary regions) in the propagation process.
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Next, extract the root node in the largest pile, which is the point to be
output in the current mesh area. When the arrival time of the point is set to
zero, it is inserted into the BVD(s) of the minimum heap, and the eliminated
and generated Voronoi points are deleted and inserted from the maximum heap,
respectively. The surface will propagate outward until the characteristic value of
the mesh point is lower than the arrival time.

In the process of propagation, the root node is extracted from the maximum
heap until it meets the constraints or reaches the extreme value given by the
model. The constraints proposed by the user are represented by the distance p
between the points. When the distance between the farthest points is greater
than p, it is the reduced point.

The implementation of the above algorithm is divided into the following
steps:

Step 1: find enough point clouds in Cartesian coordinates, so as to obtain cross-
section band. According to the initial set of point clouds S ∈ Ωr, n = |S| ≥ 2,
the BVD(s) is calculated by using the improved fast marching method with the
velocity function F̃ (pi) as the standard. The arrival time of Voronoi vertices is
stored in the maximum heap.
Step 2: extract the root node from the maximum heap to obtain Sn+1, and get
a new set of points S′ = S ∪ {Sn+1}. According to the improved fast marching
algorithm, a new surface is obtained and BVD(s) is calculated by propagating
out of Sn+1 domain.
Step 3: update the grid points in the minimum heap and adjust the arrival time.
Insert the vertex of Voronoi element with boundary at Sn+1 point, BV (Sn+1),
into the maximum heap.
Step 4: continuously extract the root node from the maximum heap. If the point
cloud cannot meet the conditions of user controlled point density P or the target
model point cloud does not reach N2 < N1, cycle from step 2.

In this algorithm, the surface features can be preserved by increasing the
weight. The weight is determined by the point set pi ∈ P . Changing the size
of F̃ (pi) can affect the calculated BVD(s), and ultimately affect the sampling
effect. In general, it is necessary to keep more information in the area with
large curvature change and less information in the area with small curvature
change. The above process can be realized by adding the curvature weight to
the curvature change estimation of the local surface, further setting the value of
F̃ (pi), and finally making the point cloud focus on the area with large curvature
change. The advantage of this method is that the calculated distance map itself
reflects the weight information, so in the process of point cloud data filtering,
only the point cloud needs to be simplified according to the density p standard
set by the user.
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3 KMS Compound Point Cloud Denoising Algorithm

3.1 Mean Shift Algorithm

Point cloud denoising technology is divided into two types according to the
form of point cloud storage. For the ordered point cloud, because of the corre-
lation between points, the filtering algorithm is usually constructed to smooth
the point cloud data. Common filtering algorithms include Gaussian filtering,
Wiener filtering, Kalman filtering, etc. For scattered point cloud, because there
is no topological relationship between points, it is impossible to build filtering
algorithm. The usual method is to establish the topological relationship between
point clouds and then filter. The common feature of the above point cloud fil-
tering is to smooth the point cloud data, so as to reduce the mutation of noise
points. But at the same time of smoothing the noise, it is easy to lose the details
of the target, making the edge of the target fuzzy. Therefore, the bilateral filtering
method is proposed to improve the edge definition. In this section, considering
the characteristics of the above filtering algorithm, a KMS composite point cloud
denoising model based on mean shift algorithm and k-d tree is proposed. In the
mean shift algorithm, the target points are shifted in the direction of the sample
density iteratively, and the degree of each shift is called the mean shift. For the
target point in space, the mean value of the offset is expressed in vector form.
The offset mean vector is defined as follows:

Mh(x) =
1
k

∑
xi∈Sh

(xi − x) (9)

Where Sh is a set of points, which is defined as follows:

Sh(x) =
{

y : (y − x)T (y − x) ≤ h2
}

(10)

It can be seen from Eq. 10 that Sh represents a sphere with radius h in
n-dimensional space.

In Eq. 9, k represents that in the above Sh, there are k sample points xi,
and (xi − x) represents the offset of sample point xi in the Sh region from the
reference point x.

It can be seen that the offset mean vector Mh(x) represents the average offset
vector value of k sample points xi in the Sh region relative to the reference point
x. Considering that for the probability density function f(x), its probability
density gradient represents the direction where the probability density changes
the most. It is not difficult to see that when k sample points are obtained from
the same probability density function, these points will be distributed along the
direction of probability density gradient. It can be seen that the direction of the
offset mean vector is the same as that of the probability density gradient.

From Eq. 9, it can be seen that the value of Mh(x) is only the average value
of the distance between k sample points and reference points in the Sh region.
According to the principle of statistics, the statistical characteristics near the
reference point are related to the location of the sample points around it, and
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the closer the sample points have a greater impact on it. Based on the above
analysis, Yizong Cheng proposed the definition of extended migration mean
vector in reference [6], and added the definition of kernel function and weight
on the basis of basic migration mean vector. The extended offset mean vector is
defined as follows:

Mh(x) =

n∑
i=1

|H|− 1
2 G(H− 1

2 (xi − x))w(xi)(xi − x)

n∑
i=1

|H|− 1
2 G(H− 1

2 (xi − x))w(xi)
(11)

Where w(xi) is weight. G(x) is unit kernel function. H is a d × d dimensional
bandwidth matrix, usually defined as a diagonal matrix.

When H is defined as the proportional unit matrix H = h2I, Eq. 11 can be
converted to Eq. 12

Mh(x) =

n∑
i=1

G(xi−x
h )w(xi)(xi − x)

n∑
i=1

GH(xi−x
h )w(xi)

(12)

3.2 Smoothing Algorithm Based on Mean Shift

As mentioned above, the basic idea of mean shift algorithm is to make the target
point drift along the direction of the probability density of the sample point until
the threshold requirements are met. For the scattered point cloud, the number of
noise is far less than the number of sample points, and the distribution density of
sample points is far greater than the noise points. And the distribution density
of sample points often reflects the local characteristics of the model. Therefore,
the surface of the model can be smoothed by using the mean shift technique to
shift each target point to the direction with high sample density. The principle
of mean shift smoothing algorithm is shown in Fig. 1.

Fig. 1. Smoothing principle of mean shift.

The key of constructing the mean shift smoothing algorithm is to determine
the drift direction of the target point. Literature [7] shows that the migration
mean vector Mh(x) is a normalized probability density gradient. The mean shift



Image Processing Method of 3D Scattered Point Cloud 603

iterative formula can be derived from the gradient of probability density estima-
tion of kernel function:

Mh(x) =

n∑
i=1

G(xi−x
h )w(xi)xi

n∑
i=1

GH(xi−x
h )w(xi)

− x = mh(x) − x (13)

For a given datum point x, let the kernel function be G(x), the weight be
w(xi) and the iteration threshold be ε, then according to Eq. 13, the iteration
steps of mean shift can be constructed as follows:

Step1: calculate mh(x).
Step2: assign mh(x) to x
Step3: judge ‖mh(x) − x‖. If the value is less than ε, it ends; otherwise, return
to the first step to continue the iterative calculation.

3.3 KMS Composite Point Cloud Denoising

It can be seen from the above that the mean shift smoothing algorithm is to use
iterative calculation to gradually drift the points that deviate from the target
model back. This algorithm is suitable for the case that there are many noise
points and the deviation from the target surface is not too far. This kind of
noise often comes from the surface defects such as roughness and corrugation
of the measured object, which is called system error. There is another kind of
noise in point cloud data from system measurement channels, such as electrical
noise, thermal noise, etc., which is called random error. This kind of random
noise is less, but far away from the target surface. For this kind of noise, if the
mean shift smoothing algorithm is used, it needs a lot of iterations before it can
drift to the ideal position. This will lead to a sharp increase in the amount of
computation, which will affect the calculation speed. For the above problems,
this paper constructs a composite point cloud denoising model. Firstly, fast fil-
tering algorithm is used to pre-denoise, and a small amount of random error is
deleted. The residual point cloud is smoothed by means of mean shift smooth-
ing algorithm, and finally approaches the target surface. For the scattered point
cloud, before applying the filtering algorithm, it is necessary to establish the
topological relationship between points. Literature [8] shows that the algorithms
commonly used to establish the topological relationship of point cloud include
octree, spatial cell, k-d tree and so on. In this paper, k-d tree method is used
to establish point cloud topology. After the topological relationship of the point
cloud is determined, the neighborhood of the target point can be established
by using the spatial point backtracking method [9]. By calculating the average
distance between the target point and the neighboring points, and comparing
with the threshold value, we can distinguish whether the target point is noisy
or not. The specific algorithm steps of KMS point cloud denoising model are as
follows:
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Step 1: use k-d tree algorithm to establish the topological relationship of scat-
tered point cloud.
Step 2: establish the neighborhood of the target point by using the space point
backtracking method.
Step 3: calculate the average distance between the target point and each point in
the neighborhood (here referred to as the distance from point to neighborhood).
Step 4: calculate the distance from other points in the neighborhood to the
neighborhood, and take the average value as the threshold value.
Step 5: compare the distance from the target point to the neighborhood and
the size of the threshold value. If the threshold value is more than 2 times, it is
considered as noise point deletion.
Step 6: go back to step 3 and continue to judge the next target point until you
traverse all points in 3D space and continue to execute step 7.
Step 7: in the above neighborhood, select the target point to calculate the mean
shift vector.
Step 8: substitute Eq. 2, 3 for iterative calculation.
Step 9: calculate ‖mh(x) − x‖. If it is less than the threshold value, end the
iterative calculation and continue to execute step 10. Otherwise, return to step
to continue the iterative calculation.
Step 10: go back to step 7 and continue to identify the next target point until
the algorithm ends after traversing all points in 3D space.

4 Simulation Experiment

4.1 Experiment and Analysis of Point Cloud Reduction

In the experiment, the model point cloud data is simplified. In the experiment,
different P values are set for the same model to verify whether different reduction
effects can be obtained. Figure 2 shows the original point cloud, and Fig. 3 shows
P = 2, which reduces the point cloud by 41%. In Fig. 4, P = 3, which reduces the
point cloud by 60%. In Fig. 5, P = 6, reducing 90% of the point cloud.

In order to compare the calculation speed and memory utilization rate of the
algorithm, this section uses the classical point cloud reduction algorithm such as
iterative method, clustering, particle simulation and the algorithm in this paper
to simplify the strawberry model. The goal of the reduction is to remove 90% of
the data, and uses multiple reduction to get the average value of the calculation
time and the maximum memory consumed. The experimental results are shown
in Table 1. It can be seen that the algorithm proposed in this paper has obvious
advantages in computing speed and memory consumption.



Image Processing Method of 3D Scattered Point Cloud 605

Fig. 2. Primitive
point cloud

Fig. 3. Stream-
lining results
when P1 = 1

Fig. 4. Stream-
lining results
when P1 = 3

Fig. 5. Stream-
lining results
when P1 = 6

Table 1. The comparison between our algorithm and several point cloud reduction
algorithms.

Algorithm in
this paper

Iteration
method

Clustering
method

Particle
simulation

Time to streamline (sec) 3.019 10.245 6.732 20.556

Memory consumed (kB) 4.16 10.34 7.93 8.19

4.2 Experiment and Analysis of Point Cloud Denoising

In this experiment, the classical Laplace denoising algorithm and the mean shift
denoising algorithm proposed in this paper are used to denoise the different
models of artificial added noise respectively. Through comparison, it is verified
whether the mean shift denoising algorithm has the function of target detail
recognition, and the speed of the two algorithms is compared. By denoising
strawberry model point cloud, it takes 8.47 s to denoise with Laplace algorithm,
and 5.15 s to denoise with the algorithm proposed in this paper. It can be seen
that the improved mean shift algorithm proposed in this paper has some advan-
tages in speed, at the same time, the algorithm can better identify the detailed
characteristics of the target (Figs. 6, 7 and 8).
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Fig. 6. Data before
denoising

Fig. 7. Denoising
results of Laplace
algorithm

Fig. 8. Denoising results
of the algorithm in this
paper

5 Conclusion

This paper discusses the processing technology of discrete point cloud. Based on
the existing research results, a fast marching method for image repair is intro-
duced into the process of scattered point cloud reduction, and an improved fast
marching farthest point algorithm is proposed. For the simplified point cloud,
a KMS composite denoising algorithm is constructed, which can filter the scat-
tered point cloud noise in two steps. After the above processing, the scattered
point cloud data will be more suitable for the subsequent surface reconstruction.
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Abstract. A non-contact 3D data acquisition system based on fringe
encoded light is analyzed. In this paper, the characteristics of encod-
ing light structure based on space-time domain are studied, and the
encoding combination with fringe boundary features is designed. This
paper discusses the hierarchical reconstruction technology based on the
three levels of projective radiation metric, which is better adapted to the
measurement environment of inaccurate or uncalibrated camera parame-
ters calibration, and more convenient to introduce the optimization algo-
rithm. On the other hand, the affine coordinate system and the projective
coordinate system are more widely used than the Euclidean coordinate
system. The active binocular measurement system is constructed to col-
lect the spatial information of 3D objects and store it in the form of
point cloud.

Keywords: Encoded light · 3D construction · Binocular vision

1 Introduction

3D reconstruction based on machine vision refers to the process of reconstructing
3D information from single view or multi view images. Its main task is to acquire
the two-dimensional image of the target by non-contact way based on the cam-
era, grating, projector and computer, and then analyze and extract the spatial
information to obtain the three-dimensional coordinate information of the tar-
get and store it in point cloud or other formats. There are two kinds of methods
to obtain coordinate information of three-dimensional objects by machine vision
technology: passive three-dimensional sensing and active three-dimensional sens-
ing. The advantage of passive sensing method is that the hardware structure is
relatively simple and easy to implement, but the corresponding point matching
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algorithm is usually complex and the processing is long. On the other hand,
the reflection of light on the measured object is larger in the passive sensing
method. Based on the passive mode, the active three-dimensional sensing mode
adds a structural light source to the target. Due to the depth change of the sur-
face of the three-dimensional object in the direction of the projected light, the
modulation of space or time will be produced to the projected structured light,
forming distortion. The distortion of the two-dimensional image obtained from
different angles is also different from each other. The three-dimensional data of
the object can be extracted by demodulating the projection of the distortion.
Relevant researches [1] shows that, using binocular vision technology can only
reconstruct the target in projective space or affine space. Hartley [2] proposed
that projective space, affine space and Euclidean space can use different trans-
formation matrices to transform each other. Based on the above theory, this
paper studies the hierarchical reconstruction technology composed of projective
reconstruction, affine reconstruction and European reconstruction.

2 Mathematical Modeling of Vision Sensor

For a monocular vision system with only one projector and one camera, an equiv-
alent camera can be virtual by rigid rotation and translation of the projector
and camera [3]. But the precondition of the transformation is that the internal
parameters of the projector and the camera are the same. In engineering prac-
tice, the above conditions are generally difficult to meet. Therefore, a binocular
vision system consisting of one projector and two cameras is usually used for 3D
detection. Generally speaking, the projector can be virtual as a pinhole image
and the camera can be virtual as a linear camera, both of which meet the model
described below. When the internal parameters of the two cameras are the same
and the optical center is in the same horizontal plane, the height of the collected
image is the same. The corresponding points can be determined by finding the
feature points of the same height. Therefore, the binocular vision system can use
two cameras of the same model, which are placed on a horizontal platform, and
the projector is placed between the two cameras. The two cameras collect the
projection image which is projected by the projector to the three-dimensional
target at the same time (Fig. 1).

3 Coding Optical Technology

3.1 Principle of Encoded Light

In the active 3D measurement system, the projector projects light with certain
characteristics to the target, and analyzes the spatial position of the correspond-
ing points according to the pattern characteristics on the target. This kind of
light with certain characteristics is called encoded light. Griffin et al. [4] studied
the theory of encoded light, and proposed four features that encoded light needs
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Fig. 1. Active binocular vision measurement system.

to meet: (1) The position of each point is determined by itself and four neigh-
boring points around it. (2) The same code cannot correspond to more than two
points. (3) All coding information is determined by a fixed base represented by
symbols. (4) The size of coding matrix is required to reach the extreme value.
After the above conditions are met, the corresponding relationship between the
image feature points projected on the 3D object and the feature points on the
projection template can be determined by decoding operation, so as to obtain
the spatial position information of the data points.

According to the different coding forms, the common coding light can be
divided into space-based coding and time-based coding. Space-based coding
includes gray code grating coding, space phase coding, gray-scale coding and
so on. In these models, the projection light encodes the spatial information with
different stripe width, gray level and color information. Time-based coding refers
to the acquisition of motion vectors in images at different times to obtain the
shape information of objects, which is initially used to obtain the spatial position
of moving objects. Because any measured surface can be regarded as the defor-
mation of the reference plane over a period of time, the detection technology
based on time coding is gradually applied to the field of 3D detection.

3.2 Coded Optical Design

In contrast, the advantage of space-based coding is that it is easy to extract
features, the mathematical model is simple, and its disadvantage lies in its weak
anti-interference ability to the outside world, especially not suitable for the infor-
mation acquisition of moving objects. However, the anti-jamming ability based
on time coding is strong, but how to determine the optical characteristics of
coding is difficult to achieve. Based on the above characteristics, this section
discusses a stripe encoded light model based on spatiotemporal coding.

Reference [3] studies how to design a coding structure to make it more suit-
able for the measurement of three-dimensional object space information. The
basic characteristics of encoded optical structure are proposed:

For different sampling time, each pixel in the same position should form a
feature vector; the same pixel is not associated with other pixels in at least
one direction, to ensure that the coding structure has a certain degree of anti-
interference.
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For projection gray scale, only black and white colors are used to improve
the calculation efficiency and anti-interference.

For an image with a given number of frames, there should be as much detec-
tion information as possible. When coding, the combination coding of current
information should be used as much as possible to maximize the detection coding
space.

For coding feature detection, fringe boundary feature is used as much as
possible. On the one hand, for n stripes, there are 2n stripe boundaries, which
can contain more information. On the other hand, the boundary information
only has the jumping state but no width, which can avoid the stripe width
corrosion and deformation caused by interference and is more in line with the
ideal mathematical model.

Based on the above conditions, a coding combination with fringe boundary
features can be designed, using ‘0’ and ‘1’ to represent the switching state of
black-and-white stripes. The corresponding stripes in each frame constitute a
binary coding state. With the change of time parameters, the change of pro-
jection pattern is represented by the switching of coding state. The principle of
stripe coding is shown in Fig. 2.

Fig. 2. Principle of stripe coding.

The above coding structure shall meet the following conditions:
Every coding stripe has at least one jump between the images. If there is no

jump all the time, it is considered to be caused by the inherent texture of the
object.

If the color of adjacent stripes is the same in a certain frame, the fringe
boundary is considered invisible.

Stripe coding should be conducive to amplifying the error information in
detection, so as to discover and discard the frame in time.
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The jump structure in fringe coding should be distributed reasonably, which
is convenient for the realization of projection and acquisition.

In reference [3], a comprehensive coding rule based on algebra, graph theory
and Hadamard matrix is introduced.

The first step is to use graph theory to set the center core of coding, that is,
the center stripe and the nearby coding.

The second step is to generate the initial coding matrix by Hadamard algo-
rithm.

The third step is to make use of different columns in the commutative algebra
commutative coding matrix to make the matrix meet the design requirements
of stripe coding.

After the projection of the fringe on the three-dimensional measurement
target is obtained, the pixels in the same position in the multi frame image
are encoded according to the time sequence, the corresponding fringe bound-
ary position and the jump situation are calculated, the projection data points
are matched with the corresponding fringe coding points, and then the depth
information of the three-dimensional object surface can be solved by the recon-
struction model in the following paper.

4 3D Layered Reconstruction Technology

4.1 A Subsection Sample

The technology of three-dimensional layered reconstruction is gradually devel-
oped in the relevant theories put forward by Faugeras [1] and others in the 1990s.
Different from the traditional 3D reconstruction technology, which directly estab-
lishes the 3D data structure of the target in the European coordinate system,
the 3D hierarchical reconstruction establishes a reconstruction framework, which
reconstructs the geometric model of the target step by step. The advantage of
this technology is that it can better adapt to the measurement environment
where the camera parameters are inaccurate or uncalibrated, and it is easier
to introduce the optimization algorithm. Compared with the target Euclidean
coordinate system of 3D reconstruction, affine coordinate system and projective
coordinate system are more widely used. Therefore, Faugeras [1] divides hier-
archical reconstruction technology into three steps: projective reconstruction,
affine reconstruction and metric reconstruction.

The results show that there is a set of non singular transformations between
the reconstructed projective matrices in the above three steps. When the trans-
formation is affine transformation, affine reconstruction can be obtained, and
when the transformation is Euclidean transformation, metric reconstruction can
be formed.

4.2 Implementation of Projective Reconstruction

Set the corresponding point set in the two images as xj and xj
′. Existence matrix

F for any existence j:
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xj
′Fxj = 0 (1)

This matrix is called the basic matrix between two images. Let (P1, P1
′) and

(P2, P2
′) be two cameras, (P1, P1

′, {X1}) and (P2, P2
′, {X2}) are two reconstruc-

tions from xj to xj
′, then there is a non singular matrix

P2 = P1H,P2
′ = P1

′H (2)

And for each j:

X2j = H−1X1j (3)

Therefore, there are the following relationships:

P2X2j = P2(H−1X1j) = P1HH−1X1j = P1X1j = xj (4)

Equation 4 shows that both point H−1X1j and point X2j are mapped to the
same point xj , and all pass through the corresponding center line of the camera
P2. In the same way, it can be deduced that the above two points are also on
the center line corresponding to the camera P2

′.
For multiple images, if the camera takes m images of n target points from

the perspective m, where xj
′ is the image point of the j′ point under the i-th

camera P i, then for all the images, there are the following equations:

W =

⎡
⎣

λ1
1x

1
1 ... λ1

nx1
n

... ...
λm
1 xm

1 ... λm
n xm

n

⎤
⎦ =

⎡
⎢⎢⎣

P 1

P 2

...
Pm

⎤
⎥⎥⎦

[
X1 X2 Xn

]
= P̃ X̃ (5)

Where W is the measurement matrix and λi
j is the projection depth.

Equation 5 shows that the measurement matrix W can be decomposed into a
matrix P̃ representing camera motion and a matrix X̃ representing the shape of
space objects. Therefore, as long as the photographing depth λi

j can be estimated
by some method, three-dimensional space points can be calculated by Eq. 5.

Equation 1, as long as the corresponding image points are known, the camera
matrix is not needed to solve F . In reference [5], an 8-point algorithm is provided,
which can solve the above basic matrix linearly based on 8 matching points.
8-point algorithm is a commonly used method to solve the basic matrix. The
disadvantage of the 8-point algorithm is that on the one hand, when the selection
point changes, the difference of the basic matrix is large, on the other hand, the
data calculation of the algorithm is large. Based on the above shortcomings, a
basic matrix estimation.

The basic idea of Hough transform is to use the duality of point and line to
map the curve in the space to a point in the parameter space, so as to transform
the problem of detecting the shape of space into the problem of peak statistics.
Considering that Hough transform can transform the collinear points in rect-
angular coordinate system into a group of curves intersecting at one point in
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parameter domain, and the spatial points encoded by the same fringe boundary
are also mapped into a group of collinear points on monocular imaging surface,
so we can first transform the fringe encoded feature points in binocular vision
system into collinear points in monocular vision system, and then transform
Hough into a group of curves. When there is no error in the conversion process,
the above curves should intersect at one point. If there is an error, there will be
multiple intersections for the above curve group. The above process is shown in
Fig. 3.

Fig. 3. Monocular imaging transformation and Hough transformation.

As shown in Fig. 3, after Hough transformation, if there are multiple intersec-
tions in the curve group, and the intersections are distributed in the circle with
radius r, the radius is defined as Hough radius, which is recorded as RHough. In
order to simplify the calculation, the maximum distance between two intersec-
tions can be taken as Hough radius.

According to the above definition, there is a correlation between Hough radius
and basic matrix estimation. If the true value of the basic matrix is F and the
estimated value is F̂ , there is the following relationship:

lim
F→F̂

RHough = 0 (6)

Therefore, Hough radius can be used as the evaluation function of the basic
matrix. When the noise distribution of image acquisition is isotropic zero mean
Gaussian distribution and independent distribution, the 8-point algorithm can
be used as the initial value of L-M estimation, and the Hough radius as the L-M
optimization factor, so as to solve the optimal solution in the sense of maximum
likelihood.
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min
p∈P

∑
Rp

Hough (7)

After estimating the basic matrix F , a group of projection matrices can be
constructed according to the geometric model of trigonometry.

4.3 Affine Reconstruction Design

According to the previous analysis, there is an affine transformation between
affine reconstruction and Euclidean reconstruction, and the affine transformation
remains unchanged at infinity. Therefore, if the coordinates of infinite plane
in projective space can be determined, it can be transformed from projective
reconstruction to affine reconstruction.

Figure 4 shows the establishment of an ideal binocular reconstruction model
in affine space. C1 and C2 are two cameras with identical internal parameters
in affine space. The optical axis and y axis of the two cameras are parallel and
coincide with the x axis. P is the measured point. p1 and p2 are the projections
of P on C1 and C2. L1 and L2 are the corresponding polar lines. Because L1 and
L2 are parallel to each other, their poles e1 and e2 are at infinity. If the projective
model can be transformed into the above model, then the infinite surface can be
determined, thus the affine reconstruction can be completed.

Fig. 4. An ideal binocular imaging model in affine space.

Since the poles e1 of the camera C1 are at infinity, it is advisable to set:

e1 =
[
1, 1, 0

]T (8)
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According to the camera basic model, the basic matrix between C1 and C2

is

F̄ e1 = 0 (9)

Then

F̄ =

⎡
⎣

0 0 0
0 0 −1
0 1 0

⎤
⎦ (10)

The binocular correction algorithm proposed by Charles [7] provides a non
singular transformation, which can transform the basic matrix F obtained from
projective reconstruction into the matrix v in Eq. 10, so the poles in the origi-
nal image can be projected to the infinite position, thus completing the affine
transformation.

4.4 European Reconstruction Design

In the model shown in Fig. 4, let the coordinate of P point in C1 coordinate
system be (x, y, z), the translation distance between C1 and C2 be d, then the
coordinate of P point in C2 coordinate system is (x − d, y, z). According to the
central projection principle of the camera, we can know:

⎧
⎪⎪⎨
⎪⎪⎩

x1 − x0 = fx
x
z

y1 − y0 = fy
y
z

x2 − x0 = fx
x−d
z

y2 − y0 = fy
y1
z1

(11)

Where, x0, y0, fx, fy are the internal parameter of the camera, (x1, y1), (x2, y2)
are the coordinates of p1, p2.

It can be seen from Fig. 4 that there is only a translation relationship between
the coordinate system C1 and the world coordinate system, so the coordinate
system C1 can be set as the world coordinate system, which can be obtained
from Eq. 11

⎧
⎪⎨
⎪⎩

x = d(x1−x0)
x1−x2

y = dfx(y1−y0)
fy(y1−y2)

z = dfx
x1−x2

(12)

It can be seen from Eq. 12 that when the camera internal parameters are
determined, the three-dimensional coordinates of the space points P can be
obtained from the coordinates of p1, p2 of P point in C1 and C2 coordinate
systems.. The three-dimensional coordinates of all data points on the surface of
the target can be obtained by traversing the image points in the two cameras
and saved as a point cloud format.
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5 Experiment and Analysis

The fringe encoded structured light shown in Fig. 5 is projected on the model
to detect the 3D data of the model, and the results are represented by point
cloud format. The test results of 3D data of the model are shown in Fig. 6.
The left figure shows the measurement target and the right figure shows the
measurement result. As shown in the figure, the number of three-dimensional
points of the reversing lamp modelF is 27614. As can be seen from the figure,
the 3D point cloud results can basically reflect the shape characteristics of the
model.

Fig. 5. Stripe encoded optical structure.

Fig. 6. Sampling experiment of reversing lamp model.

6 Conclusion

In this paper, the coding light detection technology based on machine vision is
studied. The vision measurement technology based on encoded light technology
is analyzed and discussed. This paper studies the construction of machine vision
measurement system, and discusses the calibration technology of camera and
projector. The mathematical model of active sensing binocular vision measure-
ment system is obtained. This paper discusses the technology of structured light
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coding, analyzes the characteristics of structured light coding, and introduces
the method of boundary stripe coding based on spatiotemporal coding. This
paper analyzes the basic principle of three-dimensional layered technology, and
realizes the measurement and description of the target three-dimensional point
cloud model by using the layered method of projective reconstruction, affine
reconstruction and metric reconstruction. The experimental results show that
the proposed method is feasible.
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Abstract. An inlet-engine altitude test facility for flight condition simulation is
modeled for the system dynamic performance improvement. The system model
equations are solved with an improved Euler integral method. To simulate the
interaction between the tested engine and the test bench accurately, a turbojet
engine module is introduced in the system model. By modeling and simulation,
a linear temperature compensation control algorithm based on the control error is
validated for feasibility; controller parameters optimization for cabin static pres-
sure stabilizing is also carried out. In this paper, some issues like temperature
transient performance and engine operate impact restraint on cabin static pres-
sure are discussed efficiently and economically. With the characteristics of high
efficiency and economy, the modeling and simulation tools are suitable for the
optimization of such systems.

Keywords: ATF · Aerodynamic modeling · Transient performance improvement

1 Nomenclature

The symbol name in the article is shown in Table 1.
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Table 1. Nomenclature in article.

A = area Cp = specific heat at constant pressure

CV = specific heat at constant volume Ct = response time factor

T = temperature C = heat capacity

F = force h = heat transfer factor

I = inertia Ke = enhancement factor

K = specific heat ratio Ma = Mach number

p = pressure ps = static pressure

Psch = test cabin pressure �p = pressure drop

PW = power R = gas constant

ts = simulation time step T = time

V = volume ν = velocity

Wa = mass flow α = flow coefficient

ρ = density λ = Velocity factor

ω = rotate speed ATF = altitude test facility

2 Introduction

In the development of aircraft, airframe inlet and engine compatibility evaluation is an
important issue. It has great advantages to make the compatibility evaluation in ground
altitude test facility (ATF), such as no risk of flight crash, much more measurement
probes allowed and wider flight envelope can be simulated than that in a real flight
platform.

Tomake the compatibility evaluation, both the inflow condition (including the inflow
total pressure, total temperature, inflow Mach, attack angle, slip angle) and the engine
exhaust environment pressure should be represented the same as that at flight condition.
The ATF is designed to implement this function by utilizing the air supply and exhaust
components (such as compressors, valves, pipes, chambers, air supply nozzles, coolers,
heaters etc.) and the control system for the whole facility [1].

The transient performance ofATFand engine can interact on each other. For example,
when the engine is accelerating, the intake plenum pressure will drop becausemoremass
flow is aspirated into the engine. Therefore, the lower density of intake plenum will
change the air-fuel ratio of the engine and change the transient performance. The ATF
and the propulsion system is dynamic coupled. It is detrimental for the test evaluation and
will provide incorrect test results of the engine performance. It’s necessary to decrease
the interaction between ATF and engine [2].

The traditional direct-connect altitude test facility only simulate the total pressure and
total temperature for the engine inlet, this is obviously different from that discussed in
this paper which can simulate flight Mach, flight attack angle and slip angle additionally.
Some old experience from the direct connect facility need assessment for applicability
[3].
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The modeling and simulation has been proved to be a useful tool to research the
transient performance of system like ATF [4].

3 Solution Method

In this paper, we use the lumped parameter method to describe the model behaviors.
Such control volumes have properties with no spatial dependence [4]. All the model
components are divided into three kinds: potential component, flux component and
function. Some components are listed in Table 2.

Table 2. Model component classification.

Potential component Flux component Functions

Such as: Pneumatic valve Controller

Pneumatic volume Flow resistance Ejector

Heat capacity Air supply free jet
nozzle

…

Inertia Cooler

… Heat resistance

The solver takes the following steps to calculate the whole system model. First, all
the potential components listed in Table 1 are initialized, and Flux component states
are calculated by formula (1), second, the potential component state derivative of time
are calculated using formula (2), Third, potential component state is updated using
integration formula (3) by improved Euler method. Then iteratively, the simulation is
marching through formula (1–3).

Fs = f
(∑

P_s,Func,F_p
)

(1)

dP_s

dt
= f

(∑
F_s,Func,P_p

)
(2)

P_s(t + �t) =
∫ t+�t

t

dP_s

dt
dt + P_s(t) (3)

P_p = potential component parameters, (such as volume size, mass, heat capacity…).
P_s = potential component states, (such as pressure, temperature, rotation speed…).
F_p= flux component parameters, (such as valve opening, pipe Roughness, resistance).
F_s = flux component states, (such as mass flow, heat flow, power output).
Func = functions, (define output/input relations).

An external engine model is introduced to represent the tested engine effect on
facility by using a couple interface to transfer simulation data. In the facility and engine
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model interface, the facility model transfers the total pressure and total temperature to
the enginemodel inlet, and the exhaust static pressure to the engine nozzle. Reversely the
engine model transfers the intake mass flow, the total pressure and the total temperature
after the low pressure turbine to the facility model to calculate the intake and exhaust
performance.

4 Modeling Approach

In this paper, an object oriented modeling method is used to construct the model, which
can provide better maintainability if physical equations of components need modifica-
tion, and this technology also makes it easier to change the structure of the systemmodel
consisted of many components. Object oriented modeling method canmake the physical
description of the components independent form each other, and use the connection to
transfer data between model components, similar to the physical connection in the real
world.

The fidelity of the whole system depends on the descriptions of all components. This
section will focus on the physical descriptions of the pneumatic components used in this
paper.

4.1 Volume Modeling

In order to achieve the pressure and temperature change in pipes, chambers, cabin,
an open system transient equation is introduced. Using Eq. (4), (5), the temperature
gradient dT/dt and the pressure gradient dp/dt can be calculated. In Eq. (4), (5), subscript
i represents different inflow or outflow ports connected with the volume. Q is the heat
flow into or out of the system in heat source ways RT.

dT

dt
=

∑i
1

(
cpTi − cV T

)
Wai + Q

pV × cV
RT (4)

dp

dt
=

∑i
1 cpTiWai
V × cV

(5)

When studying the temperature issue, the heat transfer between air flow and volume
container (such as pipe and other metal structure container) cannot be ignored. The heat
flow from air to steel can be calculated by Eq. (6) which will cause the steel temperature
increase or decrease, the heat transfer coefficient h is simplified to a constant. The heat
capacity Csteel is determined with steel mass and specified heat capacity as Eq. (7).

Csteel
dTsteel
dt

= Ah(Tair − Tsteel) = −Q (6)

Csteel = ρsteelVcsteel (7)
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4.2 Air Valve Modeling

The air valve is used to control the mass flow passed which is interrelated with upstream
pressure and the pressure ratio between upstream and downstream (Eq. (8)). The inlet air
density is another influence factor, for a single valve theminimumflowarea is determined
by valve opening. α is the flow coefficient, generally a function of valve opening. In this
paper, the minimum flow area is simplified to a liner function of opening and the flow
coefficient is constant.

To meet the demands of huge airflow, the supply and exhaust valve should be very
huge if just take one single valve in supply or exhaust leg. But the cost and weight will
raise rapidly with the size increase. So several small valve parallel connection is a better
choose. In the modeling, the valves in each parallel leg were simplified into one valve
with a total area equal to the sum of the areas of the individual valves.

Wa = αAminω
√
2pρψ (8)

ψ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

√
k

k+1

(
2

k+1

) 2
k−1

if critical√
k

k−1

((
pout
pint

) 2
k −

(
pout
pint

) k+1
k

)

For the reasons of mechanic and hydraulic inertia, the valve action will lags behind the
controller command which orders the valve to open or close. To represent this delay, a
1-order process with time delay is utilized.

4.3 Free-Jet Nozzle Modeling

The free-jet air supply nozzle in the facility is used to generate supersonic or subsonic
flow which can sink into the airframe inlet inside. The mass flow swallowed from the
intake plenum by the nozzle can be calculated from Eq. (9), (10) in uncritical or critical
situation respectively.

Wa =

√√√√ k

R

(
2

k + 1

) k+1
k−1 ptotAt√

Ttot

(
k + 1

2

) 1
k−1

λ

(
1 − k − 1

k + 1
λ2

) 1
k−1

(9)

Wa =

√√√√ k

R

(
2

k + 1

) k+1
k−1 ptotAt√

Ttot
if critical (10)

The jet flow Mach number is another important attribute of free jet nozzle, which is
identified as the simulated flight Mach number as the airframe inlet faces. Generally
the airflow out from the nozzle will experience expansion or compression, only the area
at the nozzle outlet is with uniform Mach number distribution, which is known as a
diamond shape.

The uniform Mach number within the diamond area can be calculated by the algo-
rithm (shown in Fig. 1) for different pressure ratio range. The pressure ratio range
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boundary PR1, PR2, PR3 can be acquired by Eq. (11), (12), (13). Obviously all the
boundary is related to the ratio of nozzle throat area and outlet area. If the pressure ratio
between nozzle inlet total pressure and exhaust static pressure is lower than PR3, the
free jet nozzle will work at an uncritical status while the Ma all over the nozzle is less
than 1.0.

Fig. 1. Mach calculate algorithm.

q(λ) =
(
k + 1

2

) 1
k−1

λ

(
1 − k − 1

k + 1
λ2

) 1
k−1

(11)

π(λ) =
(
1 − k − 1

k + 1
λ2

) k
k−1

(12)

f (λ) = 4k

k + 1

(
λ2

k + 1 − (k − 1)λ2

)
− k − 1

k + 1
(13)

4.4 Mixer Ejector Modeling

In the cabin, only a small part of airflow from the air supply nozzle will be sucked into the
airframe inlet and into the engine. In this case, the spill flow of the rest with high speed
will flow through the cabin and mix with the main flow escaped from engine nozzle in
the gas collector, sometimes for cooling demand, some cold air from the atmosphere
will mingle into the flows. Total pressure loss and heat exchange will occur during the
mix process [5].

Therefore, the mass flow equation, momentum equation and energy equation is
introduced to calculate the mixer outlet total pressure and temperature. For a given
cabin static pressure, the mixer outlet total pressure is determined if other parameters
keep constant. It should be noticed here that the mixer outlet pressure is affected by
the exhaust system downstream, so the cabin static pressure, known as the simulated
environment pressure,will be affected in the sameway [6]. Thismodel inputs and outputs
are shown in Fig. 2.
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In Eq. (14–17), some simplifications are made, no friction and no heat exchange
between flow and mixer wall, mixer inlet static pressure is uniform, no pressure loss
for the spill flow from air supply nozzle to mixer inlet. In the calculation, the mixed
flow total temperature is obtain from Eq. (17), and then the mixed flow velocity can be
calculated with Eq. (15), (16), finally the total pressure of mixed flow can be get from
Eq. (14). After several iterations the correct cabin pressure corresponding to the existing
exhaust downstream pressure is achieved.

Fig. 2. Mixer model inputs and outputs.

Mass continuity

Wamain flow + Waspill flow = Wamix flow (14)

Momentum conservation

FA1 + FA2 + FA3 − Fmix − Fwall fric = (Wa · v)mix − (Wa · v)main flow − (Wa · v)spill flow
(15)

(Wa · v) + pA = Wa

(
v + p

ρv

)
= k + 1

2k
Wa ·

√
2k

k + 1
RT ∗ ·

(
λ + 1

λ

)
(16)

Energy conservation
(
Wa · cp · T ∗)

main flow + (
Wa · cp · T ∗)

spill flow = (
Wa · cp · T ∗)

mixed flow (17)

4.5 Engine Modeling

The transient engine model is adopted from Gasturb [7, 8], the engine inlet pressure
and temperature is coupled with the air supply nozzle outlet parameters, and the engine
exhaust static pressure is coupled with the cabin static pressure. On the contrary, the
engine calculated intake mass flow, exhaust pressure, exhaust temperature and total
exhaust mass flow is transferred to the facility model. So the interaction between the
facility and engine can be simulated in this way.
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In the model, the volume effect of engine component is ignored. And power balance
between turbine and compressor is list as Eq. (18). The control system is active which
employ PID type controller as well [7]. Other detailed thermodynamic descriptions of
the gas engine will not be discussed here.

PWcompressor = PWturbine − dn

dt
nIspool (18)

4.6 Other Components Modeling

Some other components used in the simulation such as Cooler, Controller are simplified
and will be briefly introduced here. As a function of inlet temperature and mass flow, the
cooler pressure drop is modeled with flow resistance which is fitted with test data. The
heat transfer is not involved in the calculation and the cooler outlet temperature is set to
a constant value. The controller used in this paper is a standard feedback circuit, firstly
the difference between the target and the measured parameter is transformed to range −
1~1, then a standard PID function transformed the signal, after another transform block
the signal is rectified to range 0~1 [9].

5 Transient Performance Improvement

In this paper, a free jet ATF system concept is presented in Fig. 3 and is modeled. The
cold flow and hot flow is supplied into volume PA1, PA2, and valve VA1, VA2 handle
the pressure control of PA1 and PA2. Valve VB1 and VB2 handle the mass flow control
of that flow into the volume PI. The free jet nozzle inlet total pressure is control with
valve VS1 and the test cabin static pressure is controlled by valve VC. The PC and PE
represent the volume after the test cabin and volume before the exhaust pressure. Valve
VE make the exhaust compressor working at suitable pressure ratio condition. With
this model concept, the test transient operation and the corresponding requirement for
both the facility configuration and control algorithm are evaluated to simulate the flight
condition as accuracy as possible [10].

5.1 Transient Air Supply Temperature and Pressure

Transient pressure and temperature control is applied with valve VB1, VB2, VS1, of
which VB1 handle the air supply hot leg, VB2 handle the cold leg, VS1 handle the
pressure of chamber PI. TheVB1 andVB2 control the hot/cold airflow ratio that supplied
into the chamber PI, by changing the airflow ratio the temperature of PI is changed. The
mass flow control target of VB1 and VB2 is calculated with the free jet air supply nozzle
mass flow requirement. VS1 is a leak valve so the pressure of chamber PI can be hold
constant or changed as expected while the inflow changing. The VB1 and VB2 valve is
used to keep the supply pressure of each leg constant, so as to the mass flow control by
VB1 and VB2 is only related to valve minimum flow area. This is a basic concept of air
supply system.
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Fig. 3. Free jet test facility concept.

To control the intake plenum temperature, the former temperature control algorithm
is to control the VB1 and VB2 mass flow following energy equation, WaVC1, WaVC2 is
the mass flow through valve VB1 and VB2, TVC2, TVC2 is the supply air temperature of
different leg. WaASN is the needed air flow of air supply nozzle. For demand of intake
plenum pressure control, the total supplied air flow from two legsWaVC1 +WaVC2 must
be more than the air supply nozzle needed, so a factor Kair (less than 1.0) is introduced
to scale the mass flow ratio.

WaVC1TVC1 + WaVC2TVC2 = (WaVC1 + WaVC2)Ttarget (19)

WaVC1 + WaVC2 = WaASN /Kair (20)

Because of heat transfer between steel structure(pipe, valve, plenum chamber) and air
flowwhen their temperature is different, when the simulated temperature need a shift, the
real temperature transient will slow than expected. To evaluate how worse this problem
will be, a transient test process which represents flight acceleration fromMach 0.8 to 1.2
at altitude 11 km is simulated as shown in Fig. 4. The difference is big in temperature
raise slope, for the model with heat transfer, obvious lag in temperature can be observed.
The heat capacity of steel structure and heat transfer coefficient used here is in normal
range by existing altitude facility [11].

To improve the transient performance of temperature control, a linear temperature
target fixed method is used in the temperature algorithm, the basic concept is to change
the temperature control target in Eq. (21) based on the existing temperature lag, shown
in Fig. 5.

Ttarget = Texpect + Kfix
(
Texpect − Treal

)
(21)

Using the improved algorithm, the same simulation is carried on. As can be seen in
Fig. 6, the temperature transient control error is reduced to 1°. Here the Kair is set as 4.0
which means four times of the temperature error is compensated into new fixed target.
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Fig. 4. Comparison between models with or without heat transfer

Fig. 5. Linear temperature target fixed method

Fig. 6. Transient temperature performance
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If the error between target temperature and real one is big at initial time, the vibration
may happen due to too much disturbance to the inflow mass, in this case, the algorithm
should be disabled temporarily.

5.2 Engine Exhaust Static Pressure Stabilizing

Exhaust system is consist of mixer, cooler, exhaust valve, exhaust pressure stabilize
system, exhaust compressor. The exhaust valve VC controls the airflow go through,
so the pressure downstream of the cooler will be affected, as the distribution spread
upstream the cabin static pressure is affected too, just as described in mixer modeling.
The final result is the VC can control the cabin static pressure. From the cabin to valve
VC, the system transient performance is complicated because of mixer-cooler-volume
feature is linked together that will inevitably bring in time delay in system dynamic
response.

When the engine is operating (accelerate or decelerate) in the free jet altitude test
[12], the engine mass flow, pressure and temperature leaving the turbine (p6 and T6) will
change rapidly. The momentum and energy of engine exhaust flow and spill flow from
the ASN will change accordingly, which will result in test cabin static pressure wave.
And the exhaust control system should recover the pressure as soon as possible, and no
oscillation occurs [13].

To evaluate how bad will the cabin static pressure diverge from the target, a facility
simulation is carried out with engine model. The simulated altitude is 9 km. After
the system is stable, the engine power level is pulled up and down, the main engine
parameters in the acceleration and deceleration is shown in Fig. 7. The mass flow varies
from 70 kg/s to 106 kg/s.

With higher power level, the total momentum and heat into the mixer will raise
and as a result the cabin static pressure will drop to fill more spill flow into the cabin
for balancing the ejection effect. The change of cabin static pressure (Psch) is shown
in Fig. 10, and the deviation is about 5% with the configuration in use. The valve VC
opening and VC inlet pressure is also shown in Fig. 10. With higher engine power level,
the ram effect of entire exhaust is higher and valve VC will close to reduce the mass
flow passed by to keep the Psch stable.

In the real altitude engine test, the Psch deviation should be as lower as possible and
recover to initial target as soon as possible. This can be achieved by optimizing the PID
controller for a certain facility setup [14].

By decreasing the integrate time factor, the pressure deviation is suppressed obvi-
ously. But too small integration time will lead to vibration when the �Psch

/
�m is big,

such as when a small diameter mixer is used. So a carefully look should be taken into
the control system configuration for compatibility with facility. On the other hand, the
modeling and simulation ways in this paper are good tools to do that.
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Fig. 7. Engine operation and the corresponding cabin static pressure history

6 Conclusion

With the modeling and simulation, more detailed information about the free jet altitude
test facility can be get from the analysis. Some existing problemcanbe exposed, solutions
can be evaluated before the real one is built. Even some concepts can be simulated
with no harm. In this paper, some issues like temperature transient performance and
engine operate impact restrain on cabin static pressure are discussed in an efficient and
economical way. More transient performance improvement will be gained with further
work in the near future.

There are also lots of test facility issues can be analyzed, this paper cannot cover
all these issues, but it’s shown as a useful tool to evaluate different concept designs.
Not only for control system design and optimization, but also for facility component
improvement.
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Abstract. In order to solve the problem of data leakage and data unavailabil-
ity when power data is shared, this paper proposes a power data security pro-
tection mechanism based on Blockchain. Firstly, in the aspect of data protec-
tion model, a Blockchain-based data protection model architecture is proposed,
including power company, system service interface, Blockchain and data storage
platform. Secondly, in order to achieve data consistency and irreparable modifi-
cation, this paper designs a smart contract system in the Blockchain module. In
the aspect of data security storage, a storage mechanism combining Blockchain
storage and distributed storage is adopted. Finally, in order to verify the power
data security protection mechanism based on Blockchain, the detailed process of
power data security protection mechanism is designed from three aspects: power
company identity registration process, power data protection process and power
data acquisition process.

Keywords: Power data · Data security · Data sharing · Blockchain

1 Introduction

With the rapid development and application ofmobile Internet, big data, cloud computing
and other technologies, the data accessmethods of power grid systems have becomemore
and more. When these different access methods share power system data, it is easy to
cause leakage and destruction of power data, which jeopardizes the security of the power
grid [1, 2]. The power system is a key infrastructure related to the national economy and
the people’s livelihood, so power data security protection has attracted the attention of
more and more research groups.

Currently, power data protection research includes four aspects: early prevention,
standardized management, encryption mechanism, and application of new technologies.
Early prevention: In order to discover the loopholes in the power network in advance,
the literature [3] analyzed the possible risks of the power data network, and proposed a
power network risk prediction model based on entropy weight-gray. The literature [4,
5] proposed measures to prevent attacks against possible attacks, and improved the anti-
attack capability of power data networks. Standard management: In order to improve
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the security of power data from the perspective of management, the literature [6] puts
forward the data management and processing specifications for the operation experience
of the power network monitoring system; Based on the characteristics of power data, the
literature [7] establishes a data security management system from the three dimensions
of people, systems and data, and improves the data security management capabilities.
Encryption mechanism: In order to protect the privacy of power data and prevent data
leakage, the literature [8] optimizes the protectionmodel of power data based on quantum
key theory; The literature [9] proposed a power data encryption mechanism based on
USBKEY. Application of new technologies: The literature [10] adopts virtualization
technology to effectively solve the problem of security protection of high-frequency
data and low-frequency data. In [11], the blockchain technology application data is
used to solve the single point of failure problem existing in the existing central data
protection architecture system; The literature [12] applies deep learning techniques to
solve the problem of power data complementation.

From the existing research, the safety of power data is becoming more and more
important, and more achievements have been made. However, existing data sharing
between data owners still does not guarantee the privacy, integrity, and availability of
data, leading to data breaches. In order to solve this problem, this paper analyzes and
utilizes the decentralization and data cannot be modified of blockchain technology, and
proposes a power protection mechanism based on blockchain.

2 Blockchain-Based Data Protection Model

2.1 Architecture

In order to protect the key data of the power company and ensure the security of critical
infrastructure, the blockchain-based data protection model architecture proposed in this
paper is shown in Fig. 1.

Fig. 1. Blockchain-based data protection model architecture
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As shown inFig. 1, the blockchain-baseddata protectionmodel architecture proposed
in this paper includes four aspects: power company, system service interface, blockchain,
and data storage platform.

Power Company: As a production unit of power data, in the daily operation process,
it is necessary to perform data interaction with a superior power company and a power
companywith business contacts. Therefore, power companies need the ability to protect,
verify, acquire, and share data.

System Service Interface: It is mainly used to provide data protection functions for
power companies. To facilitate access by various power companies, RESTful interfaces
can be used to diversify access methods. Through the system service interface, the power
company interacts with the blockchain node and the data storage platform to realize data
security protection.

Block Chain Node: Considering the security of power data, this paper uses Ethereum’s
alliance chain technology to build blockchain. In terms of consensus algorithms, this
paper uses the PoA algorithm. In order to ensure the security of data access, the identity
management smart contract and data management smart contract are constructed to
realize the registration and authentication of power user identity and the protection and
sharing of power data. The security protection of the power data is realized by storing
the hash value of the power data. In terms of data integrity, the Merkle tree is used to
store data summary information.

Data Storage Platform: Distributed data storage technology can be used to achieve
high reliability and redundant storage of power data. In order to ensure the security of
the data, the power data is encrypted during the storage phase.

2.2 Smart Contract

Considering that smart contracts have good effects in data security and data flexible
management, in order to achieve data consistency and irreparable modification, this
paper designs intelligent contract system in blockchain module. The relationship of the
intelligent contract system is shown in Fig. 2.

Fig. 2. Smart contract system diagram

In the smart contract system diagram, it mainly includes four types of contracts:
data identity control contract, data identity basic information, data identity management
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contract, and data management contract. Among them, the data identity control contract
as a unique identification contract for each power company, can be used for power
company identity registration and identity management.

The basic information of data identity includes the data identity, the data identity
number, and the corresponding public key information. Data identity management con-
tracts include identity creation voting contracts and identity reset contracts, which are
mainly used to create and improve data identity of power companies. In order to ensure
the independence and security of data identity, after the creation of data identity, the iden-
tity reset contract can only reset the affiliated information and key information of data
identity, and it is not allowed to reset the related information identifying the uniqueness
of data identity. Data management contract includes data storage contract, data sharing
contract and authority control contract. Among them, data storage contract is mainly
used to store hash value of power data, including key information such as data source,
data purpose, data creation time, data hash value, etc. Data sharing contract is mainly
used to identify the sharing relationship between power companies, so as to realize data
mutual access between different power companies,mainly including data identity, autho-
rized data identity, authorization period and authority scope. Authority control contract
is based on the relationship of power companies. It implements hierarchical authority
control on power companies, so as to maximize the security of data.

3 Power Data Security Protection Mechanism

3.1 Power Company Identity Registration Process

In order to realize the security protection and sharing of power data, power companies
first need to register in the blockchain. After receiving the registration request from
the power company, the blockchain can only join the blockchain with the consent of
N nodes. The specific value of n needs to be negotiated between power companies to
achieve consistency. If the registration is successful, each power company can act as a
blockchain node.

Step 1: generate a public-private key pair. Electric power company uses a ECDSA
elliptic curve algorithm, according to the agreement of the blockchain, to generate the
key pair 〈public key, private key〉 which is sent to the blockchain node, and the private
key is kept in secret locally.

Step 2: send the public key and identity information. The power company packs
the generated public key information, the name of the power company, qualification
certification materials and other relevant information, calls the data communication
service of the blockchain node through the system service interface, sends the packed
data to all blockchain nodes, and entrusts the authoritative and familiar blockchain node
Q to create an identity and create a voting contract.

Step 3: create a voting contract. The entrusted blockchain node Q creates a voting
contract for power company a’s identity and requests other blockchain nodes to vote.

Step 4: voting of blockchain nodes. All nodes of the blockchain alliance vote the
registration request of power company A based on the attribute information and relevant
qualification materials of power company A.



Power Data Security Protection Mechanism Based on Blockchain 635

Step 5: create power companyA’s identity and related contracts.When the blockchain
node Q receives the consent of N or more blockchain nodes, it applies for data identity
control contract to create digital identity information and relevant contracts for power
company A, and saves the relevant information of power company A.

Step 6: Registration succeeded. Power company a receives a successful registration
return message.

The identity registration process of power company a joining the blockchain is shown
in Fig. 3.

Fig. 3. Power company identity registration process

3.2 Power Data Protection Process

After the power company has successfully registered in the blockchain, the power data
generated in its business process can be stored in the blockchain node and data storage
platform. In terms of data security storage, a storage mechanism combining block chain
storage and distributed storage is adopted, in which the block chain node stores the
hash value of each power data, and the distributed storage node stores the encrypted
original data. The mutual assistance of blockchain nodes and data storage platforms
can effectively improve the security and reliability of power data, and provide data
acquisition and sharing operations.

Step 1: generate the key and encrypt the data to be protected. In order to preserve
the stored data, the power company first uses 3DES algorithm to generate random key
Ki, and encrypts the data to be protected and its related accessories.

Step 2: store the encrypted attachment data. The information of power company
identity, hash value of attachment data, attribute of attachment data and so on are packed
with DA, and the data package DA-KI is obtained by encrypting the data with KI. Call
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data storage platform through system service interface, store DA and encrypted data
package DA-KI in data storage platform.

Step 3: store power company identity, data summary and other relevant information.
In order to ensure the security of power company identity, data summary, data number,
data fingerprint and other key information in power data, these information are packed
and signed. Call the blockchain node through the system service interface, and send the
signed key data to the blockchain node.

Step 4: verify the identity and data. After receiving the data saving request, the
blockchain node uses the data identity control contract to locate the data management
contract of the power company, and takes out the public key of the power company from
the authority control contract to verify the received data. After passing the verification,
the data will be stored in the blockchain node, and the identity information and summary
information of the new data will be added to the data storage contract.

Step 5: data added successfully. After receiving the successful data addition infor-
mation of the blockchain, the power company saves the data number of the current data
in the blockchain, which is convenient for later data use and data sharing.

The power data protection process is shown in Fig. 4.

Fig. 4. Power data protection process

3.3 Power Data Acquisition Process

Access to power data includes the power company’s access to its own data, and the power
company’s access to data fromother power companies in the alliance blockchain.Among
them, the data of other power companies that the power company obtains including
three processes: the power company that owns the data adds other power companies
that request data to the trust list of the blockchain, the power company requesting data
applies to the blockchain for data, the power company requesting data requests for data
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attachment from the data storage platform. The power company’s acquisition of its own
data includes two processes of requesting data from the blockchain and requesting data
attachments from the data storage platform.

Take Power Company B requesting for the data of power company A in the alliance
blockchain as an example. Figure 5 shows the details of the acquisition process of the
power data. The process for a power company to obtain its own data is similar to the
latter two processes and will not be described in detail.

Fig. 5. Power data acquisition process

Phase 1: Increase the trust list of company B to the blockchain
Step 1: Sign the information to be shared, power company B, etc. In order to enable

the power company B to access the shared data, the power company A first sorts out the
number of the relevant data that needs to be shared with the power company B; after
that, it signs the identity and data number of the power company B with its own private
key.

Step 2: Send the signature information. Power company A calls the system service
interface and sends the signature information to the data sharing contract module in the
smart contract of the blockchain.

Step 3: Detect the identity of company A. The data sharing contract sends the infor-
mation about the power company A to the authority control contract and requests it to
verify the identity of the power company A.

Step 4: Store the signature information after verifying the identity of company A.
After the data sharing contract verifies the identity of the power company A, it requests
for data storage contract, and writes the identity of the power company B in the data
number shared by the power company A to the power company B.
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Phase 2: Obtain data

Step 5: Sign the request data, company B information, etc.When the power company
B needs to obtain the data of the power company A, the power company B first uses its
own private key to sign its own identity and the acquired data number.

Step 6: Send the signature information. The power company B calls the system
service interface and sends the signature information to the data sharing contract module
in the smart contract of the blockchain.

Step 7: Verify the identity of Company B. The data sharing contract sends the infor-
mation about the power company B to the authority control contract and requests it to
verify the identity of the power company B.

Step 8: After verifying the identity of company B, the system returns the request data.
After the data sharing contract verifies the identity of the power company B, the data
storage contract is invoked to return the data hash of the request to the power company
B.
Phase 3: Obtain data attachments

Step 9: Request data attachment. The power company B calls the data storage plat-
form through the system service interface to request the encrypted data attachment by
using the data hash value as a parameter.

Step 10: Request decryption key. After obtaining the encrypted data attachment, the
power company B sends its own identity, requested data number, data hash value and
other information to the power company A through the system service interface to send
an application for obtaining the decryption key.

Step 11: Verify the identity of company B. Power company A calls the data sharing
contract through the system service interface to check the identity of data B and the
authenticity of the requested data.

Step 12: Send decryption key. The power company A obtains the public key of the
power companyB from the data identitymanagement contract after verifying the identity
of the power company B, and encrypts the data decrypted key using B’s public key.

Step 13: Decrypt the data attachment. The power company B decrypts the key sent
by the power company A using its own private key, and then obtains the information of
the data attachment.

4 Conclusion

By analyzing and utilizing the decentralization of blockchain technology and data non-
tampering, this paper proposes a blockchain-based power data security protection mech-
anism, which better solves the problem of data leakage and data unavailability when
sharing power data. In the aspect of mechanism verification, this paper designs the pro-
cess of power data security protection mechanism from three aspects: power company
identity registration process, power data protection process and power data acquisition
process. The research results of this paper have achieved good results in solving the data
preservation between the alliance power companies. However, the data sharing strategy
only implements a one-to-one data sharing mechanism between power companies. The
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shared control program is also complex and inconvenient for efficient data sharing. In the
next step, we will study how to effectively implement data sharing mechanisms among
multiple power companies, so as to achieve efficient data sharing under the premise of
ensuring power data security.
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Abstract. Energy efficiency (EE) and spectral efficiency (SE) are two
key pillars of 5G NR. Energy harvesting and transfer as a promising way
to EE introduces new challenges to the guarantee of both EE and SE
due to its natural causality. In this paper we consider a multi-cell net-
work in which the base stations (BSs) are powered by renewable energy
and propose a resource sharing and allocation policy to simultaneously
guarantee the EE and SE of the network. The goal of jointly optimizing
EE and SE is formulated as a nonconvex optimization problem. A decen-
tralized multi-agent reinforcement learning approach is proposed to solve
the problem. Each BS interacts with other BSs, obtains the information
of their energy budget and available bandwidth, and makes resource
sharing and allocating decisions to maximize resource efficiency. Simula-
tion results verify the convergence of our proposed learning algorithm. In
comparison with other resource allocation schemes our proposed resource
sharing and allocation approach can significantly improve the resource
efficiency of the network.
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energy efficiency (EE) has become a key performance metric in the design of
wireless networks. Together with spectral efficiency (SE), which is a conven-
tional performance metric in communication systems, EE and SE have become
two key pillars of 5G NR and beyond. Energy harvesting and transfer, which
reduces the consumption of traditional energy by harvesting renewable energy
such as environmental or radio frequency energy, is a promising approach to EE
[1]. However, renewable energy is dynamically changing in both time and spatial
domains. This energy causality introduces new challenges into the guarantee of
EE and SE in renewable energy powered wireless communication systems.

Intensive research has been conducted to investigate the EE-SE relationship
and to try to simultaneously maximize EE and SE in traditional energy pow-
ered wireless communication systems. The fundamental tradeoff of EE and SE
is presented in [2] where the authors demonstrate that rather than always coin-
cide EE and SE may even conflict. When take the circuit power consumption
into consideration SE will first increase and then decrease with the increasing
EE. The authors of [3] prove that EE is strictly quasiconcave in SE in down-
link OFDMA networks with QoS constraint. A resource allocation algorithm is
then proposed to achieve the optimal EE-SE tradeoff (EST) based on their qua-
siconcave relationship. [4] investigates the effects of a particular type of noise
in channels. [5,6] proposes the information can be embedded into the quantum
carrier, and the receiver can decode the information to ensure the security of the
information and provide guarantee for the effective allocation of resources. Fur-
ther more, adopting this RE metric in optimal resource allocation algorithms,
the amount of bandwidth can be significantly reduced by using a relatively small
extra amount of power and vice versa, which means this RE metric can make
the most of power and spectrum resources. EST in more specific scenarios, such
as Massive MIMO systems [7], cognitive network [8], D2D multicast groups [9]
and visible light communication systems [10], etc., have also been considered.

In renewable energy powered wireless systems, jointly guaranteeing EE and
SE is more challenging due to the energy causality. A lot of effort has been
taken to conquer the unstability of renewable energy sources and to optimize
the network performance from different point of view. One of the seminal con-
tributions on this topic is [11] in which the authors for the first time introduce
the concept of energy cooperation. By transferring a portion of one energy har-
vesting node’s energy to another energy harvesting node, the energy files can be
reshaped and be adapted to maximize the network capacity. Energy cooperation
between hybrid energy (renewable energy and traditional energy) powered base
stations (BS) is proposed in [12] to minimize the traditional energy consumption.
A mulch-terminal network with energy harvesting transmitter is considered in
[13]. Joint transmit power control and energy transfer policies are proposed to
maximize the total throughput of the network.

We note that there is only limited work on optimizing both EE and SE in
renewable energy powered multi-cell wireless systems. In this paper we investi-
gate resource sharing and allocation policy for renewable energy powered multi-
cell wireless systems by exploiting both the energy and user diversities among
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BSs to jointly guarantee EE and SE of the network. The main contribution of
this paper is the decentralized reinforcement learning based resource coopera-
tion approach proposed for multiple BSs, which is different from the energy and
spectrum cooperation method proposed in [?] where the method can only be
used in two BSs scenarios.

The rest of the paper is organized as follows. Section 2 describes the system
model. Section 3 formulates the resource sharing and allocation problem. The
proposed decentralized multi-agent reinforcement learning approach is presented
in Sect. 4. Section 5 evaluates the proposed solution by analyzing the simulation
results. Section 6 concludes this paper.

2 System Model

This section presents the system scenario, the energy and spectrum sharing
model and the adopted EE, SE and RE definitions.

2.1 System Scenario

Consider a cellular network in which there are neighboring BSs powered by
renewable energy. The set of BSs is denoted by K with |K| = K where | · |
indicates the cardinality of a set. BSs operate on separate frequency bands using
OFDMA air-interface. Each BS k ∈ K serves one user equipment (UE) denoted
by Uk

1 and both the BS and UE work in single antenna mode. Each execution
period (from tens of seconds to tens of minutes), the energy budget for BS k is P k

which is determined by the renewable energy generation rate. The total energy
budget of K BSs is P =

∑K
k=1 P k. BS k is assigned with bandwidth Bk which

is divided into Nk = Bk/Bsub subcarriers by the same sub-bandwidth Bsub.
The total bandwidth for K BSs is B =

∑K
k=1 Bk composed of N =

∑K
k=1 Nk

subcarriers. The set of total subcarriers for K BSs is denoted by N with |N | = N .
Assume perfect channel state information (CSI) is available at both the BS and
UE. In practice, FDD system can obtain CSI through feedback from UE while
TDD system via uplink pilot signal. Assigning one subcarrier to only one UE, the
achievable data rate in the downlink transmission from BS k to Uk on subcarrier
n ∈ N with AWGN is given by

rn
k = Bsub log2(1 +

pn
k |Hn

k |2
BsubN0

) (1)

where pn
k and Hn

k are the transmit power and the channel impulse response which
reflects the joint effects of path loss, shadowing, and multi-path fading from BS k
to Uk on subcarrier n. N0 is the spectral density of AWGN. gn

k = |Hn
k |2/BsubN0

1 Note that although we set the system scenario as one BS serving one UE for the pur-
pose of succinctness, our proposed algorithm can easily be extended to the scenarios
of one BS serving multiple UEs.
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is noted as the channel gain to noise ratio. The data rate of Uk and the total
data rate of K UEs that can be achieved are separately given by

Rk =
N∑

n=1

ρn
krn

k (2)

R =
K∑

k=1

Rk =
K∑

k=1

N∑

n=1

ρn
krn

k (3)

where ρn
k ∈ {0, 1} is the subcarrier assignment index with ρn

k = 1 or ρn
k = 0

meaning assigning subcarrier n to Uk or not. The bandwidth occupied by BS k
and K BSs for transmission can be separately expressed as

BT
k =

N∑

n=1

ρn
kBsub (4)

BT =
K∑

k=1

N∑

n=1

ρn
kBsub (5)

The total transmit power of BS k and K BSs are expressed respectively as follows

PT
k =

N∑

n=1

ρn
kpn

k (6)

PT =
K∑

k=1

PT
k =

K∑

k=1

N∑

n=1

ρn
kpn

k (7)

The entire energy consumption of BS k and K BSs are separately given by

Pk = PT
k + PC

k (8)

P = PT + PC =

(
K∑

k=1

N∑

n=1

ρn
kpn

k

)

+

(
K∑

k=1

PC
k

)

(9)

where PC
k is the constant circuit power consumption of BS k and PC is the total

circuit power consumed by K BSs during each execution period.

2.2 Energy and Spectrum Sharing Model

The amount of energy transferred from BS k to BS k′ ∈ K �⊇ {k} is denoted
by ek with ek > 0, ek < 0 and ek = 0 successively meaning that BS k has suf-
ficient energy and supplies ek amount energy to other BSs, BS k is deficient in
energy and demands ek amount energy from other BSs, and BS k does not share
energy with other BSs. In practice, energy can be transferred through wireless
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(wireless power transfer [11]) or wired (smart grid [12,13]) method. The con-
straint of energy consumption of BS k with energy sharing can be expressed as

Pk = PT
k + PC

k ≤ P k − ek (10)

which can be rewritten as

PT
k ≤ P k − PC

k − ek (11)

We can also describe the constraint on PT
k with energy sharing from the per-

spective of the power consumption of other BS k′ ∈ K �⊇ {k} as

PT
k ≤

K∑

k=1

P k −
K∑

k=1

PC
k −

∑

k′∈K�⊇{k}
PT

k′ (12)

Note that (11) and (12) have the same physical meaning despite the different
form of descriptions from different perspectives.

The number of subcarriers released by BS k for BS k′ ∈ K �⊇ {k} is denoted
by mk with mk > 0, mk < 0 and mk = 0 successively meaning that BS k’s mk

subcarriers can be occupied by other BSs, BS k occupies mk subcarriers released
by other BSs, and BS k does not share spectrum with other BSs. The bandwidth
occupied by BS k for transmission with spectrum sharing is constrained by

BT
k ≤ (Nk − mk) Bsub (13)

From the perspective of the bandwidth occupation of other BS k′ ∈ K �⊇ {k},
(13) can also be described as

BT
k ≤ B −

∑

k′∈K�⊇{k}

N∑

n=1

ρn
kBsub (14)

2.3 Energy, Spectral and Resource Efficiency

Common definition of EE (bits/s/Joule) and SE (bits/s/Hz) for wireless com-
munication systems can be separately expressed as follows

ηEE =
R

P
=

∑K
k=1

∑N
n=1 ρn

krn
k(∑K

k=1

∑N
n=1 ρn

kpn
k

)
+

(∑K
k=1 PC

k

) (15)

ηSE =
R

BT
=

∑K
k=1

∑N
n=1 ρn

krn
k

∑K
k=1

∑N
n=1 ρn

kBsub

(16)

Resource efficiency (RE) is a unified performance metric that combines EE and
SE. Adopting the RE metric (bits/Joule) investigated and proved in [?], RE can
be expressed as

ηRE = ηEE + γηSE =
R

P
(1 + γ

P/P

BT /B
) (17)

where γ is a weighted parameter that controls the balance of EE and SE. RE
turns into EE when γ = 0 and turns into SE when γ → ∞. The emphasis of RE
smoothly changes from EE to SE when γ increases from 0 to ∞.
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3 Problem Formulation

Our goal is to optimize RE by sharing energy and spectrum among BSs and
allocating subcarrier and power to UEs. Using the RE metric (17), energy con-
sumption constraint (11) and bandwidth occupation constraint (13) for BS k,
the RE optimization problem is formulated as

max
P,�,ε,M

ηRE (P, �, ε,M)

subject to C1 :
N∑

n=1

ρn
kpn

k ≤ P k − PC
k − ek,∀k ∈ K

C2 :
N∑

n=1

ρn
kBsub ≤ (Nk − mk) Bsub,∀k ∈ K

C3 : pn
k ≥ 0,∀k ∈ K,∀n ∈ N

C4 :
K∑

k=1

ρn
k ≤ 1,∀n ∈ N (18)

where P = {pn
k}, � = {ρn

k}, ε = {ek} and M = {mk} is subsequently the feasible
power control, subcarrier assignment, energy sharing and spectrum sharing pol-
icy. C1 limits the power consumption of each BS, C2 constrains the bandwidth
occupation of each BS, C3 is the minimum requirement on transmit power of
each UE, and C4 guarantees that each subcarrier is exclusively assigned to one
UE. The solution for (18) is denoted by {P�, ��, ε�,M�} which is the optimal
resource allocation and sharing policy that can maximize RE of the cellular
network.

Set M = 0 in (18), only energy sharing (ES) is implemented among BSs;
similarly, set ε = 0, there is only spectrum sharing (SS). Set M = ε = 0,
there is no energy and spectrum sharing (NESS) among BSs and (18) turns
into a conventional resource allocation problem without resource sharing. The
above three cases can be considered as benchmarks for our proposed energy and
spectrum sharing (ESS) resource allocation policy.

4 Proposed Solution

Problem (18) is a nonconvex optimization problem. This section provides a
decentralized multi-agent learning approach based on reinforcement learning to
solve (18).

4.1 Reinforcement Learning and Convergence

Reinforcement learning (RL) is a computational approach that approximates
yet distinguishes the conventional optimal control approaches by the learning of
the agent that directly interacts with its external environment and maximizes
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its long-term goals. A RL approach consists of three aspects: state, action and
reward. Each interaction, the agent interacts with the environment, takes an
action based on a decision policy, receives a reward as a feedback from the
environment and updates its state. The task of RL is to maximize the long-term
reward during a infinite number of interactions. In this paper, the RL agent
uses the one-step Q-Learning algorithm [14] in which the learned decision policy
is determined by the state-action value function Q, which estimates long-term
discounted rewards for each state-action pair. Given state X ∈ S where S is the
set of states and action A ∈ A where A is the set of actions, in each time step,
the agent updates the state-action pair (X,A)’s Q value Q(X,A) by choosing an
action from A(X) which represents the set of actions that can be chosen in the
given state X, receiving an immediate reward R and moving to the next state
Y ∈ S, based on the following rule:

Q(X,A) ←− Q(X,A) + β(R + λV (Y ) − Q(X,A)) (19)

where λ (0 ≤ λ < 1) is a future value discount factor and β is the learning rate.
V (Y ) is given by:

V (Y ) = max
a∈A(Y )

Q(Y, a) (20)

This Q-learning algorithm will converge to an optimal decision policy if all state-
action pairs continue to be updated [15,16].

4.2 Proposed Decentralized Multi-agent Reinforcement Learning
Approach

In the context of our system scenario, each execution period BS k (∀k ∈ K) needs
to decide which subcarriers should be occupied and what amount the transmit
power per subcarrier should be for its occupied subcarriers. Since N subcarriers
are available in the network, we design that each BS has N RL agents with
the nth agent deciding whether it should occupy subcarrier n and the level of
transmit power on this subcarrier. This decision is made based on the decision
knowledge (the occupied subcarriers and the corresponding transmit power on
them) and the state information (the energy budget and available bandwidth) of
other BSs, which can be achieved by interacting and exchanging information with
other BSs in a cooperative way [17]. In practice, BSs can exchange information
through X2 interface or by estimating UEs’ measurements reports [18,19].

Hence, at each time step, the action space of the N -agent of BS k, denoted
by Ak = {(ρ1k, · · · , ρn

k , · · · , ρN
k )}, is a set of binary vector with ρn

k ∈ {0, 1} is the
action space of the nth agent which determines to assign the nth subcarrier to
BS k (ρn

k = 1) or not (ρn
k = 0). At time step t, the nth (∀n ∈ N ) agent chooses

ρn
k from {0, 1} randomly and N agents reach a specific action for BS k, denoted

by Ak(t) (Ak ∈ Ak). The transmit power on each chosen subcarrier is assumed
to be the same. The reward for taking action Ak is defined as

R =

{
0, ∃n ∈ N , ρn

k = ρn
k′ = 1

ηRE , otherwise
(21)
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where ρn
k = ρn

k′ = 1 indicates that two BSs occupy the same subcarrier and
this leads to no reward, and ηRE is the RE achieved by all BSs’ subcarrier
choosing and power allocating decisions. For each action with a positive reward,
the number of subcarriers occupied by BS k and K BSs are respectively given
by

No
k =

N∑

n=1

ρn
k (22)

No =
K∑

k=1

N∑

n=1

ρn
k (23)

Thus the transmit power on each occupied subcarrier is expressed as

po =
∑K

k=1 P k − ∑K
k=1 PC

k
∑K

k=1

∑N
n=1 ρn

k

(24)

The state space Sk is defined as Sk = {(SE , SB)} where SE and SB are succes-
sively given by

SE =

⎧
⎪⎨

⎪⎩

1, No
k × po < P k − PC

k , i.e. ek > 0
0, No

k × po = P k − PC
k , i.e. ek = 0

−1, No
k × po > P k − PC

k , i.e. ek < 0
(25)

SB =

⎧
⎪⎨

⎪⎩

1, No
k × Bsub < Bk, i.e. mk > 0

0, No
k × Bsub = Bk, i.e. mk = 0

−1, No
k × Bsub > Bk, i.e. mk < 0

(26)

where 1, 0, −1 indicate that BS k takes ek (mk) energy (subcarriers) from other
BSs, does not cooperate, gives ek (mk) energy (subcarriers) to other BSs. The
state at time step t, denoted by Sk(t) (Sk ∈ Sk), updates after taking action and
does not affect the action that will be taken in the next time step t + 1.

The procedural form of the proposed decentralized multi-agent reinforce-
ment learning algorithm is shown in Algorithm1. The optimization behavior of
Algorithm 1 over reward (21) is exploited by finding proper subcarrier assign-
ments depending on the diversities of UEs’ channel gain to noise ratio gn

k .
Algorithm 1 converges when Q value updates to the maximal value and this
maximum keeps stable. The state and action corresponding to the convergence
is the optimal resource allocating and sharing solution to (18).

5 Performance Evaluation

In this section, simulation results are presented to verify the performance of
the proposed resource sharing and allocation algorithm. Five neighboring BSs
are distributed in the cellular network. The bandwidth of each subcarrier is
Bsub = 15 kHz. The ergodic Rayleigh fading with AWGN is adopted as the
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Algorithm 1. The proposed decentralized multi-agent reinforcement learning
algorithm
1: Initialize Q(Sk, Ak) = 0, ∀Sk ∈ Sk, Ak ∈ Ak

2: repeat (for each episode):
3: Initialize Sk as (SE , SB) = (0, 0)
4: repeat (for each time step t of this episode):
5: Agent n (∀n ∈ N ) determines ρn

k = 0 or ρn
k = 1 using greedy policy (20)

and N agents reach an action Ak(t);
6: Take action Ak(t), record the corresponding reward R calculated by (21),

and update state to Sk(t + 1);
7: Update Q value:
8: Q(Sk(t), Ak(t)) ←− Q(Sk(t), Ak(t)) + β(R + λ maxAk∈Ak Q(Sk(t + 1), Ak) −

Q(Sk(t), Ak(t)));
9: Sk(t) ←− Sk(t + 1).

10: until Sk is terminal
11: until Convergence or Maximal number of iterations

channel model. The spectral density of AWGN is N0 = −112 dBm. The average
channel gain to noise ratio gn

k is varied from 10 dB to 20 dB. All BSs have the
same circuit power consumption PC

k = 1 W. We set γ = 1 for the following
simulations because [?] proved that both EE and SE are close to their maximal
values when γ = 1. Learning rate in Algorithm1 is β = 0.5 and the future value
discount parameter is λ = 0.9. As described in Sect. 3, our proposed resource
sharing and allocation algorithm with energy and spectrum sharing is denoted
by ESS and the benchmark resource allocation schemes without or with only
energy or spectrum sharing are respectively denoted by NESS, ES, SS.

First, we verify the convergence of the proposed algorithm. The maximal
number of iterations is set to 20000. The renewable energy budget at each BS
k is a value randomly generated between 1 W and 3 W. Figure 1 shows the con-
vergence of the proposed multi-agent learning algorithm in terms of the average
number of iterations needed for convergence with respect to the number of total
subcarriers. As illustrated in Fig. ??, the average number of iterations increases
with the increasing N from 5 to 25 (Nk from 1 to 5). This is because the action
space {(ρ1k, · · · , ρn

k , · · · , ρN
k )} exponentially increases with the increasing num-

ber of subcarriers N and it leads to an exponential growth of the number of
iterations for the proposed algorithm to converge.

The comparison of optimal RE achieved by various resource sharing poli-
cies with increasing energy budget is shown in Fig. 1. Fix the total number of
subcarriers as N = 15 (Nk = 3). The increasing energy budget at each BS is ran-
domly generated from [0.5, 1.5], [1, 2], [2, 3], [3, 4], [4, 5]. Figure 1 illustrates that
resource allocation with both energy and spectrum sharing can obtain higher RE
than any other resource operation policies at all kinds of energy budget level.
This is because a deficiency of one BS’s energy budget can be complemented
by other BSs’s excessive energy budget or bandwidth by sharing policies. RE
first increases and then decreases with the increasing energy budget for all kinds



A Decentralized Multi-agent Reinforcement Learning Approach 649

1 1.5 2 2.5 3 3.5 4 4.5

Average energy budget at each BS (W)

40

45

50

55

60

65

70

75

R
es

ou
rc

e 
ef

fic
ie

nc
y 

(k
bp

s/
Jo

ul
e)

Optimal resouce efficiency versus various energy budget

NESS
ES
SS
ESS

Fig. 1. Comparison of maximal RE achieved by other resource sharing policies with
different level of energy budget.

of resource allocation policies with or without resource sharing policy. This is
a result the definition of RE, according to (17) when transmit power reaches a
specific value the growth rate of data rate produced by the increasing transmit
power starts decreasing. In the context of our system scenario and the corre-
sponding simulation parameters, the optimal amount of energy supply is around
2.5 W per BS and exceeding this line will drop the network performance in terms
of RE.

The comparison of optimal RE achieved by various resource sharing policies
with increasing number of total subcarries is plotted in Fig. 2. The energy budget
of each BS is a value randomly generated from [1, 3]. Total number of subcarriers
increases from 5 to 25 (Nk from 1 to 5). As shown in Fig. 2, the proposed resource
sharing and allocating approach outperforms other resource allocation schemes
in terms of RE at all level of the total number of subcarrier. This is because
at each execution of the proposed learning approach, the agents try to find a
better subcarrier assignment policy (ρ1k, · · · , ρn

k , · · · , ρN
k ) with the information

of all BSs’ average channel gain to noise ratio gn
k (∀k ∈ K,∀n ∈ N ) and the

decision knowledge of other BSs to obtain a higher RE. After convergence or a
maximal number of iterations, the best subcarrier assignment for a given gn

k will
be found to achieve the highest RE for the network.
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Fig. 2. Comparison of maximal RE achieved by other resource sharing policies with
different number of subcarriers.

6 Conclusion

We propose a decentralized multi-agent reinforcement learning approach for
resource sharing and allocating in renewable energy powered multi-cell networks
to jointly maximize EE and SE. BSs interact with each other and obtain the
information of the energy budget and available bandwidth of the network. Based
on the information of other BSs each BS makes resource sharing and allocating
decisions to share energy and spectrum with other BSs and to allocate subcar-
rier and power for itself with the goal of maximizing the RE of the network.
Simulation results demonstrate the convergence and performance of our pro-
posed learning algorithm. After a limited number of iterations the proposed
learning algorithm converges to its optimal solution. Compared with resource
allocation schemes with no resource sharing or only sharing energy or spectrum,
our resource sharing and allocating approach can remarkably improve the RE of
the network.

The proposed decentralized resource sharing approach can be extended to the
scenario of energy harvesting heterogeneous cellular networks where the BSs can
use the same subcarriers. Prudent power control method should be considered
to alleviate the inter-cell interference. It is an interesting direction for our future
work.
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Abstract. In order to realize the formal verification of EOS smart contract and
improve the universal processing of input, this paper divides the lexical units
based on EOS smart contract, and uses the binary list to store the contents of
each node of abstract syntax tree, and finally proposes a language transformation
method based on the abstract syntax tree. This method can transform EOS smart
contract source code into functional equivalent formal verification language for
custom grammar construction, and realize the customized translation process by
adding symbol table. This paper uses this method to design and implement a
translator (TFFV ) for formal verification of EOS smart contract. The translated
EOS smart contract code has the characteristics of clear structure, reproducible,
strong capacity expansion and strong adaptability. At present, TFFV has been
successfully applied in the formal verification system. Some experimental results
are given at the end of the paper to further illustrate the efficiency and advantages
of TFFV.

Keywords: EOS (Enterprise Operation System) smart contract · Translator ·
Abstract syntax tree · Formal verification

1 Introduction

With the continuous development of blockchain technology [1–5], many security issues
corresponding to smart contracts have become increasingly prominent. The DAO smart
contract deployed on the Ethereum was attacked in June 17, 2016 [6]. The Dimen-
sional Security Lab monitored that the Ethereum Smart Contract AMR had a high-risk
transaction in July 8, 2018 [7]. It is only by the end of 2018 that the vulnerability of
hackers using smart contracts has caused losses of more than $630 million. It can be
seen that ensuring the security and reliability of smart contracts is of great significance
to the security of blockchain and transactions on blockchain. In recent years, High-order
logic theorem proving (HOLTP) has been used to verify the security of Ethereum smart
contracts [8]. Compared with traditional security testing, this technology can achieve
complete verification without security test cases, greatly improving the efficiency of
security verification. Yang Zheng’s team [9] built a general, extensible and reusable for-
mal memory framework [10], an extensible general formal intermediate programming

© Springer Nature Singapore Pte Ltd. 2020
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language Lolisa [11], and a corresponding formal verification interpreter [12] to realize
the automatic modeling process of the target program.

However, the security verification based on HOLTP has the problem of inefficiently
translating the code of smart contract into formal verification language, especially when
the source code such as EOS smart contract is written by a complex high-level language.
From the Solidity language to the JavaScript language translator design showed us a
development direction [13], that is, the design of automated translator to convert the
smart contract to other programming languages, but there is no related work to translate
the EOS smart contract into the formal verification language.

For the first time, this paper proposes a translator framework for EOS smart con-
tract, through which the C++ based EOS smart contract can be translated into formal
verification language. The main contributions of this paper include:

For the first time, this paper proposes a translator framework for EOS smart con-
tract, through which the C++ based EOS smart contract can be translated into formal
verification language. The main contributions of this paper include:

• Lexical unit division based on EOS smart contract: We designed a unique lexical
unit division method for EOS smart contract for the characteristics of C++ syntax
secondary encapsulation, which can perfectly identify and match EOS smart contract,
and it also facilitates the division of non-terminators and the construction of grammar
for syntax analysis.

• Construction method of abstract syntax tree for code structure reconstruction: We use
Flex and Bison [14] to design lexical analyzer and parser, so we can abstract all the
syntax supported by the Bison specification into a syntax tree. Becausewe use a binary
list to store each variable of the abstract syntax tree, we can realize the customization
of the syntax structure and the reconstruction of the code structure.

• Sugar conversion method: We propose a customized translation method based on
abstract syntax tree, which supports flexible translation of specified grammar. More-
over, themethodhasflexible interface and supports different design schemes to achieve
translation actions, which makes the translation process more efficient and the cou-
pling degree of modules lower. This method is compatible with symbol table, and can
return corresponding symbol table according to the requirement of formal verification.
It is extensible.

The rest of this paper is structured as follows. Section 2 introduces basic concepts to
support the design of TFFV. Section 3 proposes a design scheme of the overall architec-
ture through the analysis of the real problem, and expounds the division of the lexical
unit, the construction of the abstract syntax tree and the design of the Sugar transfor-
mation. Section 4 introduces a simple case to illustrate the efficiency and correctness of
TFFV. Finally, Sect. 5 puts forward the conclusion and future research direction.

2 Basic Concepts

The process of translating an EOS smart contract into a formal verification language
consists of three steps: First, the lexical analyzer recognizes the morpheme of EOS
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smart contract and corresponds to the lexical unit. Secondly, the abstract syntax tree is
constructed according to the non-terminator in the parser. Finally, Sugar conversion and
symbol tables are set up in the code generator to support formal verification.

2.1 Basic Definition

Table 1 lists the basic definitions involved in this paper, including the establishment of
abstract syntax tree, the design of Sugar conversion and symbol table. All of these will
be encountered in the following sections, and the components of a particular state will
be represented by the appropriate Greek characters for the state signature.

Table 1. Basic definition of TFFV

R Regular expression L Hierarchy of abstract syntax tree

L(R) Set of regular matching strings Ls The stratification of Sugar

UR Complete set of matching patterns β Entry function (Sugar)

T Abstract syntax tree s Interface function (Sugar)

τ Node of ABSTRACT syntax tree S Translation function (Sugar)

f(τ ) Reduced function γ General translation set

2.2 Division and Correspondence of Morphemes and Lexical Units

In this lexical analyzer, in addition to the matching and recognition of various characters
in C++, special character separation processing encapsulated in EOS smart contract is
also carried out to facilitate the operation of specific grammar by the parser and code
generator. R is used to describe the lexical unit tokens of the programming language.
L(R) → tokens are implemented in a Flex-based lexer in the form of conversion rules.
Some examples are shown in Table 2.

Table 2. Patterns and corresponding actions in transformation rules

Model Action

MULTI_INDEX {yylval.a = newast(“MINDEX”,0,yylineno); return MINDEX;}

SEND_INLINE_ACTION {yylval.a = newast(“SIA”,0,yylineno); return SIA;}

EOSIO_ABI {yylval.a = newast(“EABI”,0,yylineno); return EABI;}

EOSIO_API {yylval.a = newast(“EAPI”,0,yylineno); return EAPI;}

EOSIO_DISPATCH {yylval.a = newast(“EDIS”,0,yylineno); return EDIS;}

It is obvious that the pattern is anR, and the action code fragment contains the defined
lexical unit token. All R have and only one token corresponding to it.
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2.3 Hierarchical Design of Abstract Syntax Tree

In the hierarchical design ofT, each τ consists of non-terminals and terminators.Multiple
non-terminals and terminators are expressed as f(τ ) by grammar induction. Andmultiple
unambiguous f(τ ) are described by a non-terminal. The rules defined are as follows.

F(τ ) =
⋃n

i=1
fi(τ ), f (τ ) ∈ τ (1)

Secondly, in order to facilitate the conversion of a specific grammatical structure,
this paper divides T into five layers L in Table 3 except for α.

Table 3. Abstract syntax tree layered design

Definition layer Covers various definition sentence grammars

Type layer Covers grammars such as basic types, structures, and templates

Declaration layer Covers grammars that declare grammars and formal parameter lists

Statement layer Covers all statement grammars

Expression layer Covers the expression grammar in all statements

Each layer in Table 3 is composed of several different f(τ ), and there is an inclusion
relationship between F(τ ). We stipulate that Ldef ,Ltype,Ldec,Lstmt,Lexpr represent the
five layers in the Table, and the rules of its definition are as follows.

∃Fp(τ )�Fp+q(τ ) : Ldef =
⋃n

i=1
Fi(τ ), p ≤ n (2)

In the same way, we can define four layers, i.e. Ltype,Ldec,Lstmt,Lexpr . The final
defined abstract syntax tree rules are as follows.

T = α ∪ Ldef ∪ Ltype ∪ Ldec ∪ Lstmt ∪ Lexpr (3)

2.4 Sugar and Symbol Table Design

Sugar is a language conversionmethod defined in this paper. This method can be flexibly
located in T, which is convenient for custom translation. Themotivation of this method is
to solve the Coq formal verification method based on theorem proof for C++ language.
In order to correspond with L, and to facilitate the flexible use of Sugar conversion
method, this paper divides Sugar into four layers of Ls in Table 4.

In the process of research, we found that the formal verification based on theorem
proving needs to simulate the running state of smart contract in memory [15], so we
must clearly divide the scope of the contract and allocate the memory space reasonably.
Ts is designed in TFFV to implement support functions. In order to facilitate formal
verification of the execution of the interpreter, we designed the Ts in Table 5.

We specify Ts.var,Ts.func,Ts.scope to represent the three tables. The design of Ts
includes the definition of its operation and data structure. In Ts.var and Ts.func structures,
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Table 4. Sugar layered design

Type layer Mainly for structural translation

Statement layer Covers the translation of Statement layer grammars in T

Expression layer Covers the translation of Expression layer grammars in T

Custom function layer Provide a flexible translation interface

Table 5. Symbol table design

Variable symbol table Contains processing of variables, arrays, structures, and classes

Function symbol table For function processing

Scope symbol table Handling all scenarios involving scope

we define pointer type and name to describe the attributes of variables, where Ts.varname
and Ts.funcname are the specific names of variables, and Ts.vartype distinguish different types
of variables.

Finally, we define the index num in Ts.var and Ts.func to number variables in top-down
order, and translate it into integer numbers of int type, which is convenient for formal
verification of interpreter verification. Ts.varnum and Ts.funcnum share the sort index.

3 The Specific Design of TFFV

3.1 Problem Analysis

TFFV mainly solves various problems of manual translation of native smart contract
in the process of formal verification. Next, two examples are given to illustrate the
characteristics of the two languages and the key points of translation. First, the problem
of EOS morpheme matching is shown in Fig. 1.

Fig. 1. Morpheme matching instance

In EOSIO [16], EOS officially encapsulates the syntax of C++ to facilitate the devel-
opment. It requires that the translator can reasonably match all the morphemes in the
EOS smart contract and convert them into tokens.

Secondly, Fig. 2 shows the problem of structural transformation and expression.
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Fig. 2. Structural transformations and representations

Formal verification language is different from common high-level language or low-
levelmachine language. In order to facilitate the low-levelmodeling andmemory simula-
tion of specific high-level language, formal verification language requires more stringent
representation. For instance, taking the example in Fig. 2, each statement in the formal
statement level needs to be marked with “()”, and “END.” needs to be added at the end
of a verification code. The same “;” needs to take different forms in the formal language,
such as “;” and “;” respectively represent the classification of the expression of the deter-
mination condition in the “for” statement and the link between the statement. In C++,
declaring a variable and initializing it needs to be split into declaration statement and
assignment statement in the formal language structure. In the formal language, in order
to be able to easily divide different memory spaces for different scopes, the variables
need to be converted to int integers.

The disadvantages of manual translation smart contract can be concluded as fol-
lows: first of all, manual translation is prone to errors, and once there is a slight error,
formal verification fails. Secondly, the manual translation of smart contracts has a huge
workload, and each time a new smart contract is encountered, it needs to be translated
manually. Finally, once the smart contract language is updated, the perception of manual
translation is weak. A reasonable design of a translator can perfectly solve the above
problems, the following details the main design of TFFV.

3.2 Overall Architecture Design

Wefollow the traditional compiler design [17], anddivide the interpreter of smart contract
formal verification into three modules: Lexical analyzer, Parser and Code generator. The
overall architecture is shown in Fig. 3.

The EOS smart contract source program is converted to tokens by Lexical analyzer,
and then tokens are converted to T by the Parser, and Ts is generated. Finally, the Code
generator traverses the entire T through the traversal function EVAL constructed by us.
When τ is not empty, if β is not recognized, the conversion processing of the fixed
format is directly performed; if β is recognized, it will be transferred to the Sugar and
returned to the processing result. After this process, the EOS smart contract source code
is translated into the expected formal verification language to support the implementation
of the formal verification interpreter.
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Fig. 3. Overall architecture of TFFV

3.3 Lexical Unit Division Based on EOS Smart Contract

We use the example in Fig. 1 to expand the lexical unit division of EOS smart contract.
ACTION encapsulates the return type “void” of a function, and name encapsulates a
structure type. For morpheme matching, ACTION and other types only need R recogni-
tion, and then the form of ID is saved for matching in T. However, specific morphemes
such as EOSIO_ABI, SEND_INLINE_ACTION and so on need to be defined as shown
in Table 2, specifically in the Lexical analyzer to facilitate morpheme matching and syn-
tax analysis. Since Lex always selects the first listed pattern when the longest matching
prefix matches multiple patterns [18], we always put special regular matching before
general regular matching in design.

We specify that the common pattern such as type and ID that can match multiple
strings is R̄. For example, the pattern that can onlymatch one string, such as EOSIO_ABI,
is Rn(n = 1, 2, 3 . . .), assuming that the matched string is X. So, the algorithm can be
obtained:

∃X : R̄ → X ∧ Rn → X ⇒ UR =
⋃m

i=1
Ri ∪ R̄,m ≥ n (4)

We define the complete set of matching patterns as UR. It can be seen that the
key point of this algorithm is that if X can be matched not only by R̄ but also by Rn,
because we put Rn before R̄, X will be matched according to the specific pattern Rn.
For example, as shown in Fig. 1, many morphemes that are conducive to the subsequent
establishment of T are matched in the way of Rn, which is not only conducive to the
construction of T containing the EOSIO encapsulated morpheme, but also beneficial to
the lexical supplement of source code library update. Assuming that the source code
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library of EOSIO has been updated, the newly encapsulated morpheme Sp is added,
and the previously used morpheme Sq is deleted, the algorithm (4) can be improved as
follows:

UR =
(⋃n

i=1
Ri − Rq

)
∪ Rp ∪ R̄ (5)

As in the above definition, we only need to rewrite the pattern Rp of the matching
morpheme X before R̄ and then delete the pattern Rq that matches another morpheme.

By dividing the lexical unit, it is convenient to add or delete patterns, and it is easy
to get the tokens we need to construct T, which is convenient for the reconstruction of
the code structure.

3.4 ConstructionMethod of Abstract Syntax Tree for Code Structure Recurrence

Themain problem solved by the construction of the T is the recurrence of the code struc-
ture, which is convenient for us to design β in T, and finally achieve flexible translation.
So, in the design stage, we construct a unique structure τ , and use the way of linked list
to organize and generate T. The specific definition of data structure of τ is shown in
Table 6.

Table 6. Data structure definition of nodes in abstract syntax tree

τtag A variable node’s type τcontent Semantic value

τtag := 1 Variable τtype An expression node’s type

|2 Function τivalue An integer constant node’s value

|3 Constant τfvalue A floating-point constant node’s value

|4 Array τsugar Identity of Sugar conversion

|5 Structure τs_top Translation traversal stop tag

|6 Class τs_change Change semantic value stop tag

τline Line number information τl Left child

τname Grammar name τr Right child

When T is constructed in the parser, τline, τname, τcontent in Table 6 are the main
attributes of each τ . All operations in translation are based on obtaining the semantic
value of the specified grammar name τ . τtag, τtype, τivalue, τfvalue, τsugar are auxiliary
designs. The first three are to distinguish the types of tokens when constructing T gram-
mar, while τsugar provides an entry for Sugar transformation method. The two fields
τs_top, τs_change are not used in the construction of T, but in traversing T. τ s_top indicates
whether to continue to traverse the right child and τ s_change indicates whether to change
the semantic value. It is a design to improve the accuracy and efficiency of translation.
Finally, τ l, τ r are designed to realize the abstract syntax tree construction mode of our
adopted child-brother representation, as shown in Fig. 4.
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Fig. 4. Construction of child-brother representation

All the left children of τ point to the next level of grammar, which means that
the τ pointed to is a non-terminal F(τ ), and all τ in the same layer with the right
children jointly describe a f(τ ). Combined with the layered definition of T in 2.3, we can
draw the following conclusion: Although the composition of grammar is uncertain, it is
represented by variable length parameters, and The construction of T can be completed
by constructing a function of the node of the grammar tree from bottom to top until the
grammar α.

3.5 Sugar Conversion Method

We take the problem in Fig. 1 as an example to expand the design and necessity of Sugar
conversion method and symbol table. The first is the “()” and “;” involved in Fig. 1, the
main need to solve is the division of the statement. In Sect. 3.4, we specify τsugar as the
identification of Sugar conversion, so we can get the following algorithm.

∃ω : β ∈ fω(τ) → Ls ⇒ ∀τsugar, ∃ω : τsugar ∈ fω(τ) → τsugar ∈ Ls (6)

For any β existing in T, there is a corresponding s in Ls. As mentioned in Sect. 3.2,
we construct an EVAL function to traverse T. The definition of EVAL is as follows.

τ �= ∅ ∧ ∀n : sn ↔ Sn
∃sn ∈ T

∧ ∃p, q : sp, γ ∈ Sq ∧ τ → τl,
τ → τr

!τs_top (7)

It is not difficult to see from the structure display of the standard EVAL ergodic
function defined by us that each s and S are one-to-one correspondence, so it shares the
same hierarchical design. Where s may need to call γ , it may also need to call other s to
handle nested translation actions. At the same time, when traversing τ , first traversing
τl , Finally, stop traversing at the place marked by τ s_top.

Through the above description, we can simply put the overall idea of the Sugar
conversion method into the following rules.

L → Ls,Ts
T → L�β → F(τ )�β → f (τ )�β → s → S

(8)

As summarized previously, the main idea of the method is to locate the grammar
that needs to be Sugar transformed from T, then define s in the ergodic function EVAL
with β as the entry of grammar definition, and finally define our translation form in s,
and realize the complete translation process by combining the corresponding Ls and Ts.
For example, a piece of code C can be redefined and translated as follows.
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C
def= fC (τ ) = [C0, . . . ,Ci] + + . . . + +[

Cj, . . . ,Ck
] + + . . . + +[Cm, . . . ,Cn] + + . . . + +[

Cy, . . . ,Cz
]

= [C0, . . . ,Ci] + + . . . + +fi(τ ) + + . . . + +fj(τ ) + + . . . + +[
Cy, . . . ,Cz

]

�
(
fi(τ )

def= [
Cj, . . . ,Ck

]
, fj(τ )

def= [Cm, . . . ,Cn]

)

= [C0, . . . ,Ci] + + . . . + +fi(τ ) + + . . . + +Fk (τ )

�
(
fi(τ )

def= [
Cj, . . . ,Ck

]
,Fk (τ )

def= [
fj(τ ), . . . , fk (τ )

])

Translate(C) = Translate([C0, . . . ,Ci] + + . . . + +fi(τ ) + + . . . + +Fk (τ ))

Therefore, for Translate([C0, . . . ,Cz]), in the end, it can be summed up as
Translate([F0(τ ), . . .FZ (τ )]), which means that translating code from bottom to top,
and also means that whether adding β to T or adding the operations related to Ts to T,
the main foundation is the grammar analysis of T. Reasonable Sugar design is actually
a thorough understanding of grammar.

4 Experiment

According to the above design, we have completed the implementation of a mature EOS
smart contract formal translator. Next, we conduct translation processing on a complex
smart contract and collect data to test the efficiency of TFFV. Due to the space limitation,
only parts of the translation results of one EOS smart contract are shown.

Figure 5 is the formal verification language after translation. and TFFV also provide
the symbol table for formal verification, which is shown in Fig. 6.

Fig. 5. Formal verification language after sample code translation

In all the test samples, the compiler can achieve 100%accuracy in translation.As long
as the TFFV can recognize the lexical grammar, it can translate successfully according
to the required pattern. Table 7 and Fig. 7 show the efficiency of TFFV.

The Sugar conversion method of TFFV allows nested operations, so the efficiency
of translation depends on the complexity of the code with the increasing size of code. For
a translation operation, if the call to EVAL is nested in the Sugar conversion module, the
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Fig. 6. Part of the EOS smart contract translation symbol table

Table 7. Efficiency table of TFFV runs 100 times

Contract name Code size
(hundred
lines)

Minimum
execution
time (ms)

Maximum
execution
time (ms)

Average
execution
time (ms)

Correct rate
(100%)

test 0.42 2.034000 2.583000 2.383000 1

LuckyGame 1.25 3.317000 4.125000 3.625000 1

rps 1.80 7.834000 9.696000 8.696000 1

MultiBetting 3.06 6.916000 8.157000 7.157000 1

Fig. 7. Efficiency map of TFFV runs 100 times

time complexity of the translation will be greatly improved. It is not difficult to see from
the above chart that TFFV runs stably, and the running time will not increase with the
increase of code size, but more depends on the complexity of code structure. In general,
experiments show that TFFV is feasible, efficient and correct.
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5 Conclusion and Future Work

This paper designs TFFV to translate EOS smart contract for formal verification, and
describes a method of language transformation based on abstract syntax tree. The formal
verification code generated by this method has clear structure and TFFV based on this
method has features of scalability, adaptability and efficiency. TFFV solves the problem
of translating EOS smart contract into formal verification language and shortens the
periodof formal verification.At present,TFFV performswell, and it provides an effective
idea and technology for the translation of blockchain smart contract.

In the future, we can propose a more efficient translation action mode based on the
Sugar module of TFFV, we can also try layered design to make TFFV support the
translation of various code based on C++ and realize the translation into various formal
verification languages.
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Abstract. As the software scale continues to increase, the software development
cycle becomes more and more compact, which takes more time to the software
test. How to test the software and ensure its safety efficiently and accurately is an
urgent problem to be solved. The formal verification virtual machine (FSPVM) [1]
developed by Coq [2] assistant verification tool can effectively verify programs
with formal method. However, its widespread application is heavily restricted
by the compliant syntax of the formal specification language Lolisa [3] and the
mechanism of generalized algebraic typesGADTs [4]. This paper proposes amore
user-friendly intermediate language (FVIL) based on FSPVM, which changes the
hierarchical structure of Lolisa and expands the type of Lolisa, makes the formal
verification of software easier to be applied in practice. The experiments show
that the intermediate language can make the formal method easier to understand,
apply and expand.

Keywords: Intermediate language · Coq · Formal verification · Software
security

1 Introduction

With the continuous expansion of software application field, software is increasingly
being used in areas where software security is critical [17], such as medical treatment,
aviation, economy, big data [5, 6, 16]. Software vulnerabilities have caused great loss,
such as economic losses caused by block chain leakage [7] [18], malfunction of Mars
probe [8] and so on. Thismakes the significance of software testing in thewhole software
engineering more and more obvious. An efficient and accurate software testing method
can improve the security and stability of software, and reduce the cost of software
maintenance.

Comparedwith the traditional case testing, the formalmethod [9] is based on the strict
mathematical definition, which is a technique for formalizing, developing, and verifying
computer soft-ware (hardware) system. There are two kinds of formal methods: model
checking and theorem proving. Model detection has a state explosion problem when
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verifying a system with a high degree of concurrency; and model checking generally
cannot verify an infinite state system. These result in the failure of model checking
methods to formalize complex systems. Formal verification based on theorem proving
takes the assertion that “the system satisfies its specifications” as a logical proposition,
and proving the proposition by deductive inference through a set of inference rules. The
first order logic cannot model the complex program, so the formal verification method
of the higher order logic becomes an effective way to formally verify the complex
software. Traditional formal verification of higher-order logic is mostly completed in
a semi-automatic way, so there are a lot of auxiliary theorem proving tools, such as
Coq [2]. In the first VSTTE (verified software: theories, tools, experiments) conference
held in 2005, some plans for verifiable software were proposed, one of the them [10]
was to establish a set of automatic verification tool set which can be applied in the
industrial field. Therefore, the automation of formal validation of high-level logic will
be an important direction of software test.

Recently, Zheng Yang [1] proposed a formal symbolic process virtual machine
(FSPVM) and an extensible formal specification language Lolisa based on Coq. This
work built a set of formal verification tools that can automatically model and verify
the program. At present, the syntax of Lolisa is complicated, which makes it difficult
to be widely used. There are [11, 12] and other work which have simplified other for-
mal modeling methods, these works include using syntactic sugar and establishing an
intermediate language. This paper proposes intermediate language FVIL to optimize
and expand Lolisa’s formal syntax based on Coq. Specifically, FVIL adds some new
types and optimizes the hierarchical structure of Lolisa to make the formal verification
language more user-friendly. The present work makes the following contributions:

1. Propose an intermediate language to optimize and expand the Lolisa, so that Lolisa
built by Coq can be better applied to high-level programming language program
verification;

2. Simplify the syntax of formal specification language Lolisa, enhance the use
friendliness of formal specification language, and promote the popularization and
application of formal verification of high-level logic;

3. Implement an intermediate language mechanism that enables to support the formal
verification of different high-level language programs.

In the second section, the background of FSPVM is introduced. Section 3 describes
the specific design of the intermediate language, including the extension of the type
of Lolisa language, the simplification of syntax and the support of multiple high-level
languages. In Sect. 4, the experiment compares C++ source code, FVIL code, Lolisa
code. Section 5 summarizes the whole paper.

2 Background

Architecture of the formal verification virtual machine (FSPVM) is shown in Fig. 1.
The application program is translated into the formal program described by Lolisa. The
formal program is interpreted by the formal verified interpreter FEther [13] and the
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FEther changes the formal memory state [14]. In this process, the formal kernel of Coq
performs the execution and verification. The final result of program execution will be
compared with the post conditions to determine whether there is a bug in the program.

Fig. 1. Main structure of formal verification virtual machine (FSPVM)

This paper focuses on Lolisa. The program logic of Lolisa is similar to Floyd–Hoare
logic which containsPre condition,Post condition and programP, the form is as follows:

{Pre}P {Post} (1)

It is different from the traditional Floyd–Hoare logic, the Pre and Post conditions
of Lolisa based on Coq conform to the high-order logic. The Pre and Post are formal
description of the user requirement or the properties that the program needs to meet. For
a large number of verification requirements described in an informal way, at present,
Pre and Post conditions are defined manually. So a user-friendly specification language
is required.

Lolisa formal syntax is divided into four levels: type level, value level, expression
level and statement level. The following Table 1 gives meaning of each level.

The value level, which lies next to the expression level, is usually encapsulated in
expressions.

The value and expression of Lolisa based on Coq are defined by GADTs:

T : τ0 → [. . .] → τn → Type (2)

The expression or value: T belongs to Type of Coq, their Type is specified by the static
typeτ i. This mechanism makes it impossible for Lolisa to construct the wrong type, also
prevents type errors in the source code.

Most of Lolisa’s syntax conforms to the hierarchical relationship (see Fig. 2). The
expression and the value are designed using GADTs, so that they require a type level.
The expression needs the value to construct complex objects, the statement is based
on expression and the parameter list (pars_list), pars_list is mainly used to store cor-
responding parameters in function-related statements. Because Lolisa defines kinds of
pars_list for different statements, syntax of pars_list is quite complex.
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Table 1. Levels of lolisa

Level Meaning Element

type level Type declaration, such as int, bool, string, pointer type (variable
pointer, function pointer, etc.), structure type, etc.

τ

value level All possible values in the program, such as the element or
member of the array or structure, value of bool, integer, float,
point, etc.

val τ

expression level The value or expression being manipulated in statement,
including mathematical expression and variables, constants and
parameters in function calls

expr τ0 τ1

statement level Statements directly constitute a program, including loop, if-else,
variable declaration, assignment, function related statements and
class related statements, etc.

stat

Fig. 2. Level relationship

3 Intermediate Language

This section introduces the specific design of the intermediate language and its charac-
teristics. FVIL is the expansion and simplification of the formal specification language
Lolisa, it is based on Coq, and the structure of docking for different high-level languages
is pre-designed. Formal specification is a system model or a property that the system
needs to satisfy, it is strictly described by formal specification language.

Fig. 3. Procedure of formal verification

Themodel specification of a program can be gradually refined by the source program,
and the property specification is given by Pre and Post, which are manually defined by
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the user according to the user requirement. Then we get FVIL speciation which will be
transformed to the specification of Lolisa according to the relationship betweenFVIL and
Lolisa, the final generated formal program is interpreted and executed on the FSPVM.
The specific procedure is shown in Fig. 3. SFVIL denotes syntax set of FVIL which yields
FVIL specification, SLolisa denotes syntax set of Lolisa which yields Lolisa specification.
Because of the restrict corresponding relationship between FVIL and Lolisa, the FVIL
specification semantics are equal to the Lolisa specification semantics.

There are two contributions: 1. For the redundant syntax caused by Lolisa’s hier-
archical structure, this paper simplifies syntax set SLolisa by the syntactic sugar, and
generates Ssimplify; 2. For the redundancy of types caused by GADTs. this paper designs
new types to integrate and simplify the original types, and generates syntax set Sexpand .
The syntax set of FVIL is the union of the Ssimplify and Sexpand :

SFVIL = Ssimplify ∪ Sexpand (3)

FVIL is expansible and concise because of this construction.
Lolisa is able to support the formal verification of many different high-level lan-

guages. In this paper, the FVIL is divided into many subsets to be compatible with
different high-level languages.

SFVIL = Sgeneral ∪ (∪n
i=0Sspecial_i) (4)

Where Sgeneral denotes the generic syntax set which can be applied to all high-
level programming languages. and Sspecial_i denotes the syntax set which just applies
to a particular high-level programming language. Sspecial_i corresponds to the specific
interpretation logic in FEther. This design enables FVIL to support a variety of different
high-level programming languages.

3.1 Language Expansion: Sexpand

Motivation
The Lolisa stores all kinds of parameters in the pars_list. The following Table 2 gives a
summary of pars_lists. The pars_list difference increases the difficulty of formalizing
the target program. In this section, Lolisa is expanded to hide the pars_list difference,
and then improving the user friendliness of formal specification language.

τ , τ 0, τ 1 (Tpid oα)∈ type, expr (Tpid oα) τ 1 is used to indicate the formal parameter,
oα denotes the parameter name or memory address of parameter (memory address is
parameter name in FSPVM), the τ 1 denotes the parameter type, and the expression expr
τ 0 τ 1 is used to denote the actual parameter or the default parameter. str_name and type
in struct_mem denote the member variable name and its type. The Sect. 2 introduces
that the expression of Lolisa is defined by GADTs. Specifically, the Type of expression
conforms to the EXPR-TYPE [3] rule:

expr : τ0 → τ0 → Type (EXPR − TYPE) (5)

The Type of expression must be declared by two concrete type identifiers τ 0 and
τ 1, and τ 0, τ 1 ∈ type. The expressions with different type identifiers τ are regarded as
different Type.
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Table 2. Parameter list of different application

pars_list Application of list Types of elements

pars Parameters in function declaration (without default
parameters)

expr (Tpid oα) τ

capture_pars Capture variables required in lambda expr (Tpid oα) τ

struct_mem Member variables in a structure type str_name

fun_init_pars Parameters in function declaration or function definition
(default parameters are optional)

expr (Tpid oα) τ1
expr τ0 τ1

fcall_pars Parameters required in function call expr τ0 τ1

call_pars Parameters required to create class objects expr τ0 τ1

Our work uses list to store pars_list elements. The list in Coq conforms to the rule
POLY-LIST:

list : T → Type (POLY − LIST) (6)

The Type of list must be defined by T, and T ∈ Type. All elements in the list defined by
T should belong to T. This leads to two problems: 1. In one pars_list, because of the
difference of τ 0 or τ 1, elements which belong to expr τ 0 τ 1 may have different Type.
These elements which contrary to POLY-LIST cannot be stored in one list. 2. Elements
in different kinds of pars_list shown in Table 2 belong to different Type, result in the
problem that elements of different kinds of pars_list cannot be stored in the same list.

New Type and Structure
Our work defines new data structure and data type to integrate different pars_list:

1. expressions which could be default parameter or actual parameter are integrated into
a new type: par_expr:

par_expr : Type (7)

The abstract syntax of par_expr type is as follows:

pe :: =pEfun(oα, τ)|pEvar(oα, τ)|pEop(ε)|pEauto(oα)|pEconst(val)|
ε denotes expression, oα denotes variable name or function name, and val denotes value.
Compared with the expression in Lolisa, par_expr removes the limitation of GADTs, but
par_expr preserves the necessary information of expression. This makes it possible to
restore the Lolisa expression. According to the relevant rules in [3], this paper constructs
rules PAR-EFUN, PAR-EVAR, PAR-EOP, PAR-EAUTOANDPAR-ECONST to define
function, variable, operation, auto type variable and constant which could be actual
parameter or default parameter.

Σ, Θ,Λ� τ : type Λ�oa : option Laddress
F� pEfun:option Laddress→type→par_expr

F�wf (pEfun(τ,oa)):par_expr (PAR − EFUN)
(8)
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Σ, Θ �τ : type Λ�oα : option Laddres
F/Φ�pEvar:option Laddress→type→par_expr

F�wf (pEvar(τ,oα)):par_expr (PAR - EVAR)
(9)

Σ, Θ � τ : type F, Φ �e : exprττ
F/Φ�pEop:∀(τ :type),exprττ→par_expr

F�wf (pEop(exprττ)):par_expr (PAR - EOP)
(10)

Λ� oα : option Laddres
F/Φ � pEauto:option Laddress→par_expr

F�wf (pEauto(oα)):par_expr (PAR − EAUTO)
(11)

Ω �v : valτ
F/Φ�pEconst:∀(τ :type),valτ→par_expr

F�wf (pEcosnt(v)):par_expr (PAR − ECONST)
(12)

Σ, Θ, Λ, F, Φ, Ω denote structure information, structure pointer set,memory address
set, formal system space, function information, value set, specific information of them
could be find in [3], option Laddress denotes the virtual memory address. F � wf
(x):par_expr denotes that the x is well-formed in space F, and x belong to t. A � x:t
denotes that x is exiting in space A, and x belong to t. F/Φ denotes the space including
F but excluding Φ. The formulas above mean that if the condition above the line is true,
the conclusion below the line can be deduced

2. list_ tetrad is used to store four different list.

list_tetrad : Type (13)

This structure conforms the rule TETRAD-TYPE:

LP : list1 → list2 → list3 → list4 → list_tetrad (TETRAD − TYPE) (14)

The list_ tetrad consists of four lists, The Type of each list is shown in Table 3:

Table 3. Element types in the list_ tetrad

list Type of list

list1 list (oa, type)

list2 list (type, oa, par_expr)

list3 list (type, str_name)

list4 list par_expr

list (type, str_name) in the above table is used to store structural member, type
denotes the type of structural member, and str_name denotes the name of structural
member. list1 is used to store information about capture_pars and pars, list2 is used to
store information about fun_pars, list3 is used to store information about struct_mem,
and list4 is used to store information about fcall_pars and call_pars. Each list is used to
save the basic information of corresponding pars_list, so that pars_list can be restored.
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When pars_list is needed, just building the corresponding element listi (i = 1, 2, 3,
4) in list_ tetrad according to Table 3, and the other three elements are set to the empty
list. because of the correspondence of list_ tetrad and all kinds of pars_lists, it is easy
to restore the specific pars_list in Table 2. In the aspect of syntax, all the pars_lists
are given in the unified form of list, and then reducing the difficulty of using formal
specification language, and facilitating simplification of Lolisa.

3.2 Language Simplifying: Ssimplify

Motivation
The syntax of Lolisa designed in levels makes the program of Lolisa complex. The
program is built level by level. User has to take all the components and the keywords in
each level. This greatly improves the difficulty of coding.

The complexity of Lolisa syntax is illustrated by the follow code of 3 being assigned
to a:

Assignv(Evar(Some a) Tuint) (Econst(Vint(INT I32 Unsigned 3))) ≡ a = 3

the syntax of Lolisa is on the left. The derivation of expression “ constant 3” is as
follows: first, using expression syntax: expr :: = ECONOMY < val > ; then using val
syntax: val :: = VINT < int > ; in the end, using type syntax: int :: = INT < intsize
> < signedness > < z > , and there are other three non-terminals which need to be
computed. The constant expression 3: Economy (VINT (INT I32 unsigned 3)) is used
as the operand ε2 of assignment statement ASSIGNV ε1 ε2. The boldface is keyword
of Lolisa. The construction rule of stat in Lolisa is:

stat ::= pstat
(
pexpr

(
ptype(), pval

(
ptype()

))
,
[
pstat

])
(15)

where pstat (), pexpr (), pval (), ptype () denote syntax in statement level, expression level,
value level and type level in Lolisa, px (py) means that py is the non-terminal in syntax
px (), and [p] denotes that the non-terminal p is optional.

Simplifying Levels
Syntax of Lolisa is verbose, and syntax of each level is closely related, so the complex
syntax of Lolisa can be expressed succinctly in a familiar way. The sugar [9] defined
by notation [2] is used to simplify syntax of Lolisa and generate the syntax of FVIL.
Notation is a symbolic expression denoting some term or term pattern in Coq. Syntactic
sugar encapsulates highly relevant Lolisa syntax components. We will now illustrate the
main ideas of sugar with a few examples.

Specifically, because the statements of Lolisa correspond to the statements of high-
level programming language, we design syntactic sugar for statement, this sugar is the
statement syntax in FVIL, it encapsulates the syntax of statement, expression and value
in Lolisa. There are syntactic placeholders in sugar, they are corresponding to the non-
terminals of high-level programming language statement. For instance, syntactic sugar
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of function declaration statement:

FUN_DEC[ac](t) addr
[
fip1; ..; fipn] ≡

(EOS_Fun_declaration (Someac) (Eexecutable (Someaddr)t)
(list2pars(getLpars (LP nil (consfip1..(consfipnnil)..)nil nil))))

The placeholders include access permission: ac, function return type: t, function
name: addr, parameters: fip1,···, fipn. The boldface is keyword of syntax. Syntax of
FVIL on the left, Syntax of Lolisa on the right. The syntax of Lolisa contains many
rules, EOS_fun_declaration in statement level and Eexecutible in expression level,
LP is rule of list_ tetrad and list2pars, getLpars are type transform operations of
Sexpand , all of them are cumbersome. FVIL’s syntax style is similar to that of C++, it is
concise and easy to understand.

Placeholders contain expressions, type related syntax, numbers, parameters, vari-
able names, and other non-terminals like access permission. Expression placeholders
p

′
expression() include most of the expression of Lolisa, and encapsulate some of the value
syntax which are closely related to expression. For instance, syntax of integer constant
expression placeholders:

SINT n ≡ Econst(Vint(INT I32 Signed n))

Syntax of FVIL on the left, keyword SINT identifies the expression, number n
denotes the value. Syntax of Lolisa on the right, which includes expression rule: Econst
and value rule: Vint. The expression of FVIL can obviously simplify the syntax of
expression and value in Lolisa language.

The FVIL can simplify most of the Lolisa statement construction to:

stat
′ ::= p

′
stat

(
p

′
expr

(
ptype()

)
,
[
p

′
stat

])
(16)

There is no value syntax, it is merged into FVIL expression syntax: p
′
expr(), The FVIL

type syntax ptype () is the same as the syntax of Lolisa type, FVIL statement syntax
p

′
stat() simplifies the pstat (), FVIL expression syntax p

′
expr() simplifies pexpr () of Lolisa,

in addition, p
′
stat() encapsulates pstat () and part of pexpr () which is closely related to the

statement level, p
′
expr() encapsulates the pexpr () and part of pval () in Lolisa. The FVIL

simplifies the entire Lolisa syntax according to the similar principles. And generating
the syntax of the intermediate language.

3.3 Multiple Languages Supporting: Sspecial_i

FSPVM includes general virtual memory and extensible formal specification language
Lolisa, these enable formal verification of high-level programming languages. For this
reason, FVIL also needs support different high-level languages.

The scope [2] is a set of notations for terms with their interpretations in Coq. The
FVIL is divided into multiple unrelated scopes. The syntax in each scope is based
on the corresponding high-level programming language. The syntax in different scopes
corresponds to different interpretation logic.Wegeneratemultiple intermediate language
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scopes,where Sgeneral contains general syntax for all languages, Sspecial_i contains special
syntax supporting the specific language, and the relationship of the syntax in each scope
is described in formula (4).When expanding the support for the new language, the syntax
in Sgeneral will be used to support the general part in the language. For the special syntax,
Sspecial_i will be added. In each scope, the relationship between FVIL and Lolisa will be
defined by notation.

FVIL uses stable and simple syntax, and can support a variety of different high-level
languages. Such a design is the base of the framework of translator-FVIL-interpreter, this
framework supports the formal verification of different high-level program languages
and further realizes the automation of the formal verification of program. The framework
is shown in Fig. 4. Different high-level language programs are translated into program of
FVIL by a translator. This FVIL program corresponds to a specific interpretation logic,
and is finally interpreted and executed by FSPVM.

Fig. 4. Overall framework of translator-FVIL-interpreter

In this framework, if a new programming language needs to be support, just building
a corresponding translator to translate the high-level language into FVIL. If there is new
syntax, expanding Sspecial_i, and adding corresponding interpretation logic in FSPVM.
As the number of supported languages increases, this structure will become more and
more complete.

4 Experiment

This section shows the program block of FVIL and its corresponding source code and
Lolisa code. In this case, C++ source code (see in Fig. 5) and Solidity source code (see in
Fig. 6) are converted to the same FVIL code (see in Fig. 7). The FVIL code is converted
to corresponding Lolisa code of C++ (see in Fig. 8) or Lolisa code of Solidity [2] (see
in Fig. 9). When C+ + program or Solidity program is converted to a FVIL program, all
variables are converted to numbers which identify the addresses of the corresponding
variables in the virtual memory of SFPVM.

Intermediate code (see in Fig. 7) and source code (see in Fig. 5, 6) are basically
consistent, the main difference is that all variables of FVIL have corresponding type
identifier, this is because FVIL retains the nature of GADTs. Most statements are based
on the type level, value level and expression level like the code in Fig. 8, 9. Lolisa
is inconvenient to users owing to the complexity and diversity of keywords and the
hierarchical structure. From the above experiments, we can find that FVIL can simplify
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Fig. 5. Code of C++

Fig. 6. Code of solidity

Fig. 7. Code of FVIL

Fig. 8. Code of lolisa corresponding to code of C++

Fig. 9. Code of lolisa corresponding to code of solidity

the formal specification language program, and make it easy to translate a high-level
language program into a formal program.
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5 Conclusion

Formal verification can ensure the security of software, but it is difficult to implement.
The intermediate language and related concepts proposed in this paper can effectively
reduce the difficulty of using formal techniques, so as to promote the applicationof formal
technology and ensure the security of software. Future work will focus on refining the
intermediate language to support more high-level programming languages.
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