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Abstract. As feature data in multimodal remote sensing images belong to
multiple modes and are complementary to each other, the traditional method of
single-mode data analysis and processing cannot effectively fuse the data of
different modes and express the correlation between different modes. In order to
solve this problem, make better fusion of different modal data and the rela-
tionship between the said features, this paper proposes a fusion method of
multiple modal spectral characteristics and radar remote sensing imageaccording
to the spatial dimension in the form of a vector or matrix for effective inte-
gration, by training the SVM model. Experimental results show that the method
based on band selection and multi-mode feature fusion can effectively improve
the robustness of remote sensing image features. Compared with other methods,
the fusion method can achieve higher classification accuracy and better classi-
fication effect.

Keywords: Remote sensing classification � Classification of features � Band
selection � Multimodal feature fusion � SVM

1 Introduction

Remote sensing images can accurately and comprehensively describe the features of
ground objects and are widely used in agriculture, geological exploration, environ-
mental monitoring and military reconnaissance [1–4]. At present, many algorithms are
used in identification classification, such as maximum likelihood method [5], minimum
distance method [6], artificial neural network [7] (ANN), k-means clustering [8], and so
on. Theoretically, the sample size of these methods must be large enough to ensure
high-level, but in practice, it is not guaranteed to select enough classification samples.
Support vector machine (SVM) method is a new type of data mining method [9], which
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has outstanding advantages in small sample, nonlinear and high-dimensional pattern
recognition. Therefore, it can be widely used in distributed classification research and
has achieved good results.

At present, the rapid development of satellite technology and the increasing number
of sensors not only improve the quality of remote sensing images, but also result in the
coexistence of multiple types and resolutions of remote sensing images. Optical sensor
and synthetic aperture radar image, as the most important two kinds of sensor data,
have their own advantages and disadvantages. Although they both have excellent
performance in ground object identification, they rarely cooperate with each other and
fail to make full use of the existing surface information. The fusion technology of
remote sensing image came into being. The image fusion technology is classified
according to different standards. According to the level of fusion, the fusion method is
divided into three categories: pixel level, feature level and decision level. In the
research of multi-source remote sensing image fusion method, the pixel-level fusion is
widely used in the field of remote sensing image fusion due to its advantages of high
computing accuracy, small data change and less information loss.

In the past 20 years, many researchers at home and abroad have proposed many
fusion algorithms of different strategies. Ramakrishnan et al. fused panchromatic
images with multispectral images using the improved IHS transform, and also dis-
cussed the application of fused images in earth science [10]. According to the spectral
characteristics and application prospects of multi-spectral bands in Ref. [11], PCA, IHS
and HPF methods were compared in maintaining the spectral quality of fusion images.
Dupas proposed using Brovery transform and IHS method to fuse SAR images and
multi-spectral images for land cover classification [12]. Single sensor data and fusion
data are used for classification, and the overall classification accuracy of fusion data is
higher than that of pure multi-spectral data. Chen et al. used IHS transformation to
merge hyperspectral images with SAR images at hyperspectral resolution to obtain
enhanced features of urban areas [13]. The fused image was superimposed on the
digital elevation model (DEM) to obtain a three-dimensional image. This integration
helps to resolve the ambiguity of different types of land cover. Pal et al. proposed a
PCA-based fusion method to improve geological interpretation [14]. FFT method was
used to filter SAR images, PCA was used to fuse multi-spectral data, and then the
principal component selection method based on features was used to conduct false
color synthesis of the fused data. Chandrakanth et al. applied HPF to the frequency
domain and fused high-resolution panchromatic and high-resolution SAR images [15].
This method extracted low-frequency details from panchromatic images and high-
frequency details from SAR images. Battsengel et al. proposed the fusion of high-
resolution optical images and SAR images to improve the accuracy of land cover
classification [16]. The method of multiplication was used to fuse the source images,
and the fusion method based on BT, PCA and IHS was adopted. The results were
compared visually on the basis of classification accuracy. Yang et al. used GS
orthogonalization method to integrate optical images and SAR images to improve the
classification of coastal wetlands [17]. The above methods are not computationally
complex and can produce a fusion product with rich spatial information. However,
these methods are highly dependent on the correlation of image fusion, so that the
image after fusion has obvious spectral distortion.
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In view of the above problems, this paper first selected the bands of Landsat8
images, selected the optimal three bands, and used HSV transform to effectively
integrate the multi-spectral image features and sentinel-1 SAR image features in the
form of vector or matrix according to the spatial dimension, so as to train the SVM
model and obtain better ground object recognition effect.

2 Classification Principle of Support Vector Machines

The mechanism of support vector machine (SVM) is to find an optimal classification
hyperplane that meets the classification requirements, so that the hyperplane can
maximize the empty space on both sides of the hyperplane while ensuring the classi-
fication accuracy. Taking two types of data as examples, the given training set xi; yið Þ,
i ¼ 1; . . .; l; x 2 Rn; y 2 þ 1;�1f g and hyperplane are denoted as w � xð Þþ b ¼ 0. In
order for the classifier to correctly classify all samples and have classification intervals,
the following constraints need to be met:

yi w � xið Þþ b½ � � 1 i ¼ 1; 2; � � � ; l ð1Þ

We can calculate the classification interval 2= wk k; so the problem of constructing
the optimal hyperplane is transformed into:

min/ wð Þ ¼ 1
2

wk k2¼ 1
2

w0 � wð Þ ð2Þ

In high-dimensional space, if the training sample is indivisible or it is not known
whether it is linearly separable, it will allow the introduction of a certain number of
misclassified samples, and a non-negative relaxation variable fi will be introduced. The
above problem is transformed into a quadratic programming problem with linear
constraints:

min 1
2 w0 � wþC

Pn
i fi

� �
i ¼ 1; 2; . . .; n ð3Þ

However, in actual classification, it is difficult to ensure linear separability between
categories. For the case of linear inseparability, SVM introduces a kernel function,
maps the input vector to a high-dimensional feature vector space, and constructs the
best classification surface in the feature space. Due to the good performance of the RBF
kernel function, the radial kernel function is selected as the kernel function of the SVM
in practical applications.

K x; xið Þ ¼ exp � x� xik k2
2r2

 !
ð4Þ
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3 Classification of Remote Sensing Images Based on Band
Selection and Multi-mode Feature Fusion

3.1 Correlation-Based Feature Selection (CFS)

CFS [18] is a classic filtering type feature selection algorithm. It evaluates the influence
of each feature on each classification separately by heuristics, so as to obtain the final
feature subset. The evaluation method is shown in formula (5):

Ms ¼ krcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kþ k k� 1ð Þrff

p ð5Þ

Among them, Ms represents the evaluation of the feature subset S containing k
features; rcf represents the average correlation between attributes and classification; rff
represents the average correlation between attributes. The higher the computational
correlation between each attribute and the classification attribute, or the lower the
redundancy between the attributes, the more positive the evaluation. In CFS, infor-
mation augmentation is used to calculate correlations between attributes. The method
of computing information enhancement will be described below.

Assuming that the attribute is Y, c represents each possible Y value, the entropy of
Y is calculated from Eq. (6).

H Yð Þ ¼ �
X

c2Y P cð Þ log2 P cð Þð Þ ð6Þ

For the known attribute X, Y’s entropy is calculated by Eq. (7)

H YnXð Þ ¼ �
X

x2X P xð Þ
X

c2Y P cnxð Þ log2 P cnxð Þð Þ ð7Þ

The difference H Yð Þ � H YnXð Þ (namely the reduction of feature Y’s entropy)
reflects the additional information attribute X provides to attribute Y, also known as
information enhancement. The information increment reflects the amount of informa-
tion provided by X to Y, so the larger the information increment, the stronger the
correlation. Since information enhancement is a symmetric measure, its disadvantage is
that it tends to select those attributes with more potential values. Therefore, each
attribute needs to be information enhanced and normalized to ensure that each attribute
can be compared with other attributes so that different attribute selections can get the
same result. The method of symmetric uncertainty is used to normalize it into [0, 1].

UXY ¼ 2:0� H Yð Þ � H YnXð Þ
H Yð ÞþH Xð Þ ð8Þ
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3.2 HSV Transform Fusion Method

HSV transform is an inverted cone color space composed of Hue, Saturation and
Value, which transforms the color space composed of RGB three colors in multi-
spectral images [19]. The basic idea of HSV transformation is to replace the brightness
Value in the original image with a high-resolution full-color remote sensing image, and
then re-sample the Hue and Saturation into the high-resolution size image through
interpolation (nearest neighbor method, bilinear interpolation method and cubic con-
volution interpolation method), and finally convert the image back to the RGB color
space.

H ¼ h B�G
360� h B[G

�
ð9Þ

S ¼ 1� 3
RþGþBð ÞminðR;G;BÞ ð10Þ

V ¼ 1
3

RþGþBð Þ ð11Þ

Among them : h ¼ arc cos
1
2 R� Gð Þþ R� Bð Þ½ �

R� Gð Þ2 þ R� Bð Þ G� Bð Þ12
h i

8<
:

9=
;

4 Experiments and Analysis

4.1 Data Source and Preprocessing

Landsat8 remote sensing data from September 10, 2015 and sentinel-1 standard
polarization model data were mainly used in this paper. The Sentinel-1 standard
polarization model data included a scene on December 23, 2015, with a VV spatial
resolution of 15 m and an incidence Angle of 37°. The data processing of this paper
mainly includes the following parts:

Landsat8 remote sensing data were imported into ENVI5.3 software, and on the
basis of 1:50,000 topographic map, the intersection points of rivers and roads were
selected as control points for geometric correction of Landsat8 remote sensing data.
Afterwards, the 1–7 bands of Landsat8 remote sensing data were fused with
panchromatic bands, and the required study areas were intercepted according to the
research needs.

Using the ENVI extension package SAR scape, the Sentinel-1 standard polarization
pattern data was radiative scaled, and the amplitude intensity image was converted into
the backscattering coefficient image. Then the Lee filtering algorithm of 7 � 7 filter
window is used to remove the speckle noise of radar image. The filtered image was
converted into a transverse Mercator (UTM) projection and resamped to 30 m. Due to
the different sensor of acquired radar image and optical image, the imaging mode of
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each satellite is different, so the space registration should be carried out. Using
ENVI5.3 software, the radar images were registered based on Landsat8 image data
dated 10 September 2015.

4.2 Experimental Data and Sample Selection

Study area selection, western songnen plains in western jilin province county territory of
adlai was in charge of the town, momo, national nature reserve (

). Accord-
ing to the distribution of land features in this area, it is divided into 6 categories: unused
land, grassland, marsh, wetland, water area, residential land and cultivated land. In this
paper, a total of 16 160 pixel-level training samples were selected, among which 30% of
each ground object was randomly selected as the verification set, and the remaining data
samples were selected as the training set.

4.3 Classification and Accuracy Verification

SVM classifier using ENVI5.3 remote sensing software. The spectral characteristics of
1–7 bands of Landsat8 remote sensing data, spectral characteristics after band selection
(CFS), and spectral characteristics after band selection (CFS) and radar fusion were
used respectively to extract wetland information by integrating topographic assistance
data and radar image backscattering. The results are shown in Fig. 1 (a), Fig. 1 (b) and
Fig. 1 (c). The classification results of 578 measured sample points were selected for
accuracy verification, and the error confusion Matrix was established by using the tool
ENVI5.3 confusion Matrix. The accuracy evaluation results obtained are shown in
Table 1, Table 2 and Table 3 respectively.

Fig. 1. (a), (b), (c) Results of extracting wetland information using SVM with three different
features
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Table 1. Confusion matrix of SVM classification results for spectral characteristics of 1–7
bands of Landsat8 remote sensing data

The sample
points

Arable
land

Grass Marsh
wetland

Waters Residents
land

Unused
land

Total User
accuracy %

Arable land 82 10 25 4 3 0 124 66.13
Grass 0 39 21 14 0 0 74 52.70
Marsh
wetland

4 9 93 0 0 0 106 87.74

Waters 17 3 31 60 14 10 135 44.44
Residents land 3 1 0 0 85 0 88 96.59
Unused land 0 0 0 0 0 51 51 100.00
Total 106 61 170 78 102 642 578
Mapping
accuracy %

77.36 63.93 54.71 76.92 83.33 83.61

The overall accuracy = 70.93% Kappa = 0.64

Table 2. Confusion matrix of SVM classification results for spectral characteristics after band
selection (CFS)

The sample
points

Arable
land

Grass Marsh
wetland

Waters Residents
land

Unused
land

Total User
accuracy %

Arable land 94 0 14 0 12 2 122 77.05
Grass 0 70 14 0 0 0 84 83.33
Marsh
wetland

6 19 89 0 1 0 115 77.39

Waters 0 0 0 107 0 0 107 100.00
Residents land 0 0 0 0 48 39 87 55.17
Unused land 0 0 0 0 19 44 63 69.84
Total 100 89 117 107 80 85 578
Mapping
accuracy %

94.0 78.65 76.07 100.00 60.00 51.76

The overall accuracy = 78.20% Kappa = 0.73

Table 3. Confusion matrix of SVM classification results for band selection (CFS) after the
spectrum and radar fusion characteristics

The sample
points

Arable
land

Grass Marsh
wetland

Waters Residents
land

Unused
land

Total User
accuracy %

Arable land 102 0 13 0 0 4 125 81.60
Grass 0 62 13 0 6 0 75 82.67
Marsh
wetland

1 14 101 0 0 0 116 87.07

Waters 0 0 0 106 0 0 106 100.00

(continued)
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5 Conclusions

Based on the principle of image fusion, from a practical perspective, this paper puts
forward a fusion method of multiple modal spectral characteristics and radar remote
sensing image. It implemented the image Landsat8 band selection, chose the best three
bands, and reused of HSV transform the multispectral image and effective Sentinel-1
SAR radar image fusion, and trained the SVM model, extract the feature information of
wetland. Experimental results show that the method based on band selection and multi-
mode feature fusion can effectively improve the robustness of remote sensing image
features. Compared with other methods, the fusion method can achieve higher clas-
sification accuracy and better classification effect.
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