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Abstract. In order to achieve high recognition rate, most facial expression
recognition (FER) methods generate sufficient labeled facial images based on
generative adversarial networks (GAN) to train model. However, these methods
do not estimate the facial pose before passing the images to the generator, which
affects the quality of generated images. And mode collapse is prone to occur
during the training process, leading to generate a single-style facial images. To
solve these problems, a FER model is proposed based on pose conditioned
dendritic convolution neural network (PCD-CNN) with pose and expression.
Before passing the facial images to the generator, PCD-CNN was used to
process facial images, effectively estimating the facial landmarks to detect face
and disentangle the pose. In order to accelerate the training speed of the model,
PCD-CNN was based on the ShuffleNet-v2 framework. Every landmark of facial
image was modeled by a separate ShuffleNet-DeconvNet, maintaining better
performance with fewer parameters. To solve the mode collapse during image
generation, we theoretically analyzed the causes, and implemented mini-batch
processing on the discriminator in the model and directly calculated the statis-
tical characteristics of the mini-batch samples. Experiments were carried out on
the Multi-PIE and BU-3DFE facial expression datasets. Compared with current
advanced methods, our method achieves higher accuracy 93.08%, and the
training process is more stable.

Keywords: Pose estimation + Mode collapse + Expression recognition

1 Introduction

FER is a biometric recognition technology that uses computers to obtain and analyze
facial expressions so that computers can recognize and even understand human emo-
tions, thereby achieving the purpose of human-computer interaction [1]. However, the
existing FER is based on frontal facial images and videos. The recognition rate of FER
in the case of non-frontal faces is not very ideal. Sariyanidi [2] pointed out that the
current research on FER faces five major problems: head deflection, illumination
changes, registration errors, face occlusion, and identity differences. In these problems,
head deflection is an important cause of registration errors and face occlusion. In
addition, the lack of sufficient training samples can cause overfitting during the learning
process. To solve these problems, Zhang [3] proposed a FER model by jointing pose
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and expression. This model can simultaneously synthesize facial images and recognize
facial expressions. The model of Zhang made an ideal recognition accuracy under the
condition of non-frontal facial expressions. However, before conveying the facial
image to the generator, Zhang used the lib face detection method with 68 facial
landmarks for face detection [3], which could not effectively estimate the facial pose
and affected the generation of facial images. And the model is based on GAN, the
training process is unstable, mode collapse is prone to occur, resulting in only a certain
style of facial images generated. Kumar [4] proposed a PCD-CNN model based on
CNN, which can conditionally estimate the facial landmarks to disentangle the facial
pose of the image. The PCD-CNN is a dendritic structure model, can effectively
capture shape constraints in a deep learning framework, but due to the many model
parameters, the running time is very long.

In response to the above problems, we improved method of Zhang and proposed a
FER model based on PCD-CNN with pose and expression. It has three advantages:
(1) we use the PCD-CNN to preprocess facial images before conveying the facial
images to the generator. Compared with Zhang’s method, ours can not only accurately
detect the facial area, but also effectively estimate facial pose, (2) the PCD-CNN in our
model is based on the ShuffleNet-v2 [5] architecture, which makes our model maintain
better performance with fewer parameters, and (3) we perform mini-batch processing
on the discriminator in the model and directly calculate the statistical characteristics of
the mini-batch samples, making the model more stable during training, avoiding the
occurrence of mode collapse as much as possible. Our model is trained and tested on
the Multi-PIE [6], BU-3DFE [7] facial expression datasets. Compared with Zhang’s
and the latest methods, our improved model has higher recognition accuracy and
achieves 93.08%.

2 Related Work

In non-frontal FER, disentangling the facial pose can improve the extraction of facial
information features by the classifier, thereby improving the accuracy of expression
recognition [4]. Common facial pose estimation methods include geometric method,
tracking method and nonlinear regression method [8]. The geometric method focuses
on the extraction of facial landmarks information and improves the correlation between
facial landmarks and facial poses. The tracking method mainly focuses on tracking a
person’s head in a video. Literature [9] proposed a method of target tracking based on
joint probability. Firstly, the target area was located by graph structure method, then the
probability model of target tracking was built, and the particle filter was used to track
the target of a single frame of image. Finally, the face pose was estimated. The
nonlinear regression method focuses on establishing the mapping relationship between
poses. Different from existing methods, Kumar [4] proposed PCD-CNN model to
disentangle facial pose in unconstrained facial image alignment. PCD-CNN follows the
Bayesian formula and effectively disentangles the facial pose of the image by adjusting
the facial landmarks.

In addition, the public dataset of non-frontal FER lacks sufficient training samples. In
this situation, it is difficult to effectively train non-frontal FER model based on deep
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neural networks, which may cause overfitting. To solve this problem, we generally
generate enough labeled training samples through the model. Since the GAN proposed
by Goodfellow [10] has wide applications in image generation, this inspired us to use
GAN to generate labeled samples to enrich the training dataset. As a generative model
with excellent performance, GAN has two outstanding advantages [11]: (1) does not rely
on any prior assumptions; (2) the method of generating samples is very simple (Fig. 1).
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Real data real or fake
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Fig. 1. Basic architecture of GAN. It is mainly composed of generator and discriminator. The
task of generator is used to generate “fake data”, and the task of the discriminator is to distinguish
whether the data is “real data” or “fake data”.

However, mode collapse is very common in general GAN model. In simple terms,
mode collapse means that the generator produces a single or limited pattern. Common
solutions are experience replay and using multiple GAN. Experience replay refers to
minimizing the jumps between patterns by displaying previous generated samples to
the discriminator at regular intervals. Using multiple GAN is to achieve the purpose of
covering all patterns in the sample by merging multiple GAN, avoiding the occurrence
of a single pattern. Zhang [3] proposed a model based on GAN for non-frontal FER.
The generator in this method is based on the encoder-decoder structure, and can learn
generative and discriminative representations in facial images. It can simultaneously
synthesize facial images and recognize facial expressions in different poses and
expressions. Due to it based on GAN, mode collapse may occur during the training,
resulting in only a single style of facial images generated or the effect of generated
images is not ideal.

In view of the superior performance and shortcomings of the model proposed by
Zhang, we improved it and proposed a FER model based on PCD-CNN with pose and
expression. The experimental results prove that the recognition accuracy of improved
algorithm is higher than existing advanced algorithms, and the training process is more
stable.

3 Our Method

We first introduce the improved PCD-CNN for face detection and facial pose esti-
mation in this section. Then we describe the overall architecture of our model and how
to synthesize labeled facial images for training. Finally, the improvement of the dis-
criminator in the model is introduced to improve the stability of the model during
training.
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3.1 Improved PCD-CNN

In order to accurately locate the facial landmarks and estimate the pose, Kumar [4]
proposed PCD-CNN following the Bayes formula. The facial pose of image is accu-
rately disentangled by conditionally adjusting the facial landmarks based on PCD-
CNN. Inspired by this, we use PCD-CNN to perform face detection and pose esti-
mation on the facial image before conveying the image to the generator. According to
Kumar’s settings [4], following the natural hierarchy between image /, head pose P and
keypoint C variables, the joint and conditional probability are represented as Eq. (1)
and Eq. (2) respectively.

p(C.P.1) = p(C| P.D)p(P| Ip(1) 1)
p(c.p|n =PEPD o el e @)
p(I) e N —

CNN  PCD—-CNN

In Eq. (2), in order to achieve p(P | I), we train a CNN based on facial image to roughly
predict the facial pose. In order to achieve p(C | P,I), we combine convolutional neural
network with multiple deconvolutional neural network arranged in a dendritic structure.
The convolutional neural network maps the image to a lower dimension, and then the
output of the deconvolutional neural network is used to form facial landmark
heatmap. As shown in Fig. 2, PCD-CNN includes a PoseNet and a KeypointNet, which
are used for the pose and keypoint estimation, respectively. The different keypoints
coordinate position is determined according to the mutual relationship between the
keypoints. In order to capture the relationship between different keypoints, the nose is
used as the root node. The correlation between different keypoints is modeled by
special functions f;; [4], which can also be achieved by convolution. When adding
responses corresponding to neighboring nodes, the low confidence for specific key-
points is strengthened [4]. The experimental results of Kumar prove that the model can
effectively capture the shape constraints in the deep learning framework, conditionally
estimate the facial landmarks to disentangle the facial pose of the image.

However, the PCD-CNN is based on the Squeezenet-11 architecture. Because more
parameters are more likely to cause overfitting during training, and the computing
performance of the machine is also higher, the processing time is longer. In order to
maintain the performance with fewer parameters, we base the PCD-CNN model on the
ShuffleNet-v2 [5] architecture. Due to the special structure of ShuffleNet-v2, the cal-
culation cost is greatly reduced, not only the calculation complexity is very low, but
also the accuracy is very high. ShuffleNet-v2 deprecated the 1 x 1 group convolution
operation and directly used 1 x 1 ordinary convolution with the same number of
input/output channels. A new type of channel separation operation is proposed. The
input channel of the module is divided into two parts, one part is directly passed down
and the other part is used for true backward calculation. At the end of the module, the
output channels on the two branches are directly connected in series. Then perform
random array operation on the output feature map of the final output, so that the
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information between the channels is communicated. It also provides a variant of the
module that requires downsampling. In order to ensure that the total number of output
channels is increased during downsampling, it cancels the random array operation at
the beginning of the module, so that the channels are processed separately and then
stitched together to double the final output channel number.

Our improved PCD-CNN model is based on the ShuffleNet-v2 structure and is
implemented by combination of a convolutional neural network and multiple decon-
volutional neural network. As shown in Fig. 3, we call it ShuffleNet-DeconvNet. We
perform a convolution operation on the eighth pooling layer of PoseNet in the model,
and then feed it back to the eighth pooling layer of KeypointNet. We perform ReLU
nonlinearity and batch normalization after each convolution layer. Every landmark in
the improved PCD-CNN is modeled by a separate ShuffleNet-DeconvNet, so that the
parameters in the model can be effectively reduced. Before conveying the facial image
to the generator, we use the improved PCD-CNN to preprocess it first. Compared with
the lib face detection algorithm with 68 facial keypoints used by Zhang, our method
can not only accurately detect human faces, but also effectively estimate facial poses.

Fig. 2. The overall architecture of the PCD-CNN.
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Fig. 3. The architecture of ShuffleNet-DeconvNet.
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3.2 The Overall Framework of the Model

After improved PCD-CNN preprocesses the facial images, we follow the work of
Zhang to put the processed images into a generator based on the encoder-decoder
structure, and learn the identity of the images at the same time, as shown in Fig. 4. The
model includes a generator G, two discriminators D, D;, and a classifier Cex,. The
generator G is divided into an encoder G, and a decoder Gg.. G., learns the
mapping f(x) from the facial image to the identity, and then f(x) connect the pose and
expression into the decoder G to generate the corresponding pose and expression
facial image. The task of the discriminator D, in the model is to distinguish whether
the entered facial images are generated images or real images, which is a binary
classification problem. In the training process, the distribution of training data is Pyy.y),
the label of the training image is y, and following the image generation principle of
GAN, we can train our generator G and discriminator D, by Eq. (3).

min max Eyy < p,(x) [log Dan(x,)]

Do 3)
+ Evyepalry) [log(1 = Du(G(x,y),y))]

Hgn IIIDE}X Ef* ~ Prior(f) [IOg D; (f )}

+ EXdi(x) [log(l - Di(Genc(x)))]

4)

L:(G,C) = Eyy [~y log C(G(x), ")

—»log C(x, "] )
The role of the discriminator D; is mainly to be able to improve pose smooth and
expression conversion. It can be seen from Fig. 4 that f(x) is an identity mapping of
facial image. It needs to be clear that when the generator generates a facial image, the
pose and expression are changed, and the identity characteristics of the image remain
unchanged. Prior(f) is a prior distribution, and f* ~ Prior(f) represents a random
sampling process from Prior(f) [3]. The generator G and discriminator D; are trained
by the min-max objective function, as shown in Eq. (4). The role of the classifier Cexp
is mainly to classify all the images in different poses to achieve expression recognition,
include generated images and real images. The loss function of the classifier is softmax,
as shown in Eq. (5).

3.3 Improvements to the Discriminator

In order to avoid the mode collapse as much as possible and improve the stability of the
model during the image generation process, we improved the discriminator model of
Zhang [3]. The model has two discriminators D; and D,,,. The role of the discriminator
D; is mainly to improve pose smooth and expression conversion. The task of the
discriminator D, is not only to distinguish whether the samples come from the real
samples or the generated samples, but also to feedback the generator information to
generate samples with dissimilar styles as much as possible. When mode collapse
occurs during the image generation process, the generator G often maps different



Facial Expression Recognition Based on PCD-CNN 525

hidden variables Z to the same pattern X. After updating the discriminator D,;, the
discriminator will soon find that the pattern X is abnormal. Therefore, the degree of
trust in the pattern X is reduced, that is, the probability of the sample in the training
dataset to generate pattern X, so the generator G will map many different hidden
variables Z to another pattern Y. Similarly, the discriminator will find that the pattern Y
is also abnormal, so the discriminator and generator enter a meaningless loop [22].
Regarding the feedback of the discriminator, the response of generator is excessive.
Ideally, the generator should map some hidden variables Z to pattern ¥ and map some
hidden variables Z to pattern X. The reason for the mode collapse is related to the way
we train the generator. The objective function is shown in Eq. (6), The generator G
generates m samples {x1,x2,...,%;, ..., Xn}, and then sends these x; to the discriminator
D, separately to obtain gradient information. Because the discriminator can only
process one sample independently at a time, the gradient information obtained by the
generator on each sample lacks unified coordination and points in one direction [23].
And there is no mechanism that requires that the output results of the generator differ
greatly from each other. For example, due to the discriminator does not trust the pattern
X and trusts the pattern Y very much, the discriminator will guide generator to
approach the pattern Y for any randomly generated sample: G(z) — Y. That is, for any
sample, the gradient direction passed by the discriminator D, to the generator G is the
same, the generator updates the parameters according to the gradient direction, and it is
very easy to transfer all the hidden variables Z to the pattern Y, thereby generating a
single-style facial images. To solve this problem, Goodfellow [12] proposed a mini-
batch discriminator. For each sample x; of a mini-batch, the result of an intermediate
layer g(x) of the discriminator is led out. It is an n-dimensional vector, which is
multiplied by a learnable n x p x g-dimensional tensor 7T, the p x g-dimensional fea-
ture matrix M; of the sample x; is obtained, which can be regarded as p x g-dimen-
sional features. Calculate the sum of the r-th feature difference between each sample x;
and other samples in the mini-batch, as shown in Eq. (7), where M; , represents the r-th
row of the matrix M;, and the difference between the two vectors is represented by the
L1 norm.

rr(}in%f:log(l — D(G(Z([)))) (6)
¢ =l

o), = 3 exp(—| My — My 1) ™

Then each sample will calculate and get a corresponding vector, as shown in
Eq. (8).
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Finally, o(x;) is connected to the next layer of the corresponding intermediate layer. We
simplified the calculation method of the mini-batch discriminator to make the calcu-
lation process easier. For the input sample x; of the discriminator, we extract an
intermediate layer as the n-dimensional feature {g(x;),g(x2),...,8(x:),...,g(xm)},
calculate the standard deviation of each dimension and average the values, as shown in
Eq. (9) and Eq. (10). Similarly, o(x;) is connected to the output of the corresponding
intermediate layer as a feature map. The improved mini-batch discriminator does not
contain the parameter 7 to be learned, and directly calculates the statistical charac-
teristics of the batch samples, which is more concise. The idea of the two methods is
basically the same, no longer let the discriminator process only one sample at a time,
but process all samples of a mini-batch at the same time [13]. The specific imple-
mentation is based on the original discriminator intermediate layer add a mini-batch
layer, whose input is g(x;) and the output is o(x;). The difference is that method of
Goodfellow also includes a learning parameter 7, and the calculation process involves
norm, which is more complicated. We will extract an intermediate layer of D, as the
n-dimensional feature {g(x;), g(x2),...,&(x:),...,g(xn)}, calculate the standard devi-
ation of each dimension and average it. When mode collapse occurs and the generator
needs to be updated, generator G first generates mini-batch of samples {G,Ga, ...,
Gi,...,Gy}. Since these samples are in pattern X, The D, will determine how close
one sample is to other samples in mini-batch, so as to distinguish these samples that
lack diversity. And the mini-batch discriminator will not simply give all samples x; the
same gradient direction. Thereby avoiding the occurrence of mode collapse, and
improving the stability during model training.

4 Experimental Results and Analysis

In order to prove the effectiveness of improved model, we conducted experiments on
the Multi-PIE and BU-3DFE standard datasets, respectively, then compared with
Zhang and the latest algorithm.

4.1 Experimental Datasets

The datasets used in our experiments are Multi-PIE and BU-3DFE, as shown in
Table 1. These are two standard facial expression datasets with various poses, and
gradually become an important test set in the field of FER.

Table 1. Details of each dataset used in the experiment.

Datasets Poses | Expressions | Samples
Multi-PIE [6] | 5 6 7655
BU-3DEFE [7]| 35 6 21000
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The Multi-PIE is developed on the basis of the CMU-PIE facial dataset, and
contains more than 75,000 multi-pose, illumination and expression facial images of 337
volunteers. The pose and illumination change images were also collected under strict
constraints. According to the work of Zhang [3], we selected the facial images of 270
volunteers and captured 1,531 images at five pan angles of (£30°, £15°,0°) respec-
tively, so we have a total of 1531 x 5 = 7,655 facial images in our experiments. The
expressions of the images were divided into six categories: disgust, neutral, scream,
smile, squint and surprise. Similarly, we use 5-fold cross-validation. So we have 6,124
training samples and 1,531 testing samples respectively [3]. Due to our method could
generate facial images with different style, the generated images and the real images
together are 6124 x 5 x 6 + 6124 = 189, 844 images to train our classifier.

The BU-3DFE facial dataset is a sequence of 606 facial expressions obtained from
100 volunteers. It contains 6 expressions of anger, disgust, fear, happy, sad, and
surprise, and is mostly used for 3D facial expression analysis [7]. Similarly, we follow
the work of Zhang, the poses of the used facial images include 7 pan angles
(£45°,4+30°,+15°,0°) and 5 tilt angles (£30°, £15°,0°) [7]. We randomly divided
100 volunteers into 80 as the training dataset and 20 as the testing dataset. Therefore, in
our experiments, there are 100 x 6 x 5 x 7 = 21,000 facial images, including 16,800
training samples and 4,200 test samples.

4.2 Experiment Introduction

The overall architecture of our method is shown in Fig. 4. Firstly, we detected faces
and estimated facial poses based on the improved PCN-CNN model. Then according to
the settings of Zhang [4], the facial image is cropped to size 224 x 224, and the image
intensity is linearly scaled to the range of [1,1]. In the model, the generator is imple-
mented based on the encoder-decoder structure. The encoder and decoder are con-
nected through f(x) that identifies the characteristics. f(x) associates the pose p with
the expression e and outputs it through the fully connected layer in the network. We use
fractionally-strided convolution to transform the cascaded vector into a generated
image of pose p and expression e with the same size as the real image. The main role of
D, is to be able to distinguish whether the samples are generated samples or real
samples, discriminator performs batch normalization after each convolutional layer.
The classifier network Ceyp is implemented based on VGGNet-19. In our model, the
classifier Cey, is trained by using both generated samples and real samples. Our model
is implemented based on TensorFlow [14] and is trained with the ADAM optimizer
[15]. It has a learning rate of 0.0002 and momentum 0.5. All weights are initialized
from a zero-centered normal distribution with a standard deviation of 0.01.

4.3 Experimental Results

Experimental Results on the Multi-PIE Dataset. The red part represents the
experimental results of our improved model, and the blue part represents the results of
Zhang, as shown in Fig. 5. We can observe that except disgust (DI), the accuracy rate
of the other five expressions are higher than the model of Zhang, and the accuracy of
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four expressions exceeds 93%. Figure 6 shows the each pose accuracy rate in two
methods. It can be seen that our model has higher recognition accuracy in any pose
than the model of Zhang, and the average recognition accuracy is 93.08%. Because
before the facial image is passed to the generator, we use the improved PCD-CNN
model to replace the lib face detection model. The improved model can capture facial
landmarks well. Thus, the face area is accurately detected, and the facial pose is
estimated, which improves the quality of synthetic facial image in different poses and
expressions, and makes the classifier easier extract facial features in the image. In order
to compare the convergence rate of the two methods, we selected N real images.
Through the generative model, we can get 5 X 6 x N = 30N samples for training the
classifier. From Fig. 7, we can see that our model has a faster convergence rate than
model of Zhang, indicating that improved PCD-CNN has high computational effi-
ciency. Because improved PCD-CNN is based on the ShuffleNet-v2 framework, it is
able to maintain better performance with fewer parameters.

In addition, we also compare the improved model with the current state-of-the-art
algorithms [16, 17]. Detailed results are shown in Table 2, we can clearly see the
expression recognition accuracy in different poses and average accuracy of each
algorithm. The highlighted results in the table are marked in bold. Obviously, our
model has the best recognition accuracy at the pan angles +30°, +15°, 0°, and the
average accuracy is 93.08%, which is better than all current methods. By careful
observation, it can be found that other methods cannot achieve better recognition
accuracy when the facial image is on the front. Because our method could synthesize
different style facial images to make the training sample more sufficient, so that the
classifier can get better performance.

W Ours
1 mmm Zhang 27.8497.06 96.14 950 95.67 94.89

84.36 86.22

Accuracy(%)

DI SC SM SQ SuU NE
Facial Expressions

Fig. 5. Expression recognition rate in two methods on the Multi-PIE dataset.
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Fig. 6. Expression recognition rate of different poses in two methods on the Multi-PIE dataset.
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Fig. 7. Comparison of the convergence rate in two methods on the Multi-PIE dataset.

Table 2. Comparison with the latest methods on the Multi-PIE dataset.

Methods +30 |[+15 |0 —15 |-30 | Average
DS-GPLVM |90.11 | 89.97 | 82.42 | 96.96 | 93.55 | 90.60
D-GPLVM | 86.04 | 85.96 | 78.70 | 93.51 | 91.65 | 87.17
GMLPP 87.36 | 87.22178.16|94.13 | 91.86 | 87.74
GMLDA 85.72 1 86.64 | 76.60 | 94.18 | 90.47 | 86.72
GPLRF 86.01 | 85.66 | 77.59 | 93.77 | 91.65 | 86.93

MvDA 87.89 | 87.10|77.51 | 94.2292.49 | 87.84
LDA 87.47|87.07 | 77.21 | 94.37 | 92.52 | 87.72
kNN 74.78 | 75.03 | 68.36 | 81.74 | 80.88 | 76.15
Zhang 91.30|93.09 | 89.11 | 94.72 1 90.97 | 91.80

Ours 92.01 | 94.22 | 91.24 | 95.85|92.12 | 93.08
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Experimental Results on the BU-3DFE Dataset. Figure 8 shows the confusion
matrix of our model for FER on the BU-3DFE dataset. It shows that recognition
accuracy of surprise reaches the highest at 93.86%, followed by happy at 91.22%.
Because when people are surprised or happy, the texture of the facial muscles is
obvious. Generator is relatively easy to generate this kind of facial images, and it is
easier to extract facial features for classifier to achieve expression recognition than
other expressions. From Fig. 9, we can see our improved model convergence speed
faster than the model of Zhang, and the training process is more stable. Because we
perform mini-batch processing on the discriminator in the model and simplify the
calculation method, thereby improving the rate of convergence and stability of the
model.

100
anger 5.82 0.11 9.15 1k 1k
80
disgust 0.00
fear 4.82 60
happy 0.09 40
sad  13.65
-20
surprise  0.00
-0

anger disgust fear happy sad surprise

Fig. 8. The confusion matrix of our model for FER on the BU-3DFE dataset.

Similarly, we performed many experiments on the BU-3DFE dataset with improved
model and compared the results with the latest methods. As shown in Table 3, our
average expression recognition rate reached the highest, at 83.03%, which is higher
than the method of Zhang (81.20%) and other methods. Because we have improved
model of Zhang, not only generating facial images with various poses and expressions,
but before passing the facial images to the generator, we use a more superior PCD-
CNN to detect face and estimate facial pose. This method not only has fewer param-
eters, but also has higher calculation efficiency. In order to avoid the mode collapse as
much as possible, we use a mini-batch discriminator to process and directly calculate
the statistical characteristics of the mini-batch samples, which is more concise. These
measures make generator generate facial images with different styles and greatly to
improve the quality and quantity of training samples, facilitate the extraction of feature
information for classifier, and improve the accuracy of non-frontal FER.
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Fig. 9. Comparison of the convergence speed in two methods on the BU-3DFE dataset.

Table 3. Comparison with the current state-of-the-art methods on the BU-3DFE dataset.

Methods Pan (°) Tilt (°) Total | Average
Ekweariri 2017 [8] | (—45, +45) | (=30, +30) | 35 75.40
Zhou 2019 [7] (—45, +45) | (=30, +30) | 35 78.64

Jiao 2019 [1] (—45, +45) | (30, +30) |35 | 81.06
Zhang 2018[3] (—45, +45) | (=30, +30) |35 | 81.20
Ours (—45, +45)| (=30, +30) | 35 | 83.03
Ozdemir 2019 [18] | (0, +90) | — 5 8021
Gacav 2018 [19] | (0, +90) | — 5 7890
Kim 2019 [20] 0, +90) |- 5 |8046
Kaleekal 2019 [21]| (0, +90) | — 5 8132

5 Conclusion

In this paper, we propose a FER model based on PCD-CNN with pose and expression.
Firstly, before conveying facial images to the generator, we use the PCD-CNN model
to detect faces and estimate facial poses; secondly, in order to accelerate the training
speed of the model, the PCD-CNN is based on the ShuffleNet-v2 framework; finally, to
avoid the mode collapse in training process, we carry out mini-batch processing on the
discriminator in the model and simplify the calculation method. Compared with other
methods, our method achieves better results and the training process is more stable. In
future work, we will further improve the stability of model training, improve the quality
of generated facial image, and consider the impact of other factors on FER, such as
illumination changes, identity differences.
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