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Preface

This International Conference on Advances in Mechanical Processing and
Design-2019 ICAMPD-2019) held in the School of Mechanical Engineering inside
the beautiful campus of KIIT Deemed to be University, Bhubaneswar, Odisha,
India, during 18-20 October 2019. With the pure flame of education, a visionary
educationalist Dr. Achyuta Samanta established KIIT Deemed to be University,
formerly Kalinga Institute of Industrial Technology, is a co-educational autono-
mous university located at Bhubaneswar in the eastern state of Odisha, India. It was
established in 1992 as an Industrial Training Institution which was developed to
KIIT Deemed to be University in 2004. It was one of the youngest institutions to be
awarded the deemed university status in India and then the university status in 2004
and is recognized by Limca Book of Records. All the academic programmes are
accredited by NAAC of UGC and NBA as per Washington Accord of AICTE,
which are benchmarks of excellence. NAAC (government agency to evaluate
universities) has awarded KIIT the highest grade of “A” with a CGPA of 3.36/4.
KIIT Deemed to be University recently achieved the tag of Institution of Eminence
(IoE) by the MHRD, Government of India. The School of Mechanical Engineering,
established in the year 1997, produces graduates who can meet the rapidly changing
needs of industry which demand new skills. Current consultancy and research and
development areas of the school include residual stresses in fusion welded structure,
surface finish optimization by high-pressure impingement cooling and CAD
modelling. Material processing technology, cleaner manufacturing technology,
renewable energy, automotive engineering and quality engineering and manage-
ment are the other areas of interest. Research and development efforts of the school
are supported by bodies like ARDB, BRNS, AICTE and DST, Government of
India.

This book presents selected proceedings of the “International Conference on
Advances in Mechanical Processing and Design-2019” (ICAMPD-2019) and
highlights research hotspots in the next-generation mechanical system design,
thermal and fluid system design, materials and smart manufacturing processes and
industrial engineering. This field covers the topics which include modern-age smart
materials, materials processing and applications, smart machinery and machine
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design, system dynamics and simulation, biomimics, energy system, micro- and
nanoscale transport, automotive engineering, advance material characterization and
testing, green manufacturing, intelligent systems, human factors, production plan-
ning & control, etc. This book also provides the meaningful research content along
with various applications to stimulate the intellectual excitement of the researchers.
This proceedings book can be an imperative reference for researchers, professionals
and industry personnel to take their research up to next echelon for proficient
professional practice.

Efforts taken by peer reviewers contributed to improve the quality of manu-
scripts provided constructive critical comments, improvements and corrections to
the authors are gratefully appreciated. We are very much grateful to the
International/National Advisory Committee, session chairs, student volunteers and
administrative assistants from institute management who selflessly contributed to
the success of this conference. Also, we are thankful to all the authors who sub-
mitted papers, because of which the conference became a history of success. It was
the quality of their presentations and their passion to communicate with the other
participants that really made this conference a great success.

Last but not the least, we are thankful to Springer Nature for supporting us in
every step of our journey towards success. Their cooperation was not only the
strength but also an inspiration for the organizers.

Edited by:

Prof. Purna Chandra Mishra
Prof. Prita Pant

Prof. Sushil Kumar Mishra

Bhubaneswar, India Prof. (Dr.) Purna Chandra Mishra
Conference Co-Chair-ICAMPD 2019
pcmishrafme @kiit.ac.in
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Comparative Study of Analytical )
and Simulation Method in Determination %o
of Fuel Centerline and Clad Surface
Temperature of Metallic Nuclear Fuel

Suman Saurav, M. Muthuganesh, P. K. Chaurasia, and S. Murugan

Abstract To prevent nuclear fuel element failure during the reactor operating condi-
tions, the knowledge on the radial and axial temperature distribution of the nuclear
metallic fuel is essential as to hold the mechanical and thermal hydraulic threshold.
Normally, fuels are operated at conditions where its centerline temperature remains
well below the fuels hot spot temperature. In this paper, design safe limit of a
nuclear fuel is calculated, and temperatures are set for safe operation of reactor.
Here, 2D axisymmetric computation software COMSOL Multiphysics was used in
determining the temperature distribution across the sodium-bonded metallic fuel
(U-Pu—Zr ternary alloy) pin. In the computation, heat transfer module coupled with
structural analysis which captures fuel deformation due to heat transfer was adopted.
Thermal and structural analysis of fuel pin was carried out. The temperature distri-
bution, stress profile and displacement in fuel pellet and clad were determined. It is
seen that the fuel centerline temperature, deformation in fuel and clad were within
safe limits.

Keywords Metallic fuel - Centerline temperature + Heat and structure analysis -
COMSOL

1 Introduction

Nuclear reactor plants are essentially used to generate and supply electricity. It is
clean and green energy compared to the thermal plant in terms of usage of fuel
and waste production [1]. Nuclear energy is released as a result of nuclear reaction
within the fuel. This energy as heat is transferred through cladding by conduction to
the surface of fuel and finally convected to the flowing liquid coolant, which passes
from the core to the external heat exchangers in which steam is generated to rotate
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the turbine [2]. During operation of the reactor, the fuel has the tendency to face
failure due to disintegration in the fuel structure, fuel clad interaction, etc. One of the
most important factors includes thermal characteristics or behavior of the fuel pin.
The fuel pellet swells as a result of nuclear reaction during reactor operation which
may interact with the clad. Several studies in various nuclear plants have reported
swelling in clad and outer surface of the pellet, and in few cases the fuel crack was
also observed [3, 4]. Hence, it is important to determine the temperature distribution
profile within the fuel pin. Therefore, research must be focused on the estimated
result and in the design of the fuel pin such that failure of fuel pin is reduced by
optimizing heat transfer and structural analysis [5].

Fast breeder reactors (FBRs) are going for metallic fuels as nuclear fuel due to
lower doubling time [6, 7]. Different configurations of metallic fuel composition
are being worked to evaluate their performance in FBR [8—10] of which a ternary
sodium-bonded fuel pin of U 23%—Pu 6%—Zr alloy configuration is preferred. As
part of the analysis of fuel pin to understand its performance in FBR operating
conditions, computation using COMSOL Multiphysics software was carried out,
and fuel centerline temperature, clad surface temperature, stress and displacement
of the pellet and cladding were determined to arrive at the design safe limit for fuel
pin.

2 Steady-State Analysis of Metallic Fuel Pin

FBR uses cylindrical fuel pin that contains ternary metallic fuel slug (U-Pu—Zr) in
T91 (ferritic steel) cladding tube, and sodium is filled between the fuel slugs and clad
as shown in Fig. 1. Zirconium (Zr) is used to provide strength to fuel pin in terms
of increased melting point but due to nuclear reaction point of view, the zirconium
and the plutonium composition is optimized. In this study, a lower limit of the 23%
plutonium is chosen with 6% Zr in the ternary fuel, and enrichment is adjusted to
obtain peak linear heat rate (LHR) of 450 W/cm [8]. Heat generated by nuclear
fission is conducted through the fuel pin and convected by sodium coolant, which is
flowing around the fuel pin. For analysis, governing parameters for fuel pin structure
and material properties are summarized in Tables 1 and 2, respectively. The overall
length of the fuel slug in the fuel pin is 320 mm.

For the analysis, overall fuel slug of 320 mm length was divided into 10 mm
length portion each. LHR is cosine function of the length of the fuel slug [9], and
the maximum value here is 450 W/cm. LHR for each portion of fuel slug varies as
shown in Fig. 2.
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Table 1 Characters of the metallic fuel material used in the study

S. Saurav et al.

Pellet material: metallic fuel
(uranium, plutonium, zirconium)

Gap: liquid sodium

Clad material: T91 (9Cr-1Mo)

Coolant: liquid sodium

Fuel slug length 320 mm
Fuel slug diameter 4.9 mm
Gap filled with sodium thickness 0.4 mm
Outer diameter of clad 6.6 mm
Inner diameter of clad 5.7 mm
Coolant channel inner diameter 16 mm

Table 2 Properties of fuel slug, clad, sodium-filled gap and sodium coolant

Property Fuel slug Clad [11] Gap [11] Coolant
Thermal conductivity (W/m K) 20.2 [12] 28.5 70.5 70.5
Specific heat capacity (J/kg K) 170 [13] 622 1270 1270
Density (kg m~3) 16,565.4 [13] 7760 876 876
Thermal expansion coefficient (1/K) 19.9e—6 [13] 12.7e—6 - -
Liner heat generation rate (W/cm) 450 - - - -
The inlet temperature of coolant (K) -8 - - 643
The mass flow rate of coolant (kg/s) - - - 0.09
50
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Fig. 2. Linear heat rate (LHR) along with the axial length of the fuel slug
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2.1 Analytical Calculation

Steady-state heat transfer analysis was carried out to find out the fuel centerline
temperature, fuel surface temperature, cladding inner and outer surface temperature.
For analytical calculation of temperature distribution of fuel pin, a radial heat transfer
model is used with the following basic assumptions

1. Length of the fuel pin is more than the diameter of the fuel pin, so that axial heat
transfer can be neglected.

2. The heat transfer from the fuel pellet to coolant is considered as only conduction
and convection; radiation heat transfer is not considered in this calculation as the
effect is insignificant [9].

3. Thermal conductivity of the fuel slug and the clad tube each is considered
constant.

Fuel slug, sodium-filled space, clad and coolant flow are taken separately to
develop the temperature profile in each (as shown in Fig. 3) 10 mm length of fuel
pellet.

Tin (coolant inlet temperature) and heat generation rate from the pellet (¢’) were
taken as input values for the calculation of pellet outer surface temperature (7p),
clad inner surface temperature (7j.) and clad outer surface temperature (75.) from
Egs. (1)-(4).

Temperature of the clad outer surface (7y.):
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’ 1 ’
Toe = 1 ( >+ .q + Tin (1)

Z hs (Rt + tgap + tClad)

Temperature of the clad inner surface (7i.):

! Ri+ ¢, It
.- 4 ln( f + fgap + cma) LT )
2mkc Ry + tg9p

Fuel surface temperature (7}):

! Ri+1t
Tpo= L St g 3)
27TkNa Rf

Finally, the heat transfer equation of each 10 mm section of fuel, sodium gap,
clad and coolant was combined together to determine the centerline temperature of
the fuel pellet. The equation for the centerline temperature measurement is given

Eq. (4).
"1 1 R+t 1 Ri+1t t
TcL = q_(__ +— ln(—f+ gap) + —ln<—f+ g T Clad)
2 \ 2kt kna Ry kc Rp + taap

1 q
+ + = + T
hs (Rf + fgap + tClad)) mCp "

4)

where ¢’ = LHR, k; = thermal conductivity of fuel slug, kn, = thermal conductivity
of sodium, Ry = radius of fuel slug, t5,, = sodium-filled gap between fuel slug and
clad tube, fcjog = thickness of clad tube, hs = heat transfer coefficient of sodium
coolant, i = mass flow rate of sodium, C,, = specific heat capacity of sodium,T;, =
coolant inlet temperature, T, = centerline temperature.

For solving Eq. 4, values of the parameters are same as shown in Tables 1 and 2.
The thermal conductivity of the ternary alloy fuel slug is calculated from the literature
[12], and it is considered as average thermal conductivity.

2.2 Computation Simulation

The thermal analysis of the fuel slug was carried out using the COMSOL Multi-
physics computer code. 2D axisymmetric model was created and taken for simula-
tion studies as shown in Fig. 4. The total fuel slug of 320 mm was divided into 32
partitions, and each partition was assigned as a heat source according to the given
LHR (Fig. 2), and all the design parameters considered are discussed (Tables 1 and
2).
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Fig. 4 2D axisymmetric model of fuel pin in simulation

The COMSOL software was used to solve steady-state coupled heat transfer
and laminar flow in the simulation model. For the structure analysis of the fuel
pellet, the thermal load is considered, and it was coupled with heat transfer analysis.
Basic equations were used to solve the simulation model by software. After the
designing of the simulation model, meshing of the model was done as a predefined
fine mode of mesh size in COMSOL software. The predefined mesh (fine-mode mesh)
provides more accurate results for mixed (triangular, quadrilateral, edge and vertex)
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automatic meshes. The meshing minimum element quality and average element
quality were 0.3593 and 0.8087, respectively. Each mesh element has three degree
of freedom (DOF) at each node, one DOF to temperature and two DOF to structural
analysis. Then finite element method (FEM) was used to solve the meshed model.
The boundary conditions used to solve this model are as follows:

1. Fuel pellet and clad tube were considered as heat transfer in solid and in the
sodium filled in the gap, and the coolant channel part was considered as a liquid
(Fig. 4).

2. Sodium-filled gap is considered as the static heat transfer part while the coolant

was considered as laminar flow and heat transfer in liquid.

Outer surface of the coolant flow channel was considered as the insulated surface.

4. Entry of the coolant (sodium) was taken as the laminar flow with a mass flow
rate 0.09 kg s~! inlet with temperature 370 °C.

5. Heat generation rate (LHR) was taken at centerline of the fuel pin.

Upper part of the coolant flow channel was taken as outlet.

7. For the structure analysis, the lower end of the fuel pellet and clad tube was
considered as a fixed and the rest kept free.

w

a

To determine the thermal stress, deformation in the fuel slug and clad tube, the
temperature was considered as thermal load to overall geometry of the fuel pin.

3 Results and Discussion

The objective of this work was to carry out the thermal and structural analysis of the
metallic fuel element during the reactor operating condition using thermal analysis
(Fig. 5).

3.1 Temperature Distribution in Fuel Pin

Heat transfer analysis is carried out to find the non-uniform temperature of the fuel
pin as shown in Fig. 4. Results obtained from the analytical and simulation method,
the clad surface temperature and the centerline temperature of fuel pin are shown
in Fig. 6. According to the LHR (Fig. 2), the heat generation of the pellet varies
corresponding to the axial length. Temperature distribution in the fuel pin is also
found through the simulation. The temperature distribution result of fuel pin obtained
through analytical and simulation techniques has been compared and shown in Fig. 6.
In the middle of the fuel pin, the LHR is maximum but the centerline temperature of
the pellet is not found maximum at the center of the pellet.

The maximum centerline temperature in the fuel was found to be ~686 °C by both
the method. In earlier studies, Rajkumar et al. [13] reported 889 °C as the centerline
temperature as they considered hotspot condition. The maximum clad inner and outer
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Fig. 5 Temperature
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Fig. 6 Temperature distribution of the fuel pin graph by analytical method and simulation method

surface temperatures were found be ~508 °C and 480 °C, respectively, while the clad
safety limit temperature is 650 °C [14].

3.2 Coupled Structural Analysis

The thermal and structural analysis was coupled to determine the stress and displace-
ment at different portions of the fuel pin. In the nuclear reactor, the lower end of the
fuel pins is attached with the grid plate, and the upper end of the fuel pins is free to
expand or move. Here, for the structural analysis lower end of the fuel pin was fixed
constraint, and the upper end of the fuel pin was kept free. In the structural analysis,
the von Mises stress was considered because this stress is used to determine if a given
material will yield or fracture. It is mostly used for ductile materials, such as metals.
The von Mises stress is used to predict yielding of materials under complex loading
(like thermal loading) from the results of uniaxial tensile tests. The von Mises stress
satisfies the property where two stress states with equal distortion energy have an
equal von Mises stress. Figure 7 shows the maximum von Mises stress occurs in
the fuel pellet and clad at the lower end of the fuel pin because it was fixed and not
allowed to expand. Figure 8 shows the displacement of the fuel pellet and the clad
from the original position. The minimum displacement occurs at the lower end of
the fuel pin because this end was fixed. The maximum displacement occurs in the
pin fuel at the position of maximum centerline temperature as shown in Fig. 9. In
this analysis, it is found that there is no fuel clad interaction for considered fuel pin
design.
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4 Conclusions

In this work, coupled analysis was carried out to find the temperature distribution and
the structural analysis of the sodium-bonded metallic fuel pin. It was found that the
temperature distribution of fuel pin was similar to cosine function, but the maximum
temperature was found above the center position of the fuel pin. The centerline
temperature of the fuel slug, the clad inner and the outer temperature was under the
safe limit for considered metallic fuel pin design. The temperature distribution result
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of fuel pin obtained through analytical and simulation techniques was compared.
The comparative results were obtained in the analysis. The maximum displacement
of the fuel element and the clad occurs maximum at centerline temperature. No
interaction between the fuel element and the clad for considered design fuel pin
design was observed. The gap between the pellet and clad filled with the sodium
provides uniform heat distribution to the pellet surface. From this study, it is found
that due to thermal effect, the expansion of the pellet and the clad is within a safe
working limits.

Acknowledgements Suman Saurav acknowledges the department of atomic energy (DAE) for
fellowship.



Comparative Study of Analytical and Simulation Method ... 15

References

10.
11.
12.
13.

14.

. https://www.eia.gov/energyexplained/nuclear/nuclear-power-and-the-environment.php.

Accessed 4 June 2019

Pandey KM, Amrit S (2011) Structural analysis of nuclear fuel element with Ansys software.
IACSIT-IJET 3:187-192

Tanju S (2015) A review of inheraent safety characteristics of metal alloy sodium cooled fast
reactor fuel against postulated accidents. Nucl Eng Technol 47:227-239

Marchal N, Campos C, Garnier C (2009) Finite element simulation of Pellet-Cladding
Interaction (PCI) in nuclear fuel rods. Comput Mater Sci 45:821-826

. Eskandari MR, Bavandi A, Mihandoost A (2012) Studies on nuclear fuel rod thermal

performance. Energy Procedia 14:142-147
https://publications.anl.gov/anlpubs/2010/05/67057.pdf. Accessed 4 June 2019
Puthiyavinayagam P, Selvaraj P, Balasubramaniyan V, Raghupathy S, Velusamy K, Devan
K, Nashine B K, Padma Kumar G, Suresh kumar KV, Varatharajan S, Mohanakrishnan P,
Srinivasan G, Bhaduri Arun Kumar (2017) Development of fast breeder reactor technology in
India. Prog Nucl Energy 101:19-42

Vishnu V, Ghosh AK (2011) Thermal analysis of metallic fuel for future FBRs. Energy Procedia
7:234-249

Devan K, Abhitab B, Riyas A, Sathiyasheela T, Mohanakrishnan P, Chetal SC (2011) Physics
design of experiment metal fulled fast reactor cores for full scale demonstration. Nucl Eng Des
241:3058-3067

https://www.barc.gov.in/publications/eb/golden/nfc/nfc.pdf. Accessed 10 July 2019
https://www.metalspiping.com/t91-p91-steel.html. Accessed 5 June 2019
https://www.ne.anl.gov/eda/ANL-RE-95-2.pdf. Accessed 5 June 2019

Kim YS, Cho TW, Sohn DS (2014) Thermal conductivities of actinides (U, Pu, Np, Cm, Am)
and uranium-alloys (U-Zr, U-Pu-Zr and U-Pu-TRU-Zr). J Nucl Mater 445:272-280
Rajkumar T (2017) Design of sodium bounded metallic fuel pin (MFTP-Ty4) for test irradiation
in FBTR. IGCAR Internal Report. FBTR/CES/31471/DN/20/R-A-2017


https://www.eia.gov/energyexplained/nuclear/nuclear-power-and-the-environment.php
https://www.barc.gov.in/publications/eb/golden/nfc/nfc.pdf
https://www.metalspiping.com/t91-p91-steel.html
https://www.ne.anl.gov/eda/ANL-RE-95-2.pdf

CFD Analysis of Two-Phase Cavitating )
Flow in a Centrifugal Pump L
with an Inducer

Debarpan Paul, Himanshu Agarwal, and Babu Rao Ponangi

Abstract This study addresses cavitation modelling of a single-stage centrifugal
pump and aims at minimizing cavitation by introducing an inducer upstream of the
impeller, which serves as a booster pump by increasing the pressure of the fluid before
it enters the impeller. The generated meshed model is first validated against standard
experimental data to ensure the credibility of the model and the results obtained from
it. The results obtained show that the inducer is effective in reducing the amount of
cavitation for a substantial number of operating conditions. It is seen that the inducer
is effective in increasing the NPSH available of the pump by a maximum margin of
33%.

Keywords Cavitation * Inducer - Centrifugal pump - Multi-phase

Abbreviations

0 Mixture density

P, Inlet total pressure (Pa)

Veye Velocity magnitude at impeller eye (m/s)
M Impeller moment (N m)

P eye  Static pressure at impeller eye (Pa)

Pop Operating pressure (Pa)

VOP  Volume fraction of the pump

n Efficiency (%)

Pt Outlet total pressure (Pa)

Vout Outlet volume flow rate (m/s)

a)k Angular velocity (rad/s)
Gravitational acceleration (m2/s)

NPSH Net positive suction head (m)
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VOP;,q Volume fraction of the pump with inducer
H, Total head (m)
Ov Vapour density

1 Introduction

Cavitation is a phenomenon where the liquid boils locally, giving rise to low-pressure
bubbles, when they move to a region of higher pressure implodes on itself and creates
intense shock waves. These shock waves near the metal surface lead to erosion and
pitting of the components. The aftereffects cause material, structural damage, noise,
vibration, load asymmetry and decrease the overall performance of the system. There-
fore, protecting the system from cavitation becomes a major engineering challenge
in designing of pump impellers, ship propellers and other components which operate
in a fluid medium. Especially in centrifugal pumps, cavitation is one of the most
important factors that need to be considered when the rotational speed of the pump
increases or it is operated at low inlet pressure conditions.

For achieving the objective of reducing cavitation in a centrifugal pump, an appro-
priate inducer is used upstream of the pump impeller. An inducer is a bladed axial
structure which serves as an additional booster system, as it increases the pressure
of the fluid before it enters the impeller. This significantly reduces the chance for
cavitation to take place in the impeller. Thus, inducer design becomes a critical aspect
from point of view of cavitation.

The review paper by Binama et al. [1] provides a brief review of the effects of
cavitation in a centrifugal pump and the variation of pump parameters under cavi-
tating flow. The paper also highlights types of cavitation, cavitation parameters and
mitigation techniques which are important factors to be considered while designing
a pump to protect it against the ill effects of cavitation such as drop-in mass flow rate
and efficiency [2].

Thus to reduce the effects of cavitation, without making any changes to the existing
pump design or the operating conditions, a suitable inducer needs to be used. The
studies by Li et al. [3] show that by employing an inducer upstream of a centrifugal
pump could lead to a reduction of violent cavitation in areas near the impeller inlet
where regions of low pressure are generally formed.

The studies by Kim et al. [4] highlight the importance of the inducer when pumps
are needed to operate under cavitating conditions and the various nature of cavitation
experienced by the pump impeller under different flow rates. The effect of critical
NPSH and the increased level of vibration experienced in the pump under cavitating
conditions are investigated by Hong et al. [5] and the use of inducer is suggested by
the authors. The workflow methodology adopted is based on the proposed approach
by Delgosha et al. [6].

For the inducer design and optimization process, the papers that relate the effects
of cavitation to changes in the geometry of the inducer are studied. For deciding
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the number of blades on the inducer, the works of Ning et al. [7] is referred which
showed that for maximum cavitation reduction the blades of the inducer needs to be
a multiple of the blades on the impeller. The peripheral blade angles are designed
based on the observations of Mejri et al. [8] which showed that an optimal angle of
10° for the best-suited design.

Mejri et al. [9] have also conducted simulations relating cavitation and vibration
characteristics of different hub configuration. The result shows that tapered hub has a
relatively superior cavitation characteristic when compared to its other counterparts
and is subsequently incorporated into the design.

2 Methodology

The proposed methodology for this project progresses along the following lines.
First geometry of the pump model is modelled, and meshing operation is performed
on it. The mesh quality of the model is reviewed and is subsequently prepared for
simulation. For numerical analysis, the meshed model is simulated in ANSYS Fluent.
Pressure based, steady-state solver used. The 3-D Reynolds averaged Navier—Stokes
equation is used to solve for continuity and momentum in the domain. Turbulence in
the system is modelled by the realizable k-E€ model for faster convergence. SIMPLE
scheme is applied for pressure—velocity coupling. First-order discretization is applied
for momentum, volume fraction and turbulence kinetic energy, and higher-order
terms are relaxed. Each scheme is run till convergence.

For checking the reliability and credibility of the meshed model, numerical simula-
tion results are validated against standard experimental data available for centrifugal
pumps. Once a satisfactory margin of error is reached, the numerical model is then
set up for actual cavitation simulation.

Cavitation modelling within the flow field multiphase is switched on, and an
additional vapour phase is introduced in the system. The saturation pressure is fixed
at 3540 Pa. The Schnerr—Sauer model is used which is derived from the Rayleigh—
Plesset equation is used for cavitation simulation and pressure staggering option
(PRESTO) scheme is used for pressure interpolation.

The following equations are used to evaluate pump parameters

_ (Pout - Pin)
P

Vout X (Pout - Pin) >
wx X M

H, (D

100 (2)

(Psfeye+P0p)_Pv +@
rg 28

NPSHa = €))
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2.1 Geometrical Parameters of the Pump

The CAD models used are of an industry standard pump. The pump assembly consists
of the impeller, volute casing, an inlet duct and outlet duct. First the base model of the
pump is assembled, following which an Inducer is added upstream of the impeller.
The impeller used in this model is a six-bladed impeller. The inducer used for the
model is a helical inducer with three-curved blades. The hub diameter is 48 mm
while tip diameter is 38 mm. The inducer length and blade diameter are 269 mm and
170 mm, respectively. The blade pitch is 215 mm and is placed 120 degrees to each
on the hub. All assembly operations are conducted in NX 11.0.

2.2 Computational Mesh

Post-assembly of both the pump geometries the models is imported to hyper-mesh
for mesh generation. First, the geometry is checked and cleaned of any free edges or
t-connections. Since a 3D mesh is to be generated, initially a 2D mesh is generated on
all the surfaces, which is followed by the generation of volume tetra mesh. The pump
components are organized into different domain volumes, namely suction, inducer,
impeller, volute and outlet volume (supplementary information—Table 1).

For higher accuracy of the numerical model, the maximum mesh size is kept
at 1 mm. Post-mesh creation the model is checked for various parameters like
warpage, skewness, warpage, tet collapse, and the failed elements are remeshed with
the required values. The final meshed model of the base pump has 10.955 million
elements and 4.792 million nodes, and the pump model with inducer has 13.621
million elements and 4.192 million nodes (Figs. 1, 2, 3 and 4).

For reducing the computational time and the number of cells, the entire domain is
converted into polyhedral in ANSYS Fluent. After conversion, the total number
of cells in polyhedral mesh of the pump his 5.221 million with an orthogonal
quality of 0.29 and the total number of cells in the polyhedral model with inducer is
7.184 million with an orthogonal quality of 0.12.
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Fig. 1 3-D geometry of the
inducer

Fig. 2 Front view of the
inducer

Fig. 3 Meshed model of
pump
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Fig. 4 Meshed model of
pump with inducer

3 Results and Discussion

3.1 Validation

Before multiphase analysis is carried out the reliability, and the credibility of the
numerical model must be established by, validating the results obtained from the
numerical model against standard experimental data. Validation is an important step
in the simulation process as it gives us an idea about the accuracy of the results
obtained. The validation of the meshed model is carried out by comparing the
numerical data obtained from the simulation against standard experimental data on
centrifugal pump obtained from the industry. Validation is carried out for 1250 rpm
at six different pressure conditions. The pump performance parameters are tabulated,
and the final quality of the numerical model is discussed.

In order to validate our mesh, we have compared numerical data with given exper-
imental data at six different operating conditions at 1250 rpm are considered referred
from Table 2 (supplementary information).

The atmospheric operating conditions for all the cases are fixed at 101,325 Pa. Inlet
pressure and outlet discharge from experimental data are set as operating conditions
for the model.

From Fig. 5, it is seen that the numerically obtained head values are in very
good co relation with the experimental ones with the maximum error being 1.2%.
Figure 6 shows that the numerically obtained efficiency values are in very good
agreement with the experimental ones with the maximum error being 1.5%. Figure 7,
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Fig. 5 Validation of
discharge versus head [10]

Fig. 6 Validation of
discharge versus efficiency
[10]

Fig. 7 Validation of head
versus efficiency [10]
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i.e. head vs Efficiency curves, also show minimum deviation between numerical and
experimental values.

3.2 Multi-phase Analysis

In this phase of the project, multi-phase interaction is switched on. Liquid water, as
well as vapour, is present simultaneously in the flow field. Multiphase analysis is
an important component of the project as it provides us with information about the
amount of vapour phase present in the system and gives us a graphical view of the
region of cavitation in the pump.

The analysis is carried out first for the base model and then for the model with
the inducer. The vapour phase plots, pressure plots as well as vapour phase volumes
are obtained for comparison and checking the effectiveness of the inducer and pump
parameters like head, efficiencies and discharge.

Another important parameter to judge cavitation performance is the available net
positive suction head (NPSHa). The inducer greatly increases NPSHa of the system
which is the prime requirement. Schnerr—Sauer cavitation model is invoked for the
analysis with a saturation pressure of 3540 Pa

Seven different standard operating conditions were chosen to perform the
simulation as inferred from Table 3 (supplementary information).

The discharge versus head graph, i.e. Figure 8 shows that the head of the pump
tends to reduce with increase in discharge for both the models. The inducer has lower
mass flow rate; hence, it is offset by a certain amount. The difference is observed to
be minimal with increase in outlet pressure and also at the best efficiency point. We
observe from Fig. 9 that the efficiency is slightly lower in the presence of the inducer.
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—#—With Inducer

Fig. 8 Two-phase discharge 85 " '
versus head
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Fig. 9 Two-phase head 90 T T T . . : .
versus efficiency
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The difference minimizes for higher pressure cases and for the best efficiency cases.
The efficiency drop is less than 2% which is acceptable.

The two plots above signify the variation of vapour phases with the total head. It
can be seen from Fig. 10 that under off-design pressure conditions the inducer tends
to increase the amount of cavitation in the system, whereas as we move towards the
designed operating region of the pump the amount of cavitation reduces significantly.
Figure 11 reiterates the points that the inducer is most effective for the designed
operating conditions and loses its performance as we tend away from it.
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Fig. 11 Head versus phase 07— : :
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From Fig. 12, it is clearly observed that the effectiveness % of the inducer attains
a negative value for the first three operating conditions, which in turn suggests that
the volume of vapour phase in the inducer increases with the use of the inducer.

For the next four operating conditions, which tend towards the design conditions,
there is a steady increase in the effectiveness % of the inducer. This suggests that the
inducer is able to decrease substantially the amount of vapour phase in the impeller
under these conditions. Thus, it can be concluded that the inducer is extremely
effective in reducing cavitation when the pump is operated under the design operating
conditions.

Itis seen from Fig. 13 that for majority of the operating conditions the net positive
head under which the pump can operate without undergoing cavitation increases with
the use of an inducer. We can observe that for first three operating conditions where the
amount of cavitation is higher with the application of the inducer, their corresponding

100 . ; ; e

-100+ . . 1

Effectiveness %

-150 - Yl o

-200 : :
4 45 5 55 6 6.5 7 7.5 8 85

Outlet Pressure «10°

Fig. 12 Variation of effectiveness of the inducer
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Fig. 13 Variation in NPSHa

NPSHa is lesser. As we move towards the designed operating conditions, we find
that there is a steady increase in the value of NPSHa, in the presence of an inducer.
A maximum increase of 3.3 m is observed.

From Table 4 (supplementary information), it is observed that the amount of
vapour phase in the impeller, in the presence and absence of the inducer is of compa-
rable magnitude for the first three cases. Since these conditions are off-design condi-
tion, this demonstrates a very important observation that the effectiveness of the
inducer is reduced when it is operated under off-design conditions.

For the next four boundary conditions, we observe a drastic decrease of vapour
phase in the impeller with the use of the inducer. Since these conditions are in close
proximity of the design operating conditions, we find the inducer is able to eliminate
the majority of the cavitation volumes, which are formed on the impeller. Thus,
inducer is able to maintain high effectiveness at the neighbourhood of the operating
conditions.

4 Conclusions

The most important conclusion which is drawn from the simulations is regarding
the effectiveness of the inducer. It is seen that the inducer is most effective at the
preferred operating range of the pump and tends to lose its purpose if it operated
under off-designed condition.

The multiphase analysis provides us with an insight into the effectiveness of the
inducer in reducing cavitation occurring in the blades. At the best efficiency point, it
is found that the amount of cavitation is almost negligible in the impeller reiterates
the fact that the inducer is most effective at BEP.

Another important inference, which can be drawn from the simulated operating
conditions is that when the pump is made to operate at off-design conditions the
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inducer is unable to reduce the amount of cavitation in the system. Hence, it is
advised to operate the inducer at the designed operating conditions.

From the simulation results, it is seen that the pump efficiency reduces by a small
margin of around 2% when an inducer is used due to a reduction in flow rate but the
efficiency tends to increase at the best efficiency point of the pump.

Another very important aspect which is studied to judge the effectiveness of the
inducer is the comparison of NPSHa of the pump. It is found that the inducer helps in
increasing NPSHa by a significant amount. The maximum increase seen within the
data set is about 3.3 m. This shows that the inducer increases the head under which
the pump can safely operate without the risk of running into cavitation conditions.
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Supplementary Information

See Tables 1, 2, 3 and 4.

Table 1 .Different domain SN Domains Volume m?3

volumes in the pump

assembly 1 Suction volume 0.0067904
2 Inducer volume 0.0047943
3 Impeller volume 0.0043051
4 Volute volume 0.0074308
5 Delivery volume 0.0049079
Total volume 0.0282317

Tabl.e 2 List of operating Case No. Inlet pressure (Pa) Outlet discharge (m3/s)
conditions

1 —38,245.935 0.1142

2 —30,400.615 0.1060

3 —22,555.295 0.0958

4 —12,748.645 0.0819

5 —4903.325 0.0703

6 980.665 0.0569
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Table 3 List of operating conditions
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Case No. Inlet pressure (Pa) Outlet pressure (Pa)

1 14,709.98 422,667

2 —22,555.00 577,611

3 —18,632.63 652,142

4 —18,632.63 698,788

5 —12,748 711,692

6 —5883 763,938

7 —1961 800,222.6
Table 4 Vapour phase contour plots

Operating Without inducer With inducer

conditions

Inlet pressure
(Pa): 14,709
Outlet pressure
(Pa): 422,667

contour-1
Wokarw fraction iphase-7)

Inlet pressure
(Pa): —22,555
Outlet pressure
(Pa): 577,611

contour-2
Volume fraction (phase-2)

1.00e+00
9.01e-01
8.02e-01
7.0Ge-01
6.04de-01
5 05e-01
4 08e-01
307e-01
2.08e-01
1.0%e-01
1.00e-02

(continued)
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Table 4 (continued)

D. Paul et al.

Operating
conditions

Without inducer

With inducer

Inlet pressure
(Pa): —18,632
Outlet pressure
(Pa): 652,142

contour-1
Volume fraction (phase-2)

contour-1
Volume fraction (phase-2)

I

Inlet pressure
(Pa): —18,632
Outlet Pressure

(Pa): 698,788

contour-1

1.00
0.90
0.80
o070

Inlet pressure
(Pa): —12,748
Outlet pressure
(Pa): 711,692

contour-2

contour-2
‘Volume fraction (phase-2)

1.00
0.90

Inlet pressure
(Pa): —5883
Outlet pressure
(Pa): 763,938

contour-1
‘Volume fraction (phase-2)

1.00
0.90
0.80
0.70
0.60
0.50
0.41

oocoo
O =MW
— e —

(continued)
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Table 4 (continued)

Operating Without inducer With inducer
conditions
Inlet pressure contour-1 '
Volume fraction (phase-) contour-1

(Pa): _1961 Volume fraction (phase-2)
Outl.et pressure agg i 5 1.006+00
(Pa): 800,223 0.80 soteor | .

0.70 /‘ 8.02¢-01

0.60 i " 7.03e-01

. 050 / X\ || 6.0se01 %

gg‘} 5.05¢-01

0.21 - ) - e

0.11 | i

0.01 2.08e-01

’ 1.09e-01 ‘ V.
1.00e-02
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on Thermal Performance of a Double

Pipe Heat Exchanger

Vikas Gulia and Anirban Sur

Abstract Heat transfer is a very important process for industrial purposes. While
there has been a constant change in the design of heat exchangers over the years
which has made it more compact and efficient than ever, the area of modifications in
the heat transfer fluid itself has not seen many breakthroughs. Apart from changing
the design of the heat exchanger, another method is to use heat carrier fluids which
have higher thermal conductivity and heat capacity. Some nanofluids (colloidal solu-
tions of nano-sized particles suspended in a suitable base fluid) of metal oxides show
superior thermal properties as compared to water. In this paper, numerical and exper-
imental analyses have been performed to find the improvement in the overall heat
transfer coefficient of a double pipe heat exchanger when Al,O3 nanofluid of 0.25%
concentration is used of variable mass flow rate. Here Al,O3 nanofluid’s result has
been compared with normal water are used to calculate. The overall heat transfer
coefficient has been calculated by the measured value of hot and cold fluids inlet—
outlet temperatures. First simulation of temperature variation has been observed in
ANSYS, and then simulated result has been compared with experimental results. The
experimental result shows that the overall heat transfer coefficient increases with the
increase of flow rate. At 120 LPH, 240 LPH, and 320 LPH, an improvement of 44.58,
26.37, and 2.78% in the heat transfer coefficient has been observed.

Keywords Nanofluid - Mass flow rate - Concentration - Thermal performance *
Heat exchanger
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ATy, Logarithmic mean temperature difference (°C)
Thi Hot water inlet temperature

Tyo Hot water outlet temperature

T Cold water inlet temperature

Tco  Cold water outlet temperature

m Mass flow rate (Kg/s)

Cp Specific heat (KJ/KgK)

AT  Temperature difference

w Weight fraction of nanoparticles

1 Introduction

Heat exchangers are used for heating and cooling of fluids in the chemical, electrical,
heat recovery, cryogenic, production, transportation, manufacturing, refrigeration
and air-conditioning industries. Researchers proved that mixing of suspending metal
or metal oxides with conventional fluids can improve the thermophysical properties of
the fluid. The particles are generally micro-sized and though their addition improves
the thermal conductivity, they also have a few drawbacks.

1. Sedimentation of particles (large size) in the base fluids,

2. Clogging in pipeline flow occurs,

3. Large-sized particles in the base fluid also have much higher mass, hence kinetic
energy, which results in damage on the wall surfaces,

4. FErosion of pipelines occurs due to the continuous striking of the massive particles
which enhance greatly when the flow velocity increases,

5. Due to higher viscosity, the pressure drop goes significantly high in fluids.

To eliminate these restrictions and enhancing the thermal conductivity of heat
transfer fluids, nano-sized particles were first introduced by Choi et al. [1] in 1995
with heat exchanger fluid. They observed increment of thermal properties (long
time-standing capabilities, thermal conductivity) and uniform fluid having very less
obstruction in flow pipes and channels as a result of very minute dimensions and
their large surface area.

Nanofluids are stable colloidal suspensions of nanoparticles (Al,O3, CuO, SiC,
AIN, SiN, Al, Cu, graphite, carbon nanotubes, etc.) in a base fluid (Water, Ethylene
Glycol, Engine Oil, Propylene Glycol, Paraffin, Biofluids) [2-5]. The main aim of
nanofluids preparation is uniform dispersion and suspension of the lowest possible
concentrations nanoparticles in a suitable base fluid. The ability of nanofluids to
enhance heat transfer properties and maintain the lowest possible concentrations
nanoparticles in base fluids has been researched widely [6-8]. Researchers proved
that nanometer-sized particles show better stability and heat transfer properties when
suspended in a base fluid as compared to micrometer and millimeter size particles
because of their large relative surface area [9-12]. The scientist noticed that the
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nanofluids friction factor raises with concentration due to the increase in viscosity,
but friction factor decreases with raises in Reynolds number which leads to raising
in heat transfer rate. So a combination of low concentration of nanofluid with a high
Reynolds number is most desirable for high heat transfer rates [13, 14]. The scientist
also noticed that rate of heat transfer raises with an increase in volumetric flow rate
and concentration of nanoparticle and the thermal conductivity of Cu-water and Al-
Water nanofluid show good result [15, 16]. So above literature review concluded that
for heat transfer rate of nanofluids is depending on Reynolds number, nanoparticle
shape and size and inlet temperature of nanofluid [17-20]. The demand for nanofluids
is going to increase for heat transfer application [21-25] day by day especially in
fuel cells, pharmaceutical processes and refineries.

After going through the above literature review, this worked is aimed at studying
the heat transfer enhancement and flow characteristics of Al,O3;—water nanofluids at
a low concentration flowing in a horizontal double pipe heat exchanger in laminar
flow condition. It has been decided that the thermal performance of a double pipe
heat exchanger using nanofluids and water would be compared first numerically and
then numerical result would be validate by experimental result. The results of this
study can prove to be beneficial and successfully help to improve the rate of heat
transfer.

2 Nanofluid Preparation

For preparing the Al,O3; nanofluid, two-step method was used. The nanoparticles
of 99.9% purity were purchased from Ultrananotech Pvt. Ltd, Bangalore. The alpha
phase Al,O3; nanoparticles are of density 3.9 g/cm® and the particle size ranges
between 30 and 50 nm. The nanofluids were prepared in the Material Research Lab
of Symbiosis Institute of Technology. Mass of nanoparticle required per unit mass
of water calculate in Table 1. Snapshot of the Excel Sheet is attached below. By
changing the amount of water and/or the volume concentration, the number of grams
of nanoparticles required for that amount of water can calculate.

Mass of nanoparticles was calculated by following equation:

Mn n
Volume concentration = (M,/ pn) (1)

[(My/pw) + (M, /pn)]

Table 1 calculates that 98.9975 g of the nanoparticles requires to prepare 10 L of
nanofluid of 0.25% concentration. Nanoparticles are added to the distilled deionized
water according to the values obtained in Table 1. Using the magnetic stirring appa-
ratus from the Material Science lab, the solution stirrers at a high rpm for 10 min.
Due to the absence of any surfactant, nanofluid remains 100% stable for 30 min, and
then the particles gradually start settling thereafter.
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Table1 Nanofluid Nanofluid concentration calculation sheet

calculation
Al>,O3
Mass of base fluid 10 kg
Density of base fluid 1 kg/LL
Density of nanoparticle 3.95 glce
Percentage calculation 0.25 %
Mass of nanoparticle required 98.9975 | g
Mass of base fluid 10 kg
Density of base fluid 1 kg/L
Density of nanoparticle 3.95 glcc
Percentage calculation 0.1 %
Mass of nanoparticle required 158.635 g
Mass of base fluid 10 kg
Density of base fluid 1 kg/LL
Density of nanoparticle 3.95 glce
Percentage calculation 0.1 %
Mass of nanoparticle required 39.5395 g

3 Experimental Setup

The Experimental Setup (Fig. 1) consists of double pipe concentric heat exchanger
(Fig. 1). Hot water (Fluid 1) obtained from an electric heater, flows through the inner
pipe while the nanofluid (Fluid 2) flows through the annulus of the two pipes. The

Fig. 1 Double pipe heat exchanger experimental setup
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nanofluid stored in a tank is pumped using a submersible water pump. Ball valves are
fitted to control the water and the nanofluid flow rates. These flow rates are recorded
and measured with the help of Hall effect water flow meters (YF-S201) which run
on an Arduino-based program. A counter flow between the two fluids is established
in the double pipe heat exchanger. Once the heat exchange is completed, the water
returns to the heater and the nanofluid after passing through which cools it, returns to
the reservoir, and the cycle continues. The inlet and outlet temperatures of the fluids
are observed by digital thermometer. Since magnetic Hall effect sensor is used here,
a circuit is used to convert the electrical pulses into flow rate in LPH. The rotor has
a magnet, and there is a Hall effect sensor which senses how many times the magnet
crosses the sensor per second. Components used for this setup are: YF S201 Flow
Meter x 2, Atmega328p Controller, 16 x 2 LCD Module, 16Mhz Crystal, 22pF
Capacitor.
Flowrate has been calculated by using Eq. 2.

Flow Rate (LPH) = (Frequency of hall effect sensor x 60)/7.5 2)

Firstly, Bootloader of Arduino has to be programmed onto the Atmega controller.
After that, Atmega controller acts like an Arduino. After that, program is uploaded
onto the controller and the connections are made between the flow meter and the 16
x 2 LCD display.

4 Experiment Procedure

Heat transfer between hot water—cold water and hot water—nanofluid performed sepa-
rately. For hot water, normal water is heated in the heater first. Before entering the
heater, flow of water is controlled using a ball valve. Flow is measured using magnetic
Hall effect flow meter. After heat exchange by hot water inside the heat exchanger,
the water flows out to the drainage. For cold water loop, water is stored in the evap-
orator of refrigeration test rig. Here, water is cooled using R134a coolant. Then
this cold water is pumped to the heat exchanger. The flow of water is controlled by
ball valve. To ensure the safe operation of the pump, a bypass valve also provides.
For nanofluids loop, first nanofluid is cooled in refrigerator. Then the nanofluids is
pumped to the heat exchanger and flow valve is used to control the flow. The flowrate
of the nanofluid is measured using the flow meter.

In the first experiment, the hot water loop and cold water loop run simultaneously.
While doing so, inlet outlet temperatures of hot and cold fluids are measured. These
reading are used for to calculate overall heat transfer coefficient.

In the second experiment, the hot water loop and nanofluid loop run simultane-
ously. While doing so, inlet and outlet temperatures of two fluids are measured. From
these reading, overall heat transfer coefficient is calculated and then compares it with
the value obtained in the previous experiment.
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mp/pp
(mp/pp) + (ms/py)

b =

Result and Analysis

By the help of measured inlet and outlet temperatures of hot and cold fluid, the
overall heat transfer coefficient calculates to estimate the thermal performance of
heat exchanger. It is also calculated to determine the enhancement of heat transfer
rate on replacement of water with nanofluid. Amount of heat transfer between two
fluid is calculated by Eq. 3

Q0 =UAATn

Equation 4 is used for calculating Overall heat transfer

__9
AATm
where,
Logmean temperature is calculated by Eq. 5
Here,

(Twi—Tco) — (Tao — Tci)
Alim = (Tui—Tco)
" (To—Tci)

Amount of heat carried by hot and cold fluid is calculated by Eq. 6.

0 =mC,AT
Heat capacity (Cp) value for nanofluid is calculated using Eq. 7.
Cp(nanofluid) = w * C,(AL,O3) + (1 — w) * Cp(Water)
Weight fraction (w) of nanofluids is calculated by Eq. 8

weight of nanoparticles

~ weight of nanoparticles + weight of base fluid

3)

“4)

®)

(6)

(7

®)
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Table 2 Condition of fluids

Flow rate Inlet Outlet temp | Velocity Parameter Diameter
(LPH) temp °C) (m/s) (mm)
(°C)
Hot water 120 51 45 0.3848 Copper tube | 12.5
Cold water 120,240.320 |28 32 0.18855 GI tube 33.8
Nanofluid 120,240.320 |21 25 0.0707 Nanofluid 12.7
inlet
Nanofluid 12.7
outlet
Hot water 10.5
inlet/Outlet

6 Simulated Result

Before experimental analysis, simulation of fluid temperature variation along the
heat exchanger is done by ANSYS 19.2. For modeling, SCDM is used. Table 2
shows the parameter used for numerical analysis. Thermo-physical properties are
calculated by the help of above equations and shown in Table 2. Hybrid initialization
is done because it solves the Laplace equation to determine the pressure and velocity
parameters. Pressure-based solver is used with absolute velocity formulation. The
pressure-based solver solves this equation in an implicit manner. It is generally used
for incompressible flow simulations. For this heat exchanger, steady-state analysis
is used and calculations are performed for 1000 iterations at reporting interval of 1.
For CFD post, all the cell zone conditions, boundary conditions, material properties
will remain same. Analysis was carried out at 3 different flow rates. Flow rate of hot
water was maintained at 120 LPH, and the flow rate of cold water and nanofluid was
varied from 120 to 320 LPH. With the respective pipe diameters, we found out the
velocities at required flow rate and the results are shown in Figs. 2,3,4,5, 6, and 7
(Table 3).

7 Experimental Result

Results obtained experimentally show that the overall heat transfer coefficients for
the water—water experiment at 120 LPH, 240 LPH, and 320 LPH are 0.323, 1.058,
and 1.976 kW/m? °C, respectively. Similarly, the overall heat transfer coefficients
for the nanofluid—water experiment at the same flow rates are 0.467, 1.337, and
2.031 kW/m? °C, respectively (Figs. 8 and 9).

Results obtained from ANSYS show that the overall heat transfer coefficients for
the water—water experiment at 120 LPH, 240 LPH, and 320 LPH are 0.469, 1.058,
and 1.976 KW/m? °C, respectively. Similarly, the overall heat transfer coefficients
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Fig. 2 Observation table of water at 120 LPH

Fig. 3 Observation table of water at 240 LPH
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Fig. 4 Observation table of water at 320 LPH

Fig. 5 Observation table for nanofluid Al,O3 at 120 LPH
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Fig. 6 Observation table of nanofluid Al,O3 at 240 LPH

o 0200 0,400 (m)
-

0900 0300

Fig. 7 Observation table of nanofluid Al,O3 at 320 LPH
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Table 3 Thermo-physical properties
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Material Density Specific Th. conductivity Viscosity
(kg/m?) heat(J/kg K) (W/m K) (kg/m s)

Copper 8978 381 387.6
GI 2719 871 202.4
Water-liquid (fluid) 998.2 4182 0.6 0.001003
Nanofluid 0.25%A1,03 | 1038 3806 0.7 0.001582
(fluid)
Nanofluid 0.75%Al,03 | 1121 5490 0.8 0.001762
(fluid)

£ 25 2.031

3 1.337 1.976

g 2

89 1s 0.467 1.0

2 S 0.323

22 o0s '

=T o

5 120 240 320

I

Fig. 8 Experimental values of overall heat transfer coefficient variation for different flow rate
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Fig. 9 Simulated values of overall heat transfer coefficient variation for different flow rate

for the nanofluid—water experiment at the same flow rates are 0.624, 1.529, and 2.446
KW/m? °C, respectively.

8 Conclusion

The results obtained show that, at 120 LPH, 240 LPH, and 320 LPH an improvement
of 44.58, 26.37, and 2.78% in the heat transfer coefficient. After analysis of above
result, it can conclude that the overall heat transfer coefficient increases with increase
in flow rate. At the same flow rate, the heat transfer coefficient is enhanced when
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nanofluids are used. At 320 LPH, the heat transfer was found to be maximum. Exper-
imental temperature difference was found to be 7°C, and analytical value was 8°C.
Overall heat transfer coefficient at 320 LPH was maximum. However, the increase
in heat transfer coefficient after using nanofluid was the least. Overall heat transfer
coefficients calculated from ANSYS are slightly higher than actual values owing to
heat lost. In ANSYS, we have considered the heat exchanger to have an adiabatic
wall; however, the actual insulation provided is not 100% efficient.

It has been also observed that the higher concentrations of nanofluids enhance the
thermal properties of the nanofluids; however, heat transfer coefficient would increase
with increase in concentration only up to a certain limit. Adding a surfactant to the
nanofluid will most likely increase the stability and improve the thermal properties
of the nanofluid. Shape and size of the nanoparticles also affect the thermal and
mechanical properties of the nanofluids.

An example where nanofluids can be used is in photovoltaic solar panels. Owing
to the ever fluctuating energy prices, the need for energy recovery systems is rapidly
increasing. Photovoltaic systems harness the solar energy and convert it into electrical
energy. However, a major drawback of this system is that only the light energy is
used in photovoltaic cells to generate electricity. The remaining energy which is in
the form of heat is wasted. Along with that, due to higher temperatures, efficiency of
photovoltaic cells reduces, and cooling is required. This waste heat can be extracted
using heat recovery units where our nanofluids can act as a working fluid to carry
heat more efficiently as compared to water.
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Impact of Inlet Angle on Cooling )
of a Continuously Variable Transmission | @
in a BAJA SAE Vehicle

Amitabh Das, Tarashekhar Padhy, and Kannan Chidambaram

Abstract Continuous operation of the CVT or continuously variable transmission
results in enormous generation of heat and thermal gradient within the transmission
unit. This can lead to substantial damage of the rotating belt and pulleys in contact
eventually affecting its performance. This reduces the torque transfer capacity of the
CVT. CVT can be cooled with the assistance of air inlet on its cover. This paper
analyzes the various angle of air inlet for CVT cover and determines the ideal inlet
geometry for maximum cooling effect using CFD simulation in ANSYS Fluent.
Based on benchmarking, the dimensions of the Gaged GX9 are used, and the cover
is designed using the appropriate dimensions from the BAJA SAE Rulebook 2018.
Different inlet geometries are simulated for constant heat generation rates, and the
resultant heat flux, outlet temperature and internal temperatures are calculated for
each of them using ANSYS. The outcome is a well-defined angle of inlet for the
given CVT cover model, which enables better cooling and yields satisfactory results.
CVT, heat transfer, inlet angle, CFD

Keywords CVT - Heat transfer - Inlet angle - CFD

1 Introduction

Automotive aerodynamics has become an indispensable part of the automotive
industry owing to several factors like vehicle performance, comfort, stability and
cooling of components. Drag reduction is a paramount requirement for aerodynamic
research. However, the necessity for cooling of components by providing adequate
interfacing with air is also indispensable. Air cooling is still a major engineering prac-
tice employed in automobile components to keep parts in ideal running temperatures
for ensuring maximum efficiency and reducing wear and tear. CVT or continuously
variable transmission has two clutches; primary and secondary. The primary clutch
is attached to and powered by the engine, and the secondary clutch receives torque
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from the primary via a belt. The belt is manufactured with reinforced kevlar rubber
and generates heat while running. The heat increases the belt stiffness and belt slip-
page resulting in loss of transmission. Furthermore, overheating of the belt may
result in melting and burning of it causing massive inconvenience and creating a
hazard in the C-section of the car. Therefore, proper cooling is crucial not only to
get maximum performance but also to reduce the probability of mechanical failures
in the transmission components. Heat generation rate (by conduction) is given by
Eq. (1)

Q =hA(T, - T) (D

where

Q = heat transferred (W).

h = Convective heat transfer coefficient (W m—2 K~! or W m~2 °C~1).
A = Surface area (m?).

2 Theory

The governing equation used in thermal analysis involves Navier—Stokes equation
which defines the momentum conservation.

2
p (% +u- Vu) = —VP+:\7 - ((Vu + (Vu)") - ::jf‘(v -u)I) +\Fr’

- 4

"
3

v 2
2

where u is the fluid velocity, p is the fluid pressure, p is the fluid density, and w is

the fluid dynamic viscosity. The different terms correspond to the inertial forces (1),

pressure forces (2), viscous forces (3) and the external forces applied to the fluid (4).
The continuity equation defines the mass conservation as

L 0 3
o T (ou) = 3)

Both Navier—Stokes equation and continuity equation are solved together to get
the results.

The literature review has been carried out to understand the scope and limits of
CVT cooling. Vaishya et al. [1] confirmed that the majority of cooling in a scooter’s
CVT is carried out by convection and attempted to increase its rate by increasing the
mass flow rate in it. With modified air inlets and outlets, they were able to reduce
the temperature by 15 °C and belt temperature by 20 °C. Dhongde and Chandran [2]
carried the experimental study of CVT cooling in a 110 cc scooter and modified the
outlet, insulator plate and fan blades to improve cooling of the belt and the clutches.
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They obtained the best results after modifying the fan blades (about 14% cooling)
as compared to insulator blade (8%) and modified outlet (4%). Wurm et al. [3] have
done a comparative study of CVT cooling in snowmobiles and investigated the rate
of cooling in the system with different fan blades at different RPMs for the same
rate of heat generation. The thickness of the pulley was also varied, and instead of
fans, nubs were used in one simulation for the same boundary conditions and came
to the conclusion that the ribs are more efficient in convective cooling. Patil et al.
[4] have done more modifications in CVT to improve cooling. Introduction of holes,
changing the material of the pulleys and using the fins on the rotary parts are the
ones which improved the performance. The papers signify that the temperature of
the CVT can go as much as 150 °C during operation under maximum load. Analysis
showed the modifications in the design showed 10.4% in secondary and 8.55% in
primary pulley of the CVT. Steady state thermal analysis done by Sivakumar et al.
[5]in ANSYS WORKBENCH showed an approximate 33% increase in the surface
areas of the pulleys reduces the temperature by 21.8% in case of rectangular fins
and 5.67% in case of cylindrical fins. Also, the overall mass of the pulleys increase
by 0.47 and 6.16% in case of rectangular fins and cylindrical fins, respectively. This
shows that the cooling rate can be increased extensively by using rectangular pulley.
CVT efficiency can also dictate the fuel economy of the vehicle as shown in the study
and testing by Yu Long Lei et al. [6]. The bench testing of the CVT drivetrain of a
test car was carried out by Yu Long et al. using softwares like AVL Cruise using a
4 drum chassis dynamometer. They tried to validate the CVT efficiency impact on
fuel economy using real-time experimental setup. Karthikeyan et al. [7] proposed
the design of partition plate inside the CVT housing can direct the flow into belt
and prevent the fluid around driven and drive pulley from mixing, and can further
decrease the temperatures of the belt and pulley.

3 Methodology

The flowchart for the adopted simulation work in this research is presented in Fig. 1.

3.1 Modeling

The modeling is done using SOLIDWORKS 17.0, and the dimensions of the Gaged
GX9 for the CVT and dimensions of the cover are taken from clearances as stated
in BAJA SAE Rulebook 2018. The material for the cover is aluminum for ease in
manufacturing, and it is lightweight. The CVT cover has three parts (this particular
design): the front cover, the back plate and the curved part. The back plate is toward
the engine, and the front cover is toward outside and can be opened in order to remove
the CVT. The center-to-center distance of the primary and secondary clutches are
10inches(254 mm) as per benchmarked model of Gaged GX9, and the diameters of
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Fig. 1 Flowchart for the
adopted simulation work [ Start ]
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(a) (b)

Fig.2 aand b CAD model of CVT

primary and secondary clutches are 5.5in and 6.5in (the dimensions are primarily
in inches because Gaged is a company in the USA and the BAJA SAE rules are
US-based only). On top of that, a minimum of 8§ mm clearance is given between the
outer edge of the clutches and the inner walls of the curved part of the CVT cover.
Furthermore, the thickness of the CVT cover at the curved part is 3 mm (as stated in
the rulebook) and is manufactured out of aluminum. The isometric and front views
CVT CAD models are shown in Fig. 2a, b, respectively.

3.2 Meshing

Conversion from physical domain to computational domain is done using tetrahedral
mesh in ANSYS Fluent. Tetrahedron meshing is selected as it is the default meshing
provided in ANSYS Fluent. It is convenient to mesh complex geometries. Since the
model used for CFD analysis is a 2-D model, distortions are minimum and hence
enable tetrahedron to be a comfortable choice than the more accurate hexahedron.
The meshing parameters are presented in Table 1, while the meshed solid model is
shown in Fig. 3.

Table 1 Meshing parameters Global mesh size 6 mm
of the model
Curvature normal angle 1°
Growth rate 1.2
Cell type Tetrahedron
Smoothing High
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g

Fig. 3 Tetrahedron meshing of 2-D model

Table 2 Solver details

Scheme Simple

(a) Gradient Least square cell

(b) Pressure Second order-based
(¢) Momentum Second-order upwind
(d) Turbulent kinetic energy Second order upwind
(e) Turbulent dissipation rate Second-order upwind

3.3 Numerical Method and Solver

The model is imported into ANSYS Fluent solver for setup (parallel). The solver,
material properties and discretization schemes are chosen. After that, the boundary
conditions are given as per the calculated approximations. The detailing of solver and
boundary conditions adopted in this work are presented in Tables 2 and 3, respectively.

4 Results and Discussions

The source of heat generation in the CVT is the region where the sheaves and the belt
come in contact with each other. Within 10-15 min of operation, the temperature
reaches to almost 353 K. Fins are often attached to the rotating clutches which
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Table 3 Boundary condition Angle of air inlet Inlet x-velocity Inlet y-velocity
(deg.) (m/s) (m/s)
15° 2.58 —9.65
30° 5.00 —8.66
45° 7.07 —-7.07
60° 8.66 —5.00
75° 9.65 —2.58
Table 4 Heat transfer rates Angle of air inlet (deg.) Heat transfer rate (W/m?>/s)
15° 2433.052
30° 2192.764
45° 1965.037
60° 1725.638
75° 802.998

circulate the air and cool the system and/or an air inlet if given to the curved region
of the CVT cover in order to facilitate airflow inside the cover for cooling. The heat
transfer rate for different angles of air inlet is presented in Table 4.

It can be observed from the table that for an inlet angle of 15° the heat transfer rate
is the maximum. At this angle, the minimum internal temperature and pressure drop
at outlet are observed. The pressure drop increases with increase in inlet angle. This
can be attributed to the geometry of the CVT cover. The variation of heat transfer
rate with respect to inlet air angle is shown in Fig. 4.

Contours for Temperature, Velocity and Pressure across the mid-plane:

Heat Transfer Rate (W/m3/s)

2500

1500

Heat Transfer Rate

500

o 10 0 i 40

50 B0

Angle of air inlet

B02.998

Fig. 4 Graph showing the variation of heat transfer rate with respect to angle of inlet air
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(a) Temperature (b) Pressure

(c) Velocity

Fig. 5 Contour plot of temperature, pressure and velocity for an air inlet angle of 15°

There is continuous increase in the temperatures in the corresponding angles
increasing from 15° to 75°, which can be inferred from Figs. 5, 6 and 7. The inlet
angle and heat transfer rate have a inverse proportional relationship. The pressure
drop at the outlet is directly proportional to the inlet angle. The inlet angle cannot be
reduced to 0° because it violates rules defined in BAJA SAE rulebook (if the angle
is 0°, the inlet will be facing the firewall of the vehicle; on the event of a mechanical
failure of the CVT, the rotating parts should not hit the firewall as it is a hazard for
the driver).

5 Conclusion

Cooling of the drivetrain components is extremely important for maintaining perfor-
mance and ensuring higher transmission efficiency. In case of CVT, cooling can be
done by increasing the surface area of the clutches, adding fins, increasing surface area
of inlet and outlet, inducing fans to increase mass flow rate through inlet and outlet and
as seen in this paper, the angle of inlet. Angle of inlet with respect to the horizontal is
inversely proportional to the rate of heat transfer, and hence, cooling increases as we
decrease the angle. Also, the correct combination of the above modifications will help
in the ideal cooling of the Continuously Variable transmission. Most of the scooters
and two-wheelers use similar inlet—outlet layout and can also change the inlet angle
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(a) Temperature (b) Pressure

(c) Velocity

Fig. 6. Contour plot of temperature, pressure and velocity for an air inlet angle of 30°

(a) Temperature (b) Pressure

(¢) Velocity

Fig. 7. Contour plot of temperature, pressure and velocity for an air inlet angle of 45°
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to enhance the cooling effect. However, there can be several other modifications
from the materials aspect as well which can induce higher cooling characteristics. A
holistic approach for CVT design incorporating all the above factors can be imple-
mented considering optimized input angle has been accomplished through numerical
simulation to get the best results.
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Coaxial Thermal Probe as a Heat Flux )
Sensor: An Analytical, Numerical, e
and Experimental Approach

Anil Kumar Rout, Niranjan Sahoo, and Pankaj Kalita

Abstract Measurement of transient heat flux values is a challenging task as it
requires fast response sensors. The standard heat flux sensors cannot satisfy the
requirement for transient measurement due to more response time. Therefore, a
thermal probe has been prepared in-house for capturing transient response in high
speed flows especially in aerodynamics studies. The probe has been fabricated from
bare chromel and constantan thermoelements named as “coaxial surface junction
thermocouple (CSJT).” Experiments are carried out for heat flux calibration with
the help of a laser unit to access the capability of the probe in measuring heat flux
values. The inferred experimental temperature signal is used to estimate the surface
heat flux values analytically. Similarly, a numerical simulation has been performed
to validate the results. The values are found to have a matching with the applied heat
flux in terms of trend and magnitude in a timescale of 0.4 s.

Keywords Thermocouple - Transient temperature + Coaxial thermal probe -
Surface heat flux - Laser

1 Introduction

Information regarding transient temperature history and surface heat flux values is
having enormous importance for efficient design of many engineering equipment and
systems, e.g., I.C. Engine design, reentry vehicles, etc. Sensors used for capturing
average heat flux values are incapable for capturing transient temperature signals.
To do so, there is a requirement of fast response sensors (~ microsecond response
time). Generally, heat flux value is estimated from transient temperature history using
well-adopted processes. The transient surface heat flux values can be predicted from
temperature signals captured by many useful sensors like null point calorimeter, thin-
film sensors, different gauges, and coaxial thermocouples. Specific advantages and
disadvantages are always associated with different sensors with respect to sensing
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capability and applicability. Coaxial surface junction thermocouple is superior to
other sensors used for short duration studies due to its instant responsive nature
and robustness. Different researchers have adopted various design techniques and
predicted the heat flux values from transient temperature signals [1, 2]. An initial
study by Sanderson and Sturtevant [3] provided an inference regarding the tapered fit
model among the thermoelements which resulted in imparting a response time in the
order of 1 s and was quite capable in measuring transient heat flux values in wind
tunnel experiments. Similarly, a straight and simple design was used by Mohammed
etal. [2, 4], which provided a decent information regarding a low-cost K-type CSJT.
It also explained the difficulties during fabrication process, the effect of scratch tech-
nique, and efficient estimation of thermal product values. The work by Kumar and
Sahoo [5] focused regarding design and fabrication of a K-type CSJT and simple
laboratory calibration techniques. Some similar methods were adopted by Kumar
et al. [6]. The techniques for convective surface heat transfer measurement in aero-
dynamic structures were discussed by Sahoo and Peetala [7]. Similarly, Agarwal et al.
[1] have presented about the thermal “product” determination in millisecond time
durations, for CSJT using laboratory experiments. Modifying the work by Sanderson
and Sturtevant, Desikan et al. [8] fabricated and tested a tapered type K-type coaxial
in a shock tunnel at free stream Mach no of 5.75. The response time obtained was
~3 us.

As inferred from the literature, most of the studies focus on the usage of such
coaxial probes for few milliseconds. There is no such evidence of usage of such
probes for any extended scale of measurement. Therefore, the present study focuses
on finding out the behavior of such probes for an extended timescale of measure-
ment. In addition, it is aimed to access the capability of the thermal probe to measure
surface heat flux values and hence its usability as a heat flux probe. To achieve this
objective, an E-type thermal probe has been fabricated in the laboratory scale from
its constituent thermoelements (Chromel-Constantan). The probe is calibrated for
finding the linearity of output voltage with temperature for the measurement temper-
ature range which also provides the sensitivity value of the probe. Then, the correct-
ness of the heat flux values have been analyzed through experimental, analytical,
and numerical method. This type of analysis will help in justifying the correctness
of recovered heat flux values measured with the help of this probe which at a later
part can help for routine use of such probes in unsteady temperature measurements.

2 Fabrication of CSJT

The fabrication was carried out with bare E-type thermocouple materials (chromel
and constantan). The process was carried out by coaxially placing the constantan
wire (diameter 0.91 and 15 mm length) inside the chromel wire (3.25 mm diameter
and 10 mm length) with a thin layer of epoxy in between them throughout the length.
The junction between two thermoelements was created with abrasion method which
forms a contact between them in the form of cold welds. Lead wires with 0.25 mm
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diameter having similar material composition were spot welded to the sensor which
was used for the data acquisition purpose. More details regarding fabrication are
explained by Mohammed et al. [2]. The schematic of the probe is similar to the
computational domain as presented in Fig. 3.

3 Static Calibration of CSJT

The direct output from the acquisition system is in the form of voltage. However, for
the estimation of heat flux, temperature history is an inherent requirement. Therefore,
to find a correlation between the voltage and temperature, a calibration setup is
designed which consists of oil bath setup, CSJT, heater, and data acquisition system
(Fig. 1a). A beaker containing silicone oil was placed on a heated along with a
scientific thermometer to measure the temperature of the oil. The thermometer was
used along with CSJT and placed up to the same depth to have a similar sensing
environment. The DAS was used for recording the voltage. The rise and fall in
temperature values were noted from the thermometer and the corresponding voltage
values from DAS. The cold junction temperature was achieved through the use of
an ice bath. The voltage and temperature values were plotted to find a relationship
between them which resulted in the form of a constant slope for a temperature range
greater than 100 °C (Fig. 1b). Referring to Eq. 1, the value of average sensitivity was
calculated to be 59 wV/°C for three sets of experiments.

. AV
Sensitivity, S = — (D)
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: d{ T (1) } —
9
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Fig. 1. Static calibration setup (a) oil bath setup for static calibration (b) static calibration plot
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Fig. 2 Laser-based experimental setup

4 Experimentation with LASER Unit

One of the major aims of the present work is to check the correctness of the surface
heat flux values obtained from the transient signals of the thermal probe. Therefore,
it is quite legitimate to compare or calibrate the inferred heat flux values against a
known heat flux reference. A laser light due to its coherence nature can be used as
a heating source to provide a constant wattage on the probe. A CW Laser of 2 W
is allowed to fall (as step load) on the sensor for 1.5 s. The wattage was managed
through a computer operated software interface. The sensor surface was insulated
and mounted on a support. The sensor was placed in an appreciable distance from
the laser source so to confirm the coverage of entire sensing surface area of the
sensor (Fig. 2). Before acquisition, the voltage signals need to be amplified as the
output voltage from CSJT is less. Therefore, the voltage is amplified to a gain of
500 and captured in an oscilloscope for a sampling frequency of 5 kHz. From the
knowledge of sensitivity value, temperature response is calculated from the voltage
response. The schematic of the experimental setup is presented in Fig. 2. Heating
the thermal probe by laser is governed by radiation mode of heat transfer. Due to
the small timescale of experimentation, the view factor between the source and sink
is assumed to be unity. The experimental transient voltage signal and corresponding
temperature signal is plotted in Fig. 4.

5 Surface Heat Flux Estimation

Due to the non-availability of any direct formula for the estimation of surface heat flux
values in short duration studies, these are predicted analytically through conventional
techniques. In the analytical method, the basic heat transfer equations are solved with
appropriate boundary conditions involving many assumptions. With the advancement
of computational techniques, the heat flux values can be obtained through numerical
analysis also.
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5.1 Experimental Heat Flux

The experimentation is carried out by allowing the laser light of known wattage (2 W)
on the thermal probe for 1.5 s, and transient response is recorded. Due to monochro-
matic nature of the laser light and the experimentation is for a short duration, the
inferred wattage on the thermal probe can be assumed to be constant throughout the
experiment. The heat flux value imposed on the probe can be calculated from the
knowledge of laser wattage and sensor surface area. Assuming a step response from
the laser heating, the heat flux value can be taken as a reference value. The transient
temperature signals captured from the experiment are utilized to extract the surface
heat flux values both analytically and experimentally.

5.2 Analytical Heat Flux

The transient temperature captured from experiment is utilized for heat flux predic-
tion through classical heat transfer analysis by assuming one-dimensional heat
conduction in a semi-infinite body. The supporting assumptions for the analysis
are: (i) Thermal properties of the substrate material are constant and (ii) no lateral
heat conduction. With proper assumptions, the basic heat conduction equations can
be framed into the form as mention in Eq. 2. A MATLAB code has been used
to extract the heat flux values from using Eq. 2. A spline fitted polynomial curve is
framed to the discretized set of data obtained from the equation. The detailed descrip-
tion regarding discretization is explained by Taler [9]. Refereed to Eq. 2, value of
Thermal product (8) for a sensor is an important factor for the accuracy of the heat
flux values. Different researchers used different techniques for the determination
of thermal product values. It is quite difficult to quantify the exact share from each
thermoelement in the junction formation. Therefore, for the present case, the thermal
product value is taken with 50% share from each element and the value obtained is
8650.2 T m~2 K~! s7%3_ The extracted heat flux values are plotted in Fig. 5.

5.3 Numerical Heat Flux

With the advancement of numerical computations, the fact can be cross-verified
numerically. Commercially available software package (ANSYS) has been used for
the heat flux estimation. The individual properties of thermoelements are used for
respective thermoelements, whereas the average property was used at the junction for
simulation purpose. The thermal properties are taken as per the literature [ 10]. A grid-
independent study was carried out to find out the mess independency with number
of nodes as 1,555,647, 1,626,896, and 1,714,609. The results are almost matching
with each other. To have minimum computational time, the minimum number of
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nodes was used for simulation. The experimental temperature signals are used as
input for heat flux prediction along with other boundary conditions as mentioned
in Fig. 3. Additionally, the simulation was carried out with heat flux as step input
and the temperature signals were compared with experimental signal (Fig. 4). The
numerically simulated heat flux values show a nice match with analytical heat flux
value (Fig. 5). However, the peak magnitudes are not having an exact match with the
experimental heat flux values. Referring to Fig. 4, the temperature trends are having
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Fig. 5 Comparison of heat flux values

a nice match up to 0.4 s after rise. Therefore, the heat flux values are compared for
a timescale of 0.4 s.

6 Comparison of Heat Flux Values

As inferred from the temperature response plots, a nearly matching trend of temper-
ature is observed up to 0.4 s after rise (Fig. 4). Therefore, average heat flux plots are
compared for 0.4 s as plotted in figure and found to have a nice match within an error
band of £10%. From the analysis made so far using the experimental, analytical,
and numerical simulations, it can be concluded that there is a nice match in the trend
and magnitude of heat flux values obtained analytically and numerically. However,
they do not exactly replicate the step nature of heat load as assumed in case of exper-
imental heat flux. It can be visualized from the temperature signals that after 0.4 s,
the signals start deviating, whereas the experimental temperature is observed to be
decaying in magnitude as well as in slope compared to the numerical temperature.
This nature may be due to penetration of heat towards the distal end of the sensor or
a lateral heat transfer may have occurred violating the exact one-dimensional heat
transfer assumption. However, these probes can be used effectively in a timescale of
0.4 s (Fig. 6)..
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7 Error Analysis

The uncertainties associated with the current experiments are mainly the combined
effect of instrumental errors from the instruments used for experimental purpose.
As per the specification from the manufacturer, the errors are £0.01 °C, +0.015%,
+0.02%, £0.01%, and £0.12% for thermometer, data acquisition system, amplifier,
oscilloscope, laser unit, respectively. The overall uncertainty in the for heat flux
estimation is calculated using sequential perturbation method [11], and the estimate
range of uncertainty is +0.5%.

8 Conclusion

A coaxial thermal probe has been fabricated in-house from its bare constituent
elements (chromel—constantan). The static sensitivity value for the sensor was calcu-
lated using an oil bath setup. For heat flux estimation, the sensor was exposed toa CW
laser light of known wattage, and temperature signals were noted. Later, surface heat
flux was extracted from the temperature signals analytically and numerically. All the
heat flux values are compared with experimental heat flux value. The average value
of numerically and analytically obtained heat flux values for 0.4 s after rise is found
to have a nice match with the experimental heat flux. These experiments provide an
inference regarding the usage of such probes as heat flux sensors. However, using it
for any particular application requires further investigation.
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Thermo-economic and Environmental )
Analyses of Full Site Repowering L
Through Coal Gasification and Carbon
Capture by Downstream MCFC

Integration

Samiran Samanta and Sudip Ghosh

Abstract This study reveals thermodynamic, economic and environmental evalua-
tion of full site-repowering proposal of coal-fuelled thermal power station through
integrated gasification combined cycle (IGCC) technology with downstream MCFC
integration for CO, capture. High-ash Indian coal is mixed with petroleum coke and
then gasified in conventional Shell gasifier. The syngas is used to run the integrated
gasification combined cycle. Then at the downstream of the combined cycle, natural
gas-fired MCFC unit is integrated for CO, capture. The findings suggest that the
repowering results in 6% capacity increase, 9.2% point efficiency enhancement with
a 90% capture of emitted CO, from the plant. The cost of electricity becomes high
as 108 $/MWh. Once the cost of MCFC price would go down, it would go down
further.

Keywords Repowering + IGCC - MCFC - Carbon capture * Efficiency + Cost of
electricity

1 Introduction

Electricity utilization is increasing more and more with time to satisfy the thirst
of rapid growth in urbanization, industrialization and economic development. A
major portion (about 40%) of world’s total electricity is generated by coal-fuelled
power plant; however, even more large percentage of electricity comes from coal in
several countries like China (79%), India (69%), USA (49%) and many more [1]. It
is forecasted that from 2010 to 2040 time periods there would be 46% increase in
total CO, emission of the world, associated with electricity generation [2]. Among
others, conventional coal-fired power plants (CFPPs) are bulk emitters of CO, into
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the environment and CO; is the major contributor in global warming. In recent COP-
21 summit, a worldwide target has been set to restrict the increase in atmospheric
temperature within 1.5 °C by cutting down the CO, emission into the atmosphere. For
this reason, the researchers are giving attention to such methods that would generate
electricity efficiently with lesser CO, emission into the environment in spite of using
coal as fuel. So now the questions come in front of the nations, those who contribute
more in total CO, emission of the world due to their dependency on coal, which
technology should be used to set up new plants or refurbish old plants that has come
to its end of life span or abandoned. Setting up new greenfield power station may
perhaps not possible all the time because of associated problems regarding land
acquiring, other legal clearance, etc. In this situation, full site repowering of an old
discarded power station is an interesting option to set up a coal-based power station
with improved capacity, efficiency and specific CO, emission. Site repowering calls
for blowing up the existing plant set-up, except the cooling water system and switch-
yard and other auxiliary systems. Site repowering is advantageous because there is no
need to compromise in adapting the recent advanced technology to existing system
components. In comparison with set-up a new plant on a new site, the repowering
route is better because there would be savings in both time and cost for the permit-
ting process, transmission access and socio-economic considerations for the local
area. Full site repowering is commonly applied to the plant that has almost covered
its entire specified life span. Full repowering calls for new technology, new mate-
rials, new set-up and new plant components which help to get an improved overall
performance from the power station. There is very little study available regarding
full site-repowering analysis. Naserabad et al. [3] did thermodynamic analysis of
full site repowering of a 320 MW old steam power plant through integrating gas
turbine and heat recovery steam generator (HRSG). The results indicated that the
repowered power plant can have a maximum efficiency of 52.04%. Ahmadi et al.
[4] did energetic and exergetic investigations of full repowering of 200 MW unit of
Montazeri Steam Power Plant in Iran by using 400 MW gas turbine. The energy and
exergy efficiencies increased by 76.8% and 73%, respectively, due to repowering.
In the earlier studies, various methods of repowering had been addressed. Those
studies mostly proposed partial repowering. Full site repowering is also talked about
by very few researchers. Those site-repowering schemes were based on natural gas-
fired GT and HRSG technology. The novelty of present site-repowering scheme is
gasification of high-ash Indian coal mixed with petroleum coke to run gas turbine
plant with downstream CO, capture by molten carbonate fuel cell (MCFC).In this
paper, full site-repowering method for an aged sub-critical power station is concep-
tualized. The aged power station has come to its end of estimated life span and is
going to be discarded. It has a capacity of 750 MW (3 x 250 MW). After full site
repowering, the new proposed plant would be consisted of an integrated gasification
combined cycle (IGCC) with a downstream incorporation of molten carbonate fuel
cell (MCFC) unit for CO, separation and capture. In this paper, thermodynamic,
economic and environmental performance analyses of the proposed repowered plant
are being done and compared with the old existing plant performances.
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Fig. 1 Illustration of a single unit of old plant created in Cycle Tempo simulation software

2 Description of the Existing Plant

The existing plant consists of three similar separate units of 250 MW each. The
total capacity of the old plant is 750 MW. Figure 1 shows the schematic diagram
of each single unit of existing plant. The extensive description of each unit is illus-
trated in earlier study of present authors [5]. However, the major components of
the plant are high-pressure turbine (HPT), intermediate-pressure turbine (IPT), low-
pressure turbine (LPT), high-pressure feedwater heater (HPH), low-pressure feed-
water heater (LPH), deaerator (DEA), condenser (CON), condensate extraction pump
(CEP), boiler feed pump (BFP), cooling water circulation pump (CWCP), circula-
tion water pump (CWP), combustion chamber (CC), evaporator (EVP), superheater
(SH), reheater (RH), economizer (ECO), air preheater (APH), induced draft fan (ID
FAN), forced draft fan (FD FAN) and generator (GEN).

3 Description of New Plant Configuration

Figure 2 depicts the block diagram of proposed new plant configuration. A coal-based
integrated gasification combined cycle (IGCC) power plant is considered. The plantis
developed in Cycle Tempo taking similar working thermodynamic parameters from a
running plant given in a published literature [6]. Sub-bituminous coal mixed with pet
coke is gasified in Shell coal gasifier which operates at a temperature of 1600 °C. The
produced syngas is cooled up to 250 °C for gas cleaning purpose. The cleaned syngas
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Fig. 2 Schematic diagram of IGCC power plant integrated with MCFC (red colour for steam and
blue colour for water)

is fed to run a gas turbine (GT) power generating unit. The GT exhaust, which has
a considerable amount of thermal energy, is directed through a heat recovery steam
generator (HRSG1) for generating steam to run a steam cycle. A high-temperature
MCEFC unit is positioned after HRSG1 and steam turbine unit of the IGCC plant. The
cathode side of MCFC is fed with flue gas coming out of HRSG1 associated with the
steam cycle. Natural gas with steam, generated in HRSG?2 situated at the downstream
of the MCFC unit, is supplied to cathode. Anode exhaust is sent to afterburner
where it is combusted with pure oxygen coming from air separation unit (ASU).
The exhaust from afterburner goes through downstream HRSG2 associated with
MCFC and moisture separator. After moisture separator, CO, stream goes through
a multistage compression unit for compression up to 110 bar for storage. The excess
steam generated at HRSG2 is also sent to steam turbine unit for power generation. In
this configuration also, the plant is configured in such a way so that it would give a net
power output of 800 MW with a specific CO, emission of 0.092 ton/MWh. Running
an IGCC power plant with high-ash coal is a big challenging issue. Running an IGCC
with high-ash low-grade coal is not preferable due to its low performance. As the
ash content goes higher, the gasifier consumes more oxidant, steam as the gasifying
agent. Also, the gas composition and heating value of the syngas produced from the
gasification of high-ash low-grade coal are poor. As a result, the overall efficiency
of the IGCC plant becomes lower. In many previous studies [7—13], high-ash coal
gasification mixed with pet coke or biomass is talked about to minimize the effect
of high ash percentage in coal. Keeping in view on those published literatures, here
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we consider high-ash Indian coal and pet coke produced from petroleum refineries
to be mixed at 1:1 ratio to run the IGCC plant.

4 Thermodynamic Analysis of the Plant

The assumptions used during thermodynamic analysis of both old and new plants
are listed below. These data are used as input for Cycle Tempo simulation. The coal
has a lower heating value (LHV) 17000 kJ/kg. Isentropic efficiencies of turbines,
pumps, fans and generator are 88%, 86%, 86% and 95%, respectively. There are
34.46% carbon, 2.43% hydrogen, 0.69% nitrogen, 6.97% oxygen, 0.45% sulphur,
12% moisture and 43% ash in coal by mass [14]. There are 89% methane, 7% ethane,
1% propane, 0.1% normal butane, 2% carbon dioxide and 0.89% nitrogen in natural
gas by mole [15]. Natural gas has a LHV of 46.502 MJ/kg [15]. Composition of pet
coke is taken as follows: 82% C, 6.9% S, 2.55% H, 8% H,0, 0.55% ash (by mole),
and calorific value is 8500 kcal/kg [10]. Seventy-five percentage of fuel utilization,
83% CO, utilization, 1500 A/m? of current density, 0.7 V of cell voltage and 650° C
of cell temperature for MCFC are considered [15]. In reforming process, 3.5 kg of
steam for 1 kg of carbon is used [15]. The energetic performances of the plants are
done by following first law of thermodynamics. Net output from each unit of the old
plant (W, &) is estimated by the following equation

(Whet)st = Wapr + Wipr + Wipr — Weer — Were — Wewr — Wewep
— WinFan — WEDEan (D

The overall efficiency of old plant (7y) is expressed by the following equation

(Wnet)st
= Mnedst 1009 2
T e X LAV 0% 2)

The thermodynamic calculations to estimate electrical power generated from
MCEFC unit (Wnmcrc unit) are given in detail in previous publications of the present
authors [5]. For the sake of simplicity, the detailed thermodynamic calculations of
the MCFC unit are not rewritten here. Net output of new plant (W) is given as:

Whew = (WGross)GT Cycle + (WGrOSS)Steam Cycle + (WGross)MCFC Unit

- (WauxiliaW)GT Cycle (Wauxiliary )Steam Cycle (WauxiliaW)MCFc Unit

- WC02 Compressor (3)
Overall efficiency of new plant (. ) is estimated by the following equation.

Wnel

x 100% “)

Nnew =
in
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where Qy, is the total hest input to the MCFC integrated IGCC plant and is estimated
as follows:

Oin = mcoa X LHV coql + Mpercoke X LHV percoke + MNatural Gas X LHV Natural Gas

®)

Total mass flow rate of emitted CO, (mCO,) is estimated by the following
equation.

M gas going to stack

mco, = x molar% of CO, x Molar weight of CO, (6)

Mgas going to stack

where ‘m’ is mass flow rate.
CO; coming out from the plant per unit produced electricity (6CO,) is given as:

mco,
§co, = ( > @)
Whet Power plant

5 Economic Analysis of the Plant

The assumptions used during economic analysis of both old and new plants are listed
below. Life of old plant is 30 years. The life of repowered power plant is assumed to
be 35 years. The plants are in operating condition for 8000 h in a year. Discount rate
is 12%; 1000 $/kW is the specific capital cost of old plant [13]. Capacity utilization
factor is 85%. Cost of coal is 3.2 $/GJ, and cost of natural gas is 4.8 $/GJ [16]. Cost of
pet coke is taken as INR 7.6/kg [17]. Auxiliary loss due to transmission is 10%. Total
operation and maintenance cost is estimated by assuming it as 4% of total capital
cost. MCFC stack is assumed to be replaced after each 5 years. Cost associated with
CO; transportation is neglected.

Total generated units of electricity (E,q) of old plant in a year are given as follows.

Eqia = (Wae)y X 8000 x CUE x (1 — A)) @®)

where ‘CUF’ is capacity utilization factor and ‘A’ is transmission loss.
Total annual capital cost of old plant is determined using the following equations.

ZCAP = TONC x CRF (9)
where “TONC’ is total overnight cost and ‘CRF” is factor for capital recovery.

Total overnight capital cost (TONC) of old plant is determined using the following
equation.
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TONC = CC x Wye (10)

where ‘CC’ is specific capital cost of the old plant.
Capital recovery factor (CRF) is determined using the following equations.

CRF = DR (an
~ (1—-(1+DR)™)

where ‘DR’ is discount rate and ‘n’ is life of old plant.
The annualized cost of fuel for old plant is given as:

ZrueL = CrugL, X Mmpgel X LHV X Yearly operating hour (12)

where ‘C’ is the fuel cost.
Levelized cost of electricity delivered by old plant (LCOE,y) is given as:

Z Z 7
LCOEold — ( CAP)old + ( OZM)old + ( FUEL)old (13)
old

The economic assessment of the repowered plant is done by the ‘bottom-up’
approach. Here, capital cost of each separate component is estimated and then they are
added up to calculate the total capital cost. Then, operational and maintenance costs
of components are calculated and the fuel cost is estimated. Finally, levelized cost
of electricity delivered by new plant (LCOE,.y) is calculated. Economic analysis is
done based on results obtained from Cycle Tempo simulation; data are obtained from
the literatures and some rational assumptions which are already mentioned earlier.
Scaling methodology is adapted to estimate the capital cost of different components
of IGCC block of the new plant. Then, the individual component cost is added
together to estimate the total capital cost of the IGCC block. The typical cost scaling
formula is as follows:

s\/
ZC = C() X (S—> (14)

0

where ‘Z¢’ is the component cost of present study, ‘Cy’ is the reference component
cost, ‘S’ is the scaled parameter of the component, ‘S’ is the referenced scaled
parameter and ‘f’ is the exponential factor. Capital cost of air separation unit (Zasy)
is determined by the following equation [18].

Zasy = 0.8 x (COSt)reference plant

O, production rate of the plant 07
O, production rate of the reference plant

+0.2 x (COSt)reference plant
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0.54

(Compressor power) g udy

(Compressor POWer),ference plant

Total equipment cost of the IGCC plant is given as follows:

TOC Components of IGCC plant = E Zcomponent

15)

(16)

All the components including ASU are listed in Table 1. The value of reference
cost and other parameters used to calculate the component cost of the IGCC block
are listed in Table 1 [18]. The annualized capital cost for the IGCC block (Zcap 16cc)

is given by:

Zcaprigec = T O Ccomponents of icc X CRF

A7)

For repowering purpose, various components of MCFC unit are added with the
IGCC. The capital cost for MCFC unit is illustrated below. All the components related
to MCFC stack including the CO, capture system are assumed to be called as MCFC
unit in this paper. Gas compressor cost (Z¢) is given as:

Table 1 Component cost-related data of IGCC block [18]

Name of the Scaling Reference cost ($) | Reference Exponential

component parameter parameter factor

Coal handling Coal flow rate | 15,271,000 246 ton/h 0.62

system

Coal feeding system | Coal flow rate | 113,635,000 246 ton/h 0.66

Gasifier, syngas Coal flow rate | 177,839,000 246 ton/h 0.66

cooler and

auxiliaries

Acid gas removal Syngas flow 34,171,000 11,246 m3/h 0.79
rate

Sour shift reactor Syngas flow 7,788,000 416 ton/h 0.59
rate

COS hydrolysis Syngas flow 2,912,000 338 ton/h 0.78
rate

Slag handling Ash/slag flow | 15,999,000 17 ton/h 0.3
rate

GT unit Power 85,752,000 223 MW

HRSG Input heat 32,735,000 700 MW 0.7
capacity

Steam turbine and Generated 28,830,000 272 MW 0.7

accessories power

Transformer Power 15,101,000 752 MW 0.71

Stack Gas flow rate | 3,449,000 4539 ton/h 0.7
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Ze = 39.5 x m, % <PDelivery) % 1n(PDelivery) (18)
0.9 —nac Psuction Suction

where ‘m’ is mass flow rate through compressor, ‘P’ is pressure and ‘n’ is
isentropic efficiency of the compressor.
Fuel compressor cost (Zgc) is determined by the following equation.

W\
Zrc = 91562 —_— 19
FC X (445) (19)

where ‘W’ is work input into the compressor.
Heat exchanger’s cost (Zgx) is given by the following equation.

Zux = 2290 x (Apx)"® (20)

where ‘Agx’ is heat exchanger’s area.
The cost of MCFC stack (Zwcre stack) 1S determined by using the following
equation [5]

ZMCFC stack = 1500 x Wyicre 21D

where ‘W’ is capacity of MCFC. Cost of inverter attached with MCFC stack (Znyerter)

is determined by the following equation.

W, 0.7
MCFC,DC ) 22)

Zinverter = 105 X < 500

where ‘W’ is DC power output from MCFC.
Combustion chamber’s cost (Z¢c) is determined by the following equation.

46.08 X moy;
Zoe = o2 X Moxdimt 1 exp(0.018 x Tou — 26.4)] (23)
0.995 — P

where ‘m’ is oxidant flow rate, ‘T” is outlet temperature of after combustion gas and
‘P’ is pressure of stream going in/out of the combustion chamber.
Cost of HRSG unit (Zgrsg) is determined by the following equation.

0.3 038
Zisa = 6570 <Q—) + (Q—>
ATLMTD,ec ATLMTD ev

+21276 x my, + 1184.4 x (my)"” (24)

where ‘Q..’ and ‘Q.,’ are amount of heat transfers at economizer and evaporator part,
respectively. The cost of air separation unit (Zasy) is determined by the following
Eq. [18]
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Zasu = 0.8 x (COSt)reference plant

O, production rate of the plant 07
O, production rate of the reference plant

+0.2 x (COSt)reference plant

|: (Compressor pOWer) s study :|0-54 (25)

(COIIlpI'CSSOI' power)reference plant

CO; compression and condensation unit cost (Zco,) is given as follows [19]

Compressor Power >0'67 26)

Zco2 =n X CO X
n x Compressor power of reference plant

where ‘n’ is the number of unit and ‘Cy’ is the reference plant cost.
The total equipment cost of all integrated components of MCFC unit is determined
as:

ZEquipmem = (Z ZComponems) . (27)
MCEFC Unit

Total direct plant cost (TDPC) for MCFC unit is given as:

(Z1DPC)MCFC Unit = ZEquipments(1 + fINsT) (28)
where ‘finst’ is installation correction factor [20].

Engineering procurement and construction cost (EPC) for MCFC unit is deter-
mined as:

(Zepc)mcrc unit = (ZtpPc)Mcrc unit X (1 + fepc) (29)

where ‘fgpc’ is EPC correction factor [20].
Total overnight cost (TOC) for MCFC unit is given as:

(Ztoc)mcrc unit = (Zepc)mcrc unit X (1 + focc) (30)

where ‘focc’ is commissioning correction factor [20].
Finally, the capital cost of the MCFC unit (Zcap, mcrc unit) 1S given as:

ZCA:MCFC Unit — (Ztoc)McFe wnit X CRFwmcrc unit (31)

O&M cost for MCFC unit (Zogm, McFc Unit) 18 taken equal to 2.5% of its capital
cost [20]. At the same time, further a maintenance cost equal to 5% of fuel cell stack
is taken into account the stack replacement after each 5 years [20]. So, 30% of the
fuel cell stack cost is added for total life of the new plant. Thus, O&M cost of the



Thermo-economic and Environmental Analyses ... 77
MCEFC unit (Zogm, MCFC unit) 1S given as:
Zo&m, McrFc Unit = 0.025 X (Zcap)mcrc unit T 0-3 X (Zcap)McEC stack (32)
Fuel cost associated with MCFC unit (Zgyel, MCFC unit) 1S given as:
Zruel,McFCunit = CF X mng, mMcrc unit X LHVNG X H x 3600 (33)

where ‘CF’ is specific fuel cost, ‘m’ is fuel flow rate and ‘H’ is yearly operating
hours.

The capital cost (Zcap, 16ee with mcrc) and O&M cost of the IGCC plant with
MCEFC (Zos&m, 16cc with Mcec) are estimated by the following equations

ZcAPIGCC with MCFC = ZCAP, IGCC plant + ZCAPMCFC (34)

Z0&M, IGCC with MCFC = Z0&M, IGCC plant T Z0&M, MCFC (35)

The O&M cost for IGCC plant is determined assuming the O&M cost will be
4% of the capital cost. For the MCFC integrated IGCC plant, three types of fuel are
used: coal and pet coke are used for the IGCC plant, and fresh natural gas is used
to run the MCFC plant. So, total yearly fuel cost for the IGCC plant integrated with
MCEFC (ZrugL, 16cc with McFe) 18 given as follows:

ZFUEL , IGCC with MCFC — Zcoal + ZPetcoke + ZNalural Gas (36)

where ‘Zcoal, Zpetcoke. aNd ‘ZNawral Gas TEPresent the annualized fuel cost for
using coal, pet coke and natural gas, respectively. These are estimated as follows
individually by using Eq. (12) separately for each type of fuel. Finally, LCOE of
IGCC plant integrated with MEA carbon capture is estimated as follows:

LCOE\Gcc with MCFC

_ ZcAp 1GCC with MCFC 1+ Z0&M, 1GCC with MCFC + ZFUEL, IGCC with MCFC 37)
Eigece with Mcre

where ‘E1Gec with Mcre 18 total generated units of electricity of new plant in a year
and determined by the following equation.

Ercee with Mcre = Wher X Operating Hour x CUF x (1 — A)) (38)

where ‘W’ is net output of new plant.
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6 Results and Discussion

Table 2 shows key performance indicators (both thermodynamic and economic) of
a single unit of old plant.

From the results of Table 2, it is concluded that the existing steam power plant has
a net capacity of 750 MW (250 MW x 3 units) with a net efficiency of 35.7% and
specific CO, emission of 0.92 ton/MWh and the LCOE of old plant is 57.41 $/MWh.
Table 3 shows important working parameters used for IGCC plant [21]. The IGCC
plant is scaled up as per the requirement of this study and integrated with MCFC
unit.

Now IGCC plant is simulated with carbon capture by integrating MCFC. Table 4
shows important performance indicators of IGCC plant integrated with MCFC.

It can be noticed from Table 4 that the new plant has a capacity of 800 MW
and efficiency of 43.1%, and specific emission of 0.09 ton/MWh. LCOE of the
plant becomes 108 $/MWh. The cost of MCFC has a great influence on LCOE of the
proposed repowered plant because currently there is uncertainty in the cost of MCFC.
Earlier researches [20—24] had reported a range of cost of MCFC which depends on
the size of the production volume per year. All the previous studies projected that the

Table 2 Key thermodynamic and economic performance indicator of old plant

Name of the parameters Value Units
Energy input 700,740 kW
Gross output 260,920.69 kW
Auxiliary power 10,910.71 kW

Net power 250,009.98 kW

Net plant efficiency 35.67 %
Specific CO; emission 0.92 ton/MWh
LCOE 57.41 $/MWh

Table 3 Key working parameters used in IGCC plant

Items Value Items Value
Gasifier operating pressure 26.2 bar | Air compressor discharge pressure | 15 bar
Gasifier operating temperature 1600 °C | Combustor pressure 14 bar
Oxygen/carbon ratio 0.825 GT inlet temperature 1200 °C
Steam/carbon ratio 0.064 GT outlet temperature 600 °C
Slag ash: fly ash 80: 20 HP steam pressure 120 bar
Syngas cooler inlet temperature 800 °C IP steam pressure 29 bar
Syngas cooler outlet temperature | 235 °C LP steam pressure 4 bar
HP steam temperature 510 °C LP steam temperature 255°C
IP steam temperature 510 °C Generator efficiency 96%
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Table 4 Major performance
parameters of IGCC plant
with MCFC carbon capture

79
Items Unit Value
Area of MCFC m? 442 x 103
Mass flow rate of coal kg/s 26
Mass flow rate of pet coke kg/s 26
Mass flow rate of natural gas to MCFC | kg/s 11.25
Gross output from GT MW 590
Gross output from steam cycle MW 230
Gross output from MCFC MW 341
Auxiliary power consumption MW 361
Net power of new plant MW 800
Total input energy MW 1856
Overall efficiency % 43.1
Specific CO, emission t/MWh | 0.09
LCOE $/MWh | 108

cost of MCFC could go down than the present one. It could even go down to 1000
$/kW or beyond which is also projected by the Department of Energy of United States
of America. Looking into this uncertainty in MCFC cost, a sensitivity study is done
for showing the effect of cost of MCFC on LCOE of repowered plant. Figure 3 shows
the change in LCOE of repowered plant with the variation of MCFC cost. LCOE
of the MCFC integrated plant is getting reduced as MCFC capital cost decreases.
Not only that the COE of the MCFC integrated plants is approaching near to the

Fig. 3 Variation of LCOE of
repowered plant with MCFC
cost
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existing power plants. So once lowest cost of MCFC would be achieved, the choice
of plant configuration would depend largely on thermodynamic performances rather
than economic performance.

7 Conclusion

This paper presents thermodynamic economic and environmental analyses of full
site repowering of a 750 MW sub-critical steam power station through IGCC inte-
grated with downstream MCFC for carbon dioxide separation and capture. The
projected site-repowering method results in a growth in plant capacity by 6.67%
and net plant efficiency by 7.43% points with a 90% reduction in specific CO,
emission. However, the LCOE of the proposed new plant is 108 $/ MWh. LCOE
of the new plant is about 88% higher compared to the old plant. This study shows
that once DOE target of specific cost of MCFC would be achieved then the LCOE
of the repowered plant would be slightly higher than the old plant but within a
comparable limit which is very much better than the LCOE of a coal-based steam
power plant with conventional MEA-based carbon dioxide capture route. Keeping
on view of present environmental situation, the government should implement this
type of power plants with giving some subsidiaries to make this more economically
acceptable and thermodynamically and economically as well.
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Vortex Formation During Liquid m
Draining from a Cylindrical Tank i
with Conical Bottom—A Numerical

Study

K. Sreenath, Mahadev Prabhu, R. Ajith Kumar, J. S. Jayakumar,
and P. J. Joshy

Abstract This paper deals with a numerical study on the Rankine vortex formation
during liquid draining from cylindrical tanks with conical base. ANSYS-Fluent was
used for the numerical simulation. A liquid column contained in a cylindrical tank
with conical bottom is rotated and then drained through a centrally located drain port
situated at the base of the tank. For this, various values of initial rotation of liquid
(n rpm) were considered. For each ‘n’, angle of the bottom base () and drain port
diameters (dp) were varied over a broad range in an attempt to suppress the vortex
formation. Results indicate that as ‘@’ is increased, the critical height decreases
(h.); i.e., vortex is more suppressed. Also, higher vortex suppression occurs at larger
port diameters for a given ®. Reynolds number and Froude number are found to
significantly influence the vortex formation, whereas Weber number is found to be
non-influential.

Keywords Vortexing - Air core + Conical bottom - Draining - Critical height -
Suppression

1 Introduction

As a liquid drains off through a drain port, a dip occurs on the free surface of the
draining fluid. The dip formed instantly transforms into an axially slender pillar-like
structure and penetrates through the liquid column through the free surface reaching
the drain port, which is called as vortex air core. The time at which the air core reaches
the drain port is termed as critical time (z.), and the free surface height of the fluid at
that instance of time is termed as critical height (k). Air core vortex formation is a
spotted topic in many engineering applications such as hydraulic engineering, metal
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casting, and aerospace engineering. Therefore, an understanding on the mechanism
of air core generation and its disappearance is important.

Experimental study conducted by Lubin and Springer [1] observed vortexing
during draining process from cylindrical tanks. Even though water was the draining
fluid in the experiments, various fluids were placed above the water. Investigators
came up with an important finding that critical height can be written as a function of
density ratio and drain rate.

The aforementioned studies were applicable only for an initially quiescent fluid.
Tank rotation provided to the fluid prior to draining will enhance the vortexing
phenomenon. Numerical study conducted by Sohn et al. [2] on draining of liquids
from a cylindrical tank revealed that the tank rotation speed, tank diameter, and drain
port diameter significantly influence the critical time. To characterize the air core
generation phenomenon, authors had proposed a correlation between several non-
dimensional parameters. Experimental study conducted by Kumar et al. [3] shows
that critical height can be greatly influenced by changing the values of eccentricity
and drain port diameter. They observed that, when the eccentricity is zero, the air
core is suppressed when the drain port-to-tank diameter ratio is less than 0.3. Kumar
et al. [4] observed that, the value of the drain port-to-tank diameter ratio required
to suppress the air core is a strong function of eccentricity. Experimental study
conducted by Ramamurthi and Tharakan [5] revealed that stepped drain ports are
very efficient in arresting the vortexing phenomenon as compared to bell mouth and
circular drain ports.

Mechanism of air core formation is well-described by Nazir and Sohn [6, 7]. They
found that axial velocity and swirl velocity will greatly influence the mechanism of
air core formation. Experimental and numerical investigations carried by the same
group of authors found that vortexing phenomenon can be controlled by changing
the values of initial height [6] and temperature of draining fluid [7]. Prabhu et al.
[8] conducted experiments with two drain ports at equal eccentricity and found that
vortexing can be suppressed when the diameters of both the ports are equal. They
also found and explained the phenomenon of unusually fast-draining process. Prabhu
et al. [9] found that octagonal drain port can efficiently suppress the vortex formation
compared to the traditionally used circular geometry.

In all the previous works, flat bottom tanks were considered to study Rankine
vortex formation. But in most of the practical applications (pressure vessels, cryo-
genic propellant tanks, etc.), tanks having curved base are employed which will
enhance air core vortex formation. Hence, it is felt that alternate geometric modifi-
cations of tanks should be thought of to investigate possible vortexing suppression
strategies. With this objective in mind, vortex formation during draining from a cylin-
drical tank with rotated liquid column is numerically investigated. Figure 1 illustrates
the present study configuration. Present investigation is intended to bring to light
the influence of base angle (&) and port diameter (d,,) on critical height of vortex
formation. For this purpose, numerical simulations were carried out considering a
broad range of base angle and port diameter values. Flow structures associated with
vortex formation were also analyzed in detail to provide a better understanding of the
formation of Rankine vortex. In real engineering systems such as liquid propellant
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tanks, vortex generation occurs and creates undesirable effects. This warrants novel
suppression vortex strategies like the one adopted in the present study.

2 Numerical Methodology

In this investigation, 2D axisymmetric numerical simulations are performed to
analyze the mechanism of vortexing phenomenon during draining of water from
cylindrical tanks.

Equation set for continuity, represented by Eq. (1), radial and axial momentum
conservation equations represented by Eqgs. (2) and (3), respectively, are solved to
describe the swirling and draining flow in tank. Air core phenomenon studied by the
numerical analysis can be satisfactorily captured using this axisymmetric assumption.

0 (1)
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Here, z is the axial component of the coordinate system, r the radial coordinate
component, u, the radial velocity component, p the density, and p the dynamic
viscosity, ¢ the time variable, g, is the component of acceleration due to gravity in
axial direction.

To track interface between two phases, VOF method has been employed. Park and
Sohn [10] assumed flow to be laminar; hence, authors are employing laminar viscous
model for simulating the flow field. The top open end of the tank was specified as
pressure inlet, the bottom draining end of the drain port as pressure outlet. The wall
of the tank was assumed to be stationary with surface tension coefficient 0.073 N/m
and contact angle 90°. Before iterations began, initial swirls were imparted to the
liquid column using custom field functions. An initial height of 350 mm, i.e., from
the top end of the drain port till the surface of the water column, the region was
initialized with water phase and the region above and below this was initialized
with air phase. The pressure-implicit with splitting of operators (PISO) scheme was
employed for pressure—velocity coupling to run the pressure-based solver. Pressure
staggering option (PRESTO!) employs a staggered grid or mesh, apart from the main
mesh to find face pressure value by means of pressure interpolation. It is compara-
tively efficient and can be employed with structures as well as unstructured meshes.
Non-iterative time advancement (NITA) formulation is also employed to reduce the
truncation errors.

Numerical simulations were conducted in a cylinder with diameter (d) of 100 mm
and height of 400 mm. To find a suitable mesh for the investigation, a grid indepen-
dency study was performed for all cases. A typical case of drain port diameter (d,
= 10 mm), initial rotation (n) = 200 rpm, and the base angle (#) = 15° is shown in
Fig. 2. The selected geometry and mesh are shown in Fig. 3a, b, respectively. Grid
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independency study suggests that a mesh with 81,121 cells is appropriate to conduct
numerical simulations.

Figure 4 shows the validation plot for validating the numerical solver. It is a plot
between non-dimensional critical height (H. = h¢/h;) versus initial rotation. This
study is conducted by the authors on flat bottom cylindrical tank with port diameter
(dp) = 10 mm for a range of initial rotation (n) ranging from 40 to 200 rpm with
a step size of 40 rpm. Experiments were conducted with rotating cylinder setup as
shown in Fig. 5 in which a cylinder filled with water up to an initial height (h; =
350 mm) is kept on the rotating disk. RPM controller maintains the required initial
rotation for a specified time. A rotation for 2 min was applied to the cylinder. After
2 min, cylinder rotation was stopped and fluid was allowed to drain. In this process,
an initial dip was generated at the free surface which subsequently penetrated the
free surface of the liquid to form a complete air core. Height of the free surface when
the tip of air core touches the drain port (critical height, i.) was measured using a
graduated scale vertically attached to the outer surface of the tank. Experimental and
numerical results are in good agreement with each other as evident in Fig. 3a the
error being below 5%.
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For studying the effect of base angle on vortexing phenomenon, values of angle
ranging from 0° to 60° were selected with a step size of 15°. For each value of
base angle, simulations were performed for values of port diameters (d,,) varying
from 4 to 12 mm with a step size of 2 mm. Effect of non-dimensional numbers, viz.
Reynolds number, Froude number, and Weber number on vortexing phenomenon,
was also investigated in this study. These non-dimensional numbers were obtained
using Buckingham m-theorem as a part of this study as follows.

Rotational Reynolds number = #, rotational Froude number = w \/g and
rotational Weber number = d3‘:f” , where p is density, u is dynamic viscosity, o
is surface tension coefficient, g is gravitational acceleration, and w is the angular
velocity.
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3 Results and Discussion

Numerical results on the effect of base angle and diameter on vortexing phenomenon
are presented in this section. Critical height is used to quantify vortexing phenomenon
and is non-dimensionalized with respect to the initial height of the liquid column (H
= h¢/h;). Figure 6 is a plot between H. and non-dimensional initial fluid rotational
speed (N =n * 1 min) for a typical non-dimensional port diameter (D = d/d) value
of 0.1. For all other port diameters tested, trend is nearly the same as shown in Fig. 6
and hence, not presented here. Authors have attempted to study the effect of port
diameter for a conical bottom shaped tank. It is observed from Fig. 7 that, critical
height of vortex formation decreases when value of port diameter is increased. This
observation is in agreement with the numerical simulation results of Sohn et al. [2]
with base angle zero. It is also observed from Figs. 6 and 7 that, H, is augmented
with initial rotation which is in agreement with the results reported [3, 4]. It could be
noted from Fig. 6 that, for a particular port diameter d;, = 10 mm, at a given initial
rotation value, H. reduces with increase in base angle. This means by employing a
conical bottom, efficient suppression of vortexing is possible.

Percentage suppression is computed for various values of liquid initial rotation
and base angles and is presented in Fig. 8. Percentage suppression is calculated using
Eq. (4) as given below

%s = <({H°}D—0A04 - {Hc}D_o.u)) « 100

4
{Hc}p=0.04 @

From Fig. 8, it could be noted that for all value of base angles, air core is efficiently
suppressed at the lower values of N. This means that a tank with conical bottom is
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efficient in suppressing the vortex when the disturbances in the system are very small.
As the value of N increases, efficiency in suppressing the air core goes down. Another
important observation is that at a given value of N, maximum vortex suppression
occurs at the highest value of base angle tested, i.e., at & = 60°.

It is important to know the physics behind the arrest of the air core vortex in
conical bottom tanks. For this, static pressure contours near the vicinity of the drain
port for a typical case are obtained and presented in Fig. 9. It is obtained for all base
angles with port diameter (d},) = 10 mm, n = 200 rpm and at a time instance of t =25
after draining of fluid. It is observed that for cylindrical tanks (@ = 0°), the drain port
is almost in a low pressure zone which attracts air core from free surface. However,
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Fig. 9 Static pressure contours at time instance t = 2 s

at the same instance of time, as base angle (9) is increased, the static pressure around
the drain port increases as evident in Fig. 9. High pressure zones will not attract air
core and hence vortex is suppressed.

Authors have also attempted to study the effect of non-dimensional parameters on
vortexing phenomenon. This is carried out at ¢ = 45° and d, = 10 mm. For this, H,
is plotted against Reynolds number (Re), Froude Number (Fr), and Weber number
(We). It should be specifically noted that, value of each non-dimensional parameter
is varied by keeping other non- dimensional parameters constant.

In Fig. 10, the variation in Re without altering other non-dimensional parameters
is numerically obtained by changing the value of dynamic viscosity of the fluid (u).
It is observed that non-dimensional critical height enhances with Re. Trend-wise,
this complies with numerical results obtained by Sohn et al. [7] when they studied
the effect of fluid temperature on vortexing. Figure 11 represents the change in H,
with respect to Fr. The variation in Fr is numerically obtained by changing the value
of acceleration due to gravity (g) unlike changing the d,, as in Gluck et al. [11].
After a slight increase in H. with Fr in the range 0 < Fr < 4, H drops significantly
at high Fr values reaching negligibly small critical height values at Fr ~ 8.5. This
trend is in very good agreement with the numerical results reported by Agarwal et.al
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[12]. Figure 12 represents the variation of H, with respect to We. The variation in
We without altering other non-dimensional parameters is numerically obtained by
changing the value of surface tension of the fluid (o). As evident in Fig. 12, We has no
significant influence on air core vortex formation, which is in line with the numerical
results obtained by Sohn et al. [7].

4 Conclusions

In the current study, effect of base angle on vortex formation was numerically inves-
tigated. It was found that by increasing the base angle, vortexing phenomenon can be
arrested efficiently. Results reveal that conical bottom tanks are effective in arresting
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air core vortex formed particularly at lower values of initial rotation. The study of
static pressure contours at the same instance of time for various base angles showed
that as base angle increases, low pressure inside the drain port vanishes, and this
ultimately reduces the formation of air core. Effect of port diameter was also studied
by keeping base angle constant. It is found that, as diameter increases, the critical
height of vortexing decreases. Reynolds number and Froude number are found to
substantially influence the air core formation, whereas Weber number does not seem
to have any impact on the vortexing phenomenon.
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During Diwali in Berhampur City, India: | @@
An Inclusive Annoyance Study

A. K. Sahu, S. K. Nayak, J. K. Mohanty, P. K. Pradhan, and C. R. Mohanty

Abstract Diwali is one of the main cultural festivals in India. Goddess ‘Kali’ is
worshiped and people celebrate with light and fireworks on that day. There are two
types of fireworks: one being producing sound and the other producing illumination
and lot of smoke. Burning of different fireworks generates acute noise and toxic
fumes which lead to noise and air pollution in ecosystems. The present paper deals
with noise pollution and air pollution during Diwali in Berhampur city, India. The
present study focuses on noise level and air pollution level in three different areas of
the city. Compare to normal days, on Diwali, the average equivalent continuous noise
level has been increased. The ambient air tested on Diwali day’s shows significant
rise of SO,, NO, and PM ¢ level compared to normal days. The authors feel it obliged
to propose few suggestions earned during study period.

Keywords Noise pollution - Air pollution - Fire crackers + Noise climate -
Equivalent continuous noise level

1 Introduction

Noise is unwanted and undesirable sound. Home appliances and ventilation systems
are the sources of noise in living house. In community areas, noise comes from
nearby road traffic, rail, construction works, religious functions (and temple prayers),
and social celebrations. During social celebration, using of drums, electronics loud
speaker, fireworks are the major sources of community noise. Though these commu-
nity noise last for short duration, but its effects cannot be ignored. Use of fire crackers
is not only in Diwali festival (in India) but also in several functions like New Year
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celebration and celebration of joy after winning games in throughout the world. So,
celebration of Diwali with fireworks is not an exception to it. Diwali is one of the
important festivals in India. Celebration of Diwali is mentioned in different scrip-
tures and mythological mentions. The earlier celebrations were limited to capital of
the kingdoms but with passage of time, the same was celebrated in all areas in India.
Goddess ‘Kali’ is worshiped and people celebrate with light and fireworks on that
day. There are two types of fireworks: one being producing sound (i.e., fire cracker)
and the other producing illumination and lot of smoke (i.e., fire illumine). Bursting
of fire crackers brings noise and air pollution to ecosystems where as fire illumine
produce only colorful light and smoke. Fireworks contain chemicals like aluminum,
arsenic, sulfur, manganese, sodium oxalate, potassium perchlorate, barium nitrate,
etc. Burning and bursting of different fire crackers generate acute noise and toxic
fumes.

Exposure of noise reduces psychological and physiological wholeness of humans.
The impacts of physiology are blood pressure, heart ailments, obesity, and many more
[1]. The impacts of psychological are sleep disturbance, annoyance, irritation, loss
of concentration, and many more [2]. High noise for longer period may bring tempo-
rary/permanent hearing problem (i.e., NITTS, noise-induced temporary threshold
shift, and NIPTS noise-induced permanent threshold shift). Sometimes, ear drum
gets damaged due to impact of sudden noise.

Berhampur is a rapidly growing city and having highest number of district- and
state-level establishment. It is treated as capital of southern Odisha. The city is
growing day by day as is becoming a business hub in Odisha. Due to its commercial
nature with dominating business community, all festivals are being celebrated with
much fanfare. Attention on noise and air pollution was given specifically to residential
areas in view of the historic judgment given by Honorable Supreme Court of India
to permit green crackers with time limit of two hours (8 pm to 10 pm).The present
study focuses on measurement and analysis of noise pollution and air pollution during
Diwali in Berhampur city.

2 Literature Review

Restrictions on the use of horns and use of old vehicles reduce the noise level and
reduce the annoyed persons in Cairo city [3]. WHO report [4] says that the adverse
health effects like disturbance in sleep, mental health, and performance reductions are
because of high noise in community areas. In a study, Singh and Davar [5] observed
that females are more affected than males because of community/religious noise. Holi
celebration and immersion of idol in various puja pollute the water but Diwali pollute
both the noise and air [6]. Noise level increases at commercial and residential areas in
Haridwar city during Diwali [7]. Besides noise and air pollution, Diwali celebration
generates huge amount of solid waste [8]. Rao et al. [9] found that the concentration
of PM; 5 and PM in air increases three times on Diwali day compare to normal days
in Nagpur city. Noise at all areas like commercial, silence, residential, and industrial
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areas in Kohlapur city enhanced during Diwali due to bursting of fire crackers [10].
Similarly, all residential, commercial, and silence areas are of Raipur city are affected
because of Diwali [11]. In another study in New Delhi [12], it is found that residential
areas are more affected than commercial areas during Diwali. Also, noise level and
level of SO; in air are increased significantly in New Delhi during Diwali [13].

Though the celebration of Diwali is for a short period, it is enough to affect human
health. In Diwali, the suspended particulate matter and respirable particulate matter
are high and it remains in air for a longer time in cold metrological condition. It
remains at lower height in atmosphere and causes lot of bronchitis problem [14].
The environmental effects and to tackle any mishap during Diwali due to bursting
and lightening of illumine are known to less numbers of citizens in rural and urban
areas. The health effects of fireworks also have same score among masses. In a
study, it is mentioned that People in Vishakhapatnam city are less aware of the health
consequences of pollutants emanating from fireworks during Diwali [15]. Fatality
in Delhi due to fire crackers and its toxicity in the air are reported and precaution
measures are suggested by Tondon et al. [16] and Murty [17].

3 Methodology and Experimentation

The present study was conducted in Berhampur city to evaluate the noise and air
pollution during Diwali. The geographical and sociological features of Berhampur
city are shown in Table 1. The recommended noise standards by Central Pollution
Control Board (CPCB, New Delhi) for different category areas are mentioned in
Table 2.

Though there is a restriction of Diwali celebration (with fire work) timing 8 pm—
10 pm, but practically, the fire crackers are bursted from 6 pm in evening and
continued up to 11 pm. So, readings were taken from 6 to 11 pm at three locations.
Locations were chosen like Tulsi Nagar as residential area, MKCG campus (Medical
college-cum-Hospital) as silence area, and Giri market as commercial area (shown
in Fig. 1). The suitable study points were chosen to avoid echo and obstruction of
sound. The readings were recorded on hourly basis in each location. Noise indices
as Lo, Lso, Loo, equivalent continuous noise level (Leg), Lyp, and noise climate (NC)
were calculated to measure the noise pollution level at all three locations.

Table 1. Geographical . S. No. Specifications Recorded value
features of Berhampur city
01 Population (2011 census) 3.6 Lakh
02 Geographical area 86.82 km?
03 Population density 4100 per km?
04 Latitude 19°32' N
05 Longitude 84° 78 E
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Table 2 Recommended noise standards in different areas by CPCB, New Delhi

Area code Category of area Environmental noise standards Leq (dB(A))
Working time/Day time Night time
(6.00 am-10.00 pm) (10.00 pm—06.00 am)
A Industrial area 75 70
B Commercial area 65 55
C Residential area 55 45
D Silence area 50 40
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Fig. 1 Three study locations in Berhampur city
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The noise levels were measured at all three locations with help of sound-
level meter-cum-hand-held analyzer (Bruel and Kjaer make). The ordinarily used
frequency weight is A-weighing, which implies that it resembles the human ear’s
response. The range of the instrument is 0—130 dBA. Calibration of the instrument
was made before taking readings. On Diwali, at a time, three instruments are used
simultaneously for the measurement of noise at three different locations.

3.1 Noise Measurement

Observations were carried out on Diwali day (i.e., 7th Nov. 2018) and a normal day
after a week. Noise was monitored from 6 to 11 pm. The percentile values as L, Lsg
and Lgy were recorded in each reading locations for determination of noise climate
(NC) and noise pollution levels. The values of noise indices are calculated as

(i) Noise Climate (NC) = Ljg—Lyg @))

(ii) Noise Pollution Level ( Lyp) = Leg + NC 2)

where L is the level of sound exceeding for 10% of total time of measurement, Ls
is the level of sound exceeding for 50% of total time of measurement, and Lo is the
level of sound exceeding for 90% of total time of measurement.

3.2 Air Pollution Measurement

Air (high volume) sampler-cum-analyzer (Envirotech 415) was used to estimate the
contents of total suspended particulate matter (TSPM). As the dust concentration in
air was more, duration of sampling time is short (apx. 10 min). Proper procedures
were followed for installation of glass fiber filter paper. The distilled water was filled
up to zero mark on meter scale of orifice meter. Particulate concentrations were made
by weighing filters and volume of air passed through the same. Laboratory analysis
was carried out by UV spectrophotometer to measure the concentrations of SO, and
NO,. Experimental results and their analysis of the present work are presented and
discussed in the next section.

4 Results and Discussion

The results and discussion of the present work mainly consist of the following;

(1) Assessment and analysis of noise pollution,
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(i) Assessment of air pollution,
(iii)) Social survey on Diwali celebration.

4.1 Assessment and Analysis of Noise Pollution

The Ly, Lso, and Loy values obtained from the observations were used to calculate
the NC, and L,,. The equivalent noise levels (L.q) obtained from the instrument
directly. The Lo, Lso, Loo, NC and Ly, are presented in Table 3. The comparisons
of Leq at different locations are presented in Figs. 2, 3 and 4 for better visualization
(Fig. 5).

On Diwali day, the noise levels at all locations were compared with normal day
and CPCB standard. The highest L.y at Tulsi Nagar, MKCG, and Giri market are
85.6 dB, 77.5 dB, and 89.8 dB, respectively. At all places, the highest noise level
timing is in between 8 and 9 pm as it is peak time of celebration with fire cracker
bursting.

4.2 Assessment and Analysis of Air Pollution

After testing the air with help of analyzer Envirotech-415 and spectrometer, the
concentrations of SO;, NO,, and PM/ per m?> of air are measured and are presented
in Table 4. A significant difference was noted between the study locations between
Diwali and non-Diwali day. This is shown in Fig. 5. PM |y was measured by mass
collected on filter and volume of air sampled. All the measured pollutants (in air) are
compared with prescribed limit.

The air quality analysis indicates the concentration of PM( during Diwali increase
and it exceeds the NAAQ Standards. Though concentration of SO, and NO, are
within prescribed limit, but it significantly increases compare to normal days.

4.3 Social Study

The excessive use of fireworks (both crackers and illumine) on Diwali day increases
the noise and air pollution levels. The pollution levels exceed the CPCB standard and
NAAQS standards which have an impact on the residents in the area as well adjoining.
As itis celebrated in whole the city, the scenario shall remain same irrespective of all
study areas. The health risks from fire crackers are very high as it contains sodium,
potassium chlorate, arsenic, nitrates, etc. Its presence in higher amount in atmosphere
shall definitely cause respiratory problems and shall multiply the already existing
ones.
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Fig. 2 Comparisons of Leq at Tulsi Nagar (residential area)
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Fig. 3 Comparisons of Leq at MKCG campus (silence area)

A social study was undertaken after Diwali at study locations. The respondents
were intimated personally with questionnaires. The total numbers of respondents
were 314. The questionnaires were based on (i) awareness on pollution, (ii) awareness
on health effects, and (iii) awareness on risk and safety measures. The details of the
data collected are shown in Table 5.
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Fig. 5 Air quality at all three locations during Diwali and normal days
Table 4 Concentration of SOz, NO, and PMjg at study locations
Locations Normal day Diwali day
Concentration (1 g/m3 of air) Concentration (uug/m3 of air)
SO, NO, PMjg SO, NO; PMg
Tulsi Nagar BDL 21.5 69 39.7 39.8 262
(residential area)
MKCG medical BDL 24.9 70 31.9 43.6 205
(silence area)
Giri market BDL 32.8 79 56.2 51.8 318
(commercial area)
NAAQ standards 80 80 100 80 80 100

‘Where NAAQ National Ambient Air Quality Standards and BDL below detectable level
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Table 5 Social survey on Diwali celebration

Subjects Tulsi Nagar (residential) MKCG (silence) Giri market

(commercial)

Numbers of respondents 108 (96 + 12) 102 91 + 11) 104 97 +7)
(male + female)

Awareness on pollution 21.3 36.3 26

(%)

Awareness on health 15.75 23.5 11.5

effects (%)

Awareness on risk and 10.2 17.64 13.46

safety measures (%)

Annoyed and against the | 31.5 36.2 279

use of fireworks (%)

Annoyed but in favor of 24.7 19.6 29.8
fireworks use (%)

Not annoyed but against 14.8 22.5 8.65

the use of fireworks (%)

Not annoyed and in favor | 29.6 21.5 33.65

of fireworks use (%)

5 Conclusion

Due to growth of population, the noise pollution and air pollution became intolerable
due to various sources and in addition to social celebration like Diwali. It is definitely
a cause of concern to every stake holders of the society.

The study represents the noise situation during Diwali day and a normal day after
a week in Berhampur city. The following observations are obtained at the end of

study.

1. At all places, the highest noise level timing are in between 8 and 9 pm as it is
peak time of celebration with fire cracker bursting.

2. The highest Leq at Tulsi Nagar (residential area), MKCG (silence area), and Giri
market (commercial area) are 85.6 dB, 77.5 dB, and 89.8 dB, respectively.

3. The air quality analysis indicates the concentration of PM;y during Diwali
increases significantly and it exceeds the NAAQ standards.

4. Though concentrations of SO, and NO, are within prescribed limit, but, it is
increased compare to normal days.

In spite of stricter guidelines by Honorable Supreme Court of India, people cannot
control themselves from using fire cracker. Control measures have to be adopted to
protect the citizens from exposure. The authors feel to suggest research outputs for
public awareness and for mitigation measures.

i. Use of fireworks (both cracker and illumine) should be minimized.
ii. Use of electric illumination should be encouraged instead of using fire illumine.
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iii. Fire crackers should not be used within 500 m of hospitals.

iv. Public awareness programme should be held much before Diwali to educate
them about the environmental impact because of using cracker.
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Performance and Analysis of Phase m
Change Material by Using Hybrid L
Nanofluid (Zinc Cobalt Iron Oxide)
on Thermal Energy Storage Device

Harish Kumar Sharma, Satish Kumar, and Mani Kant Paswan

Abstract This paper displays that effectiveness of latent heat storage device is
expanded by diminishing charging time of PCM by utilizing the blend of nanofluid
(Cobalt Zinc Iron Oxide) and water as heat transfer fluid. By utilizing nanofluids,
it is discovered that the charging time for paraffin wax is diminished to about 24%
and releasing time is additionally decreased to about 21%. Release of heat utilizing
nanofluid is not so recipient since it lessens the hour of releasing which is commonly
not required in this way it is encouraged to utilize nanofluid for charging reason and
basic water for releasing reason to get most extreme effectiveness of the framework.

Keywords Thermal energy storage -+ PCM -+ Nanofluid

1 Introduction

The fundamental goal of this investigation is to build the effectiveness of LHESS by
decreasing the charging time of PCM. This is finished by utilizing the blend of Zinc
Cobalt Iron Oxide, which fills in as HTF.

LHESS is a type heat exchanger, the space among shell and cylinder is stacked
up with PCM, and HTF is allowed to course through the cylinder in order to move
energy.

In this test study, the storage capacity of LHESS is gotten by utilizing PCM and
hybrid HTF. The thermal attribute, i.e., conductivity is recorded by shifting volume
fixation inside the scope of 0.24—1.4% at an interim of 0.24% and HTF temperature
inside the scope of 55-80 °C at an interim of 5 °C. The exhibition factors, for example,
charging, releasing, exergy, and by and large effectiveness are caught.

Some well-known investigations on thermal energy stockpiling framework acted
in the past are introduced underneath.
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Feldman etal. [1], overviewed a few natural materials and estimated the dissolving
focuses, freezing focuses, thermal properties, progress temperature, and inactive ther-
malth of combination in the groups of unsaturated fat like capric corrosive, palmitic
corrosive, lauric corrosive, and their paired blend, esters, ethers, blends of direct
alcohols and sulfur mixes in the scope of temperature 15—60 °C and idle temperature
of change 152-181 kJ/kg.

Abhat [2] explored the dormant thermalth of combination of various stockpiling
materials like natural materials (paraffin, unsaturated fats), inorganic salt hydrates,
eutectic mixes, and he additionally researched the softening and cementing attributes
of materials, various strategies for thermal investigation, freezing and liquefying
conduct of substances, thermal cycling test, and erosion testing in the temperature
run between 0 and 125 °C.

Lacroix [3] performed different analyses to get with the impact of the different
thermal and geometric parameters on the thermalth move process numerically and
built up an enthalpy-based technique model to ponder heat move conduct of LTES
with utilizing various kinds of balances.

Velraj et al. [4], improved the thermalth move rate in an idle thermal energy
stockpiling framework comprising of longitudinal blades on a round and hollow
vertical cylinders, miniaturized scale embodiment of PCM, embeddings metal lattice
in the PCM, and lessing rings by utilizing paraffin RT60 to defeat the downsides of
poor thermal conductivity of LHSM.

Banaszek et al. [5] examined transient conduct of PCM experiencing a non-
isothermal stage change and progress thermal attributes of paraffin wax in vertical
winding thermalth exchanger utilizing paraffin PPW20 as a PCM in the temperature
scope of 21-85 °C and found tentatively during thermaling and cooling of PCM an
example of convection and conduction dominants separately.

Sari et al. [6], tried myristic corrosive, and after that, thought about the thermal
presentation just as thermalth move attributes based on parameters like change time,
temperature range, and proliferation through strong fluid interface in the temperature
scope of 40—60 °C. He found that thermalth move from the thermalth exchanger to
PCM is to a great extent affected by regular convection.

Dimaano et al. [7], researched thermal qualities of C—L corrosive (capric and
lauric) with pentadecane in various volume proportion utilizing differential exam-
ining calorimetry examination by utilizing stockpiling case of length 420 mm,
internal measurement 30 mm, and found that 50:50 of C-L and pentadecane has
most elevated thermalth charged and 90:10 has vastest softening band.

Zalba et al. [8] investigated the material of PCM and thermalth move with strong
fluid connection and its different applications. She portrayed additionally about
material strength, thermo-physical properties, and epitome issues of PCM.

Alkan et al. [9] built up the strategy to expand the enthalpy of dissolving and
cementing of paraffin to build its LHTES limit by sulfonation at ionomer level in
the temperature scope of 44-56 °C. Different thermal properties were acquired and
showed that the enthalpy of liquefying and hardening of docosane and hexacosane
could be stretched out by sulfonation.



Performance and Analysis of Phase Change Material ... 109

(a) (b) (c)

Fig. 1 HTF sample preparation for the heat storage system, a hybrid nanoparticles, b HTF
preparation by sonication, ¢ HTF sample ready to use

The obstruction of low conductivity of paraffin can be improved by including
high conductivity nanoparticles. Execution of solar water heater joining PCM is
noted; similarly as nonattendance of research in structure change of LHESS using
nanoparticles is moreover noted.

2 Materials

Hybrid nanomaterial was acquired with immaculateness of over 99.4%. These
nanoparticles are about circular with a normal molecule size of 35—45 nm (nanome-
ters). It is showed up as dull dark colored in shading as demonstrated as follows
(Fig. 1).

These nanoparticles are dispersed in distilled water to prepare nanofluid to be
used as heat transfer fluid. Nanofluid was set up by including wanted centralization
of nanoparticles to water by ultrasonic shower sonication process, in which energy
is moved from the base of sonicator as ultrasonic waves to the mix of water and
nanoparticles for an impressive time as appeared previously.

3 Experimental Setup

The goal of the examination is to enhance storage capacity by utilizing PCM. There
are distinctive PCMs and the framework is intended to perform try different things
with in any event two PCMs independently. PCMs are kept in the tempered steel
chambers to stay away from heat move to the environment. Winding sort heat
exchangers are introduced in the chamber for charging and releasing (putting away
or extricating of thermal) purposes.
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Various pieces of the framework are associated with G.I channels of 2 inch size.
To coordinate the HTF according to the prerequisite, a few entryway valves are there
in the proper areas. To quantify various factors like temperature, stream rates, and
so on, particular sensors are put at the focused on focuses.

Water is utilized as a thermal move liquid (HTF) in the framework. During the
charging procedure, high temp water from the thermal exchanges thermal to the
PCM. In the releasing procedure, the virus water gets heat from the PCM. To supply
water for various purposes, three tanks are there in the framework.

The working of the structure begins with filling the cold HTF. The high temp
water offers thermal to the PCM by the procedure of conduction and convection
while spilling out of one finish of the thermal exchanger to the next. This phase
where the PCM procure energy from the high temp water is known as the boiling
water and is known as the charging stage. To discharge the PCM, cold water is sent
through the exchanger of the PCM chamber from the HTF source tank.

4 Results and Discussion

The temperatures of PCM at various areas in the capacity tank are recorded during
liquefying and during cementing under the HTF temperature 90 °C. The examination
of the consequences of utilizing deionised water as HTF and nanofluid concentrated
water as HTF is finished. Paraffin wax is taken as PCMs for trial reason.

4.1 Charging

Atfirst, the paraffin wax is at starting temperature (33 °C). During charging procedure
of paraffin wax utilizing water as HTF at 95 °C, the most extreme temperature spans
to 59.22 °C. The mass stream rate is taken as 8 LPM. As appeared in Fig. 2, at first,
the temperature of PCM rises quickly on the grounds that the temperature contrast
between temperature of PCM and HTF is high, so there is high addition of thermal
during this period. After which as the temperature contrast decreases, the PCM begins
to become balance out which totally reaches to liquefying temperature in 115 min.
So, time taken for the charging stage at 85 °C temperature is about 115 min. Figure 3
likewise shows temperature advancement during charging procedure of paraffin wax
utilizing nanofluid 85 °C. In this, the readings of thermocouple are set on a diagram
regarding time. The greatest temperature spans to 61.05 °C in around 88 min. The
time taken for the accusing period of nanofluid at 85 °C temperature is about 88 min.

From above chart, it is unmistakably obvious that the time during the charging
stage is decreased by 28 min which shows that the exhibition of the framework is
improved by utilizing nanofluids during charging stage for paraffin. By the utilization
of nanofluids, it is unmistakably found from the outcomes and appeared in Fig. 2
that the charging time for paraffin wax is decreased by about 24%.
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4.2 Discharging

After the charging system is done, the discharging technique is started expeditiously
bypassing cold HTF. During this procedure, the PCM in the annulus is in liquid
stages. Figure 3 exhibits the temperature of the PCM during the test unit with time
in hardening. It is seen that the temperature of the PCM is decreased rapidly near
the HTF pipe until it accomplishes a beginning temperature of the PCM (around
33 °C). During solidifying of the PCM, the thermalth is released. The temperature is
decreased rapidly once all the PCM have solidified. The time taken for the releasing
stage utilizing water is about 125 min. Figure 3 likewise shows the temperature of
the PCM as paraffin wax utilizing nanofluid. The time taken for the releasing stage
with nanofluid is about 102 min to accomplish a beginning temperature of the PCM
(around 34 °C).

Itis likewise unmistakably portrayed from the investigation and appeared in Fig. 3
that the releasing time is additionally diminished by utilizing nanofluids. For paraffin
wax, releasing time is decreased to about 21%.

5 Comparison with Earlier Work

To approve the dependability of results, the examinations between the present read-
ings and writing results were performed under the identical geometric parameters.
Figure 4 exhibits a correlation of normal temperature profile of PCM while charging
using water as HTF versus time between two works.

Results of present examination is in great simultaneousness with that of Jesumathy
et al. [10]. The normal charging time blunder is about 5.48% and the most extreme
charging time mistake is about 8.21% at 80 min. These blunders are inside the
acceptable extent of mistakes. In this way, it portrays that the physical model results
in the present paper are adequate.

6 Conclusions

It can be seen from above outcomes that release utilizing nanofluid is not so recipient
since it lessens the hour of releasing which is commonly not required along these
lines; it is encouraged to utilize nanofluid for charging reason and straightforward
water for releasing reason to acquire greatest effectiveness of the framework. By the
utilization of nanofluids, it is obviously found from the outcomes that the charging
time for paraffin wax is upgraded by approx. 24%. It is likewise plainly delineated
from the investigation that the releasing time is additionally decreased by utilizing
nanofluids. For paraffin wax, releasing time is decreased to about 21%. The decrease
in liquefying time of PCM is compulsory so it could get charged in less time or we
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say that by the utilization of nanofluid, the measure of thermal energy required

by the PCM to reach to its softening time is less.
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A Numerical Experiment )
on Thermo-fluidic Transport i
of Third-Grade Fluid Flow Through

a Porous Microchannel Under

the Influence of Combined
Electromagnetohydrodynamic Effect

Motahar Reza, Amalendu Rana, and Raghunath Patra

Abstract A theoretical investigation is done to analyze the thermo-fluidic trans-
port features of (electromagnetohydrodynamic) EMHD flow of third-grade fluid
in a microchannel through a porous medium. The viscous dissipation and Joule
heating are considered to analyze the thermal characteristics for this flow through
microchannel with porous medium impregnated by third-grade fluid. The reduced
governing equations which are becoming highly nonlinear due to considering third-
grade fluid are solved numerically to obtain the solutions for velocity and temperature
distributions. The novel results show that the unknown Nusselt number (Nu) has been
derived from bulk mean temperature to control the rate of heat transfer by applying
suitable strength of the magnetic field and electric field. The significant effects of
momentum and thermal transport phenomenon within the porous microchannel for
various physical factors such as Hartmann number, Darcy number, transverse electric
field, non-Newtonian parameter are elaborated in this work.

Keywords EMHD flow - Porous medium - Third-grade fluid - Joule heating -
Microchannel

1 Introduction

Microfluidics is used by engineers to design small-scale systems in modern science
and technology. In various micro-devices have been utilized in biomedical devices,
lab-on-chip devices, and MEMS. The electrolyte solution gets hold on walls of
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a microchannel, and the chemical reaction with solid—liquid interface cogenerates
an electric double layer (EDL) about the rampart of the microchannel. In most of
technology, enrapture of non-Newtonian fluid via microchannel is found, and this
transport mechanism is characterized by mathematically to considering the material
behavior on nonlinear relation between stress and strain rate. Recently, many theoret-
ical investigations by various flow problem have been examined by many researchers
to analyze the non-Newtonian characteristic. Many theoretical and experimental
studies on microfluidics are done by so many researchers and engineers because of
its broad area of applications in various areas like biomedical devices, lab-on-chip
devices, micropump, EMHD micropump, heat exchanger, etc. [1-4]. In the last two
decades, many researchers investigated the experimental and theoretical work on
EMHD flow in microfluidics. First, Jang and Lee [5] examined the pumping mecha-
nism in a microchannel by applying a magnetic field and demonstrated this result by
experimental observation. Chakraborty et al. [6] analyzed the electrokinetic effect on
flow through microchannel under constant wall heat flux conditions. Recently, Buren
et al. [7] studied the EMHD flow through a micro parallel channel with the corru-
gated wall by perturbation technique. Very recently, Rashid et al. [8] investigated the
EMHD effects on porous microchannel with the corrugated wall of a non-Newtonian
second-grade fluid by using the perturbation technique. An analytical solution of the
third-grade fluid flow through the microchannel in presence of electrokinetic and
magnetic field effect is examined by Wang et al. [9].

From the above motivational investigations, it is remarkable to examine the flow
transport and heat transmit phenomenon of third-grade fluid through the porous
microchannel. The main objective of this study is to find the approximation solutions
of the third-grade fluid flow using numerical technique inside a porous microchannel
with combined electromagnetohydrodynamic (EMHD) effects. The constitutive
governing equation is modified from the Navier—Stokes equation by using constitu-
tive relations of third-grade fluid model. The flow velocity distribution is obtained by
applying for the fourth-order Runge—Kutta method. The heat transfer phenomenon
is also analyzed in the presence of viscous dissipation, Darcy dissipation and Joule
heating effects. Further, the Nusselt number is obtained by finding bulk mean temper-
ature numerically. The graphical representation of the computed results of this flow
problem with several pertinent dimensionless parameters will be discussed in this
work.

2 Formulation of the Mathematical Model of the Problem

Consider a steady, laminar, fully developed viscous flow of an incompressible
non-Newtonian third-grade fluid in a microchannel through porous medium with
combined electromagnetohydrodynamic effects. The flow is assumed to be ther-
mally fully developed through the microchannel of height 24, width W 2k <« W)
and length L (2h <« L). Also, consider the electrolyte solution with viscosity u,
electrical conductivity o and density p. The origin of the microchannel is fixed at the
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Fig. 1 Physical sketch of the problem

middle of the channel with the unit base vector (ex, ey, ez), in the Cartesian coordi-
nate system. And the electric field E| is acted along the x-axis. The uniform magnetic
field B, is along the transverse direction of the flow. The transverse electric field £,
is generated along the z-direction (Fig. 1).

For incompressible third-grade fluid, the Cauchy tensor t is described as [10]

T=—pl+upA; +a1Ar + A2 + B1As + Ba(A1 Ay + Ay A)) +,33(U’A%)A1
)

where p is the pressure and o, a2, B1, B2 and B3 are material constants of the third-
grade fluid. A;, A, and Aj are the Rivlin—Ericksen tensors which can be expressed
as

Ay = grad(V) + {grad(V)}" ()

_ dAnfl

Ay
dt

+ A {grad(V)) + {grad(V)}'A, 1, n=2,3. 3)

Assuming a one-dimensional velocity in x-direction for the microchannel is given
by V = [u(y), 0, 0]. In this case, the simplified form of the momentum conservation
equation assuming a hydrodynamically fully developed flow through the porous
medium for potential field within the electric double layer (EDL) is written as

ap d2u+2('3 +’3)d du\?
0x _Mdyz S dy | \dy

u
+ pe Ex _ME _GeB§u+geByEz 4)
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p d [(du\’

P (ay +az)@{(@> } (5)
ap
a2 =0 (6)

If the modified pressure is defined as

N du\?
P =p—(2a1+az){(d—) } (7)
y

Since from Eqgs. (5) and (6), the pressure is only a function of x and i.e., p* =
p*(x). Therefore, in Eq. (4), the pressure gradient is constant. Then, Eq. (4) is written
as

dp* d*u
dx _Mdyz

+2(B +5)—d duy’ ¥ 0 Ex — it — 6, B2 + 0, B,E
e L e U O, 8
2 3 dy | \ dy P MK Y T
®)

The net charge density p, in the EDL depends on the EDL potential v, and it is
given by

Pe = —EK>Yr )]

The EDL potential i is well constructed by the linearized Poisson-Boltzmann
equation

d2
d—yf =iy (10)

The boundary conditions for the EDL potential distribution are

v =¢ at ¥ = —h, %=0aty=0 (11)
dy

where ¥k = ez<gi’;°T> is Dybye-Hiickle parameter and 1/« be the thickness of

the EDL. Here, ¢ be the constant zeta potential. By introducing the dimensionless
variables ¥* = /¢, y* = y/h, o = «h, and finally, one can obtain the non-
dimensional * as:

¥* = cosh(wy*)/cosh(w). (12)

Then, the simplified dimensionless form of the Eq. (8) is
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The dimensionless variables and parameters are given by
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where uys is the steady Helmholtz-Smoluchowski velocity, Ha is the Hartman
number, Da be the Darcy number, respectively. S is the transverse electric field
which indicates the strength of the electric field in x-direction, and P is described
as the constant dimensionless pressure gradient. § is the non-dimensional parameter
related to the non-Newtonian behavior of the third-grade fluid. The dimensionless
boundary conditions for the Eq. (13) is given by

du*(0)

(=) =0,
u (=1 dy

0 (14)

The energy equation for thermally fully developed flow of third-grade fluid
through a porous microchannel is expressed as

aT 3T du\*
pCpu— =krn— +2B2+B3)| =) +Q2+S; (15)
ax ay dy
Here, Q2 and S; are the volumetric heat generation due to viscous dissi-
2
pation and Joule heating, respectively. Here, 2 = u{(%) +l;(—2},Sj

o.(EX + B)Z, 2 —2E_.Byu), km, is the thermal conductivity of the fluid, Cp is the
specific heat of the liquid at constant pressure, and 7T is the local temperature of
the liquid. Introducing the non-dimensional temperature 7" = MnT—1w) where Ty
is the channel wall temperature and ¢, is the constant wall heat fflvix Further, for
thermally fully developed flow under imposed constant wall heat flux, one may write

2 . . .
% = % = % = constant and gx—€ = 0 in which T, is the bulk mean temperature.

The overall energy balance of an elementary control volume of the fluid with the
length of duct dx gives the following expression:

dT, h h
PCPhMma =qw +£Qd}’ +£dey (16)
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Then, the bulk mean temperature gradient can be obtained as

a, M
—> — — — constant. 17
dx pCp
where
N E2h  0.B2G G
M=i+ﬁiﬂ“LL+ﬁ(P%J
Um Um Um Um K

h h o du\2 h
—2E.0.By, G :{uzdy, F =£<@> dy, up ={udy.

The following dimensionless parameters are introduced to make dimensionless
the Eq. (15),

Muysh E2h
yztlﬁqnmwa,m=W%,&=%Ja
qw th qw

where y is the ratio of the heat generated by the interaction of the electric and
magnetic fields to heat conduction, Br is the Brinkman number which describes
the ratio of heat produced by viscous dissipation and heat transport by molecular
conduction, Sj is the Joule heating due to heat conduction. Then, by using (16), the
non-dimensional form of the Eq. (15) is obtained as

&7 . I du*\ 2 du\*
= yu™ — Br| Ha +D—a u** — Br — 2BBr -5  (18)

dy* dy* dy*
The corresponding non-dimensional boundary conditions are expressed as

7= ) _

T*(=1) =0,
&) o

19)

By taking the advantage of the velocity and temperature distribution, the non-
dimensional bulk mean temperature can be written as

krn(To — T) L w*T*dy*

TF =
b 6]wh fl—l w*dy*

(20)

Then, the rates of heat transfer at the wall are expressed in the form of the Nusselt
number which is obtained as

2hqy, 2

Nu=— I =
ktn(Ty — Tv) Ty

2n
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3 Results and Discussions

The velocity Eq. (13) and the temperature Eq. (18) are solved numerically with
the corresponding boundary conditions (14) and (19), respectively. These nonlinear
equations are solved numerically using the shooting method based on fourth-order
Runge—Kutta method in Matlab. Further, the Nusselt number is obtained numerically
by using the numerical integration methods.

This study deals the numerical solutions of the velocity and temperature profiles
of third-grade fluid under the influence of combined EMHD effects through a porous
microchannel. The variation of dimensionless velocity and temperature distributions
with different parameter values of the flow is discussed in this section. The interactive
influences of different non-dimensional parameters on velocity and temperature are
examined. The impacts of electromagnetic effect, the effect of porous medium and
the influence of non-Newtonian parameter are discussed on the flow velocity and
temperature distribution. The influence of viscous dissipation effect and Joule heating
effect is also examined on the temperature distribution. Further, the variation of heat
transfer rate is also discussed with various non-dimensional parameters.

The non-dimensional velocity profiles for v = 10, Da = 0.1, P = 0.5, 8 = 0.02
at different values of Hartmann number are shown in Fig. 2. Due to the absence
of transverse electric field (i.e.,S = 0), the velocity profile is decreasing when the
applied magnetic field (i.e., Hartmann number) is increasing which is illustrated in
Fig. 2a. But in the presence of the transversed electric field (i.e.,S = 3), it gives an
increasing trend on the velocity profile with an increase of Ha which is shown in
Fig. 2b. It can be noted that when S = 0 velocity becomes slower than the velocity
when S = 3. However, the flow velocity is always fully developed for both the cases
with the variation of applied magnetic field.

Figure 3a depicts the velocity distribution for several value of Darcy number. In
the presence of transverse electric field when the Darcy number is increasing, then
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Fig. 2 Variation of velocity distribution for several value of Hartmann numbera S =0,b § =3
for parameter values w = 10, Da = 0.1, P = 0.5, § = 0.02
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Fig.3 a Variation of velocity distribution for several value of Darcy number, b variation of velocity
distribution for several value of non-Newtonian parameter for parameter values S = 3, v =
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Fig. 4 Variation of temperature distribution for several value of Ha.a S =0,b S =3

the flow velocity is also increasing which is represented in Fig. 3b. So, it is very
interesting to know that the velocity of the fluid always increases in high porous
medium, but it is slower than the velocity when there exist both components ‘flow
aiding’ and ‘flow opposing’(~ o. Bju) due to the imposed electromagnetic field.

The dimensionless velocity distribution for different non-dimensional parameters
Ha=1,Da=0.1, P = 0.5, S = 3 at different values of non-Newtonian parameter
isillustrated in Fig. 3b. From this figure, it can be observe that the velocity is increased
when the non-Newtonian parameter value increases. Also, it can be noted that when
B = 0, then the fluid is a Newtonian fluid, and for the other values of S, it behaves
the non-Newtonian fluid characteristics.
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The temperature distribution of the flow is described in Fig. 4 for the parameter
values w = 10,Da = 0.1, P = 0.5, 8 = 0.02, Br = 0.04, y = 0.008, Sy = 0.6
with variation of the applied magnetic field which embodied by Hartmann number.
In the absence of transverse electric field, i.e., when S = 0, it is failed to trigger any
apprehensible change in the associated temperature distribution with the increasing
magnitude of Ha which is delineated in Fig. 4a. But in the presence of transverse elec-
tric field, the temperature profile is increasing when the Hartmann number increases
which is illustrated in Fig. 4b. From both figures, it can be observed that the temper-
ature rises due to enhancement of flow aiding component of the imposed applied
electromagnetic field.

Figure 5 exhibits the influences of the dimensionless temperature distributions
with different Debye—Hiickel parameters and Darcy numbers, respectively. Figure 5a
depicts that when Debye—Hiickel parameter is enhanced, then the temperature is
reduced. The temperature profile has an increasing trend when the Darcy number is
increasing which is shown in Fig. 5b. So, it was found that the temperature becomes
high in high porous medium. The influence of non-Newtonian parameter is analyzed
in Fig. 6a. From this figure, it is noted that the temperature profile is decreasing
with the increase of non-Newtonian parameter. But the temperature becomes greater
when 8 = 0, i.e., when it is a Newtonian fluid.

The viscous dissipation and Joule heating effects are playing very important role in
thermal transport characteristics. The viscous dissipation effect which is represented
by Brinkman number (Br) and Joule heating effect, represented by (Sy), is shown
in Figs. 6b and 7a. It can be observed that the temperature increases when there is
an increasing trend on Brinkman number (see Fig. 6b. It is very interesting to know
that when the viscous dissipation effect is negligible (Br = 0), then the temperature
is lower than the temperature due to viscous dissipation effect. Figure 7a illustrates
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Fig. 5 a Variation of temperature distribution for several value of Debye-Hiickel parameter.
b Variation of temperature distribution for several value of Darcy number for parameter values
P =0.5,8=0.02,Br=0.04, y =0.008, S; = 0.6
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Fig.7 a Variation of temperature distribution for several value of Joule heating parameter for param-
eter values w = 10,Ha =1,Da =1, P = 0.5, y = 0.008, Br = 0.04, 8 = 0.02. b Comparison
of temperature distribution with dissipation and Joule heating effects

the influence of Joule heating effect on the temperature profile. It is seen that the
temperature profile is increasing when the dimensionless Joule heating parameter
increases. As depicted in Fig. 7b, the dimensionless temperature of the fluid is higher
for Br = 0.03, Sy = 0.6 compared to the other cases, and the temperature is lower
for Br =0, Sy = 0.5.

The effects of porous medium and the effect of non-Newtonian parameter on the
Nusselt number are delineated in Fig. 8a, b, respectively. For all cases, the Nusselt
number is increasing with increases of other parameters. But for non-Newtonian
parameter, it increases rapidly which are shown in Fig. 8b. Also, it can be observed
that for low porous medium, the Nusselt number is low.
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Fig. 8 Variation of Nusselt number a with varying magnitude of Darcy number, b with varying
magnitude of non-Newtonian parameter

4 Conclusions

In this present study, the velocity and temperature distribution are investigated numer-
ically for the third-grade fluid flow through a porous microchannel with EMHD
effects. The following observations can be drawn from this numerical study:

Due to the absence of trigger any apprehensible change in the associated
temperature distribution with Hartmann number.

The velocity and temperature both are proportional to the Darcy number. That
means both are increasing in high porous medium.

The velocity and temperature both are decreased for increase of the given non-
transverse electric field, and the applied magnetic field (represented by Hartmann
number) is inversely proportional to the velocity profile. Whereas the velocity
and temperature both are proportional to Hartmann number in the presence of
transverse electric field.

The velocity and temperature both are decreased for the increase of the given
non-Newtonian parameter.

The Nusselt number increases rapidly for the influence of the non-Newtonian
parameter.
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Experimental Investigation )
of Performance and Emissions L
of Single-Cylinder Diesel Engine

Enriched by Hydroxy Gas for Various
Compression Ratios

Manoj Dahake, Shrishant Patil, and Dileep Malkhede

Abstract The hydroxy gas due to its carbonless structure is considered as a potential
supplement fuel for IC engines. It reduces the burden of energy imports and reduces
carbon containing tailpipe emission. Hydroxy gas has unique properties due to the
absence of carbon which is considered as better alternative fuel compared to other
options such as LPG and CNG. In the current study, a single-cylinder VCR research
engine was used with constant flow of hydroxy gas in the intake manifold and the
performance is compared with baseline diesel performance at varying compression
ratios. Hydroxy gas is produced by means of conventional electrolyzer and consumed
to eliminate the requirement of storage device. According to experimental results, the
brake thermal efficiency increases by 7.36%, 7.68% and 9.25% and BSFC reduces
by 10%, 10.71% and 15% at full load condition at compression ratio of 16, 17
and 18, respectively. Improvement is seen in performance parameters as well as in
emissions also, and HC reduces by 6%, 8% and 33% and CO reduces by 10%, 12%
and 23% at full load condition on same compression ratios, respectively. However, at
higher compression ratio, NO, emissions rise could not be prevented. The increase
in compression ratio resulted in reduction of smoke opacity. It was observed that the
enrichment of hydroxy gas has resulted in complete combustion with lesser emissions
at all compression ratios. It is observed that enrichment technique has potential of
getting maximum benefit at higher compression ratios.
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1 Introduction

The petroleum crude reserves usage is at high rates in developed nations. The poten-
tial threat due to uncertainty of petroleum products is an important contemplation for
research and development of alternate fuels for transportation and power generation
in the future. Hydroxy (HHO) gas is reviewed as the best clean and green alterna-
tive fuel among all gaseous fuels by the researchers. The price controlling and the
uncertain reserves are major inducement to pursue energy threat. Fossil fuel usage
which is one of the reasons for global warming and air pollution is major notable
environmental and societal problem [1]. The hydroxy gas needed the strong research
and development along with expositions of it for the use in diesel engine. The carbon-
less structure of hydroxy gas has the advantage of hardly harmful emissions with
higher thermal efficiency. Also, it can be used in a dual fuel mode in combination
with other fuels. This study helps to investigate the performance characteristics and
enhancement in engine performance using hydrogen as supplement fuel. Addition of
hydroxy gas in diesel engines results in improving the thermal efficiency and specific
fuel consumption and lessening in HC and CO emission [2].

The fuel is considered suitable for internal combustion engines when the tailpipe
emission relating to local pollution norms is less, its cost should be less, practicality
to use and acceptance by customer. Hydroxy gas is well thought-out as clean burning
fuel due to its carbon less structure. Hydroxy gas contains the mixture of oxygen
and hydrogen at 1:2 ratio, and after combustion, the byproduct is only water. It
is a non-odorant, non-toxic, gaseous matter and burns entirely. On burning with
hydrogen, combustion process does not generate toxic products like hydrocarbons,
carbon monoxide, carbon dioxide, oxide of sulfur and organic acids except for the
formation of NO,. Many researchers have investigated that the use of hydrogen in
premixed charge in engines gives more fuel efficiency and less emissions. Pre-mixing
of hydrogen with air in intake manifold of engines resolves the problem, as the diesel
injection timings can be varied to control ignition by giving additional substantial
advantage of improving combustion with the use of hydroxy gas. Poor or varying
ignition characteristic fuels can be used in diesel engine by pre-mixing. However,
this enrichment technique makes less acceptable for transport applications because
of the requirement for two fuel supply, storage and injection systems. But, a better
option is onboard generation of the hydroxy gas for transport vehicles which makes
it popular. Also, the hydroxy gas-based internal combustion engines are cheaper
than hydrogen fuel cell vehicles in terms of fuel cost, while hydrogen fuel cell
vehicles achieve highest fuel efficiency and hence, can serve bridge for development
of infrastructure for hydrogen fuel. Hydrogen has a wide flammability range and high
autoignition temperature which makes it extremely popular for lean-burn engines
operating at higher compression ratio, and due to high flame speed, knocking of
engine can be prevented to greater extent. The flame velocity of hydrogen is much
faster than other fuel which allows oxidation with minimum heat transfer which
improves thermal efficiency. However, particularly at high loads, hydrogen operated
engines prone to pre-ignition firing as the ignition energy is significantly lower than
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that of conventional fuels. Hydroxy gas has the ability to burn particularly at lean
equivalence ratios. Efficiency may improve due to small quenching gap which allows
fuel to burn completely. The main drawback of hydrogen use as a fuel is volume
of hydrogen which contains less energy irrespective of higher heating value than
hydrocarbon fuel due to its lesser density [1-3].

2 Hydrogen Combustion Characteristics

Hydrogen or hydroxy gas combustion is mostly unlike than that of combustion of
hydrocarbon fuel. Hydrogen has large flammability range of 4—75% by volume in air
compared to that of diesel of 0.7-5%. The least ignition energy (i.e., 0.02 mJ) enables
hydrogen engine to run on lean A-H-F mixtures confirming timely ignition. But, the
hot spots present in the cylinder create the issues such as backfiring and premature
ignition which can be extinguished by avoiding hot spots in the intake manifold and
combustion chamber which acts as an ignition source for combustion and by exhaust
gas recirculation or water injection techniques. The lighter density of hydrogen (i.e.,
0.0837 kg/m?) compared to air enables it to disperse into the atmosphere fastly. The
hydrogen diffusivity is 0.63 cm?/s. Hydrogen contains the highest energy-to-weight
ratio among all fuels. The highest flame velocity of hydrogen (i.e., 270 cn/s) results
in a rapid rise in cylinder pressure. The higher autoignition temperature of hydrogen
(i.e., 585 °C) permits it to be used in IC engine at larger compression ratio [3].
The hydrogen can be used in dual fuel mode in diesel engine. It has been observed
that the small horsepower diesel engines converted on hydrogen diesel operation are
working efficiently. Addition of hydroxy gas into diesel engine can reduce harmful
emissions, but increase in NO, could not be prevented because of high temperature
induced during combustion within the combustion chamber. The oxygen combines
with the nitrogen in the air forming oxides of nitrogen at this high temperature [4].

Table 1 gives comparison of combustion characteristics of diesel, petrol and
hydrogen.

3 Experimental Procedure

The diesel engine setup enriched with hydroxy gas which is generated through dry
cell hydroxy (HHO) gas generator used for the experimentation of presented work is
shown in Fig. 1. The experimental investigation was carried out by varying compres-
sion ratio on VCR research engine at invariable hydroxy gas flow rate. Table 2 shows
the engine specifications of diesel engine used for the study which is connected
to eddy current dynamometer for varying the load and measured data is stored in
computer. The AVL DiGas444 emission gas analyzer is used to measure emissions
and AVL 437 diesel smoke meter is used to measure smoke opacity, respectively.
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Table 1 Comparison in combustion characteristics of diesel, petrol and hydrogen [3-6]

Properties Diesel Petrol Hydrogen
Autoignition temperature (°C) 257 260460 585
Least ignition energy (mJ) - 0.24 0.02
Flammability range (vol% in air) 0.7-5 1.4-7.6 4-75
Stoichiometric air—fuel ratio 14.5 14.6 343
Limits of flammability (equivalence ratio) - 0.7-3.8 0.1-7.1
Density at 16 °C and 1.01 bar (kg/m?) 833-881 721-785 0.0838
Calorific value (J/kg) 42,500 43,900 119,930
Flame velocity (cm/s) 30 37-43 265-325
Quenching gap in NTP air (cm) - 0.2 0.064
Diffusivity in air (cm?/s) - 0.08 0.63
Research octane number 30 92-98 130

Fig. 1 Experimental setup used with hydroxy gas generation

Firstly, the benchmarking for diesel was done. Here, we considered the compres-
sion ratio 16, 17 and 18 for experimentation work. The engine is started by setting
to compression ratio 16. The base readings were taken for compression ratio 16 at
constant speed of 1500 rpm for different loading conditions ranging from 4 kg, 8 kg
and 12 kg. Then, measurements were taken for different loading conditions consid-
ered at constant speed of 1500 rpm by enriching the intake air with hydroxy (HHO)
gas at constant flow rate of 1 lpm through intake manifold, and the same approach
was adopted for compression ratio of 17 and 18. The measured performance data is
recorded in computer using engine soft engine software, and emissions and smoke
were recorded.
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Table 2. Diesel engine Engine specifications

specification used for

experimentation Engine model TV1
Make Kirloskar diesel engine
Brake power (kW) 35
Maximum speed (rpm) 1500
Bore (cm)/stroke (cm) 11/8.75
Connecting rod length (cm) 234
Compression ratio (VCR) 12-18
Stroke 4
Number of cylinder Single
Swept volume (L) 0.6615

4 Result and Discussion

The baseline diesel operation is compared for different compression ratios with
hydroxy (HHO) gas addition for combustion, performance and emission character-
istics.

4.1 Combustion

The cylinder pressure variation with respect to crank angle for considered different
compression ratio is shown in Fig. 2. The baseline diesel operation results are
compared with hydroxy gas enrichment at various compression ratios. The high rate
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Fig. 2 Variation of cylinder pressure with crank angle for various compression ratios
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of pressure rise results in attaining peak pressure close to TDC. The peak pressure
at full load condition increased by 1.47 bar from 42.83 to 44.25 bar for compression
ratio 16, by 1.65 bar from 44.31 to 45.96 bar for compression ratio 17 and by 1.76 bar
from 49.19 to 50.90 bar for compression ratio 18 after enrichment with hydroxy gas.
The advancement in peak pressures while inducting hydroxy gas is due to instanta-
neous combustion of diesel along with hydroxy gas. For CR 16, the peak pressure
1.416 bar is achieved at 15° after TDC when enriched with hydroxy gas. For CR
17, the peak pressure 1.647 bar is achieved at 13° after TDC. For CR 18, the peak
pressure 1.715 bar at 12° after TDC can be seen when enriched with hydroxy gas.

4.2 Performance

4.2.1 Brake Thermal Efficiency

The brake thermal efficiency for baseline diesel and after enrichment of hydroxy
(HHO) gas was compared for various CR of 16, 17 and 18 as shown in Fig. 3. The
brake thermal efficiency of diesel engine after enrichment with hydroxy (HHO) gas
at all various compression ratios was found higher compared to diesel operation due
to increased calorific value of A-H-F mixture, and homogeneous mixing of hydroxy
(HHO) gas with air results in complete combustion of fuels. Hydroxy gas instantly
starts to break the heavier hydrocarbon molecule of diesel fuel initiating the chain
reaction and also results in efficient combustion and higher brake thermal efficiency
than baseline diesel operation.

For compression ratio 16, there is 7.36% increase in thermal efficiency from
28.68 t0 30.96%, whereas, for compression ratio 17, an increase of 7.68% in thermal

BTHE vs Load

BTHE (%)

4 8 12
Load (kg)
®CR 16 base ECR 16 HHO 1 1pm = CR 17 base
®CR 17HHO 1 Ipm ® CR 18 base " CR18HHO 1 Ipm

Fig. 3 Variation of brake thermal efficiency for various compression ratios
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efficiency from 30.26 to 32.78% is observed. The thermal efficiency for compression
ratio 18, an increase from 32.44 to 35.75%, increases by 9.25% compared to baseline
diesel operation is observed. The brake thermal efficiency is higher at compression
ratio 18 at full load condition after enrichment with hydroxy (HHO) gas.

4.2.2 Specific Fuel Consumption

The variation in the specific fuel consumption for baseline diesel operation and
hydroxy gas enrichment for compression ratios 16, 17 and 18 is as shown in Fig. 4.
The maximum specific fuel consumption is observed at 4 kg load for all compression
ratios, and then, it reduces subsequently toward full load operation. The reduction
in specific fuel consumption has been seen after enrichment for each compression
ratio.

The homogeneous mixing of hydroxy (HHO) gas along with air reduces SFC
which results in complete burning of overall mixture inside the combustion chamber.
The wider flammability range and higher flame speed of hydroxy gas help the mixture
to be burned completely at faster rate at constant speed conditions. Lower ignition
energy of hydrogen in mixture assists diesel fuel to be burned under lean-burn condi-
tion also. The specific fuel consumption is reduced for all compression ratios 16, 17
and 18 by 10%, 10.71% and 15%, respectively, a maximum of 15% reduction in
specific fuel consumption can be seen at compression ratio 18. Higher compression
ratio needs to be preferred to reduce the specific fuel consumption because hydrogen
can be compressed at higher compression ratio. At load 4 kg, the reduction in specific
fuel consumption is 10.71%, 9.8% and 8.1% for all compression ratios of 16, 17 and
18, respectively.
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HC Emission vs Load
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Fig. 5 Variation of hydrocarbon emission for various compression ratios

4.3 Emissions

4.3.1 Hydrocarbon Emission

Figure 5 shows the variation in HC with and without hydroxy gas enrichment which
is compared with diesel baseline operation for all considered compression ratios. As
hydrogen is carbon-free fuel, hydroxy gas burning with diesel results in reduction
in hydrocarbons, and due to high temperature in the cylinder, the carbon particles in
main fuel and in lubricating oil will oxidize and convert into carbon dioxide.

The HC emission reduction is observed as the compression ratio increases for
both with and without enrichment of HHO. The shorter quenching gap and wider
flammability limits of hydrogen produces less hydrocarbon emissions. For compres-
sion ratio 18, due to better combustion with hydrogen, the hydrocarbon emission is
reduced by 33%, whereas the average percentage of HC emission reduction of 6%
and 8% for compression ratio of 16 and 17 is observed. This is due to low compres-
sion ratio yielding in rise of HC emission. The hydrocarbons were reduced from 53
to 34 ppm at full load for 18 compression ratio with 37% maximum reduction as
compared to neat diesel operation.

4.3.2 Carbon Monoxide Emission

Figure 6 shows that carbon monoxide varies with and without hydroxy gas enrichment
at different compression ratios. It has been seen that CO was reduced with addition
hydroxy gas for all considered compression ratios. With the increase in compression
ratio, the CO emission decreases for both baseline and hydroxy enriched combus-
tion. The absence of carbon in fuel is the main reason for reduction in CO emission.
An average of 10%, 12% and 23% reduction in CO emission can be observed when
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CO Emission vs Load
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enriched with hydroxy gas, for all considered compression ratio. It has been seen that
for 18 compression ratio, the CO emission is decreased more compared to compres-
sion ratio 16 and 17. For 18 compression ratio, CO emission reduced from 0.06% to
0.04% by volume, with 33% highest reduction at full load condition.
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4.3.3 Oxides of Nitrogen Emission

Figure 7 shows that the nitrogen oxide varies with respect to the load on engine with
and without enrichment for all considered compression ratio. The reasons for forma-
tion of nitrogen oxides are the peak combustion temperature, the oxygen concentra-
tion and the residual time of higher temperature gas inside the cylinder. The higher
calorific value of hydroxy gas causes rapid rise in temperature in combustion chamber
because combustion leads to increase in NO emission. It has been found that NO
increases with hydroxy gas enrichment for all considered compression ratio. It is
observed that NO increases from 510 to 565 ppm, from 493 to 542 ppm and from
480 to 518 ppm and for CR 18, 17 and 16, respectively at fully loading condition.

4.3.4 Smoke Emission

The smoke by the test engine when operated with pure diesel fuel and hydroxy
(HHO) gas enriched at 1 Ipm at various load ranges of the engine for all considered
compression ratios is compared as shown in Fig. 8.

When hydroxy (HHO) gas is enriched, the smoke reduces substantially. The main
reason for formation of smoke is incomplete combustion of the air—fuel mixture. The
hydroxy (HHO) gas enrichment helps in complete combustion of air—fuel mixture
in combustion chamber resulting in lesser smoke. When hydroxy gas at 1 Ipm is
introduced during full load operation, the smoke opacity reduced to 8% as that of
10% for neat diesel operation for 18 compression ratio. Also, the smoke opacity is
decreased from 4.1 to 3.8% and from 7 to 5% and for compression ratio 16 and 17,
respectively.

Smoke vs Load
12

10

Smoke (% opacity)
o

a 8 12
Load fkg)
= CR 16 base = CR 16 HHO 1 Ipm = CR 17 base
= CR 17THHO 1 lpm = CR 18 base = CR IS HHO 1 Ipm

Fig. 8 Variation of smoke for various compression ratios
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5 Conclusion

The improvement in performance and reduction in emissions was observed with
the enrichment of hydroxy gas at higher compression ratio except the exhaust gas
temperature and ultimately NO,. The result from the experiment shows that hydroxy
gas enrichment worked best at compression ratio 18.

From the experiments we conclude the following

e The maximum peak pressure observed for compressionratio 18. The peak pressure
rise of 1.715 bar from 49.188 bar to 50.903 bar is observed for compression ratio
18 when enriched with hydroxy gas at full load condition.

e The higher thermal efficiency is obtained for CR 18, an increase of 9.25% com-
pared to baseline diesel operation of engine.

e The marginal decrease in specific fuel consumption was observed which was
reduced by 15% for compression ratio 18 at fully loaded condition.

e The increase in exhaust gas temperature is seen at all three compression ratios
with enrichment of hydroxyl gas.

e The better combustion due to hydroxy gas enrichment at higher compression ratio
leads to reduction in HC by 33%.

e The CO was decreased marginally with an average of 23% at all compression
ratios.

e The increase in NO could not be prevented with hydroxy gas enrichment for all
compression ratios, and for compression ratio 18, the NO found to be increased
from 510 to 565 ppm.

e The smoke opacity obtained was found to be less, i.e., 8% as that of 10%, for
neat diesel operation for compression ratio 18 and reduces with decrease in
compression ratio.

The NO emissions were found to be increased with increasing compression ratios;
the exhaust gas recirculation technique can be implemented to decrease NO emission.
The CO, emission may increase at higher flow rate of hydrogen due to complete
conversion of CO in CO,. After-treatment devices should be used to reduce CO,
emission. The enrichment of hydroxy gas for various flow rates can be further studied
to improve the performance and reduction the emission from diesel engine.
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Biomethanation of Aloe Vera Waste )
for Energy Production L

Diksha Srivastava, Deepak Sharma, and Nafisa Ali

Abstract The study deals with the use of waste produced by Aloe vera processing
plants as alternate feed in biogas plant. The waste consists of Aloe vera leaf peel, tenta-
cles, gel froth, etc., which is non-edible by ruminants and on composting produces
foul smell, creating environmental pollution. An Aloe vera waste-based 2 cum modi-
fied KVIC biogas plant, having a mechanical hand-driven mixing unit to solve the
problem of chocking of biogas plant, has been developed and installed at user’s
site. The study reveals that the average monthly gas production from Aloe vera
was 238.58 L/kg dm, and the average methane and carbon dioxide percentage were
57.67 and 36.82%. Therefore, Aloe vera waste can be used as adduct and substrate
for increased biogas production as compared to cattle dung.

Keywords Aloe vera waste + Biomethanation + Modified KVIC biogas plant *
Renewable energy

1 Introduction

The renewable energy sources are being considered as an alternative to solve energy
needs and reduce environmental problems. Compared with other renewable energy,
biomass from different production processes is an interesting alternative. Biogas
technology seems promising to attain sustainable energy yields without damaging
the environment only when it is produced through anaerobic digestion (AD) and
recovered properly. The term ‘“anaerobic” suggests that the process occurs in the
absence of free oxygen and produces CH4 through decomposition of waste in nature
and reduces environmental pollution.

Various forms of agro-wastes, industrial waste and their by-products and animal
dung are providing safe and convenient sources of energy in the form of biogas
and liquid fuel. These wastes create much nuisance in the environment if disposed
without processing. Aloe vera (Aloe barbadensis Miller) is a perennial evergreen
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Fig. 1 Waste generated by Aloe vera processing plant

plant with fleshy leaves. The botanical genus of Aloe vera has always been classified
in the family called Liliaceae [1]. Economically, Aloe vera had found importance by
being an important ingredient in many of the medicinal, cosmetic and food products
[2-4]. Among all the product-type segments, Aloe vera whole leaf extracts will
continue to grow at a relative higher rate, representing 41% volume share of the
market in 2016 [5]. The major areas under Aloe vera cultivation in India are Alwar in
Rajasthan, Satnapalli in Andhra Pradesh and Rajpipla in Gujarat. It is also cultivated
in the dry areas of states of Maharashtra and Tamil Nadu [6].

Present study deals with the problem of waste disposal produced by the Aloe vera
processing plant. The waste generated consists of leaf peel, tentacles, froth of gel,
etc. (Fig. 1). The produced Aloe vera processing waste cannot be used as cattle feed;
whereas, on composting it produces foul smell leading to environmental pollution
and problem for the nearby residents. Although, previously, research has been done
for alcohol production which has also been reported, but using it as biofuel for energy
purposes is not techno-economically feasible process [7].

Therefore, the best strategy is to manage and utilize such waste to use them as
“biomass” resources rather than disposing of as “waste” for serving not only energy
and economic benefits but also environmental benefits. The produced biogas provides
energy for heating, cooking and lighting; whereas, the digested slurry can be directly
used as manure for agriculture. Therefore, biomethanation of such waste is a better
solution for their disposal.

2 Experimental

Aloe vera used for the study was collected from College of Technology and Engi-
neering campus. The leaves were peeled to remove the gel, leaving the waste.
Biochemical analysis of Aloe vera waste was done using standard methods of APHA
and compared to that of fresh cattle dung to check its feasibility to be used as feed
for biogas plant. The results are shown in Table 1.
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Table 1 Biochemical analysis of Aloe vera and cattle dung (fresh)
Substrates TS% MC% VS% C % N % P% K% pH
Aloe vera 391 96.09 81.00 46.98 6.5 0.29 0.68 6.1
Cattle Dung 18.84 81.16 82.67 47.55 1.93 0.63 0.17 7.2

TS total solids; MC moisture content; VS volatile solids; C carbon; N Nitrogen, P phosphorus, K
potassium

Table 2 Treatments with different ratio of Aloe vera and cattle dung

Treatment | Alv.(g) |CD(g) |Ratio |BSS(ml) |Water(ml) |GasinLkg™!dm™!
T 400 - 100:0 |60 500 214.82
T, 200 200 50:50 |60 500 220.23
Ts 100 300 25:75 |60 500 258.23
Ty 300 100 75:25 |60 500 240.44
Ts - 400 100:0 |60 500 225.32

Alv. Aloe vera, CD cattle dung, BSS biogas spent slurry

Laboratory study was done using batch-type digester, and the gas was collected
using water displacement method. Total five sets with three replications were
prepared having different ratio of cattle dung and Aloe vera waste. Table 2 shows
the treatments with different ratio of Aloe vera and cattle dung along with the gas
produced by each of them. The results are the calculated average of the three repli-
cations taken of each treatment. Maximum gas production was observed in the set
having cattle dung to Aloe vera ratio 1:3, i.e., 258.23 L/Kg dm.

Field study was carried out on an Aloe vera waste-based modified KVIC biogas
plant of 2 cum capacity, which has been developed and installed successfully at user’s
site, Sh. Heera Lal Meena, Gram: Padla, Panchayat Samiti: Devpura, Distt.: Udaipur
(Rajasthan) in Padla village. Following parameters were considered in designing of
biogas plant:

W = Weight of waste/substrate fed per day (kg/day).

G = Gas production rate (m3/day).

V¢ = Active slurry volume in the digester (m?).

V4 = Dome volume (m?).

H = Height of cylindrical portion of the digester up to the top edge of the outlet
opening (m).

D = Diameter of the digester (m).

dy = Height of the dome (m).

r = Radius of the dome (m).

A suitable size of inlet and outlet was provided at the opposite ends of digester
for feeding and removing the slurry. Figure 2 shows the developed dome/gas holder
of modified KVIC biogas plant based on Aloe vera waste. A mechanical hand-driven
mixing unit was developed and kept outside the plant perpendicular to the flow of
feed material for ease in rotation. Single worker rotated the handle, at speed of 4 rpm
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Fig. 2 Dome/gas holder of modified biogas plant

for 5-10 min, during the feeding time intermediately to ensure agitation of biogas
slurry in the plant. The top view of modified biogas plant has been shown in Fig. 3.
Figure 4 shows the modified KVIC biogas plant installed at user’s site.

Initially, the plant was charged with 100% cattle dung mixed and water in 1:1
ratio. After stabilization of the plant, cattle dung was replaced by 10 kg of Aloe vera
waste in 15 days interval. Thus, gradually 100% cattle dung was replaced with Aloe
vera waste. The Aloe vera waste was predigested by soaking in water for 2 days
along with 20% biogas spent slurry before feeding it to the plant and later mixed in
the mixing tank with remaining amount of water to make 1:3 ratio.

After complete replacement by Aloe vera wastes, daily biogas production was
noted using wet biogas flow meter in liters (least count = 0.05 L). The results have
been reported as biogas yield in liters per kg of dry matter (L/kg dm). Methane and
carbon dioxide contents in produced biogas were also measured monthly by using a
GASBOARD-3200P portable biogas analyzer.
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Fig. 4 Modified KVIC biogas plant for Aloe vera waste installed at beneficiary site

3 Result and Discussion

Biochemical analysis of Aloe vera waste showed that it has all the essential properties
in accepted range for biogas generation such as volatile solids, carbon, nitrogen,
potassium and phosphorus (Table 1). From the laboratory study, it was inferred that
maximum biogas production was obtained from the set having Aloe vera to cattle
dung ratio 1:3, i.e., 258.23 L/kg of dry matter.

In the field study, a simple mixing unit was developed for the KVIC biogas plant to
solve the problems of choking experienced when using lignocellulosic material as its
feedstock in conventional biogas plants. Previous research work showed that silting
of substrate was a major constraint in the long duration application of lignocellulosic
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material-based biogas plant. To overcome this problem and also to provide facilities
such as easy evacuation of slurry from the plant, a mechanical stirring may be helpful.
The view of the commissioned biogas plant is given in Fig. 4.

After complete replacement of cattle dung by Aloe vera waste, recording of
observations was started. Observations of biogas generation were taken daily. The
maximum biogas production from Aloe vera waste was recorded 296.79 L/Kg dm.
Minimum biogas production was 158.84 L/Kg dm. Average monthly gas production
from Aloe vera was 238.58 L/kg dm. It was observed that the average methane and
carbon dioxide percentage were 57.67 and 36.82% (Table 3). Monthly biochemical
analysis of undigested and digested slurry of the biogas plant showed increase in
nitrogen and phosphorus percentage in the digested Aloe vera slurry as compared to
that of undigested slurry, as shown in Table 4.

The total cost of installing the biogas plant based on Aloe vera waste was Rs.
40,100/-. The modified KVIC biogas plant based on Aloe vera waste is successfully
working at the user’s site. The generated biogas is supplied to the kitchen of the
beneficiary, and the gas is being used for cooking purpose as shown in Fig. 5.

4 Conclusions

Production of biofuel from plant materials is a major step toward providing energy
security to the world. Process of converting waste biomass into biogas fuel promises
a cheaper way to go green. Based on the biochemical analysis, it was suggested
that Aloe vera waste can be used for biomethanation process. It is being found that
alternative feedstock generates biogas much faster than conventional feed of cattle
dung (Medors, 2007). It can be concluded from the study that it is a unique and
novel approach, wherein Aloe vera waste is used for biogas production. Biogas is
an efficient renewable fuel thereby allowing its safe disposal, and its effluent slurry
provides good organic manure with have rich manurial properties. The laboratory
study reveals that 1:3 ratio of Aloe vera to cattle dung (T3 treatment) gives best
results. In field, a modified KVIC biogas plant was designed to solve the problems
of choking experienced while using lignocellulosic material such as Aloe vera. The
plant was installed at user’s site at Udaipur District of Rajasthan and is running
successfully.
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Fig. 5 Biogas being used for cooking at user’s site
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Heat Transfer and Pressure Drop )
Assessment of a Vortex Generator oo
Supported Fin-And-Tube Heat

Exchanger

Shailesh Kumar Sarangi, Nikhil Anand, Kushagra Srivastava,
Pankaj Chamoli, Dipti Prasad Mishra, and Lakhbir Singh Brar

Abstract This paper aims at enhancing the thermo-fluid performance of a plain fin-
and-tube heat exchanger. Influence of the height of rectangular type vortex generator
on the heat exchanger performance has been analysed. In dimensionless form, the
heat transfer is expressed as Colburn factor (j) and pressure drop in terms of the
friction factor (f). The arrangement of all the vortex generators follows a “common-
flow-up” configuration which tends to counter-rotate the vortices in the wake region
of the tubes, thereby, enhancing the thermal mixing to improve the heat transfer.
Another parameter, called quality factor (a ratio of j and f), is also evaluated to
compare the results between different heights of the winglets. It has been observed
that the j factor is the highest for the height 2.8 mm and f factor is the lowest for the
height 0.7 mm, whereas the quality factor suggests the height of 0.7 and 1.4 mm to
be the appropriate ones.

Keywords Vortex generators - Fin-and-tube heat exchanger + Heat transfer
enhancement - Rectangular winglet

1 Introduction

Compact plain fin-and-tube heat exchangers find numerous applications such as in
domestic and commercial cooling systems, petrochemical industries and for cooling
of several electronic equipment. However, the heat transfer surface area is reduced in
the compact heat exchangers compared to the conventional heat exchangers. Also, the
low heat transfer coefficient (%) of air makes the air side thermal resistance substan-
tially high. Therefore, to make these devices more efficient, the air side thermal
resistance needs to be lowered. An effective way of increasing heat transfer coef-
ficient is to place the winglets in the channel (guiding the flow)—this diverts the
flow towards the wake region behind the tubes, thereby minimizing the tube wake
region and increases the effective surface contact of the fluid. Several orientations
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and types of winglets have been studied to improve the performance parameters of
heat exchangers, viz. the pressure drop and heat transfer coefficient.

The concept of increasing heat transfer performance using VGs is not new, and
many researchers have investigated the potential of different VG shape and loca-
tion. Edward and Alker [1], after investigating the effect of steam wise vortices
on heat exchanger performance, reported that delta winglets performed superior to
cubes placed on a flat plate. Generally, two types of VG configurations are used, i.e.
“common-flow-up” and “common-flow-down”. Earlier literature [2—4] reveals that
in “common-flow-down” configuration, pair of VGs is placed downstream to the
tube to introduce turbulence in the flow for greater thermal mixing. For “common-
flow-up” configuration [5-7], the placements of VGs are slightly upstream of the
tube forming a narrow passage and accelerating the fluid near the tube. This leads
to delay in separation and minimization of the wake. Previous literature reports that
common-flow-down configuration is more efficient with in-line tube geometry than
with staggered-tube geometry under identical conditions [8]. VGs enhance the heat
transfer, but on the other hand, it also increases pressure drop—this means that
more pumping power is required with VGs. Russell et al. [9] compared the in-line
rectangular and delta winglets with staggered arrangements and concluded that the
effectiveness of rectangular winglets improves in staggered arrangement with two
rows. Delta and rectangular wing and winglets were examined experimentally by
Fiebig et al. [10] from heat transfer viewpoint and they found the delta winglet to
be more effective. Torii et al. [11] examined the in-line and staggered arrangement
of tubes at Re = 350-2200 and reported the maximum enhancement of 40% in
heat transfer, whereas the associated penalty of pressure drop was about 50% in
case of staggered arrangement. Joardar and Jacobi [12] employed delta winglets in
“common-flow-up” configuration with Re ranging from 220-960 and reported that
the air side performance of heat transfer improved by 44% and 69%, respectively,
for single and three-row VG pairs. Few researchers [13, 14] also used the concept
of punched triangular and rectangular vortex generators to enhance the heat transfer
performance. Agarwal and Sharma [15] used rectangular winglets at different roll
angle and reported the optimized roll angle of 15° that increased the heat transfer by
17.5%. Sarangi and Mishra [16] worked on the location of rectangular winglet pairs
and presented optimum stream and span wise locations. On increasing the winglet
number and attack angle, they reported an increase in the heat transfer as well as
pressure drop. In their recent work [17], they also investigated the effect of locations
of plain and wavy rectangular winglets for improved thermo-fluid performance.

In view of the above, it becomes apparent that no study, based on the effect of
height of winglets (corresponding to the channel height), on heat transfer and pressure
drop has been performed. Thus, the objective of the present work is to investigate
the impact of winglet height on the thermo-fluid performance of the heat exchanger.
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2 Mathematical Formulation

A model of plain fin-and-tube type heat exchanger is numerically investigated in
this paper. Figure 1 shows the schematic diagram of the flow domain. The assembly
of heat exchanger is such that the tubes are expanded within the collars. Since the
tubes and collars have very high thermal conductivity, the temperature is maintained
constant there.

2.1 Governing Equations

The fluid is Newtonian with constant properties, and the flow is in laminar regime
where Re ranges from 200—1000. The continuity, momentum, energy and conduction
equations according to flow conditions are shown below.

Continuity equation:

a

ox, (pui) =0 (D

Momentum equation:

Fig. 1 Winglet orientation (a) computational domain, (b) top view, and (c) side view (dimensions
shown are in mm)
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2.2 Boundary Conditions

The boundary conditions are described as follows and also represented in Fig. 2:

e At the inlet surface of the flow domain, Dirichlet boundary condition is applied
for both velocity as well as temperature:

U = U, =constant,v=0,w =0; T;, = 310.6 K.

On top and bottom surfaces, periodic boundary condition is applied:

Uyp = Udown and Tup = Tgown-

On the side surfaces, we use the symmetry boundary condition:

Symmetry
—_— e— — ]
—
SO O O O O O O
— a
mmetry
Periodic boundary conditions

ki A s B

Fig. 2 Boundary conditions applied on the computational domain
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e At the outlet boundary, Neumann boundary condition is applied:

ou dv Jw oT _

ax  ax  ox  ax
e At the fin, tube and winglet surfaces, we use

Twpe =291.77 K, u = v =w = 0, (no slip) and coupled boundary condition.

2.3 Numerical Method

The fluid domain was discretized using hexahedral cells (Cartesian mesh, in partic-
ular) using ANSYS workbench 16.2. Three levels of mesh were evaluated; Fig. 3
presents the (level 1) mesh over a small section of the heat exchanger consisting
of 385,542 hexahedra in total. Level 2 and level 3 mesh consisted of 548,664 and
872,382 hexahedra.

CFD code Fluent is utilized to compute the governing equations with the
prescribed boundary conditions. The second-order upwind scheme is applied to
discretize the convective terms appearing in the governing equations. The SIMPLE
algorithm is used for the pressure—velocity coupling. The convergence is attained
when residuals fall below 107 for energy and 10~ for momentum and continuity. For
all the cases, the pseudo-transient approach was adopted for the simulations. These
settings are consistent with most of the studies reported in the literature [16, 17].

Fig. 3 Top view of the generated mesh
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2.4 Parameter Definitions

The following parameters are evaluated to assess the heat exchanger’s performance
[14].
Total heat transfer

Q = mCy(T, — Tin) 6)
Here, Q = heat transfer, 72 = inlet mass flow rate, T, = outlet temperature, Cp =

specific heat capacity, and T;, = inlet temperature.
Hydraulic diameter,

Dy = 4(AminL)/ At (7

At and A, are the total heat transfer surface area and minimum free flow area,
and L is the flow length.

Re = pUin Dy /1t ®)
where p and p are the fluid density and dynamic viscosity, respectively. Uj;, is

the frontal velocity.
Colburn factor,

j =St.pr*/3 9)
Stanton number,
h
St = (10)
PCpVin

h is the heat transfer coefficient, and Pr is the Prandtl number.
Friction factor,

Ap

pVm? At
2 Amin

f= (11)

Ap is the pressure drop.

3 Validation of Model and Numerical Method

Validation is an important part in simulations as one justifies the numerical settings
used and also evaluates the effect of the grid density on the results. Simulations are
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Fig. 4 Validation of (a) pressure drop and (b) heat transfer coefficient with experimental data [12]
for fin-and-tube heat exchanger without winglets

performed on a model of a fin-and-tube heat exchanger having the same dimension as
described in [12]. The velocity at the inlet ranges from 0.54-2.14 m/s, corresponding
to Re ranging from 200-1000. The validation results are compared for the pressure
drop (AP) and the heat transfer coefficient (7) with the experimental results [12], as
shown in Fig. 4a, b, respectively (with level 1 mesh). The CFD predictions are in
good agreement with the experimental results. Furthermore, level 2 and level 3 mesh
were also evaluated, and the maximum deviations observed were 3.73% in AP and
4.13% in h values. Hence, the solution can be considered to be independent of the
grid size. For all the cyclone variants, we opt for level 1 mesh to reduce computational
overheads.

4 Results and Discussion

This paper attempts to study the influence of winglet height on thermo-fluid char-
acteristics. The winglet height is varied with a step size of 0.7 mm ranging from
0.7-2.8 mm for a fixed winglet length of 10.67 mm. The results are plotted for pres-
sure drop and heat transfer coefficient against Re. Also, an optimizing factor, called
quality factor (E), is plotted against Re to summarize the overall performance.

4.1 Effect on Heat Transfer Coefficient

Figure 5 shows the variations in % values against Re for various winglet heights. The
height for delta winglets without any reduction is 3.5 mm, and the height is reduced
with a step size of 0.7 mm. The heat transfer coefficient is maximum for a height
of 2.8 mm (i.e. 20% reduction), and it decreases by further reducing the height of
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Fig. 5 Influence of Re on A for different height of winglets and comparison with baseline case

winglets. The results are also compared with the experimental results of the three-
delta-winglets model, and they were very closely associated at 2.1 mm height of
winglets.

Figure 6 presents the temperature distribution over the cut section, which indicates
that the greater winglet height helps in providing enriched thermal mixing in the
regions of poor heat transfer and thereby enhances local heat transfer coefficient
downstream of tubes. With a reduction in the winglet height, a part of the incoming
flow does not get diverted towards the thermally isolated region, and relatively lower
heat transfer effect is obtained.

311
308
306
305
304
303
301
299

297

Static temperature (K)

295

293

291

Fig. 6 Temperature contours (unit: K) for different winglet heights at Re = 1002. (a) 3.5 mm (No
reduction), (b) 2.8 mm (20% reduction), (¢) 2.1 mm (40% reduction), (d) 1.4 mm (60% reduction),
(e) 0.7 mm (80% reduction)
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Fig. 7 Effect of Re on pressure drop for different height of winglets and comparison with baseline
case

4.2 Pressure Drop

Figure 7 presents the pressure drop values as a function of Re. It represents the power
required to pump and maintain the flow along the channel. Two types of drags are
associated with pressure drop, i.e. pressure drag and friction drag. Pressure drag
dominates when the fluid is restricted to flow due to additional oblique surfaces.
Friction drag dominates when surface over which the fluid flows is rough, where
friction is the main cause of restriction. Pressure drop for 0.7 mm (80% reduction)
and 1.4 mm (60% reduction) height of winglets is very close and minimum of all
other reductions. Further changes in height of the winglets lead to an increase in
pressure drop. This increase in pressure drop is due to enhanced flow restriction with
increasing height of the winglets over a certain channel height.

4.3 Quality Factor

The ratio of Colburn factor to the friction factor is termed as the quality factor.
Higher the quality factor, the more will be the effectiveness of the heat exchanger.
It becomes apparent from Fig. 8 that the quality factor came out to be maximum for
1.4 mm height of winglets (60% reduction). Therefore, corresponding to this height
of winglets, an optimum balance between heat transfer and pressure drop will be
achieved.

5 Conclusions

The objective of this paper was to assess the influence of winglet height on thermo-
fluid characteristics of a fin-and-tube heat exchanger. An in-line configuration, with
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seven tubes supported with winglets of different heights, was numerically investi-
gated at different Re. The overall performance of the heat transfer surface has been
presented in terms of quality factor. Major findings, in reference to the experimental
results of delta winglets, have been listed below:

1.

The pressure drop increased with increase in height of winglets. For the winglet
height of 1.4 mm, the pressure drop decreased by 12%. For a winglet height of
0.7 mm, the reduction in the pressure drop by 20% was observed.

The increased winglet height enhanced the heat transfer performance, and it came
out to be the maximum for a height of 2.8 mm. For this height, the heat transfer
was raised up to 39% at high Re.

Quality factor came out to be maximum for the winglet height of 1.4 mm which
was enhanced by 6%, and this height was taken as the optimum winglet height.
Height of 0.7 mm also showed an increase in quality factor by 2.8% at higher Re.
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Computational Modeling to Investigate )
the Heat Transfer Enhancement by Using | @i
Ethyl Glycol-Water-MWCNT Nanofluid
Through Corrugated Pipe

Prakash Ghose and Rishitosh Ranjan

Abstract A computational model has been developed to study the heat transfer
augmentation by using nanofluid flow through a hot corrugated pipe. Multi-walled
carbon nanotube (MWCNT) is used as nanoparticles. Ethyl glycol-water solution
is used as base fluid at a ratio of 30:70 by volume. A semicircular wavy corru-
gated wall is maintained at 315 K temperature. Eight numbers of nozzle holes are
provided on corrugated wall at 60° apart along circumference. The nanofluid at
various volume fractions has been supplied through the main duct. From the study, it
has been observed that Nusselt number increases almost linearly along with increase
in Reynolds number; whereas, pumping power varies nonlinearly along with increase
in Reynolds number. Moreover, at the lowest duct Reynolds number, a recirculation
zone has been observed.

Keywords Nanofluid - Corrugated - MWCNT - Ethyl glycol-water

1 Introduction

There are various methods employed to increase the heat transfer through forced
convection from hot pipe surface has been found in pipe flow systems. Pipe with
internal fin, insertion of twisted plate or by making dimples on pipe surfaces, etc.,
are various methods used to increase the heat transfer. Heat transfer enhancement
through corrugated pipe is an area of research on which work has been performed
by [1-3] various researchers. Application of nanofluid has also been observed to
increase the heat transfer by increasing the conductivity of the fluid. Enhancement of
heat transfer by using various nanofluids such as Al,Os-water, CuO-water and SiO,-
water are studied by various researchers through corrugated channel [1-3]. However,
Al,O3 and CuO are found to be the most common nanoparticles and water, and engine
oil is the common fluid used as base fluid. Ethyl glycol-based nanofluid is preferred
because of its lower freezing point temperature. Therefore, in this work, EG-water
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mixture is used as base fluid to maintain very low temperature of hot surface [4].
From the literature, it has been observed that numerical investigation of a forced
convective system by using MWCNT + water ethyl glycol nanofluid along with
jet impingement cooling through a corrugated surface is very rare. Therefore , in
this work, the heat transfer from a corrugated pipe by using ethyl glycol-water +
MWCNT as a flowing fluid is investigated.

2 Thermophysical Properties

The thermophysical properties of water-EG mixture at different volumetric ratio are
found in the Ref. [5]. The thermophysical properties of MWCNT depend upon the
number of walls, lattice arrangement or charity, length to diameter ratio, surface
area and purity [5-7]. In this work, the MWCNT with average diameter of 30—
50 nm, length of 1020 wm, specific surface area of 60 m?/g and of 95% purity
has been considered. The base fluid is used as the mixture of 70% water and 30%
EG by volume. The individual properties of base fluid and nanoparticles at room
temperature are given in Table 1.

Hamilton—Crosser model [8] is an established model to determine the thermal
conductivity of nanofluid. This model predicts better for ratio of the conductivity of
nanoparticle to base fluid is greater than 100. However, Bhattacharya et al. [9] model
predicted with a better accuracy for thermal conductivity of EG-water/MWCNT
nanofluid when compared with the experimental results of Kumaresan et al. [10].
Mathematically, temperature-independent Bhattacharya model is

ket = Dkap + (1 — D)kt (1)

Two models are broadly used to calculate the temperature-independent specific
heat. First model is much similar to ideal gas mixing theory [11]. This is a straight
average relation and specific heat of nanofluid is a function of specific heat of base
fluid, nanoparticle and the volume fraction of nanoparticle. The second model which
is based on classical mechanism by assuming that the nanoparticles and base fluid
are in thermal equilibrium [12]. Mathematically, the temperature-independent model
for specific heat used is expressed as;

Table 1 Thermop hys?cal Properties Nanoparticle | Base fluid (water +
properties of nanoparticle and
. EG)
base fluid
Density (kg/m?) 2100 1039
Thermal conductivity |15 0.49
(W/mK)
Specific heat J/kg K) 470 3930
Viscosity (kg/m s) - Non-Newtonian
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@(pcp)np + A =D (pcp)
“Ionp + (1 - V)),Obf

2

Cpnf =

To evaluate density of nanofluid, at reference temperature, the following correla-
tion is used

Pnt = (1 — @) por + @pnp 3)

This correlation is used to determine the density of nanofluid at different concen-
tration of nanoparticles (Al;O3, CuO) for water-based nanofluid [1]. For natural
convection, the above relation is used by Esfe et al. [13] to calculate the density of
water-EG/MWCNT nanofluid at different concentration of MWCNT particles.

Viscosity is an important property of fluid which causes the pressure drop inside
the system. Water-EG-based nanofluid with MWCNT nanoparticles exhibits pseudo-
plastic rheological behavior and following power law. Therefore, power law model
is used to incorporate the non-Newtonian behavior of the fluid.

3 Computational Modeling

In this work, the nanoparticles are fine and assumed to be well dispersed. Therefore,
the slip velocity between base fluid and nanoparticles is assumed to be negligible.
For that reason, single-phase approach has been considered for the simulation. Time-
averaged continuity, momentum and energy equations are solved in Eulerian frame.
In order to calculate turbulent quantities in governing equations, SST k—w turbu-
lent model [14] is used in this work. SST k—w model predicts well at far from and
near the boundary as well. The governing equations are solved through commercial
CFD software ANSYS Fluent 19.0. All the terms are discretized using second-order
upwind scheme. Appropriate boundary conditions are chosen for all the bound-
aries. SIMPLE algorithm method has been followed for pressure velocity coupling.
Appropriate convergence criteria are used for various governing equations.

4 Physical Model

Physical model of the present study has been given in Fig. 1. Diameter of the inlet
and outlet duct is 0.04 m, lengths of wall inlet and wall outlet are 0.27 m and 0.26 m,
respectively, length of heated wall zone is 0.14 m, protrusion is of semicircular cross
section of diameter 0.02 m, and there are total eight number of nozzle inlet through
heat wall of diameter of 0.005 m. To obtain fully developed flow through heat wall
zone, the wall inlet zone is created. Ethyl glycol-water as base fluid at a ratio of
30:70 has been used. MWCNT has been added within a range of volume fraction of
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Fig. 1 Physical model of computational domain

0-0.045%. The simulation has been conducted with Reynolds number at duct inlet
varying from 6000 to 8000; whereas, nozzle Reynolds number is kept as 6000 in each
nozzle hole. The entire computational domain is discretized with 330,485 number
of unstructured hexahedral mesh. Fine mesh has been generated near the curvature
and small boundaries to simulate various gradients correctly.

5 Results and Discussion

The computational model is validated with Kumaresan et al. [10]. In their experiment,
they used ethyl glycol-water as base fluid at a ratio of 30:70. From Fig. 2, it has been
observed that the model fairly predicted the Nusselt number. The area-weighted
average Nusselt numbers are evaluated with the help of following expression.

— 1
NuDh = Z/NuthA (8)

InEq. 8, dA is the cell surface area of corrugated part and A is the total surface area
of the hot corrugated part. The local Nusselt number Nupy, is calculated as follows:

Fig. 2 Nusselt number at 300
different Reynolds number ¢ O0%MWCNT) WK etal. (21)
[10] 250 | —a—0% MWCNT
o m 0.45% MWCNT) VK et al,
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thh
k

NuDh = (9)
where Dy, is the hydraulic diameter of the duct at outlet. The local heat transfer
coefficient is hy = qw/(Tw — Tp), Where gy, is the corrugated wall heat flux. The
bulk mean temperature Ty is the area-weighted average temperature at outlet, and it
is evaluated as follows:

1
T, = - [TdA (10)

In Eq. 10, dA represents the cell surface area at outlet plane and A is the total
surface area at the outlet plane.

Velocity inlet boundary condition (BC) is used at duct and nozzle inlet. The veloc-
ities at duct inlet and nozzle inlet are calculated from Reynolds number expression
as follows: Reduct = pnf”ducchduc./Mnf and Renozzte = lonfunozzleDhmzzle /,Uvnfa respec-
tively. Pressure outlet BC is used at outlet plane where the gradient of all variable is
considered as zero. All the walls are considered as no slip boundary. At inlet, turbu-
lent intensity and hydraulic diameter BC are used. The turbulent intensity is calcu-
lated from the empirical correlation given as follows: I = 0.16(Rep)~%. Standard
wall function condition is used as the boundary condition for k and w. Temperature
boundary condition is set to all boundary except inlet and outlet duct wall, where
zero wall heat flux condition is used.

6 Effect of Duct Reynolds Number

Average Nusselt number variation with different duct Reynolds number (R., ) at
a fixed nozzle Reynolds number (R, ) is depicted in Fig. 3. It is observed that
Nusselt number increases with increase in duct Reynolds number irrespective of
percentage of nanoparticles present in the fluid. It is because with the increase in fluid

Fig. 3 Nusselt number 500
versus duct Reynolds —‘—0-00%; MWCNT
number (R, ,,,. = 6000) 400 —#—0.015% MWCNT

#—0.03% MWCNT

—8—0.05% MWCNT
300

Nu

0 L
6000 10000 14000 18000
Re
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Fig. 4 Pumping power 50
versus duct Reynolds
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velocity, heat transfer rate increases. Amount of heat conducted through nanofluid
from heated wall is moving out at a faster rate carrying more heat. Moreover, with
higher percentage of nanoparticles present in nanofluid, Nusselt number increases.
This is because as conductivity of nanofluid increases with increase in nanoparticles,
heat conducted from heated wall too occurs at a faster rate. It causes augmentation
of convective heat transfer.

Figure 4 shows the pumping power required to the flow at various Reynolds
number and volume fraction of nanoparticles in nanofluid at a fixed nozzle Reynolds
number. Pumping power is calculated as follows: Pumping power (watt) = AP x Q,
where A P is the area-weighted average pressure difference in between duct inlet plus
nozzle inlet and outlet of the model. Q is the total discharge. Discharge is calculated
as the product of cross section at outlet and area-weighted average velocity at outlet.

From the figure, it has been depicted that pumping power increases with increase in
duct Reynolds number irrespective of amount of nanoparticle present in nanofluid.
This is due to huge pressure drop caused by friction at higher velocity as well as
the losses due to stronger vortex formation in the protrusion region as Reynolds
number increases as shown in Fig. 5. Moreov