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Preface

The workshop series ‘Lie Theory and Its Applications in Physics’ is designed to
serve the community of theoretical physicists, mathematical physicists and math-
ematicians working on mathematical models for physical systems based on geo-
metrical methods and in the field of Lie theory.

The series reflects the trend toward a geometrization of the mathematical
description of physical systems and objects. A geometric approach to a system
yields in general some notion of symmetry which is very helpful in understanding
its structure. Geometrization and symmetries are meant in their widest sense, i.e.,
representation theory, algebraic geometry, number theory infinite-dimensional Lie
algebras and groups, superalgebras and supergroups, groups and quantum groups,
noncommutative geometry, symmetries of linear and nonlinear PDE, special
functions, functional analysis. This is a big interdisciplinary and interrelated field.

The first three workshops were organized in Clausthal (1995, 1997, 1999), the
4th was part of the 2nd Symposium ‘Quantum Theory and Symmetries’ in Cracow
(2001), the 5th, 7th, 8th, 9th and 11th were organized in Varna (2003, 2007, 2009,
2011, 2013, 2015), the 6th and the 12th were part of the 4th, resp. 10th, Symposium
‘Quantum Theory and Symmetries’ in Varna (2005, 2017).

The 13th Workshop of the series (LT-13) was organized by the Organizing
Committee from the Institute of Nuclear Research and Nuclear Energy of the
Bulgarian Academy of Sciences (BAS) in June 2019 (17–23), at the Guest House of
BAS near Varna on the Bulgarian Black Sea Coast.

The overall number of participants was 78 and they came from 24 countries. The
number of talks was 64.

The scientific level was very high as can be judged by the plenary speakers:
Burkhard Eden (Berlin), Malte Henkel (Nancy), Alexey Isaev (Dubna), Evgeny
Ivanov (Dubna), Toshiyuki Kobayashi (Tokyo), Ivan Kostov (Saclay), Philip
Phillips (Urbana), Gordon Semenoff (Vancouver), Andrei Smilga (Nantes), Birgit
Speh (Cornell U.), Ivan Todorov (Sofia), Joris Van der Jeugt (Ghent), Kentaroh
Yoshida (Kyoto), George Zoupanos (Athens).
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The topics covered the most modern trends in the field of the workshop: sym-
metries in string theories and gravity theories, conformal field theory, integrable
systems, representation theory, supersymmetry, quantum groups, deformations,
quantum computing and deep learning, applications to quantum theory.

The International Steering Committee was: C. Burdik (Prague) V. K. Dobrev
(Sofia, Chair), H. D. Doebner (Clausthal), B. Dragovich (Belgrade), G. S. Pogosyan
(Yerevan & Guadalajara & Dubna).

The Organizing Committee was: V. K. Dobrev (Chair), L. K. Anguelova,
V. I. Doseva, A. Ch. Ganchev, D. T. Nedanovski, S. J. Pacheva, T. V. Popov,
D. R. Staicova, N. I. Stoilova, S. T. Stoimenov.
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Topics on Global Analysis of Manifolds
and Representation Theory of Reductive
Groups

Toshiyuki Kobayashi

Abstract Geometric symmetry induces symmetries of function spaces, and the latter
yields a clue to global analysis via representation theory. In this note we summarize
recent developments on the general theory about how geometric conditions affect
representation theoretic properties on function spaces, with focus on multiplicities
and spectrum.

Mathematics Subject Classification (2020):Primary 22E46 · Secondary 43A85,
22F30

1 “Grip Strength” of Representations on Global
Analysis—Geometric Criterion for Finiteness of
Multiplicities

To which extent, does representation theory provide useful information for global
analysis on manifolds?

As a guiding principle, we begin with the following perspective [14].

Basic Problem 1 (“Grip strength” of representations). Suppose that a Lie group
G acts on X . Can the space of functions on X be “sufficiently controlled” by the
representation theory of G?

The vague words, “sufficiently controlled”, or conversely, “uncontrollable”, need
to be formulated as mathematics. Let us observe what may happen in the general
setting of infinite-dimensional representations of Lie groups G.

Observation 2. For an infinite-dimensional G-module V , there may exist infinitely
many different irreducible subrepresentations. Also, the multiplicity of each irre-
ducible representation can range from finite to infinite.

T. Kobayashi (B)
Graduate School of Mathematical Sciences and Kavli IPMU (WPI), The University of Tokyo,
3-8-1 Komaba, Tokyo 153-8914, Japan
e-mail: toshi@ms.u-tokyo.ac.jp

© Springer Nature Singapore Pte Ltd. 2020
V. Dobrev (ed.), Lie Theory and Its Applications in Physics,
Springer Proceedings in Mathematics & Statistics 335,
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3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7775-8_1&domain=pdf
mailto:toshi@ms.u-tokyo.ac.jp
https://doi.org/10.1007/978-981-15-7775-8_1


4 T. Kobayashi

When confronting such a general situation, one focuses on the principle:

• even though there are infinitely many (sometimes uncountably many) different
irreducible representations, the group action can distinguish the different parts;

• the group action cannot distinguish the parts where the same irreducible repre-
sentations occur with multiplicities.

This observation suggests us to think of the multiplicity of irreducible represen-
tations as an obstruction of “grip strength of a group”. For each irreducible represen-
tation Π of a group G, we define the multiplicity of Π in the regular representation
C∞(X) by

dimCHomG(Π,C∞(X)) ∈ N ∪ {∞}. (1)

The case dimCHomG(Π,C∞(X)) = 1 (multiplicity-one) provides a strong “grip
strength” of representation theory on global analysis, which may be illuminated by
the following example:

Example 1. Let X be a manifold, D1, · · · , Dk differential operators on X , andG the
group of diffeomorphisms T of X such that T ◦ Dj = Dj ◦ T for all j = 1, · · · , k.
Then the space of solutions f to the differential equations on X :

Dj f = λ j f for 1 ≤ j ≤ k (2)

forms a G-module (possibly, zero) for any λ1, · · · ,λk ∈ C. The group G becomes a
Lie group if {D1, · · · , Dk} contains the Laplacian when X is a Riemannian manifold
(or more generally a pseudo-Riemannian manifold). Assume now that the multiplic-
ity of an irreducible representation Π of G in C∞(X) is one. Then any function
belonging to the image of a G-homomorphism from Π to C∞(X) satisfies a system
of differential equations (2) for some λ1, · · · ,λk ∈ C by Schur’s lemma.

We formalise Basic Problem 1 as follows.

Problem 1 (Grip strength of representations on global analysis). Let X be a
manifold on which a Lie group G acts. Consider the regular representation of G on
C∞(X) by

C∞(X) � f (x) �→ f (g−1 · x) ∈ C∞(X) for g ∈ G.

(1) Find a necessary and sufficient on the pair (G, X) for which the multiplicity (1)
of every irreducible representation Π of G in the regular representation C∞(X)

is finite.
(2) Determine a condition on the pair (G, X) for which themultiplicity is uniformly

bounded with respect to all irreducible representations Π .

A solution to Problem 1 will single out a nice setting of (G, H) in which we could
expect a detailed study of global analysis on the homogeneous manifold X = G/H
by using representation theory of G. The multiplicity may depend on the irreducible
representations Π in (1), and thus we may think that the group G has “stronger grip
power” in (2) than in (1). We may also consider amultiplicity-free case:
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(3) Determine a condition on the pair (G, X) for which the multiplicity (1) is either
0 or 1 for any irreducible representation Π of G.

Clearly, (3) is stronger than (2), however, we do not discuss (3) here.
Problem 1 is settled in Kobayashi–Oshima [17] for homogeneous spaces X of

reductive Lie groups G. To state the necessary and sufficient condition, we recall
some notions from the theory of transformation groups. The following terminology
was introduced in [11].

Definition 3 (Real sphericity). Suppose that a reductive Lie group G acts contin-
uously on a connected real manifold X. We say X is a real spherical if a minimal
parabolic subgroup of G has an open orbit in X.

As is seen in Example 2 below, the classical notion of spherical varieties is a
special case of real sphericity because a minimal parabolic subgroup of a complex
reductive group GC is nothing but a Borel subgroup.

Example 2 (Spherical variety). Suppose that XC is a connected complex manifold
and that a complex reductive Lie group GC acts biholomorphically on XC. Then
XC is called a spherical variety of GC, if a Borel subgroup of GC has an open
orbit in XC. Spherical varieties have been extensively studied in algebraic geometry,
geometric representation theory, and number theory.

Here are some further examples.

Example 3. Let X be a homogeneous space of a reductive Lie group G and XC its
complexification.

(1) The following basic implications hold (Aomoto,Wolf, andKobayashi–Oshima).

X is a symmetric space

⇓ Aomoto, Wolf

XC is a spherical variety

⇓ Kobayashi−Oshima [17, Prop. 4.3]

X is a real spherical variety

⇑ obvious

G is compact.

(2) When X admits aG-invariant Riemannian structure, the following are equivalent
(see Vinberg [24], Wolf [25]):

XC is spherical

⇐⇒X is weakly symmetric in the sense of Selberg

⇐⇒X is a commutative space.
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(3) The classification of irreducible symmetric spaces was accomplished by Berger
[3] at the level of Lie algebras.

(4) The classification theory of spherical varieties XC has been developed by
Krämer, Brion, Mikityuk, and Yakimova.

(5) The triple space (G × G × G)/diagG is not a symmetric space. It is real spher-
ical if and only if G is locally a direct product of compact Lie groups and
SO(n, 1), see [11]. This geometric result implies a finiteness criterion of mul-
tiplicities for the tensor product of two infinite-dimensional irreducible repre-
sentations ([11], [12, Cor. 4.2]). The triple space is considered as a special case
of the homogeneous space (˜G × G)/diagG for a pair of groups ˜G ⊃ G. More
generally, the classification of real spherical manifolds (˜G × G)/diagG was
accomplished in [16] when (˜G,G) are irreducible symmetric pairs in connec-
tion to the branching problem for ˜G ↓ G, see [12].

(6) Let N be a maximal unipotent subgroup of a real reductive Lie group G. Then
G/N is real spherical, as is easily seen from the Bruhat decomposition. More-
over, the following equivalence holds:

GC/NC is spherical ⇐⇒ G is quasi split.

This is related to the fact that the theory of Whittaker models (e.g. Kostant–
Lynch, H. Matumoto) yields stronger consequences when G is assumed to be
quasi split, see Remark 4 below.

We denote by Irr(G) the set of equivalence classes of irreducible admissible
smooth representations of G. We do not assume unitarity for here. The solutions of
Problem 1, which is a reformalisation of Basic Problem 1, are given by the following
two theorems.

Theorem 4 (Criterion for finiteness of multiplicity [17]). Let G be a reductive
Lie group and H a reductive algebraic subgroup of G, and set X = G/H. Then the
following two conditions on the pair (G, H) are equivalent.

(i) (representation theory) dimC HomG(Π,C∞(X)) < ∞ (∀Π ∈ Irr(G)).
(ii) (geometry) X is a real spherical variety.

In [17], the proof of the implication (ii)⇒ (i) uses (hyperfunction-valued) bound-
ary maps for a system of partial differential equations with regular singularities,
whereas that of the implication (i) ⇒ (ii) is based on a generalization of the Pois-
son transform. This proof gives not only the equivalence of (i) and (ii) in Theorem
4 but also some estimates of the multiplicity from above and below. In turn, these
estimates bring us to the following geometric criterion of the uniform boundedness
of multiplicity.

Theorem 5 (Criterion for uniformboundedness ofmultiplicity [17]). Let G be a
reductive Lie group and H a reductive algebraic subgroup of G, and set X = G/H.
Then the following three conditions on the pair (G, H) are equivalent.
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(i) (representation theory) There exists a constant C such that

dimC HomG(Π,C∞(X)) ≤ C (∀Π ∈ Irr(G)).

(ii) (complex geometry) The complexification XC of X is a spherical variety of
GC.

(iii) (ring theory) The ring of G-invariant differential operators on X is
commutative.

Remark 1. The equivalence (ii) ⇔ (iii) in Theorem 5 is classical, see e.g., [24],
and the main part here is to characterize the representation theoretic property (i) by
means of conditions in other disciplines.

Remark 2. In general, the constant C in (i) cannot be taken to be 1 when H is
noncompact.

Remark 3. Theorem 5 includes the discovery that the property of “uniform bound-
edness of multiplicity” is determined only by the complexification (GC, XC) and is
independent of a real form (G, X). It is expected that this kind of statements could
be generalized for reductive algebraic groups over non-archimedean local fields.
Recently, Sakellaridis–Venkatesh [20] has obtained some affirmative results in this
direction.

Remark 4. Theorems 4 and 5 give solutions to Problem 1 (1) and (2), respectively.
More generally, these theorems hold not only for the space C∞(X) of functions but
also for the space of distributions and the space of sections of an equivariant vector
bundle. Furthermore, a generalization dropping the assumption that the subgroup
H is reductive also holds, see [17, Thm. A, Thm. B] for precise formulation. For
instance, the theory of theWhittaker model considers the case where H is a maximal
unipotent subgroup, see also Example 3 (5). Even for such a case a generalization of
Theorems 4 and 5 can be applied.

Remark 5. We may also consider parabolic subgroups Q instead of a minimal
parabolic subgroup. In this case, we can also consider “generalized Poisson trans-
form”, and extend the implication (i) ⇒ (ii) in Theorem 4, see [12, Cor. 6.8] for
a precise formulation. On the other hand, an opposite implication (ii) ⇒ (i) for
parabolic subgroups Q is not always true, see Tauchi [22].

Theorems 4 and 5 suggest nice settings of global analysis in which the “grip
strength” of representation theory is “strong”. The well-studied cases such as the
Whittaker model and the analysis on semisimple symmetric spaces may be thought
of in this framework of “strong grip” as was seen in (6) and (1), respectively, of
Example 3. As yet another set of promising directions, let us discuss briefly the
restriction of representations to subgroups (branching problems).

In the spirit of “grip strength” (Basic Problem 1), we may ask “grip strength of a
subgroup” on an irreducible representation of a larger group as follows:
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Basic Problem 6 (Grip strength in branching problem). LetΠ be an irreducible
representation of a group G. We regard Π as a representation of a subgroup G ′ by
restriction, and consider how many times another irreducible representation π of G ′
occurs in the restriction Π |G ′ :

(1) When is the multiplicity of every irreducible representation π of G ′ occurring
in the restriction Π |G ′ finite?

(2) When is the multiplicity of irreducible representation π of G ′ occurring in the
restriction Π |G ′ uniformly bounded?

To be precise, we need to clarify what “occur” means, e.g., as a submodule,
as a quotient, or as a support of the direct integral (1) of the unitary representa-
tion, etc. Furthermore, since our concern is with infinite-dimensional irreducible
representations, the definition of “multiplicity” depends also on the topology of the
representation spaces of Π of G and π of G ′. Typical definitions of multiplicities
include:

dimC HomG ′(Π∞|G ′,π∞), (3)

dimC HomG ′(Π |G ′,π), (4)

dimC HomG ′(π,Π |G ′), (5)

dimC Homg′,K ′(πK ′ ,ΠK ). (6)

Here Π∞, π∞ stand for smooth representations, whereas πK ′ and ΠK stand for
the underlying (g′, K ′)-modules and (g, K )-modules. If Π and π are both unitary
representations, then the quantities (4) and (5) coincide. If (6) �= 0 in addition, then
all the quantities (3)–(6) coincide. In general the multiplicity (6) often vanishes, and
its criterion is given in [9, 10].

Concerning themultiplicity (3), see [12, 21] and references therein for the general
theory, in particular, for a geometric necessary and sufficient condition on the pair
(G,G ′) such that (1) (or more strongly (2)) of Basic Problem 6 is always fulfilled.
When the triple (Π,G,G ′) satisfies finiteness (or more strongly, uniform bounded-
ness) of the multiplicity in Basic Problem 6, we could expect a detailed study of the
restrictionΠ |G ′ , see [13], for further “programs” of branching problems of reductive
groups, such as the construction of “symmetry breaking operators” and “holographic
operators” in concrete settings [15, 18, 19].

2 Spectrum of the Regular Representation L2(X)—A
Geometric Criterion for Temperedness

In the previous section, we focused on “multiplicity” from the perspective of “grip
strength” of a group on a function space and proposed (real) spherical varieties as
“a nice framework for detailed study of global analysis”. On the other hand, even
in a case in which the “grip strength” of representation theory is “weak”, we may
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still expect to analyze the space of functions on X from representation theory in a
“coarse standpoint”. In this section, including non-spherical cases, let us focus on
the support of the Plancherel measure and consider the following problem.

Suppose that a Lie group G acts on a manifold X with a Radon measure μ and
that G leaves the measure invariant so that G acts naturally on the Hilbert space
L2(X) ≡ L2(X, dμ) as a unitary representation.

Basic Problem 7 (Tempered space [1]). Find a necessary and sufficient condition
on a pair (G, X) for which the regular representation L2(X) of G is a tempered
representation.

We recall the general definition of tempered representations.

Definition 8 (Tempered representation). A unitary representation π of a locally
compact group G is called tempered if π is weakly contained in L2(G), namely, if
any matrix coefficient G � g �→ (π(g)u, v) ∈ C can be approximated by a sequence
of linear combinations of matrix coefficients of the regular representation L2(G) on
every compact set of G.

The classification of irreducible tempered representations of real reductive linear
Lie groups G was accomplished by Knapp–Zuckerman [5]. In contrast to the long-
standing problem of the classification of the unitary dual ̂G, irreducible tempered
representations form a subset of ̂G that is fairly well-understood. Loosely speaking,
from the orbit philosophy due to Kirillov–Kostant–Duflo, irreducible tempered rep-
resentations are supposed to be obtained as a “geometric quantization” of regular
semisimple coadjoint orbits, see e.g., [4, 8].

Tempered representations are unitary representations by definition, however, the
classification theory ofKnapp–Zuckerman played also a crucial role in the Langlands
classification of irreducible admissible representations (without asking if they are
unitarizable or not) of real reductive Lie groups.

The general theory ofMautner–Teleman tells that any unitary representationΠ of
a locally compact group G can be decomposed into the direct integral of irreducible
unitary representations:

Π �
∫ ⊕

πλdμ(λ). (1)

Then the following equivalence (i) ⇔ (ii) holds [1, Rem. 2.6]:

(i) Π is tempered;
(ii) irreducible representationπλ is tempered for a.e.λwith respect to themeasureμ.

The irreducible decomposition of the regular representation of G on L2(X) is
called the Plancherel-type theorem for X . Thus, if the Plancherel formula is “known”,
then we should be able to answer Basic Problem 7 in principle. However, things are
not so easy:
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Observation 9. The Plancherel-type theorem for semisimple symmetric spaces
G/H was proved by T. Oshima, P. Delorme, E. van den Ban, and H. Schlichtkrull
(up to nonvanishing condition of discrete series representation with singular param-
eters). However, it seems that a necessary and sufficient condition on a symmetric
pair (G, H) for which L2(G/H) is tempered had not been found until the general
theory [1] is established by a completely different approach. In fact, it is possible
to show that temperedness of L2(G/H) implies a simple geometric condition that
(G/H)Am is dense in G/H (see the second statement of Theorem 14) from the
Plancherel-type formula in the case where G/H is a symmetric space, whereas there
is a counterexample to the converse statement, as was found in [1]. If one employs
the Plancherel-type formula in order to derive the right answer to Problem 7 for
symmetric spaces G/H , one will need a precise (non-)vanishing condition on cer-
tain cohomologies (Zuckerman derived functor modules) with singular parameters,
and such a condition is combinatorially complicated in many cases [7, 23].

Observation 10. More generally, when XC is not necessarily a spherical variety of
GC, as shown in Theorem 5, the ring DG(X) of G-invariant differential operators
on X is not commutative and so we cannot use effectively the existing method on
non-commutative harmonic analysis based on an expansion of functions on X into
joint eigenfunctions with respect to the commutative ring DG(X), cf. Example 1.

As observed above, to tackle Basic Problem 7, one needs to develop a newmethod
itself. As a new approach, Benoist and I utilised an idea of dynamical system rather
than differential equations. We begin with some basic notion:

Definition 11 (Proper action). Suppose that a locally compact group G acts con-
tinuously on a locally compact space X. This action is called proper if the map

G × X → X × X, (g, x) �→ (x, g · x)

is proper, namely, if
GS := {g ∈ G : gS ∩ S �= ∅}

is compact for any compact subset S of X.

IfG acts properly on X , then the stabilizer of any point x ∈ X inG is compact. See
[6] for a criterion of proper actions. On the other hand, if H is a compact subgroup
of G, then L2(G/H) ⊂ L2(G) holds, hence the regular representation on L2(G/H)

is tempered. The following can be readily drawn from this.

Example 4. If the action of a groupG on X is proper (Definition 11), then the regular
representation in L2(X) is tempered.

Therefore, in the study of Basic Problem 7, we focus on the nontrivial case that
the action of G on X is not proper. Properness of the action is qualitative property,
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namely, there exists a compact subset S of X such that the set GS = {g ∈ G : gS ∩
S �= ∅} is noncompact. In order to shift it quantitatively, we consider the volume
vol(gS ∩ S). Viewed as a function on G,

G � g �→ vol(gS ∩ S) ∈ R (2)

is a continuous function of g ∈ G. Definition 11 tells that the G-action on X is not
proper if and only if the support of the function (2) is noncompact for some compact
subset S of X . Hence the “decay” of the function (2) at infinity may be considered
as capturing quantitatively a “degree” of non-properness of the action. By pursuing
this idea, Basic Problem 7 is settled in Benoist–Kobayashi [1, 2] when X is an
algebraicG-variety for a reductive groupG. To describe the solution, let us introduce
a piecewise linear function associated to a finite-dimensional representation of a Lie
algebra.

Definition 12. For a representation σ : h → EndR(V ) of a Lie algebra h on a finite-
dimensional real vector space V , we define a function ρV on h by

ρV : h → R, Y �→ the sum of the absolute values of the real parts

of the eigenvalues of σ(Y ) on V ⊗R C.

The function ρV is uniquely determined by the restriction to a maximal abelian
split subalgebra a of h. Further, the restriction ρV |a is a piecewise linear function on
a, namely, there exist finitely many convex polyhedral cones which cover a and on
which ρV is linear.

Example 5. When (σ, V ) is the adjoint representation (ad, h), the restriction ρh|a
can be computed by using a root system. It coincides with twice the usual “ρ” in the
dominant Weyl chamber.

With this notation, one can describe a necessary and sufficient condition for Basic
Problem 7.

Theorem 13 (Criterion for temperedness of L2(X), [2]). Let G be a reductive
Lie group and H a connected closed subgroup of G. We denote by g and h the Lie
algebras of G and H, respectively. Then the following two conditions on a pair
(G, H) are equivalent.

(i) (global analysis) The regular representation L2(G/H) is tempered.
(ii) (combinatorial geometry) ρh ≤ ρg/h.

Remark 6. If G is an algebraic group acting on an algebraic variety X , then, even
when X is not a homogeneous space of G, one can give an answer to Basic Problem
7 by applying Theorem 13 to generic G-orbits [2].

Theorem 13 was proved in [1] in the special case where both G and H are real
algebraic reductive groups. In this case, the following theorem also holds:
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Theorem 14 ([1]). Let G ⊃ H be a pair of real algebraic reductive Lie groups. We
set

(G/H)Am := {x ∈ G/H : the stabilizer of x in H is amenable}
(G/H)Ab := {x ∈ G/H : the stabilizer of x in H is abelian}.

Then the following implications hold.

geometry (G/H)Ab is dense in G/H

⇓
representation L2(G/H) is tempered

⇓
geometry (G/H)Am is dense in G/H.

Since a complex Lie group is amenable if and only if it is abelian, Theorem 14
implies the following:

Corollary 1. The following conditions on a pair of complex reductive Lie groups
(G, H) are equivalent:

(i) L2(G/H) is tempered.
(ii) (G/H)Ab is dense in G/H.
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A Hidden Symmetry of a Branching Law

Toshiyuki Kobayashi and Birgit Speh

Abstract We consider branching laws for the restriction of some irreducible unitary
representations Π of G = O(p, q) to its subgroup H = O(p − 1, q). In Kobayashi
(arXiv:1907.07994, [14]), the irreducible subrepresentations of O(p − 1, q) in the
restriction of the unitary Π |O(p−1,q) are determined. By considering the restriction
of packets of irreducible representations we obtain another very simple branching
law, which was conjectured in Ørsted–Speh (arXiv:1907.07544, [17]).

Mathematics Subject Classication (2020): Primary 22E46; Secondary 22E30,
22E45, 22E50

1 Introduction

The restriction of a finite-dimensional irreducible representation ΠG of a connected
compact Lie groupG to a connectedLie subgroup H is a classical problem. For exam-
ple, the restrictionof irreducible representations of SO(n + 1) to the subgroup SO(n)

can be expressed as a combinatorial pattern satisfied by the highestweights of the irre-
ducible representation ΠG of the large group and of the irreducible representations
appearing in the restriction of π H [20]. For the pair (G, H) = (SO(n + 1), SO(n)),
the branching law is always multiplicity-free, i.e.,

dim HomH (π H ,ΠG |H ) ≤ 1.

In this article we consider a family of infinite-dimensional irreducible rep-
resentations Π

p,q
δ,λ with parameters λ ∈ Z + 1

2 (p + q), and δ ∈ {+,−} of non-
compact orthogonal groups G = O(p, q) with p ≥ 3 and q ≥ 2, which have the
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same infinitesimal character as a finite-dimensional representation and which
are subrepresentations of L2(O(p, q)/O(p − 1, q)) for δ = +, respectively of
L2(O(p, q)/O(p, q − 1)) for δ = −. We shall assume a regularity condition of the
parameter λ (Definition 1). Similarly we consider a family of infinite-dimensional
irreducible unitary representations π

p−1,q
ε,μ , ε ∈ {+,−} of noncompact orthogonal

groups H = O(p − 1, q).
Reviewing the results of [14] we see in Section IV that the restriction of these

representations to the subgroup H = O(p − 1, q) is either of “finite type” (Conven-
tion 8) if δ = + or of “discretely decomposable type” (Convention 5) if δ = −. If
the infinitesimal characters of Π

p,q
δ,λ and of a direct summand of (Π

p.q
δ,λ )|H satisfy an

interlacing condition (12) similar to that of the finite-dimensional representations of
(SO(n + 1), SO(n)), then δ = + and the restriction of a representations Π

p,q
δ,λ is of

finite type. On the other hand, if the infinitesimal charactersΠ
p,q
δ,λ and of a direct sum-

mandof (Π p.q
δ,λ )|H satisfy another interlacing condition (9) similar to thoseof theholo-

morphicdiscrete series representationsof (SO(p, 2), SO(p − 1, 2)), thenδ = −and
the restriction of a representationsΠ

p,q
δ,λ is of discretely decomposable type.

For each λ we define a packet {Π p,q
+,λ,Π

p.q
−,λ} of representations with the same

infinitesimal character. For simplicity,we assume p ≥ 3andq ≥ 2.Using the branch-
ing laws for the individual representations we show in Section V:

Theorem 1. Let (G, H) = (O(p, q), O(p − 1, q)). Suppose that λ and μ are reg-
ular parameters.

(1) Let Πλ be a representation in the packet {Π+,λ,Π−,λ}. There exists exactly one
representations πμ in the packet {π+,μ, π−,μ} so that

dimHomH (Πλ|H , πμ) = 1.

(2) Let πμ be in the packet {π+,μ, π−,μ}. There exists exactly one representation Πλ

in the packet {Π+,λ,Π−,λ} so that

dimHomH (Πλ|H , πμ) = 1.

Equivalently we may formulate the result as follows:

Theorem 2 (Version 2). Suppose that λ and μ are regular parameters. Then

dimHomH ((Π+,λ ⊕ Π−,λ)|H , (π+,μ ⊕ π−,μ)) = 1.

Another version of this theorem using interlacing properties of infinitesimal char-
acters is stated in Section V.

Notation: N = {0, 1, 2, . . . , } and N+ = {1, 2, . . . , }.
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2 Generalities

We will use in this article the notation and conventions of [14] which we recall now.
These conventions differ from those used in [17].

Consider the standard quadratic form on R
p+q

Q(X, X) = x21 + · · · + x2p − x2p+1 − · · · − x2p+q (1)

of signature (p, q) in a basis e1, . . . , ep, ep+1, . . . ep+q . We define G = O(p, q) to
be the indefinite special orthogonal group that preserves the quadratic form Q. Let
H be the stabilizer of the vector e1. Then H is isomorphic to O(p − 1, q).

Consider another quadratic form on R
p+q

Q−(X, X) = x21 + · · · + x2q − x2q+1 − · · · − x2p+q (2)

of signature (q, p) with respect to a basis e−,1, . . . , e−,p, e−,p+1, . . . e−,p+q . The
orthogonal groupG− = O(q, p) that preserves the quadratic form Q− is conjugate to
O(p, q) in GL(p + q, R). Thus we may consider representations of G− = O(q, p)
as representations of G = O(p, q).

Since G and G− are conjugate, the subgroup H of G is also conjugate to a sub-
group H− of G− which is isomorphic to O(q, p − 1). This group isomorphism
induces an isomorphism of homogeneous spaces G/H = O(p, q)/O(p − 1, q)

and G−/H− = O(q, p)/O(q, p − 1). On the other hand O(p, q)/O(p − 1, q) and
O(q, p)/O(q − 1, p) are not even homeomorphic to each other if p �= q. In the rest
of the article we will assume that the subgroup H− preserves the vector e−,p+q .

The maximal compact subgroups of G, G− and H, H− are denoted by K , K−
respectively KH , KH− . The Lie algebras of the groups are denoted by the corre-
sponding lowercase Gothic letters.

To avoid considering special cases we make in this article the following:
Assumption O:

p ≥ 3 and q ≥ 2.

3 Representations

We consider in this article a family of irreducible unitary representations introduced
in [14]. Using the notation in [14] we recall their parametrization and some important
properties in this section. The main reference is [14, Sect. 2].

The irreducible unitary subrepresentations of L2(O(p, q)/O(p − 1, q)) were
considered by many authors after the pioneering work by I. M. Gelfand et. al. [6],
T. Shintani, V. Molchanov, J. Faraut [4], and R. Strichartz [18]. For p ≥ 2 and q ≥ 1,
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they are parametrized by λ ∈ Z + 1
2 (p + q) with λ > 0. Following the notation of

[14] we denote them by
Π

p,q
+,λ.

They have infinitesimal character

(λ,
p + q

2
− 2,

p + q

2
− 3, . . . ,

p + q

2
− [ p + q

2
]),

in the Harish-Chandra parametrization (see (8) below), and the minimal K -type

{
Hb(λ)(Rp) � 1 if b(λ) ≥ 0,

1 � 1 if b(λ) ≤ 0,
(3)

where b(λ) := λ − 1
2 (p − q − 2) (∈ Z) andHb(Rp) stands for the space of spherical

harmonics of degree b. We note that Π
p,q
+,λ are so called Flensted-Jensen represen-

tations discussed in [5] if b(λ) ≥ 0, namely, if λ ≥ 1
2 (p − q − 2). This is the case

if λ is regular (Definition 1). The underlying (g, K )-module of Π
p,q
+,λ is given by a

Zuckerman derived functor module. See [9, Thm. 3] or [14, Sect. 2.2].

Remark 1. When p = 1 and q ≥ 1, there are no irreducible subrepresentations in
L2(O(p, q)/O(p − 1, q)), and we regard π

p,q
+,λ as zero in this case.

Remark 2. (1) For any p ≥ 2, q ≥ 1 and Z + 1
2 (p + q) � λ > 0, the representa-

tion Π
p,q
+,λ of G = O(p, q) stays irreducible when restricted to SO(p, q), see also

Remark 5.
(2) If p = 2 and λ ≥ 1

2 (p + q − 2), then the representation Π
p,q
+,λ is a direct sum of

a holomorphic discrete series representation and an anti-holomorphic discrete series
representation when restricted to the identity component G0 = SO0(p, q) of G.

Similarly there exist a family of irreducible unitary subrepresentations

Π
q,p
+,λ (λ ∈ Z + 1

2
(p + q), λ > 0)

of G− = O(q, p) in L2(G−/H−) = L2(O(q, p)/O(q − 1, p)) when p ≥ 1 and
q ≥ 2, with the same infinitesimal character and the same properties. Via the isomor-
phism between (G−, H−) and (G, H), we may consider them as representations of
G = O(p, q) and irreducible subrepresentations of L2(G/H) = L2(O(p, q)/

O(p, q − 1)).
If no confusion is possible we use the simplified notation

Π+,λ = Π
p,q
+,λ
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and

Π−,λ � Π
q,p
+,λ (via G− � G),

to denote representations of G = O(p, q).

Remark 3. The irreducible representationΠ+,λ are nontempered if p ≥ 3, andΠ−,λ

are nontempered if q ≥ 3.

Lemma 1. Assume that λ ≥ 1
2 (p + q − 2). The representations Π+,λ, Π−,λ are

inequivalent, but have the same infinitesimal character.

Proof. The representation Π+,λ and Π−,λ are irreducible representations of G =
O(p, q) with respective minimal K -types

Hb(Rp) � 1, b := λ − 1

2
(p − q − 2),

1 � Hb′
(Rq), b′ := λ − 1

2
(q − p − 2),

because the assumption λ ≥ 1
2 (p + q − 2) implies both b ≥ 0 and b′ ≥ 0 by (3).

Remark 4. Lemma 1 holds in the more general setting where λ ≥ 0, see [9, Thm. 3
(4)] for the proof.

Remark 5. For p and q positive and even, the restriction of the representations
Π+,λ, Π−,λ to SO(p, q) are in an Arthur packet as discussed in [3, 16]. Global
versions of Arthur packets were introduced by J. Arthur in the theory of automorphic
representations and are inspired by the trace formula [1, 2]. Our considerations of
Arthur packets of representations of the orthogonal groups which are discrete series
representations for symmetric spaces are inspired by Arthur’s considerations as well
as by the conjectures of B. Gross and D. Prasad. In this article we will refer to
{Π+,λ,Π−,λ} as a packet of irreducible representations.

Similarly we have μ ∈ Z + 1
2 (p + q − 1) satisfying μ ≥ 1

2 (p + q − 3) a packet
{π+,μ, π−,μ} of unitary irreducible representations of G ′ = O(p − 1, q).

Definition 1. We say λ ∈ Z + 1
2 (p + q) respectively μ ∈ Z + 1

2 (p + q − 1) are
regular if λ ≥ 1

2 (p + q − 2) respectively μ ≥ 1
2 (p + q − 3).

Remark 6. The irreducible representationΠ+,λ (orΠ−,λ) has the same infinitesimal
character as a finite-dimensional irreducible representation of G = O(p, q) if and
only ifλ ≥ 1

2 (p + q − 2), namely,λ is regular. Similarly,π+,μ (orπ−,μ) has the same
infinitesimal character with a finite-dimensional representation ofG ′ = O(p − 1, q)

if and only if μ ≥ 1
2 (p + q − 3), namely, μ is regular.
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For later use we define for regular λ and μ the reducible representations

U (λ) = Π+,λ ⊕ Π−,λ (4)

and
V (μ) = π+,μ ⊕ π−,μ. (5)

of G = O(p, q) respective of H = O(p − 1, q).

4 Branching Laws

In this section we summarize the results of [14]. For simplicity, we suppose that the
assumption O is satisfied, namely, we assume p ≥ 3 and q ≥ 2. We note that the
results in Sect. 4.2 hold in the same form for p ≥ 2 and q ≥ 2, and those in Sect. 4.3
hold for p ≥ 3 and q ≥ 1.

4.1 Quick Introduction to Branching Laws

Consider the restriction of a unitary representation Π of G to a subgroup G ′. We
say that an irreducible unitary representation π of H is in the discrete spectrum of
the restriction Π |H if there exists an isometric H -homomorphism π → Π |H , or
equivalently, if

HomH (π,Π |H ) �= {0}

where HomH ( , ) denotes the space of continuous H -homomorphisms. We define
the multiplicity for the unitary representations by

m(Π, π) := dimHomH (π,Π |H ) = dimHomH (Π |H , π).

Remark 7. As in [7, 15, 19], we also may consider the multiplicitym(Π∞, π∞) for
smooth admissible representations Π∞ of G and π∞ of G ′ by

m(Π∞, π∞) := dimHomH (Π∞, π∞).

In general, one has
m(Π∞, π∞) ≥ m(Π, π).

Besides the discrete spectrum there may be also continuous spectrum. Here are
two interesting cases:

1. There is no continuous spectrum and the representation Π is a direct sum of
irreducible representations of H , i.e., the underlying Harish-Chandra module is
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a direct sum of countably many Harish-Chandra modules of (h, KH ). We say
that the restriction Π |H is discretely decomposable.

2. There is continuous spectrum and there are only finitely many representations
in the discrete spectrum in the irreducible decomposition of the restriction Π |H .

We refer to the necessary and sufficient conditions of the parameters of the irre-
ducible representationsΠ,π so thatm(Π, π) �= 0 (orm(Π∞, π∞) �= 0) as abranch-
ing law. In the examples below, m(Π∞, π∞), m(Π, π) ∈ {0, 1} for all Π and π .
Examples of branching laws:

1. Finite-dimensional representations of semisimple Lie groups are parametrized
by highest weights. The classical branching law of the restriction of finite-
dimensional representations of SO(n) to SO(n − 1) is phrased as an interlacing
pattern of highest weights, see Weyl [20].

2. TheGross–Prasad conjectures for the restrictionof discrete series representations
of SO(2m, 2n) to SO(2m − 1, 2n) are expressed as interlacing properties of
their parameters, see [7].

3. The branching laws for the restriction of irreducible self-dual representations
Π∞ of SO(n + 1, 1) to SO(n, 1) are expressed by using signatures, heights
and interlacing properties of weights, see [15].

If Π ∈ {Π+,λ,Π−,λ}, and

HomH (πH ,Π |H ) �= {0}

then for a character χ of O(1)

HomH×O(1)(πH � χ,Π |H×O(1)) �= {0}.

Moreover, by [14, Thm. 1.1] there exists a regular μ so that πH ∈ {π+,μ, π−,μ}.
IfΠ is in the packet {Π+,λ,Π−,λ} and π in the packet {π+,μ, π−,μ} the branching

laws discussed in the next part will involve the parameters λ,μ, ε, δ.

4.2 Branching Laws for the Restriction of Π−,λ to
H = O( p − 1, q)—discretely decomposable type

This section treats the restriction Π−,λ|H , which is discretely decomposable. We
use the explicit branching law given in [14, Example 1.2 (1)]. The results were also
obtained in [10] by using different techniques, see [12, 13] for details.

We begin with the pair (G−, H−) = (O(q, p), O(q, p − 1)). The restriction
of the representation Π

q,p
+,λ of G− to the subgroup H− × O(1) = O(q, p − 1) ×

O(0, 1) is a direct sum of irreducible representations, and is isomorphic to theHilbert
direct sum of countably many Hilbert spaces:



22 T. Kobayashi and B. Speh

⊕
n∈N

π
q,p−1
+,λ+n+ 1

2
� (sgn)n

where sgn stands for the nontrivial character ofO(1) = O(0, 1). Thenvia the identifi-
cation (G−, H−) � (G, H) = (O(p, q), O(p − 1, q)) andΠ

q,p
+,λ � Π−,λ as a repre-

sentation of G− � G, we see the restriction ofΠ−,λ to H × O(1) = O(p − 1, q) ×
O(1, 0) is discretely decomposable, and we have an isomorphism

Π−,λ|H �
⊕
n∈N

π−,λ+n+ 1
2
� (sgn)n.

Hence

Proposition 3 (Version 1). The restriction ofΠ−,λ to H = O(p − 1, q) is aHilbert
direct sum ⊕

n∈N
π−,λ+n+ 1

2

and each representation has multiplicity one.

Remark 8. If λ is regular, then μ is regular whenever HomH (π−,μ,Π−,λ|H ) �= {0}.
In contrast, an analogous statement fails for the restriction Π+,λ|H , see Remark 12
below.

Remark 9. If G = SO0(p, 2) the representation Π−,λ with λ regular is a holomor-
phic discrete series representation. In this case, this result follows from the work of
H. Plesner-Jakobsen and M. Vergne [8, Cor. 3.1] or as a special case of the general
formula proved in [11, Thm. 8.3].

We define κ : N → {0, 1
2 } by

κ(n) = 0 for n even;= 1

2
for n odd.

Then the infinitesimal character of the representation Π−,λ of G is

(λ,
p + q − 4

2
, . . . , κ(p + q)), (6)

and the infinitesimal character of the representations in π−+,μ of H is

(μ,
p + q − 5

2
, . . . , κ(p + q − 1)). (7)

Here we note that the groups G and H are not of Harish-Chandra class, but the
infinitesimal characters of the centers ZG(g) := U (g)G and ZH (h) := U (h)H of the
enveloping algebras can be still described by elements of C

M with M := [ 12 (p + q)]
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and C
N with N := [ 12 (p + q − 1)] modulo finite groups via the Harish-Chandra

isomorphisms:

HomC-alg(ZG(g), C) � C
M/SM � (Z/2Z)M ,

HomC-alg(ZH (h), C) � C
N/SN � (Z/2Z)N . (8)

In our normalization, the infinitesimal character of the trivial one-dimensional rep-
resentation of G = O(p, q) is given by

(
p + q − 2

2
,
p + q − 4

2
, · · · , κ(p + q)).

Hence we may also reformulate the branching laws in Proposition 3 as follows.

Proposition 4 (Version 2). Suppose λ is a regular parameter (Definition 1). Then
an irreducible representation π of H = O(p − 1, q) in the discrete spectrum of the
restriction of Π

p,q
−,λ must be isomorphic to π−,μ for some regular parameter μ, and

the infinitesimal characters have the interlacing property

μ > λ >
p + q − 4

2
> · · · >

1

2
> 0. (9)

Conversely, π = π−,μ occurs in the discrete spectrum of the restriction Π
p,q
−,λ|H if

the interlacing property (9) is satisfied.

Convention 5. We say that the restriction of the representation Π−,λ of G to H =
O(p − 1, q) is of discretely decomposable type.

4.3 Branching Laws for the Restriction of Π+,λ to
H = O( p − 1, q)—finite type

This section treats the restriction Π+,λ|H which is not discretely decomposable.
We use [14, Example 1.2 (2)] which determines the whole discrete spectrum in the
restrictionΠ+,λ|H . A large part of discrete summands are also obtained in [17] using
different techniques.

The restriction Π+,λ|H contains at most finitely many irreducible summands.
We recall from [14, Thm. 1.1] (or [14, Ex. 1.2 (2)]), an irreducible representation
π of H × O(1, 0) = O(p − 1, q) × O(1) occurs in the discrete spectrum of the
restriction of Π+,λ if and only it is of the form

π
p−1,q
+,λ−n− 1

2
� (sgn)n for some 0 ≤ n < λ − 1

2
,

where sgn stands for the nontrivial character of O(1).
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Proposition 6 (Version 1). An irreducible representation π of H = O(p − 1, q)

occurs in the discrete spectrum of the restriction of Π+,λ of G = O(p, q) when
restricted to H if and only if it is of the form

π
p−1,q
+,λ− 1

2 −n
where 0 ≤ n < λ − 1

2
.

Remark 10. There does not exist discrete spectrum in the restrictionΠ+,λ|H if p = 2.
In fact π1,q

+,μ is zero for all μ if q ≥ 1, see Remark 1.

Remark 11. The representation π
p−1,q
+,λ− 1

2 −n
has a regular parameter, or equivalently,

has the same infinitesimal character as a finite-dimensional representation iff

λ − 1

2
− n >

p + q − 5

2
.

Remark 12. In contrast to the discretely decomposable case (Remark 8), Proposition
6 tells that the implication

λ regular ⇒ μ regular

does not necessarily hold when HomH (π+,μ,Π+,λ|H ) �= {0}, see Remark 11 above.

We observe that for these representations the condition in the proposition depends
only on p + q and thus the proposition for these representations does not depend on
the inner form SO(r, s) of SO(p + q, C) when r + s = p + q with r ≥ 3.

Recall that the infinitesimal character of the representation Π+,λ is

(λ,
p + q − 4

2
, . . . , κ(p + q)) (10)

and the infinitesimal character of the representations in π+,μ

(μ,
p + q − 5

2
, . . . , κ(p + q − 1)) (11)

as in (6) and (7).

Proposition 7 (Version 2). Suppose π is an irreducible unitary representation of
H = O(p − 1, q). If π occurs in the discrete spectrum of the restriction of Π+,λ to
H, then π must be isomorphic to π+,μ for some μ > 0 with μ ∈ Z + 1

2 (p + q − 1).
Assume further that λ and μ are regular. Then π+,μ occurs in the discrete spectrum
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of the restriction Π+,λ|H if and only if the two infinitesimal characters (10) and (11)
have the interlacing property

λ > μ >
p + q − 4

2
> · · · >

1

2
> 0. (12)

Remark 13. Consider the example: q = 0 and so G is compact. The representation
Π−,λ is finite-dimensional and has highest weight

(λ − p

2
, 0, . . . , 0)

for an integer λ. A representation π−,μ is a summand of the restriction to H =
SO(p − 1) if it has highest weight

(μ − p − 1

2
, 0, . . . , 0)

for μ ∈ N + 1
2 with μ ≥ p−1

2 and λ − p
2 ≥ μ − p−1

2 ≥ 0, i.e., if there exists and
integer n ∈ N so that μ = λ − 1

2 − n ≥ 1
2 (p − 1).

This motivates the following:

Convention 8. We say that the restriction of the representation Π−,λ to H =
SO(p − 1, q) is of finite type.

5 The Main Theorems

We retain Assumption O, namely, p ≥ 3 and q ≥ 2. Combing the branching laws
in the previous section proves the conjectures in [17, Sect. V] and suggests a gener-
alization of a conjecture by B. Gross and D. Prasad [7], which was formulated for
tempered representations.

5.1 Results for Pairs (O( p, q), O( p − 1, q))

Theorem 9 (Version 1). Suppose thatλandμare regular parameters (Definition1).

1. Let Πλ be a representations in the packet {Π+,λ,Π−,λ}. There exists exactly one
representations πμ in the packet {π+,μ, π−,μ} so that

dimHomH (Πλ|H , πμ) = 1.

2. Let πμ be in the packet {π+,μ, π−,μ}. There exists exactly one representation Πλ

in the packet {Π+,λ,Π−,λ} so that

dimHomH (Πλ|H , πμ) = 1.
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Equivalently we may formulate the results in terms of reducible representations
U (λ) and V (μ) defined in (4) and (5) as follows:

Theorem 10 (Version 2). Suppose that λ and μ are regular parameters. Then

dimHomH (U (λ)|H , V (μ)) = 1.

We may formulate the results in interlacing properties of parameter the infinites-
imal characters similar to the results in [7].

Recall that the infinitesimal character of the representations of G in the packet
{Π+,λ,Π−,λ} is

(λ,
p + q − 4

2
, . . . , κ(p + q))

and the infinitesimal character of the representations of the subgroup H in the packet
{π+,μ, π−,μ} is

(μ,
p + q − 5

2
, . . . , κ(p + q − 1)),

where we recall (κ(p + q), κ(p + q − 1)) = (0, 1
2 ) if p + q is even, = ( 12 , 0) if

p + q is odd.

Theorem 11 (Version 3). Suppose that λ and μ are regular parameters.

1. If the two infinitesimal characters satisfy the following interlacing property:

μ > λ >
p + q − 4

2
> · · · >

1

2
> 0

then
dimHomH (Π−,λ|H , π−,μ) = 1.

2. If the two infinitesimal characters satisfy the following interlacing property:

λ > μ >
p + q − 4

2
> · · · >

1

2
> 0

then
dimHomH (Π+,λ|H , π+,μ) = 1.

Remark 14. The trivial representation 1 of H = O(p − 1, q) is in the dual of the
smooth representation Π∞+,λ but not in the dual of Π∞−,λ. There is no other represen-
tation in the “packet” of the trivial representation of H and so we deduce

dim HomH (U (λ)∞|H , 1) = 1,
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or equivalently there is exactly one representation Πλ in the set {Π∞+,λ,Π
∞−,λ} so that

dim HomH (Π∞
λ |H , 1) = 1.
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Exceptional Quantum Algebra for the
Standard Model of Particle Physics

Ivan Todorov

Abstract The exceptional euclidean Jordan algebra J 8
3 of 3 × 3 hermitian octo-

nionic matrices, appears to be tailor made for the internal space of the three gen-
erations of quarks and leptons. The maximal rank subgroup of the automorphism
group F4 of J 8

3 that respects the lepton-quark splitting is (SU (3)c × SU (3)ew)/Z3.
Its restriction to the special Jordan subalgebra J 8

2 ⊂ J 8
3 , associated with a single gen-

eration of fundamental fermions, is precisely the symmetry group S(U (3) ×U (2))
of the Standard Model. The Euclidean extensionH16(C) ⊗ H16(C) of J 8

2 , the subal-
gebra of hermitianmatrices of the complexification of the associative envelope of J 8

2 ,
involves 32 primitive idempotents giving the states of the first generation fermions.
The triality relating left and right Spin(8) spinors to 8-vectors corresponds to the
Yukawa coupling of the Higgs boson to quarks and leptons.

The present study of J 8
3 originated in the paper arXiv:1604.01247v2 by Michel

Dubois-Violette. It reviews and develops ongoing work with him and with Svetla
Drenska: 1806.09450; 1805.06739v2; 1808.08110.

1 Motivation. Alternative Approaches

The gauge group of the Standard Model (SM),

GSM = SU (3) × SU (2) ×U (1)

Z6
= S(U (3) ×U (2)) (1.1)

and its (highly reducible) representation for the first generation of 16 basic fermions
(and as many antifermions),
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(
ν
e−

)
L

↔ (1, 2)−1,

(
u
d

)
L

↔ (3, 2) 1
3

(1.2)

(νR ↔ (1, 1)0?), e−
R ↔ (1, 1)−2, uR ↔ (3, 1) 4

3
, dR ↔ (3, 1)− 2

3

(the subscript standing for the value of the weak hypercharge Y ), look rather baroque
for a fundamental symmetry. Unsatisfied, the founding fathers proposed Grand Uni-
fied Theories (GUTs) with (semi)simple symmetry groups: (for a review see [4]):
SU (5) H. Georgi - S.L. Glashow (1974);
Spin(10) H. Georgi (1975), H. Fritzsch - P. Minkowski (1975);
GPS = Spin(6) × Spin(4) = SU (4)×SU (2)×SU (2)

Z2
J.C. Pati - A. Salam (1973).

The first two GUTs, based on simple groups, gained popularity in the beginning,
since they naturally accommodated the fundamental fermions:

SU (5) : 32 = ΛC
5 =

5⊕
ν=0

Λν, Λ1 =
(

ν
e−

)
−1

⊕ d̄ 2
3

= 5̄,

Λ3 =
(
u
d

)
1
3

⊕ u− 4
3
⊕ e+

2 = 10, Λ5 = ν̄L(?) = 1̄;

Spin(10) : 32 = 16L ⊕ 16R, 16L = Λ1 ⊕ Λ3 ⊕ Λ5. (1.3)

(The question marks on the sterile (anti)neutrino indicate that their existence is only
inferred indirectly - from the neutrino oscillations.) The Pati-Salam GUT is the only
one to exploit the quark lepton symmetry: the group SU (4) ⊂ GPS combines the
three colours with the lepton number. The left and right fermion octets are formed by
SU (2)L and SU (2)R doublets, respectively (and conversely for the antifermions):

8L = (4, 2, 1), 8R = (4̄, 1, 2) (8̄R = (4̄, 2, 1), 8̄L = (4, 1, 2)). (1.4)

The quark-lepton symmetry plays a pivotal role in our approach, too, and the Lie
subalgebra su(4) ⊕ su(2) of gPS will appear in Sect. 4.1.

If the fermions fit nicely in all GUTs, the gauge bosons start posing problems.
The adjoint representations 24 (of SU (5)) and 45 (of Spin(10)) carry, besides the
expected eight gluons and four electroweak gauge bosons, unwanted leptoquarks;
for instance,

24 = (8, 1)0 ⊕ (1, 3)0 ⊕ (1, 1)0 ⊕ (3, 2) 5
3
⊕ (3̄, 2)− 5

3
. (1.5)

Moreover, the presence of twelve gauge leptoquarks in (1.5) yields a proton decay
rate that contradicts current experimental bounds [48]. It is noteworthy that the Pati-
Salam GUT is the only one which does not predict a gauge triggered proton decay
(albeit it allows model dependent interactions with scalar fields that would permit
such a decay). Accordingly, the Pati-Salam group appears in a preferred reduction of
the Spin(10) GUT. Intriguingly, a version of this symmetry is also encountered in
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the noncommutative geometry approach to the SM, [13]. Concerning the most pop-
ular nowadays supersymmetric GUTs advocated authoritatively in [58], the lack of
experimental evidence for any superpartner makes us share the misgivings expressed
forcefully in [59] (see also the recent popular account [35]).

The noncommutative geometry approach, was started in 1988 (according to the
dates of submission of [15, 25]), see [17, 24], “at the height of the string revolution”
(to cite [14]) and pursued vigorously by Alain Connes and collaborators (work that
can be traced back from [11–13, 16]) and by followers [8, 41] (for a pedagogical
exposition see [53]).

The algebraic approach to quantum theory has, in fact, been initiated back in
the 1930’s by Pascual Jordan (1902–1980),1 [46], who axiomatized the concept of
observable algebra, the prime example of which is the algebra of complex hermitian
matrices (or self-adjoint operators in a Hilbert space) equipped with the symmetrized
product

A ◦ B = 1

2
(AB + BA) (= B ◦ A). (1.6)

Such a (finite dimensional) Jordan algebra should appear as an “internal” counter-
part of the algebra of smooth functions of classical fields. In the case of a special
Jordan algebra (i.e., a Jordan subalgebra of an associative algebra equipped with the
product (1.6)) one can of course work with its associative envelope, - i.e., with the
corresponding matrix algebra. In the noncommutative geometry approach to the SM,
based on a real spectral triple [11], one arrives at the finite algebra [12] (Proposition
3 of [14]):

AF = C ⊕ H ⊕ C[3] (1.7)

(A[n] standing for the algebra of n × nmatriceswith entries in the coordinate ringA).
The only hermitian elements of the quaternion algebraH, however, are the real num-
bers, soAF does not appear as the associative envelope of an interesting observable
algebra. We shall, by contrast, base our treatment on an appropriate finite dimen-
sional Jordan algebra2 suited for a quantum theory - permitting, in particular, a
spectral decomposition of observables.

1The only one of the “Boys’ Club”, [36], that did not get a Nobel Prize. The work on Jordan
algebras (called so by A.A. Albert, 1946), of 1932–1934, that culminated in [37], was preceded
by the analysis (by Dirac, Jordan and von Neumann) of quantum transformation theory reviewed
insightfully in [27]. There are but a few papers on the applications of Jordan algebras to quantum
theory, [3, 5, 6, 21, 33, 43, 45, 57].
2Recently, a new paper, [9], was posted where an alternative approach, closer to Connes’ real
spectral triple, involving a different Jordan algebra, is being developed.
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2 Euclidean Jordan Algebras

An euclidean Jordan algebra is a real vector space J equipped with a commutative
product X ◦ Y with a unit 1 satisfying the formal reality condition

X2
1 + ... + X2

n = 0 ⇒ X1 = ... = Xn = 0 (X2
i := Xi ◦ Xi ) (2.1)

and power associativity. Jordan has found a simple necessary and sufficient con-
dition for power associativity. Introducing the operator L(X) of multiplication by
X : L(X)Y = X ◦ Y , it can be written in the form:

[L(X), L(X2)] = 0 ⇔ X ◦ (Y ◦ X2) = X2 ◦ (Y ◦ X), X,Y ∈ J. (2.2)

(In general, non-associativity of the Jordan product is encoded in the noncommuta-
tivity of the maps L(X).) A prototype example of a Jordan algebra is the space of
n × n hermitianmatriceswith anticommutator product (1.6), X ◦ Y = 1

2 (XY + Y X)

where XY stands for the (associative) matrix multiplication. More generally, a Jor-
dan algebra is called special if it is a Jordan subalgebra of an associative algebra
with Jordan product defined by (1.6). If A is an associative involutive (star) alge-
bra the symmetrized product (1.6) is not the only one which preserves hermiticity.
The quadratic (in X ) operator U (X)Y = XY X, X,Y ∈ A also maps a pair X,Y of
hermitian elements into a hermitian element. For a general (not necessarily special)
Jordan algebra the map U (X) (whose role is emphasized in [44]) and its polarized
form U (X,Y ) := U (X + Y ) −U (X) −U (Y ) can be defined in terms of L(X):

U (X) = 2L2(X) − L(X2),U (X,Y ) = 2(L(X)L(Y ) + L(Y )L(X) − L(X ◦ Y )).

(2.3)
The conditions (2.1) and (2.2) are necessary and sufficient to have spectral decom-
position of any element of J and thus treat it as an observable.

2.1 Spectral Decomposition, Characteristic Polynomial

To begin with, power associativity means that the subalgebra (including the unit)
generated by an arbitrary element X of J is associative. In particular, any power of
X is defined unambiguously. In order to introduce spectral decomposition we need
the algebraic counterpart of a projector. An element e ∈ J satisfying e2 = e( 
= 0) is
called a (non zero) idempotent. Two idempotents e and f are orthogonal if e ◦ f = 0;
thenmultiplication by e and f commute and e + f is another idempotent. The formal
reality condition (2.1) allows to define partial order in J saying that X is smaller
than Y , X < Y , if Y − X can be written as a sum of squares. Noting that f = f 2 we
conclude that e < e + f . A non-zero idempotent is called minimal or primitive if it
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cannot be decomposed into a sum of (nontrivial) orthogonal idempotents. A Jordan
frame is a set of orthogonal primitive idempotents e1, ..., er satisfying

e1 + ... + er = 1 (ei ◦ e j = δi j ei ). (2.4)

Each such frame gives rise to a complete set of commuting observables. The number
of elements r in a Jordan frame is independent of its choice and is called the rank of
J. Each X ∈ J has a spectral decomposition of the form

X =
r∑

i=1

λi ei , λi ∈ R, λ1 ≤ λ2 ≤ ... ≤ λr . (2.5)

For an X for which all λi in (2.5) are different the spectral decomposition is unique.
Such regular X form a dense open set in J . The rank of J coincides with the degree
of the characteristic polynomial (defined for any X ∈ J ):

Fr (t, X) = tr − a1(X)tr−1 + ... + (−1)r ar (X),

ak(X) ∈ R, ak(αX) = αkak(X) (α > 0). (2.6)

The roots of Fr are (t =)λ1, ...,λr (some of which may coincide). Given a regular X
the idempotents ei can be expressed as polynomials in X of degree r − 1, determined
from the system of equations

e1 + ... + er = 1,

λ1e1 + ... + λr er = X,

......

λr−1
1 e1 + ... + λr−1

r er = Xr−1, (2.7)

whose Vandermonde determinant is non zero for distinct λi .
We are now ready to define a trace and an inner product in J . The trace, tr(X),

is a linear functional on J taking value 1 on primitive idempotents:

tr(X) =
∑
i

λi (= a1(X)), tr(1) = r, (2.8)

for X given by (2.5) (and a1(X) of (2.6)). The inner product, defined as the trace of
the Jordan product, is positive definite:

(X,Y ) := tr(X ◦ Y ) ⇒ (X, X) > 0 f or X 
= 0. (2.9)
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This justifies the name euclidean for a formally real Jordan algebra. The last coeffi-
cient, ar , of (2.6) is the determinant of X:

ar (X) = det (X) = λ1...λr . (2.10)

If det (X) 
= 0 then X is invertible and its inverse is given by

X−1 := (−1)r

det (X)
(Xr−1 − a1(X)Xr−1 + ... + (−1)r−1ar−1(X)1). (2.11)

The theory of euclidean Jordan algebras is simplified by the fact that any such algebra
can be written as a direct sum of simple ones (which cannot be further decomposed
into nontrivial direct sums).

2.2 Simple Jordan Algebras. Euclidean Extensions

The finite dimensional simple euclidean Jordan algebras were classified at the dawn
of the theory, in 1934, by Jordan et al.3 The argument is based on the Peirce decom-
position in a Jordan algebra which we are going to sketch.

To begin with, by repeated manipulation of the Jordan identity (2.2) one obtains
the basic third degree formula (see Proposition II.1.1 (iii) of [28]):

L(X2 ◦ Y ) − L(X2)L(Y ) = 2(L(X ◦ Y ) − L(X)L(Y ))L(X), (2.12)

that is equivalent to

L(X3) − 3L(X2)L(X) + 2L3(X) = 0,

[[L(X), L(Y )], L(Z)] + L([X, Z ,Y ]) = 0, (2.13)

[X, Z ,Y ] := (X ◦ Z) ◦ Y − X ◦ (Z ◦ Y ) is the associator. For an idempotent, X =
e(= e2), the first equation (2.13) takes the form:

2L3(e) − 3L2(e) + L(e) = L(e)(2L(e) − 1)(L(e) − 1) = 0, (2.14)

thus restricting the eigenvalues of L(e) to three possibilities (0, 1/2, 1).
Let e ∈ J be a nontrivial idempotent: 0 < e(= e2) < 1. The eigensubspace

J1(e) ⊂ J of L(e) corresponding to eigenvalue 1 coincides with U (e)[J ], the sub-
space of elements Y of the form Y = U (e)X, X ∈ J where U is the quadratic map
(2.3). If the idempotent e is minimal then J1(e) is one-dimensional: it us spanned by
real multiples of e. Similarly, the subspace J0(e) annihilated by L(e) can be written

3A streamlined pedagogical version of the original argument, [37], that follows [39], can be found
in Chapters II-V of the book [28].
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as J0(e) = U (e
′
)[J ] for. e′ = 1 − e. For J simple (of rank r > 1) the subspace J 1

2
(e)

has to be nontrivial as well:

J 1
2
(e) = U (e, e

′
)[J ] ⇒ (L(e) − 1

2
)J 1

2
(e) = (L(e

′
) − 1

2
)J 1

2
(e) = 0. (2.15)

Given a frame of primitive idempotents (e1, ..., er ) in a rank r Jordan algebra Jr ,
we can introduce a set of

(r+1
2

)
orthogonal subspaces, a counterpart of Weyl’s matrix

units:

Eii = U (ei )[Jr ], Ei j = U (ei , e j )[Jr ](= E ji ), i, j = 1, ..., r, i 
= j. (2.16)

They are eigenspaces of the set {L(ek), k = 1, ..., r} of commuting operators:

L(ek)Ei j = 1

2
(δik + δ jk)Ei j . (2.17)

The subalgebras Eii are one-dimensionalwhile Ei j , i 
= j (for a given simple algebra
Jr ) have the same dimension, called the degree, d > 0. It turns out that the two
positive numbers, the rank r and the degree d, determine all finite dimensional
simple euclidean Jordan algebras, to be, hence, denoted J d

r . (The single rank one
Jordan algebra is the fieldR of real numbers - no room for off diagonal elements and
no need for a degree in this case.) For r = 2 the degree d can take any positive integer
value. For r = 3 the allowed values of d are the dimensions 1, 2, 4, 8 of the (normed)
division rings. For r ≥ 4 only the dimensions 1, 2, 4 of the associative division rings
are permitted. The resulting simple Jordan algebras split into four infinite series and
one exceptional algebra (proven to have no associative envelope by A. Albert also
in 1934 and often called the Albert algebra):

J 1
r = Hr (R), r ≥ 1; J 2

r = Hr (C), r ≥ 2;
J 4
r = Hr (H), r ≥ 2; J d

2 = J Spin(d + 1);
J 8
3 = H3(O), dim(J d

r ) =
(
r

2

)
d + r (2.18)

(dim(Hr (R)) = (r+1
2

)
, dim(Hr (C)) = r2, dim(J d

2 ) = d + 2, dim(J 8
3 ) = 27).The

first three algebras in the above list consist of familiar hermitianmatrices (with entries
in associative division rings). We stress once more that all items in (2.18) (including
Hr (C) andHr (H)which involvematriceswith complex and quaternionic entries) are
regarded as algebras over the reals. The spin factor J d

2 ⊂ C�d+1 can be thought of as
the set of 2 × 2 matrices of the form

X = ξ1 + x̂, ξ ∈ R, tr x̂ = 0, X2 = 2ξX − det X,

det X = ξ2 − N (x), x̂2 = N (x)1, N (x) =
d∑

μ=0

x2μ (2.19)
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(cf. Remark 3.1 of [56]). The fact that the algebras J Spin(n)(= J n−1
2 ) are special

requires an argument (while it is obvious for the first three series of matrix algebras
(2.18)). In fact they admit interesting euclidean extensions.

The algebra J Spin(n) is isomorphic to the Jordan subalgebra of the real Clifford
algebraC�n spanned by the unit element and an orthonormal basis of gammamatrices
with Jordan product

Γi ◦ Γ j = 1

2
[Γi , Γ j ]+ = δi j1. (2.20)

To define an appropriate euclidean extension we use the classification of real (later
also of complex) Clifford algebras (see e.g. [42, 54]):

C�2 = R[2], C�3 = C[2], C�4 = H[2], C�5 = H[2] ⊕ H[2], C�6 = H[4],
C�7 = C[8],C�8 = R[16],C�9 = R[16] ⊕ R[16]; C�n+8 = C�n ⊗ R[16]. (2.21)

It seems natural to define the euclidean extensions of the spin factors J Spin(n) as
the corresponding subalgebras of hermitian (in the real case - symmetric) matrices:
H2(R), H2(C), H2(H), ..., H16(R) ⊕ H16(R). In the case of real symmetric matri-
ces (including the euclidean Jordan subalgebras of C�2,C�8 and C�9), however,
such a definition would exclude the most important observables: the hermitian coun-
terparts of the symmetry generators. Indeed the derivations Γab = [Γa, Γb], a, b =
1, ..., n ofC�n are antihermitianmatrices; the hermitian observables iΓab only belong
to the corresponding matrix Jordan algebra if we are dealing with complex hermitian
(rather than real symmetric) matrices. More generally, we shall complexify from the
outset the assoiciative envelope of the spin factors as postulated in [26]:

J d
2 ∈ C�d+1 ∈ C�d+1(C), C�2m(C) ∼= C[2m],

C�2m+1(C) ∼= C[2m] ⊕ C[2m]. (2.22)

(See the insightful discussion in (Sect. 3 of [3].)Wewill identify the optimal extension
J̃ d
2 of J d

2 with the corresponding subalgebra of hermitian matrices. We shall exploit,
in particular,

J̃ 8
2 := J 2

16 ⊕ J 2
16 = H16(C) ⊕ H16(C). (2.23)

Coming back to the list (2.18)we observe that it involves three obvious repetitions:
the spin factors J d

2 for d = 1, 2, 4 coincide with the first items in the three families
of matrix algebras in the above list. We could also write

J 8
2 = H2(O)(⊂ C�9); (2.24)

here (as in J 8
3 )O stands for the nonassociative division ring of octonions (see the

review [2]). The (10-dimensional) spin factor J 8
2 (unlike J 8

3 ) is special - as a Jordan
subalgebra of the (29-dimensional) associative algebra C�9.
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2.3 Symmetric Cone, States, Structure Group

Remarkably, an euclidean Jordan algebra gives room not only to the observables of
a quantum theory, it also contains its states: these are, roughly speaking, the positive
observables. We proceed to more precise definitions.

Each euclidean Jordan algebra J contains a convex, open cone C consisting of
all positive elements of J (i.e., all invertible elements that can be written as sums
of squares, so that all their eigenvalues are positive). Jordan frames belong to the
closure C̄ (in fact, to the boundary) of the open cone, not to C itself, as primitive
idempotents (for r > 1) are not invertible.

The states are (normalized) positive linear functionals on the space of observables,
so they belong to the closure of the dual cone

C∗ = {ρ ∈ J ; (ρ, X) > 0 ∀X ∈ C̄}. (2.25)

In fact, the positive cone is self-dual, C = C∗. An element ρ ∈ C̄ ⊂ J of trace one
defines a state assigning to any observable X ∈ J an expectation value

<X>= (ρ, X) = tr(ρ ◦ X), ρ ∈ C̄, trρ (=<1>) = 1. (2.26)

The primitive idempotents define pure states; they are extreme points in the convex
set of normalized states. All positive states (in the open cone C) are (mixed) density
matrices. There is a distinguished mixed state in J d

r , the normalized unit matrix,
called by Baez the state of maximal ignorance:

<X>0 = 1

r
tr(X) (r = tr(1)). (2.27)

Any other state can be obtained by multiplying it by a (suitably normalized) observ-
able - thus displaying a state observable correspondence [3].

The cone C is homogeneous: it has a transitively acting symmetry group that
defines the structure group of the Jordan algebra, Aut (C) =: Str(J ), the product of
a central subgroup R+ of uniform dilation with a (semi)simple Lie group Str0(J ),
the group that preserves the determinant of each element of J . Here is a list of the
corresponding simple Lie algebras str0(J d

r ):

str0(J
1
r ) = sl(r,R), str0(J

2
r ) = sl(r,C), str0(J

4
r ) = su∗(2r),

str0(J
d
2 ) = so(d + 1, 1)(= spin(d + 1, 1)), str0(J

8
3 ) = e6(−26). (2.28)
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The stabilizer of the point 1 of the cone is the maximal compact subgroup of Aut (C)

whose Lie algebra coincides with the derivation algebra4 of J :

der(J 1
r ) = so(r), der(J 2

r ) = su(r), der(J 4
r ) = usp(2r),

der(J d
2 ) = so(d + 1)(= spin(d + 1)), der(J 8

3 ) = f4. (2.29)

The structure Lie algebra acts by automorphisms on J . For the simple Jordan
algebras J d

r , d = 1, 2, 4 of hermitian matrices over an associative division ring an
element u of str(J d

r ) transforms hermitian matrices into hermitian by the formula:

u : (J d
r �)X → uX + Xu∗, d = 1, 2, 4, (2.30)

where u∗ is the hermitian conjugate of u. If u belongs to the derivation subalgebra
der(J d

r ) ⊂ str(J d
r ) then u∗ = −u and (2.30) becomes a commutator (thus annihi-

lating the Jordan unit). In general, (2.30) can be viewed as a Z2 graded commutator
(regarding the hermitian matrices as odd elements).

We shall argue that the exceptional Jordan algebra J 8
3 should belong to the observ-

able algebra of the SM. It has three (special) Jordan subalgebras J 8
2 whose euclidean

extensions match each one family of basic fermions.

3 Octonions, Quark-Lepton Symmetry, J8
3

3.1 Why Octonions?

The octonions O, the non-associative 8-dimensional composition algebra (reviewed
in [2, 18], in Chaps. 19, 23 of [42, 50], and in [56], Sect. 1), were originally intro-
duced as pairs of quaternions (the “Cayley-Dickson construction”). But it was the
decomposition of O into complex spaces,

O = C ⊕ C
3, x = z + Z, z = x0 + x7e7, Z = Z1e1 + Z2e2 + Z4e4,

Z j = x j + x3 j (mod7)e7, j = 1, 2, 4;
ei ei+1 = ei+3(mod7), ei ek + ekei = −2δik, i, k = 1, ...7, (3.1)

that led Feza Gürsey (and his student Murat Günaydin) back in 1973, [32, 34], to
apply it to the quarks (then the newly proposed constituents of hadrons). They figured
out that the subgroup SU (3) of the automorphism group G2 of the octonions, that
fixes the first C in (3.1), can be identified with the quark colour group. Gürsey
tried to relate the non-associativity of the octonions to the quark confinement - the
unobservability of free quarks. Only hesitantly did he propose (in [34], 1974, Sect.

4The corresponding automorphism group need not be connected. For instance, Aut (J 2r ) is the
semi-direct product of SU (r)/Zr with a Z2 generated by complex conjugation.
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VII) “as another speculation” that the first C in (3.1) “could be related to leptons”.
Interpreting (3.1) as a manifestation of the quark-lepton symmetry was only taken
seriously in 1987 by A. Govorkov [31] in Dubna. The subject has been later pursued
by G.M. Dixon, - see e.g. [19, 20] and in [29] among others. M. Dubois-Violette
pointed out [22] that, conversely, the unimodularity of the quark’s colour symmetry
yields - through an associated invariant volume form - an essentially unique octonion
product with a multiplicative norm. The octonions (just like the quaternions) do not
represent an observable algebra. They take part, however, in J 8

2 and in the exceptional
Jordan algebra J 8

3 whose elements obey the following Jordan product rules:

X (ξ, x) =
⎛
⎝ ξ1 x3 x∗

2
x∗
3 ξ2 x1
x2 x∗

1 ξ3

⎞
⎠

=
3∑

i=1

(ξi Ei + Fi (xi )), Ei ◦ E j = δi j Ei , Ei ◦ Fj = 1 − δi j

2
Fj ,

Fi (x) ◦ Fi (y) = (x, y)(Ei+1 + Ei+2), Fi (x) ◦ Fi+1(y) = 1

2
Fi+2(y

∗x∗) (3.2)

(indices being counted mod 3). The (order three) characteristic equation for X (ξ, x)
has the form:

X3 − tr(X)X2 + S(X)X − det (X) = 0; tr(X) = ξ1 + ξ2 + ξ3,

S(X) = ξ1ξ2 − x3x
∗
3 + ξ2ξ3 − x1x

∗
1 + ξ1ξ3 − x∗

2 x2,

det (X) = ξ1ξ2ξ3 + 2Re(x1x2x3) −
3∑

i=1

ξi xi x
∗
i . (3.3)

The exceptional algebra J 8
3 incorporates triality that will be related - developing

an idea of [26] - to the three generations of basic fermions.

3.2 Quark-Lepton Splitting of J8
3 and Its Symmetry

The automorphism group of J 8
3 is the compact exceptional Lie group F4 of rank 4

and dimension 52 whose Lie algebra is spanned by the (maximal rank) subalgebra
so(9) and its spinorial representation 16, and can be expressed in terms of so(8) and
its three (inequivalent) 8-dimensional representations:

der(J 8
3 ) = f4 ∼= so(9) + 16 ∼= so(8) ⊕ 8V ⊕ 8L ⊕ 8R; (3.4)

here 8V stands for the 8-vector, 8L and 8R for the left and right chiral so(8) spinors.
The group F4 leaves the unit element 1 = E1 + E2 + E3 invariant and transforms
the traceless part of J 8

3 into itself (under its lowest dimensional fundamental repre-
sentation 26).
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The lepton-quark splitting (3.1) yields the following decomposition of J 8
3 :

X (ξ, x) = X (ξ, z) + Z , X (ξ, z) ∈ J 2
3 = H3(C),

Z = (Z j
r , j = 1, 2, 4, r = 1, 2, 3) ∈ C[3]. (3.5)

The subgroup of Aut (J 8
3 )which respects this decomposition is the commutant Fω

4 ⊂
F4 of the automorphism ω ∈ G2 ⊂ Spin(8) ⊂ F4 (of order three):

ωX (ξ, x) =
3∑

i=1

(ξi Ei + Fi (ω7xi )), ω7 = −1 + √
3e7

2
(ω3 = 1 = ω3

7). (3.6)

It consists of two SU (3) factors (with their common centre acting trivially):

Fω
4 = SU (3)c × SU (3)ew

Z3
� (U, V ) : X (ξ, x) → V X (ξ, z)V ∗ +UZV ∗. (3.7)

We see that the factor, U acts on each quark’s colour index j (= 1, 2, 4), so it corre-
sponds to the exact SU (3)c colour symmetry while V acts on the first term in (3.5)
and on the flavour index r(= 1, 2, 3) and is identified with (an extension of) the
broken electroweak symmetry as suggested by its restriction to the first generation
of fermions (Sect. 4).

4 The First Generation Algebra

4.1 The GSM Subgroup of Spin(9) and Observables in J̃8
2

The Jordan subalgebra J 8
2 ⊂ J 8

3 , orthogonal, say, to the projector E1,

J 8
2 (1) = (1 − E1)J

8
3 (1 − E1), (4.1)

is special, its associative envelope beingC�9. Its automorphism group5 is Spin(9) ⊂
F4, whose intersection with Fω

4 , that respects the quark-lepton splitting, coincides
with - and explains - the gauge group (1.1) of the SM:

GSM = Fω
4 ∩ Spin(9) = Spin(9)ω = S(U (3) ×U (2)). (4.2)

5Another instance of a (closed connected) maximal rank subgroup of a compact Lie group that have
been studied by mathematicians [7] back in 1949 (see also [55]). The group Spin(9) had another
appearance in the algebraic dreams of Ramond [51].
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As argued in Sect. 2.2 the optimal euclidean extension J̃ 8
2 (2.23) of J 8

2 is obtained by
replacing the real symmetric by complex hermitianmatrices in themaximal euclidean
Jordan subalgebra of its associative envelope:

J 8
2 ⊂ C�9 = R[16] ⊕ R[16] → J 1

16 ⊕ J 1
16(⊂ C�9), J 1

16 = H16(R)

J 8
2 → J̃ 8

2 = J 2
16 ⊕ J 2

16 ⊂ C�9(C), J 2
16 = H16(C). (4.3)

The resulting (reducible) Jordan algebra of rank 32 gives room precisely to the state
space (of internal quantum numbers) of fundamental fermions of one generation -
including the right handed “sterile” neutrino. In fact, it is acted upon by the simple
structure group of J 8

2 whose generators belong to the even part of the Clifford algebra
C�(9, 1) isomorphic to C�9; its Dirac spinor representation splits into two chiral
(Majorana-)Weyl spinors:

Str0(J
8
2 ) = Spin(9, 1) ⊂ C�0(9, 1)(∼= C�9) ⇒ 32 = 16L ⊕ 16R . (4.4)

Here is an explicit realization of the above embedding/extension. Let eν, ν =
0, 1, ..., 7, be the octonionic units satisfying (3.1). The anticommutation relations of
the imaginary octonion units e j can be realized by the real skew-symmetric 8 × 8
matrices Pj generating C�−6 and their product:

[Pj , Pk ]+ := Pj Pk + Pk Pj = −2δ jk , P7 := P1...P6 ⇒ [P7, Pj ]+ = 0, P2
7 = −1. (4.5)

The nine two-by-two hermitian traceless octonionic matrices êa that generate J 8
2 (cf.

(2.19)) are represented by similar real symmetric 16 × 16 matrices P̂a :

ê0 = σ1e0 (e0 = 1), ê j = ce j , j = 1, ..., 7, c = iσ2, c
∗ = −c = c3,

êa êb + êbêa = 2δab ⇒ ±ê8 = ê0...ê7 = σ1c
7(−1) = −σ3;

P̂j = c ⊗ Pj , j = 1, ..., 7, P̂0 = σ1 ⊗ P0, P0 = 18, P̂8 = σ3 ⊗ P0. (4.6)

The nine matrices P̂a, a = 0, 1, ..., 8 generate an irreducible component of the Clif-
ford algebra C�9. Then the ten real 32 × 32 matrices

Γa = σ1 ⊗ P̂a, a = 0, 1, ..., 8, Γ−1 = c ⊗ 116 ⇔
Γ−1 = γ0 ⊗ P0, Γ0 = γ1 ⊗ P0, Γ j = iγ2 ⊗ Pj , j = 1, ..., 7, Γ8 = γ3 ⊗ P0

(γ0 = c∗ ⊗ 12, γ j = σ1 ⊗ σ j , j = 1, 2, 3, γ5 = iγ0γ1γ2γ3 = σ3 ⊗ 12) (4.7)

generate the Clifford algebra C�(9, 1). We make correspond to the generators êa
(4.6) of J 8

2 the hermitian elements Γ−1Γa of the even subalgebra C�0(9, 1) � C�9.
The generators of the symmetry algebra so(9) of the spin factor J 8

2 are given by the
antihermitian matrices

Γab := [Γ−1Γa, Γ−1Γb] = [Γa, Γb](= −Γ ∗
ab = . = −Γba). (4.8)
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The corresponding observables iΓab only belong to the subalgebra J̃ 8
2 (2.23) of pairs

of complex hermitian 16 × 16 matrices.
In order to identify a complete commuting set of observables we introduce a

maximal abelian subalgebra A of hermitian elements of the universal enveloping
algebra U (so(9, 1)) and the commutant A8 of Γ8 in A:

A = R[Γ−1,8, iΓ07, iΓ13, iΓ26, iΓ45] ⊂ U (so(9, 1)),

A8 = R[iΓ07, iΓ13, iΓ26, iΓ45] ⊂ U (so(8)). (4.9)

(The multilinear functions of A8 span a 16-dimensional vector subspace of the 32-
dimensional real vector spaceA.) To reveal the physical meaning of the generators of
A8 ⊂ Awe identify them with the Cartan elements of the maximal rank semisimple
Lie subalgebra so(6) ⊕ so(3), the intersection

g4 := so(6) ⊕ so(3) ∼= su(4) ⊕ su(2) = gPS ∩ so(9) (4.10)

of the Pati-Salam algebra gPS = su(4) ⊕ su(2)L ⊕ su(2)R with so(9), both viewed
as Lie subalgebras of so(10). Here su(2) is embedded diagonally6 into su(2)L ⊕
su(2)R . It is easily verified that the Lie algebra g4 acting on the vector representation
9 of Spin(9) preserves the quark lepton splitting in J 8

2 . It does not preserve this
splitting in the full Albert algebra J 8

3 which also involves the spinor representation
16 of Spin(9). In accord with our statement in the beginning of this section only its
subgroup GSM (4.2) does respect the required symmetry for both nontrivial IRs of
Spin(9) contained in the fundamental representation 26 of F4.

All elementary fermions can be labeled by the eigenvalues of two commuting
operators in the centralizer of su(3)c in g4(⊂ so(9)):

2I3 = −iΓ07(= 2I L3 + 2I R3 ), (2I3)
2 = 1, B − L = i

3

∑
j=1,2,4

Γ j,3 j (mod7) (4.11)

and of the chirality given by the Coxeter element of C�(9, 1):

γ := ω9,1 = Γ−1Γ0Γ1...Γ8 = γ5 ⊗ 18 ∈ C�0(9, 1) (= γ∗, γ2 = 1). (4.12)

Here B − L (the difference between the baryon and the lepton number) is given
by the commutant of su(3)c in so(6)(= Span{Γik, i, k = 1, ...6}) ⊂ g4. The electric
charge is a linear function of B − L and I3:

Q = 1

2
(B − L) + I3. (4.13)

6We recall thatwhile I3 ∈ su(2) is a convenient global label for fundamental fermions, it is su(2)L ⊕
u(1) which carries the local gauge symmetry of weakly interacting bosons.
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The right and left isospins I R/L
3 and the hypercharge Y involve Γ−1,8 /∈ A8 and their

expressions in terms of I3, B − L and γ are more complicated:

4I R3 = Γ−1,8 − iΓ07 = (1 + γ(B − L))(3γ(B − L) − 1)(3γ(B − L) − 2)I3,

4I L3 = −Γ−1,8 − iΓ07 = 4(I3 − I R3 ), Y = B − L + 2I R3 , (4.14)

but we won’t need them. Remarkably, all quarks and leptons are labeled by a single
quantum number B − L(= ±1,±1/3) and two signs (2I3 = ±1, γ = ±).

As the quark colour is not observable we only have to distinguish SU (3)c rep-
resentations as labels: 3 for a quark triplet, 3̄ for an antiquark, and 1 for an SU (3)c
singlet. These are encoded in the value of B − L:

B − L = 1

3
↔ 3, B − L = −1

3
↔ 3̄, B − L = ±1 ↔ 1.

We have eight primitive idempotents corresponding to the left and right (anti)leptons
and eight (non primitive) chiral (anti)quark idempotents (colour singlets of trace
three); for instance,

(νL) := |νL >< νL | ↔ (2I3 = 1, B − L = −1, γ = 1), (e+
R ) ↔ (1, 1,−1);

(ūL) :=
∑

j=1,2,4

|ū j
L >< ū j

L | ↔ (−1,−1

3
, 1), (dL) ↔ (−1,

1

3
, 1). (4.15)

4.2 Observables. Odd Chirality Operators

The 16-dimensional vector spaces SR and SL can be identified with the subspaces
of J 8

3 spanned by F2(x2) and F3(x3) of Eq. (3.2), respectively. (As we shall recall
in Sect. 5.1 below, they transform as expected under the Spin(8) subgroup of the
automorphism group F4 of J 8

3 .) The (extended) observables belong by definition to
the complexificationof the evenpart,C�0(9, 1), ofC�(9, 1)(∼= R[32]), thus commute
with chirality and preserve individually the spaces SR and SL . The elements of the
odd subspace, C�1(9, 1), in particular the generators Γμ of C�(9, 1), by contrast,
anticommute with chirality and interchange the left and right spinors. They can
serve to define the internal space part of the Dirac operator.

We shall now present an explicit realization of both Γμ and the basic observables
in terms of fermionic oscillators (anticommuting creation and annihilation operators
- updating Sect. 5 of [56]), inspired by [1, 30]. To begin with, we note that the
complexification ofC�(9, 1) contains a five dimensional isotropic subspace spanned
by the anticommuting operators
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a0 = 1

2
(Γ0 + iΓ7), a1 = 1

2
(Γ1 + iΓ3), a2 = 1

2
(Γ2 + iΓ6), a4 = 1

2
(Γ4 + iΓ5)

(i.e. a j = 1

2
(Γ j + iΓ3 jmod7), j = 1, 2, 4, i2 = −1), a8 = 1

2
(Γ8 + Γ−1). (4.16)

The aμ and their conjugate a∗
μ obey the canonical anticommutation relations,

[aμ, aν]+ = 0, [aμ, a
∗
ν ]+ = δμν, μ, ν = 0, 1, 2, 4, 8, (4.17)

equivalent to the defining Clifford algebra relations for Γα, α = −1, 0, 1, ..., 8.

Remark. The 32 × 32 matrices Γ−1, Γμ(μ = 0, 1, 2, 4, 8), iΓ7, iΓ3, iΓ6, iΓ5 gener-
ate the split real form C�(5, 5)(∼= C�(9, 1)) of C�10(C). The split forms C�(n, n)

(which allow to treat spinors as differential forms) have been used by K. Krasnov
[40] (for n = 7) in his attempt to make the SM natural.

We now proceed to translate the identification of basic observables of Sect. 4.1 in
terms of the five products a∗

μaμ, μ = 0, 1, 2, 4, 8. The set of 15 quadratic combina-
tions of a∗

i , a j (nine a∗
i a j , three independent products aia j = −a jai , and as many

a∗
i a

∗
j ) generate the Pati-Salam Lie algebra su(4). The centralizer B − L (4.11) of

su(3)c in su(4) now assumes the form:

B − L = 1

3

∑
j

[a∗
j , a j ] ⇒ [B − L , a∗

j ] = 1

3
a∗
j , [B − L , a1a2a4] = −a1a2a4

(4.18)
( j = 1, 2, 4). The indices 0, 8 correspond to the left and right isospins:

I L+ = a∗
8a0, I L− = a∗

0a8, 2I
L
3 = [I L+ , I L−] = a∗

8a8 − a∗
0a0;

I R− = a∗
0a

∗
8 , I R+ = a8a0, 2I

R
3 = [I R+ , I R− ] = a8a

∗
8 − a∗

0a0; (4.19)

I+ := I L+ + I R+ = Γ8a0, I− := I L− + I R− = a∗
0Γ8, 2I3 = [I+, I−] = [a0, a∗

0 ].

The hypercharge and the chirality also involve Γ−1Γ8 = [a8, a∗
8 ]:

Y = 2

3

∑
j

a∗
j a j − a∗

0a0 − a∗
8a8, γ = [a∗

0 , a0][a∗
1 , a1][a∗

2 , a2][a∗
4 , a4][a∗

8 , a8]. (4.20)

All fermion states and the commuting observables are expressed in terms of five
basic idempotents πμ and their complements:

πμ = aμa
∗
μ, π̄μ = 1 − πμ = a∗

μaμ,π
2
μ = πμ, π̄2

μ = π̄μ,πμπ̄μ = 0, [πμ,πν] = 0,

πμ + π̄μ = 1, tr1 = 32 ⇒ trπμ = tr π̄μ = 16, μ = 0, 1, 2, 4, 8.(4.21)

Asπμ commute among themselves, products ofπμ are again idempotents. No product
of less than five factors is primitive; for instance π0π1π2π4 = π0π1π2π4(π8 + π̄8).
Any of the 25 products of five πμ, π̄ν of different indices is primitive. We shall take
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as “vacuum” vector the product of all πμ which carry the quantum numbers of the
right chiral (“sterile”) neutrino:

Ω := π0π1π2π4π8 = (νR) ↔ (2I3 = 1, B − L = −1, γ = −1), aνΩ = 0.
(4.22)

The left chiral states involve products of an even number of πν (an odd number for
the right chiral states). In particular, (ν̄L), the antiparticle of (νR), only involves π̄ν

factors:
(ν̄L) = Ω̄ := π̄0π̄1π̄2π̄4π̄8 ↔ (−1, 1, 1), a∗

νΩ̄ = 0. (4.23)

Each primitive idempotent can be obtained from either Ω or Ω̄ by consecutive
action of the involutive chirality changing bilinear maps (cf. (2.3)):

U (a∗
μ, aμ)X = a∗

μXaμ + aμXa
∗
μ, X ∈ A = R[π], μ = 0, 1, 2, 4, 8; (4.24)

here π = {π0,π1,π2,π4,π8} is a basis of idempotents of the abelian multilinear
algebraA (4.9). More economically, we obtain all eight lepton states by acting with
the above operators for μ = 0, 8 on both Ω and Ω̄ (or only on Ω but also using the
“colourless” operator U (a∗

1a
∗
2a

∗
4 , a4a2a1)):

(νR) = Ω, (e−
L ) = U (a∗

0 , a0)Ω = a∗
0Ωa0, (νL ) = a∗

8Ωa8 (a0Ωa∗
0 = 0 = a8Ωa∗

8 );
(e−

R ) = a∗
0a

∗
8Ωa8a0, (e+

L ) = a8a0Ω̄a∗
0a

∗
8 = a∗

1a
∗
2a

∗
4Ωa4a2a1; (4.25)

(ν̄R) = a8Ω̄a∗
8 = a∗

0 (e
+
L )a0, (e+

R ) = a0Ω̄a∗
0 = a∗

8 (e
+
L )a8, (νL ) = Ω̄ = a∗

0 (e
+
R )a0.

The SU (3)c invariant (trivalent) quark states are obtained by acting with the operator

Uq :=
∑

j=1,2,4

U (a∗
j , a j ) (4.26)

on the corresponding lepton states:

Uq(νR) = (d̄L), Uq(e
−
R ) = (ūL); Uq(νL) = (d̄R), Uq(e

−
L ) = (ū R);

Uq(e
+
L ) = (uR), Uq(ν̄L) = (dR); Uq(e

+
R ) = (uL), Uq(ν̄R) = (dL). (4.27)

We note that while (νR) is the lowest weight vector of so(9, 1) with five sim-
ple roots corresponding to the commutators [a∗

μ, aμ], the state that minimizes our
choice of observables, 2I3, B − L , γ, is the right electron singlet (e−

R ) - the lowest
weight vector of g4 × γ. (The corresponding highest weight vectors are given by the
respective antiparticle states.)

Remark. Each of the rank 16 extensions of J 8
2 appears as a subrepresentation of the

defining module 26 of the automorphism group F4 of J 8
3 , which splits into three

irreducible components of Spin(9):

26 = 16 + 9 +1. (4.28)
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The vector representation 9 of SO(9) is spanned by the generators Γa of C�9. Their
splitting into the defining representations of the two factors of its maximal rank
subgroup SO(6) × SO(3) displays the quantum numbers of a pair of conjugate
leptoquark and a triplet of weak interaction bosons:

9 = (6, 1) ⊕ (1, 3); 6 = (a j , a
∗
j , j = 1, 2, 4) = (D, D̄);

[B − L , a j ] = −2

3
a j , [B − L , a∗

j ] = 2

3
a∗
j ⇒ D ↔ (0,−1

3
,−2

3
), D̄ ↔ (0,

1

3
,
2

3
);

3 = (a∗
0 , Γ8, a0) =: (W+,W 0,W−) ↔ Y = B − L = 0, Q = (1, 0,−1). (4.29)

Combining the 3with the singlet 1 one can find the mixtures that define the (neutral)
Z-boson and the photon. The leptoquarks D, D̄ also appear in the 27 of the E6 GUT
(see, e.g. [52] where they are treated as superheavy).

As pointed out in the beginning of this subsection we shall view instead the 9 ⊕ 1
as the gamma matrices which anticommute with chirality and (are not observables
but) should enter the definition of the Dirac operator.

5 Triality and Yukawa Coupling

5.1 Associative Trilinear Form. The Principle of Triality

The trace of an octonion x = ∑
μ x

μeμ is a real valued linear form on O:

tr(x) = x + x∗ = 2x0 = 2Re(x) (e0 ≡ 1). (5.1)

It allows to define an associative and symmetric under cyclic permutations normed
triality form t (x, y, z) = Re(xyz) satisfying:

2t (x, y, z) = tr((xy)z) = tr(x(yz)) =: tr(xyz) = tr(zxy) = tr(yzx). (5.2)

The normalization factor 2 is chosen to have:

|t (x, y, z)|2 ≤ N (x)N (y)N (z), N (x) = xx∗(∈ R). (5.3)

While the norm N (x) and the corresponding scalar product are SO(8)-invariant,
the trilinear form t corresponds to the invariant product of the three inequivalent
8-dimensional fundamental representations of Spin(8), the 8-vector and the two
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chiral spinors, say S± (denoted by 8L and 8R in (3.4)). We proceed to formulating
the more subtle trilinear invariance law.7

Theorem 5.1 (Principle of triality - see [60], Theorem 1.14.2). For any g ∈ SO(8)
there exists a pair (g+, g−) of elements of SO(8), such that

g(xy) = (g+x)(g−y), x, y ∈ O. (5.4)

If the pair (g+, g−) satisfies (5.4) then the only other pair which obeys the principle
of triality is (−g+,−g−).

Corollary. If the triple g, g+, g− obeys (5.4) then the form t (5.2) satisfies the invari-
ance condition

t (g+x, g−y, g−1z) = t (x, y, z). (5.5)

Proposition 5.2 (see [60]Theorem1.16.2). The set of triples (g, g+, g−) ∈ SO(8) ×
SO(8) × SO(8) satisfying the principle of triality form a group isomorphic to the
double cover Spin(8) of SO(8).

An example of a triple (g+, g−, g−1) satisfying (5.5) is provided by left-, right-
and bi-multiplication by a unit octonion:

t (Lux, Ru y, Bu∗ z) = t (x, y, z), Lux = ux, Ru y = yu, Bvz = vzv, uu∗ = 1.
(5.6)

The permutations among g, g+, g− belong to the group of outer automorphisms of
the Lie algebra so(8)which coincides with the symmetric group S3 that permutes the
nodes of the Dynkin diagram for so(8). In particular, the map that permutes cyclicly
Lu, Ru, Bu∗ belongs to the subgroup Z3 ⊂ S3:

ν : Lu → Ru → Bu∗ ⇒ ν3 = 1. (5.7)

Remark. The associativity law expressed in terms of left (or right) multiplication
reads

Lx L y = Lxy, Rx Ry = Ryx . (5.8)

It is valid for complex numbers and for quaternions; for octonions Eq. (5.8) only takes
place for real multiples of powers of a single element. Left and right multiplications
by unit quaternions generate different SO(3) subgroups of the full isometry group
SO(4) of quaternions. By contrast, products of up to 7 left multiplications of unit
octonions (and similarly of up to 7 Ru or Bu) generate the entire SO(8) (see Sect. 8.4
of [18]).

7For systematic expositions of the Spin(8) triality see, in order of appearance, [50] (Chap.24), [42]
(Chap.23), [2] (Sect. 2.4), [18] (Sect. 8.3), [60] (Sects. 1.14–1.16).
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Proposition 5.3 (see [60] Theorem 2.7.1). The subgroup Spin(8) of F4 leaves the
diagonal projectors Ei in the generic element X (ξ, x) (3.2) of J 8

3 invariant and
transforms the off diagonal elements as follows:

F1(x1) + F2(x2) + F3(x3) → F1(gx1) + F2(g
+x2) + F3(g

−x3). (5.9)

Thus if we regard x1 as a Spin(8) vector, then x2 and x3 should transform as S+
and S− spinors, respectively.

5.2 Speculations About Yukawa Couplings

It would be attractive to interpret the invariant trilinear form t (x1, x2, x3) as the
internal symmetry counterpart of the Yukawa coupling between a vector and two
(conjugate) spinors.Viewing the 8-vector x1 as the finite geometry image of theHiggs
boson, the associated Yukawa coupling would be responsible for the appearance of
(the first generation) fermion masses. There are, in fact, three possible choices for
the SO(8) vector, one for each generation i corresponding to the Jordan subalgebra

J 8
2 (i) = (1 − Ei )J

8
3 (1 − Ei ), i = 1, 2, 3. (5.10)

According to Jacobson [38] any finite (unital) module over J 8
3 has the form J 8

3 ⊗ E
for some finite dimensional real vector space E . The above consideration suggests
that dim(E) should be amultiple of three so that there would be room for an octonion
counterpart of a vector current for each generation.

As demonstrated in Sect. 4 the natural euclidean extension of J 8
2 gives rise to a

Jordan frame fitting nicely one generation of fermions. We also observed that the
generators Γa of C�9 anticommute with chirality and thus do not belong to the
observable algebra but may serve to define (the internal part of) the Dirac operator.
Unfortunately, according to Albert’s theorem, J 8

3 admits no associative envelope and
hence no such an euclidean extension either. To search for a possible substitute it
would be instructive to see what exactly would go wrong if we try to imitate the
construction of Sect. 4.1. The first step, the map (cf. (4.5))

O � x → P(x) =
7∑

α=0

xαPα ∈ C�−6
∼= R[8],

P(xx∗) = P(x)P(x)∗ = xx∗P0, P(x)∗ =
∑

P∗
α x

α, P0 = 18, (5.11)

for each of the arguments of Fi , i = 1, 2, 3, respects all binary relations. We have,
for instance (in the notation of (3.2)),

F1(P(x1)) ◦ F2(P(x2)) = 1

2
F3(P(x∗

2 x
∗
1 )), P(x∗y∗) = P(x)∗P(y)∗ . (5.12)
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The map (5.11) fails, however, to preserve the trilinear form (5.2) which appears in
det (X) (3.3) and in triple products like

(F(x1) ◦ F(x2)) ◦ F(x3) = 1

2
t (x1, x2, x3)(E1 + E2); (5.13)

setting P(xi ) = Xi we find instead of t more general 8 × 8 matrices:

(F1(X1) ◦ F2(X2)) ◦ F3(X3) =
1

4
((X∗

2X
∗
1X

∗
3 + X3X1X2)E1 + (X1X2X3 + X∗

3X
∗
1X

∗
2)E2). (5.14)

Moreover, while t (e1, e2, e3) = 0, t (e1, e2, e4) = −1, the corresponding (symmet-
ric, traceless, mutually orthogonal) matrices P1P2P3, P1P2P4 have both square 1 and
can be interchanged by an inner automorphism.

In order to apply properly the full exceptional Jordan algebra to particle dynam-
ics we need further study of differential calculus and connection forms on Jor-
dan modules, as pursued in [10, 23], on one side, and connect with current phe-
nomenological understanding of the SM, on the other. In particular, the Cabibbo-
Kobayashi-Maskawa (CKM) quark- and the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) lepton-mixing matrices [47, 49] should be reflected in a corresponding
mixing of their finite geometry counterpart. Its concrete realization should help us
fit together the euclidean extensions of the three subalgebras J 8

2 (i) and the Yukawa
couplings expressed in terms of the invariant trilinear form in J 8

3 .

6 Outlook

The idea of a finite quantum geometry appeared in the late 1980’s in an attempt to
make the Standard Model natural, avoiding at the same time the excessive number
of new unobserved states accompanying GUTs and higher dimensional theories. It
was developed and attained maturity during the past thirty years in the framework of
noncommutative geometry and the real spectral triple in work of Alain Connes and
others [8, 14, 16]. Here we survey the progress in an alternative attempt, put for-
ward byMichel Dubois-Violette, [22] (one of the originators of the noncommutative
geometry approach, too) based on a finite dimensional counterpart of the algebra of
observables, hence, a (commutative) euclidean Jordan algebra. As the deep ideas of
Pascual Jordan seem to have found amore receptive audience amongmathematicians
than among physicists, we used the opportunity to emphasize (in Sect. 2) how well
suited a Jordan algebra J is for describing both the observables and the states of a
quantum system.

Recalling (Sect. 2.2) the classification of finite dimensional simple euclidean
observable algebras (of [37], 1934) and the quark-lepton symmetry (Sect. 3.1) we
argue that it is a multiple of the exceptional Jordan (or Albert) algebra J 8

3 that
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describes the three generations of fundamental fermions. We postulate that the sym-
metry group of the SM is the subgroup Fω

4 of Aut (J 8
3 ) = F4 that respects the quark-

lepton splitting. Remarkably, the intersection of Fω
4 with the automorphism group

Spin(9) of the subalgebra J 8
2 ⊂ J 8

3 of a single generation is just the gauge group of
the SM.

The next big problemwe should face is to fix an appropriate J 8
3 module (following

our discussion in Sect. 5.2) and to write down the Lagrangian in terms of fields taking
values in this module.

Acknowledgements This paper can be viewed as a progress report on an ongoing project pursued
in [22, 26, 55, 56]. It is an extended version of talks at the: 13-th InternationalWorkshop “Lie Theory
and Its Applications in Physics” (LT13), Varna, Bulgaria, June 2019; Workshop “Geometry and
mathematical physics” (to the memory of Vasil Tsanov), Sofia, July 2019; Simplicity III Workshop
at Perimeter Institute, Canada, September 9–12, 2019; Humboldt Kolleg “Frontiers in Physics,
from Electroweak to Planck scales”, Corfu, September 15–19, 2019; Conference “Noncommutative
Geometry and the Standard Model”, Jagiellonian University, Krakow, 8–9 November 2019. I thank
my coauthors in these papers and Cohl Furey for discussions, Latham Boyle and Svetla Drenska for
a careful reading of themanuscript, and both her andMichail Stoilov for their help in preparing these
notes. I am grateful to Vladimir Dobrev, Latham Boyle, George Zoupanos and Andrzej Sitarz for
invitation and hospitality in Varna, at the Perimeter Institute, in Corfu and in Kraków, respectively.

References

1. Ablamowicz, R.: Construction of spinors via Witt decomposition and primitive idempotents:
a review, Clifford algebras and spinor structures. Kluwer Academic Publishers (1995). On the
structure theorem of Clifford algebras. arXiv:1610.02418 [math.RA]

2. Baez, J.: The octonions. Bull. Amer. Math. Soc. 39(2), 145–205 (2002). Errata, ibid. 42, 213
(2005). math/0105155v4 [math.RA]

3. Baez, J.C.: Division algebras and quantum theory. Found. Phys. 42, 819–855 (2012).
arXiv:1101.5690v3 [quant-ph]

4. Baez, J.C., Huerta, J.: The algebra of grand unified theory. Bull. Amer. Math. Soc. 47(3),
483–552 (2010). arXiv:0904.1556v2 [hep-th]

5. Bertram, W.: Is there a Jordan geometry underlying quantum physics? hal-00208072 (2008)
6. Bischoff, W.: On a Jordan algebraic formulation of quantum mechanics. Hilbert space con-

struction, hep-th/9304124
7. Borel, A., de Siebenthal, J.: Les sous-groupes fermés de rang maximum des groupes de Lie

clos. Commentarii Mathematici Helvetici 23, 200–221 (1949)
8. Boyle, L., Farnsworth, S.: A new algebraic structure in the standard model of particle physics.

JHEP 06, 071 (2018). arXiv:1604.00847v2 [hep-th]. Farnsworth, S., Boyle, L.: Rethinking
Connes’ approach to the standard model of particle physics via non-commutative geometry.
New J. Phys. 17, 023021 (2015). arXiv:1408.5367 [hep-th]

9. Boyle, L., Farnsworth, S.: The standard model, the Pati-Salam model, and “Jordan geometry”.
arXiv:1910.11888

10. Carotenuto, A., Dabrowski, L., Dubois-Violette, M.: Differential calculus on Jordan algebras
and Jordan modules. Lett. Math. Phys. 109(1), 113–133 (2019). arXiv:1803.08373 [math.QA]

11. Chamseddine, A.H., Connes, A.: Noncommutative geometry as a framework for unifica-
tion of all fundamental interactions including gravity. Fortschr. Phys. 58, 553–600 (2010).
arXiv:1004.0464 [hep-th]

12. Chamseddine, A.H., Connes, A., Marcolli, M.: Gravity and the standard model with neutrino
mixing. Adv. Theor. Math. Phys. 11, 991–1089 (2007)

http://arxiv.org/abs/1610.02418
http://arxiv.org/abs/1101.5690v3
http://arxiv.org/abs/0904.1556v2
http://arxiv.org/abs/1604.00847v2
http://arxiv.org/abs/1408.5367
http://arxiv.org/abs/1910.11888
http://arxiv.org/abs/1803.08373
http://arxiv.org/abs/1004.0464


Exceptional Quantum Algebra for the Standard Model of Particle Physics 51

13. Chamseddine, A.H., Connes, A., van Suijlekom, W.D.: Grand unification in the spectral Pati-
Salam model. JHEP 1511, 011 (2015). arXiv:1507.08161 [hep-ph]

14. Chamseddine, A.H., van Suijlekom, W.D.: A survey of spectral models of gravity coupled to
matter. arXiv:1904.12392 [hep-th]

15. Connes, A.: Essay on physics and noncommutative geometry. In: The Interface ofMathematics
and Particle Physics. Oxford (1988). Institute of Mathematics and its Applications Conference
Series New Series, vol. 24, pp. 9–48. Oxford Univ. Press, New York (1990)

16. Connes, A.: Geometry and the quantum. In: Kouneicher, J. (ed.) Foundations of Mathematics
and Physics One Century After Hilbert: New Perspectives, pp. 159–196. Springer (2018).
arXiv:1703.02470 [hep-th]

17. Connes, A., Lott, J.: Particle models and noncommutative geometry. Nucl. Phys. Proc. Suppl.
B 18, 29–47 (1990)

18. Conway, J.H., Smith, D.A.: On Quaternions and Octonions: Their Geometry, Arithmetic and
Symmetry, pp. 1–143. A.K. Peters (2003). Baez, J.C.: Bulletin (New Series). Amer. Math. Soc.
42, 229–243 (2005)

19. Dixon, G.M.: Division algebras; spinors; idempotents; the algebraic structure of reality.
arXiv:1012.1304 [hep-th]

20. Dixon, G.M.: Seeable matter; unseeable antimatter. Comment. Math. Univ. Carolin. 55(3),
381–386 (2014). arXiv:1407.4818 [physics.gen-ph]

21. Dray, T., Monague, C.A.: The exceptional Jordan eigenvalue problem. Int. J. Theor. Phys. 38,
2901–2916 (1999). math-ph/9910004

22. Dubois-Violette, M.: Exceptional quantum geometry and particle physics. Nucl. Phys. B 912,
426–444 (2016). arXiv:1604.01247 [hep-th]

23. Dubois-Violette, M.: Quantum geometry, exceptional quantum geometry and particle physics,
Trieste lecture, October 2018

24. Dubois-Violette, M., Kerner, R., Madore, J.: Gauge bosons in a non-commutative geometry.
Phys. Lett. B 217, 485–488 (1989)

25. Dubois-Violette, M., Kerner, R., Madore, J.: Non-commutative differential geometry of matrix
algebras, SLAC-PPF 88-45. J. Math. Phys. 31, 316–322 (1990). Non-commutative differential
geometry and new models of gauge theory, SLAC-PPF 88-49. J. Math. Phys. 31, 323–329
(1990)

26. Dubois-Violette, M., Todorov, I.: Exceptional quantum geometry and particle physics II. Nucl.
Phys. B 938, 751–761 (2019). arXiv:1808.08110 [hep-th]

27. Duncan, A., Janssen, M.: (Never) Mind your p’s and q’s: Von Neumann versus Jordan on
the foundations of quantum theory. Eur. Phys. J. H 38(2), 175 (2012). arXiv:1204.6511v2
[physics.hist-ph]

28. Faraut, J., Koranyi, A.: Analysis on Symmetric Cones, xii + 382 pp. Oxford University Press
(1994). Gross, K.I.: Book Review. Bull. AMS 35, 77–86 (1998)

29. Furey, C.: Standard model physics from an algebra? arXiv:1611.09182 [hep-th]
30. Furey, C.: SU (3)c × SU (2)L ×U (1)Y (×U (1)X ) as a symmetry of the division algebra ladder

operators. Eur. Phys. J. C78, 375, 12 (2018). arXiv:1806.00612 [hep-th]
31. Govorkov, A.B.: Generations of leptons and quarks and postoctonions algebra, JINR-D-2-87-

798 (1987). Embedding of leptons and quarks in octonionic structures. In: HadronicMechanics
and Nonpotential Interactions, pp. 189–202. Nova Science Publishers, New York (1990)

32. Günaydin, M., Gürsey, F.: Quark structure and octonions. J. Math. Phys. 14(11), 1651–1667
(1973)

33. Günaydin, M., Pirron, C., Ruegg, H.: Moufang plane and octonionic quantum mechanics.
Commun. Math. Phys. 61, 69–85 (1978)

34. Gürsey, F.: Color quarks and octonions. In: Johns Hopkins Workshop (1974). Octonionic
structures in particle physics. In: Group TheoreticalMethods in Physics, LNP, vol. 94, pp. 508–
521. Springer (1979). Quaternionic and octonionic structures in physics. In: Doncel,M.G., et al.
(eds.) Symmetries in Physics, pp. 557–592 (1987). Tze, C.-H.: The Role of Division, Jordan
and Related Algebras in Particle Physics. World Sc (1996)

http://arxiv.org/abs/1507.08161
http://arxiv.org/abs/1904.12392
http://arxiv.org/abs/1703.02470
http://arxiv.org/abs/1012.1304
http://arxiv.org/abs/1407.4818
http://arxiv.org/abs/1604.01247
http://arxiv.org/abs/1808.08110
http://arxiv.org/abs/1204.6511v2
http://arxiv.org/abs/1611.09182
http://arxiv.org/abs/1806.00612


52 I. Todorov

35. Hossenfelder, S.: Lost in Math, How Beauty Leads Physics Astray. Basic Books, New York
(2018)

36. Jones, Sh.: The Quantum Ten: A Story of Passion, Tragedy Ambition and Science, (X + 323
p.). Oxford University Press, New York (2008)

37. Jordan, P., vonNeumann, J.,Wigner, E.:On an algebraic generalization of the quantummechan-
ical formalism. Ann. of Math. 36(2), 29–64 (1934)

38. Jacobson, N.: Structure and Representations of Jordan Algebras, vol. 39, p. 453. AMS Collo-
quium publications, Providence (1968)

39. Koecher, M.: The Minnesota notes on Jordan algebras and their applications. In: Krieg, A.,
Walcher, S., et al. (eds.) Lecture Notes in Mathematics, vol. 1710. Springer, Heidelberg (1999)

40. Krasnov, K.: Fermions, differential forms and doubled geometry. Nucl. Phys. B 936, 36–75
(2018). arXiv:1803.06160

41. Lizzi, F.: Noncommutattive geometry and particle physics. In: Proceedings of Science. Corfu
Summer Institute (2017). arXiv:1805.00411 [hep-th]

42. Loumesto, P.: Clifford Algebras and Spinors. London Mathematical Society Lecture Notes
Series, vol. 286, 2nd edn. Cambridge University Press, Cambridge (2001)

43. Manogue, C.A., Dray, T.: Octonions, E6, and particle physics. J. Phys. Conf. Ser. 254, 012005
(2010). arXiv:0911.2253v2

44. McCrimmon, K.: A Taste of Jordan Algebras, (xxv + 564 p.). Springer (2004). Jordan algebras
and their applications. Bull. Amer. Math. Soc. 84(4), 612–627 (1978)

45. Meng, G.: Euclidean Jordan algebras, hidden actions, and J-Kepler problems. J. Math. Phys.
52, 112104 (2011). arXiv:0911.2977v3

46. Pascual Jordan (1902–1980), Mainzer Symposium zum 100. Geburtstag, MPI f. Wissenschaft-
geschichte (2007). http://www.mpiwg-berlin.mpg.de/Preprints/P329.PDF

47. Particle Data Group, 12. The CKM quark-mixing matrix, Revised by Ceccuc, A., Ligeti, Z.,
Saka, Y., Tanabashi, M., et al.: Phys. Rev. D 98, 030001 (2018)

48. Particle Data Group, 114. Grand Unified Theories, Revised by Hebecker, A., Hisano, J., Tan-
abashi, M., et al.: Phys. Rev. D 98, 030001, 5 June 2018 (2018)

49. Particle Data Group, 14. Neutrino masses, mixing, and oscillations, Updated by Nakamura,
K., Petcov, S.T.: Phys. Rev. D 98, 030001, 5 June 2018 (2018)

50. Porteous, I.R.: Clifford Algebras and Classical Groups. Cambridge University Press (1995).
See, in particular, The Cayley algebra, vol. 19, pp. 178–190, and Triality, vol. 24, pp. 256–284

51. Ramond, P.: Algebraic dreams, hep-ph/0112261
52. Schwichtenberg, J.: Dark matter in E6 grand unification. JHEP 16 (2018). arXiv:1704.04219

[hep-ph]
53. van Suijlekom, W.D.: Noncommutative Geometry and Particle Physics. Springer, Dordrecht

(2015)
54. Todorov, I.: Clifford algebras and spinors. Bulg. J. Phys. 58(1), 3–28 (2011). arXiv:1106.3197

[math-ph]
55. Todorov, I., Dubois-Violette, M.: Deducing the symmetry of the standard model from the

authomorphism and structure groups of the exceptional Jordan algebra. Int. J. Mod. Phys. A
33, 1850118 (2018). arXiv:1806.09450 [hep-th]

56. Todorov, I., Drenska, S.: Octonions, exceptional Jordan algebra, and the role of the group F4
in particle physics. Adv. in Appl. Clifford Alg. 28, 82 (2018). arXiv:1805.06739v2 [hep-th]

57. Townsend, P.K.: Jordan formulation of Quantum mechanics: a review. DAMTP (1985)-0263.
arXiv:1612.09228 [quant-ph]

58. Witten, E.: Quest for unification. arXiv:hep-ph/0207124 (Hertz Lecture 2002)
59. Woit, P.: Not EvenWrong, The Failure of String Theory and the Continuing Challenge to Unify

the Laws of Physics. Jonathan Cape, London (2006)
60. Yokota, I.: Exceptional Lie groups, 204 p. arXiv:0902.0431 [math.DG]

http://arxiv.org/abs/1803.06160
http://arxiv.org/abs/1805.00411
http://arxiv.org/abs/0911.2253v2
http://arxiv.org/abs/0911.2977v3
http://www.mpiwg-berlin.mpg.de/Preprints/P329.PDF
http://arxiv.org/abs/1704.04219
http://arxiv.org/abs/1106.3197
http://arxiv.org/abs/1806.09450
http://arxiv.org/abs/1805.06739v2
http://arxiv.org/abs/1612.09228
http://arxiv.org/abs/hep-ph/0207124
http://arxiv.org/abs/0902.0431


Polylogarithms from the Bound State
S-matrix

M. de Leeuw, B. Eden, D. le Plat, and T. Meier

Abstract Higher-point functions of gauge invariant composite operators inN = 4
superYang-Mills theory canbe computedvia triangulation.The elementary tile in this
process is the hexagon introduced for the evaluation of structure constants. A gluing
procedure welding the tiles back together is needed to return to the original object. In
this note we present work in progress on n-point functions of BPS operators. In this
case, quantum corrections are entirely carried by the gluing procedure. The lowest
non-elementary process is the gluing of three adjacent tiles by the exchange of two
single magnons. This problem has been analysed before. With a view to resolving
some conceptional questions and to generalising to higher processes we are trying to
develop an algorithmic approach using the representation of hypergeometric sums
as integrals over Euler kernels.

1 Introductory Remarks

The spectrum problem of the AdS/CFT correspondence in the original form—so
connecting N = 4 super Yang-Mills theory in four dimensions to IIB string theory
on AdS5×S5—has been successfully described by an integrable system [7, 8, 10].
The effects of higher-loop corrections in the field theory can be incorporated into the
corresponding Bethe equations using the Zhukowski variables x(u) defined by
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x + g2

2 x
= u (1)

where u is aBethe rapidity. In particular, since theBethe ansatz involves the quantities
u± = u ± i

2 one introduces x±(u) = x(u±).
A double Wick rotation from the original model to amirror theory enables one to

use the thermodynamic Bethe ansatz (TBA) for the discussion of finite size effects
in the AdS/CFT integrable model [1, 2, 11, 15, 18]. W.r.t. the Bethe rapidities, the
mirror transformation is (here the scaling is adapted to the string side).

γ : x+ → 1

x+ (2)

while x− stays inert. More generally we may define [5]

2γ : x± → 1

x± ,

3γ : x+ → x+, x− → 1

x− , (3)

4γ : x± → x± .

The 2γ transformation has the interpretation of crossing from particles to antiparti-
cles. Other nγ transformations are the samemodulo 4 on expressions only depending
on the square root functions x±. However, another element of the integrable system
is the dressing phase [9] obeying a crossing equation [16] implying that it does
not return to itself at 4γ . Developing the TBA has necessitated understanding the
scattering of bound states of the model [3, 4].

For a long time, higher-point functions remained hard to address using these
methods. The introduction of the hexagon operator meant a break-through w.r.t. the
three-point problem [5]. In a nutshell, to evaluate the hexagon one can move all
excitations to one spin chain by appropriate nγ transformations and then scatter by
the psu(2|2) invariant S-matrix [6], or its bound state variant [4]. Every scattering
is accompanied by a certain scalar factor h containing the (inverse of the) dressing
phase and some factor of x± type.

Finally, it was noticed in [12, 13] that higher-point functions can likely be evalu-
ated by tilings with hexagon patches, for a four-point function see Fig. 1. The circular
openings in the figure are spin chains equivalent to the gauge theory operator. The
faces of the figure yield four hexagons. The cut in the left panel is not promising
because it introduces a sum over a complete set of physical states (the OPE), already
at tree level. The second cut is suggested by tree-level Feynman diagrams and is
much more useful because there is no sum over intermediate states.

To get back to the original uncut figure the tiles are glued by the procedure defined
in [5] for the three-point case. This can be thought of as the insertion of a complete
set of states. In fact, relevant are the bound states of the TBA analysis. This is a
complicated but—as we shall see—hopefully manageable sum.
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Fig. 1 OPE and non-OPE
cuts of a four-point function

Fig. 2 Gluing three tiles by
two virtual exchanges; the
bound states are marked as
red squares

The gluing of three adjacent tiles has been evaluated in [14] by matching a trun-
cated residue calculation on an ansatz. The motivation for our study is to expand
on this work: how can we integrate/sum in closed form? Second, in [14] it became
apparent that extra braiding factors eip/2 (here p denotes the momentum of the bound
state particles) have to be introduced. We would eventually like to answer whether
the choice of braiding adopted there is the only possible one.

Now, according to [5] we have to choose sl(2) sector bound states, c.f. Eq. (8). The
scattering matrix available in the literature [4] is originally written for the opposite
case: su(2) bound states obtained from (8) by exchanging the rôle of bosonic and
fermionic constituents. We argue below that—at least in the situation at hand—the
formulae of [4] apply directly. We find a very clean integration scheme, although we
cannot yet answer whether the result matches complete correlation functions.

2 Elements of the Calculation

Let us first consider gluing two neighbouring hexagons by a single mirror magnon.
Let the first hexagon, as in the three-point problem in [5], connect operators at the
positions

x1 = {0, 1, 0, 0} , x2 = {0, 0, 0, 0} , x3 = {0,∞, 0, 0} . (4)

The second hexagon shares the edge between 0,∞ but its third point is parametrised
by the variables z, z̄, so it depends on

x2 = {0, 0, 0, 0} , x3 = {0,∞, 0, 0} , x4 = {0,−�(z),�(z), 0} (5)

and the gluing is over the common edge 23. In a four-point problem this is not a
restriction on the kinematics. One finds the frequently used parametrisation
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x213x
2
24

x212x
2
34

= zz̄ ,
x214x

2
23

x212x
2
34

= (1 − z)(1 − z̄) (6)

for the two independent cross-ratios. In [13] it is suggested to obtain the non-standard
coordinates z, z̄ from the usual situation 0, 1,∞ by the operator

W (z, z̄) = e−D log |z|
√
z

z̄

L

, L = L1
1 − L2

2 (7)

where D is the dilatation generator. This leaves 0,∞ invariant but maps 1 �→ (z, z̄).
In calculations one will not transform coordinates but rather act on the states scatter-
ing over the second hexagon. Since the operator above is diagonal on these one can
finally evaluate both hexagons as in the three-point problem.

Gluing means inserting sl(2) bound states [5]. This antisymmetric representation
at level (or length) a has the parts

(ψ1)a−k−1(ψ2)kφi , (ψ1)a−k(ψ2)k , (ψ1)a−k−1(ψ2)k−1φ1φ2 . (8)

Customarily, in the first case one separately considers i = 1, 2. In a four-point
calculation one can [13] act on the states on the second hexagon by the tilting
transformation (7). To this end we rewrite

1

2
(D − J ) = E = i p̃ = i u + . . . (9)

where the dots indicate O(g2) corrections in a weak coupling expansion. The gener-
ator J acts on the scalars in the sl(2) bound states, of which there are only one or two.
Our purpose in this note is to re-sum the infinite series in z, z̄ that the weight factor
creates; for now we turn a blind eye on all transformations required to rotate the
second hexagon in the internal space. We can also send ψa−k−1 → ψa−k etc. since
these are constant shifts, while the summation ranges must, of course, be respected
to obtain sensible results.

Then,

W (z, z̄) (ψ1)a−k(ψ2)k = (zz̄)−i u

(
z

z̄

) a
2 −k

(ψ1)a−k(ψ2)k (10)

because L (the Cartan generator of the Lorentz transformation) attributes weight
1,−1 to ψ1, ψ2, respectively.

In the five-point process in Fig. 2, the central tile is glued to two neighbouring
hexagons. Full fledged five-point kinematics cannot be parametrised using only the
coordinates of the 1, 2 plane, so that the Cartan generators used above are not enough
to recover it. Nonetheless, to get started we follow [14] and use restricted kinematics.
We then obtain a weight factor for either gluing, soW (z1, z̄1)W (z2, z̄2). Clearly, the
fifth cross ratio is lost.
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On the left and the right hexagon there is only one bound state and thus no
scattering. Yet, the contraction rule for the outer hexagons enforces the scattering
on the middle tile to be diagonal. Further, let us choose 3γ, 1γ kinematics on the
middle hexagon in which case the scalar factor becomes

h(u3γ , vγ ) = Σ(uγ , vγ ) (11)

with the improved BES dressing phase [3, 9] in mirror/mirror kinematics

Σab = Γ [1 + a
2 + i u]

Γ [1 + a
2 − i u]

Γ [1 + b
2 − i v]

Γ [1 + b
2 + i v]

Γ [1 + a+b
2 − i(u − v)]

Γ [1 + a+b
2 + i(u − v)] + O(g) . (12)

A comprehensive discussion of the bound state S-matrix is given in [4]. By way
of example, we consider the scattering of two states of the first type in (8), both with
i = 1 or both with i = 2. The relevant scattering matrix is called Xkl

n (a, u, b, v) in
[4], where we associate the bound state counter a and the rapidity u as well as x±(u)

with the first particle and b, v, y±(v) with the second.
In the symmetric representation, the rôle of bosons and fermions is exchanged,

in particular in (8). As a consequence, at bound state length 1 (so for fundamental
particles) the X element describes the scattering of two equal fermions. Hence in [4]
it is called D in agreement with the nomenclature of [6]. The entire S-matrix can be
changed by an overall factor, and indeed this D is equal to the A-element in [6].1

We repeated the steps of [4] to re-derive the S-matrix in the antisymmetric repre-
sentation. Flipping the statistics means exchanging Poincaré and conformal super-
symmetry, and also Lorentz and internal symmetry generators. Sticking to the same
algebra conventions one obtains a sign flip on the rapidity parameters, so in particular
x± ↔ x∓. The X element at bound state length 1 now describes the scattering of
two equal bosons. We observe that what was called D before now becomes A−1.
Hence for the antisymmetric representation the construction yields S−1 without any
rescaling.

Next, by observation—at least in 3γ, 1γ kinematics and at leading order in g—
the diagonal elements of our S−1 in the antisymmetric representation are related to
those of [4] by flipping the sign of the rapidities, which has the interpretation of a
complex conjugation or of taking a second inverse. It follows that we can use the
S-matrix of [4] for our purposes, without any changes!

1It follows from here that the bound state length 1 part of the S-matrix of [4] is in fact the inverse
of that derived in [6].
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Verbatim,

Xk,l
n = D

∏n
j=1(a − j)

∏k+l−n
j=1 (b − j)∏k

j=1(a − j)
∏l

j=1(b − j)
∏k+l

j=1(−i δu + a+b
2 − j)

∗
k∑

m=0

(
k

k − m

) (
l

n − m

) m∏
j=1

c+
j

l−n∏
j=1−m

c−
j

k−m∏
j=1

dk− j+2

n−m∏
j=1

d̃k+l−m− j+2 ,

c±
j = −i δu ± a − b

2
− j + 1 , d j = a + 1 − j

2
, d̃ j = b + 1 − j

2
, (13)

where δu = u − v and

D = x− − y+

x+ − y−

√
x+

x−

√
y−

y+ (14)

simply applying the 3γ, 1γ transformation

x− → 1/x− , y+ → 1/y+ . (15)

At lowest order in g,

D = −u− − v+

u+ − v−

√
u+u−√

v+v−

u−v+ . (16)

Including themirror measure [5] for the propagation of either particle over an edge of
width zero—sowhen no propagators run along the common edges of the hexagons—
we obtain the expression

I (X) =
∞∑

a,b=1

a−1,b−1∑
k,l=0

∫
du dv a b g4

4π2(u2 + a2
4 )2(v2 + b2

4 )2
W1 W2 Σab Xk,l

k .

Naively, this is not a one-loop contribution, because there is a factor g4 from themea-
sure for the two bound states. Yet, we expect the scattering of the scalar constituents
to introduce braiding factors like

ei
p1
2 e−i p2

2
3γ 1γ→

√
u+u−√

v+v−

g2
(17)

where we have scaled back to the field theory convention of (1) to meet the weak-
coupling expansion. Importantly, this factor does not only adjust the power to g2, but
it also removes the square-root branch cuts that would render inefficient the residue
theorem as a means of evaluating the integrals over the rapidities u, v. In [14] an
averaging prescription for such additional braiding factors is suggested. Building
on the work here presented we want to study whether this prescription is the only
possible one.
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Despite of the appearance, the X matrix has singularities in δu only in the lower
half-plane. Poles in X can therefore be avoided simply by closing the integration
contour over the upper half-plane for u and the lower half-plane for v. Doing so,
the poles u−, v+ from the measure can contribute. Likewise, in the numerator of the
phase, Γ [1 + a

2 + i u] and Γ [1 + b
2 − i v] develop singularities. Note however, that

we cannot localise both rapidities by poles from the phase:

u = i
(
m + a

2

)
, v = −i

(
n + b

2

)
⇒ Γ [1 + a + b

2
+ i(u − v)]

= Γ [1 − m − n] (18)

form, n ∈ N so that this denominator Γ -function creates a zero in these cases. Thus
at least one pole, perhaps a higher one, must come from the measure. Then, e.g. with
u = i a2 ,

Σab = Γ [1] Γ [1 + b
2 − i v] Γ [1 + a + b

2 + i v]
Γ [1 + a] Γ [1 + b

2 + i v] Γ [1 + b
2 − i v] (19)

and therefore the term in the phase that could create a pole at v = −i(n + b
2 ) actually

drops. In conclusion, only the poles from the measure are relevant.

3 Integrating/Summing into Polylogarithms

Substituting u = i a2 , v = −i b2 the phase reduces to Σab = Γ [1 + a + b]/(Γ [1 +
a]Γ [1 + b]) and we find the cross ratio dependence

za−k
1 z̄k1 z̄

−b+l
2 z−l

2 (20)

in accordance with the domain of convergence of the integrals over u, v. In order to
unclutter the notation and to be able to straightforwardly Taylor-expand results in
small quantities we will relabel the variables as

{
z1, z̄1,

1

z̄2
,
1

z2

}
�→ {z1, b1, y2, a2} . (21)

Due to the numerator of the A factor in X , the integrand of I (x) has the pole struc-
ture 1/((u−)2v+) − 1/(u−(v+)2). In fact, the polylog level is set by the power of these
poles. In the case at hand we obtain homogeneous transcendentality 2. The residue
at either double pole can create a single log(b1 z1) or log(a2 y2), respectively, as is
expected fromone-loopFeynman graphs,while the remaining terms are regularwhen
all fourvariablesbecomesmall.Derivatives from thedoublepoles can fall ontou+, v−
creating an extra a or b in the denominator or onto δu in the m-sum in X , c.f. (13).
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Due to explicit definition of X we can analytically evaluate all contributions to I (X)

by the methods developed below on a simpler example.
In (8) we list the four types of bound states forming the complete multiplet. The

S-matrix will then have 16 diagonal elements. There is a second instance of X for the
scattering of two bound states of the first type given in (8), but with i = 2. Thismatrix
is algebraically equal. Second, scattering of the first type of bound state over the other
two is called Y in [4]—there are four diagonal elements for both cases, i = 1, 2 and
again, the two Y -matrices are equal. Last we have six diagonal elements Z j j for the
scattering of the last two types of bound states. Note that to some extent an averaging
over braiding factors is automatic, if the dressing by momentum factors is tied to the
i-index in Y ; the set of Z -elements is symmetric in this respect.

The Y, Z cases are linear combinations of several instances of X with shifted
k, l, n-indices, with coefficients depending on x±, y± and the counters. All unphys-
ical poles from the coefficient matrices cancel, but this property is not manifest in
the formulae spelled out in [4]. Ultimately, all the diagonal Y, Z cases—at least to
leading order in g in the given kinematics—share the property of X to have poles
only in δu in the lower half-plane. Our reasoning about the locus of poles therefore
directly carries over.

In the 3γ, 1γ kinematics, the Y elements are of order 1/g. Nicely, to eliminate
a single square root branch cut we also need one additional braiding factor e±i p/2.
Similarly, the Z elements start to come in at 1/g2 and Z11 . . . Z44 require no braiding,
while Z55, Z66 could be dressed by both, e±i(p1+p2)/2. Here the averaging of [14]
means to put in both possibilities with coefficient 1/2.

Remarkably, at the point u = i a2 , v = −i b2 , the matrix elements Y11, Y22 and
Z11, Z22, Z33, Z55, Z66 factor into simple products of Γ -functions. Below we
describe how this enables us to calculate the part of the one-loop contributionwhere a
derivative from the residue at 1/(u−)2 falls upon (z1 z̄1)−iu , or upon 1/u+, creating an
extra factor 1/a (equivalently for the second particle with z2, v, b). Since there is no
fully explicit writing for Y, Z we cannot yet compute the contribution with a deriva-
tive on the scattering matrix itself in the way described in the following, because this
destroys the factorisation properties. Yet, integrating all available pieces we could pin
down the space of functions and use the symbol to fit the remaining parts, also for the
non-factoring cases. This could be done separately for the individual contributions.

Let us illustrate the idea on the example of Y11, in particular the contribution in
which a derivative acts on (z1b1)−iu :

Ilog(Y11)

log(z1b1)
=

∑
a,b,k,l

za−k
1 bk1 y

l−b
2 al2

Γ [a − k + b − l] Γ [1 + k + l]
4 a Γ [a − k] Γ [1 + b − l] Γ [1 + k] Γ [1 + l]

(22)
where a, b = 1 . . . ∞, k, l = 0 . . . a − 1, b − 1. Define

r2 = z1b1 , p2 = z1
b1

⇒ r
∂

∂r
za−k
1 bk1 = a za−k

1 bk1 . (23)



Polylogarithms from the Bound State S-Matrix 61

The inverse operation is
∫
dr/r . Comparing to the original series the constant part of

the indefinite integral must be subtracted. We can thus eliminate a from the denom-
inator of (22) with no loss of information. Next we swap the sums over a, k and b, l
respectively and shift the variables by a �→ a + k, b �→ b + l in order to decouple
the summations. The sums are of geometric type and yield

Ilog(Y11)

log(z1b1)
=

∫
dr

r

z1 (a2 + y2 − a2y2 − b1y2 − a2z1)

4 (1 − b1)(1 − a2 − b1)(1 − z1)(1 − y2 − z1)
. (24)

Hence the root of the procedure is a rational function and we add polylogarithm
levels by the integration in the modulus r :

Ilog(Y11)

log(z1b1)
= z1 (log[1 − b1] − log[1 − z1])

4 (b1 − z1)
(25)

+ z1 (log[1 − a2] − log[1 − a2 − b1] − log[1 − y2] + log[1 − y2 − z1])
4 (b1 − z1 − b1y2 + a2z1)

upon subtraction of the constant part in r . To obtain the contribution from the deriva-
tive falling onto 1/u+ we can use the operation

∫
dr/r a second time. As in [14] we

assumed that factors like |u|, |v| do not arise from the x(u) functions or the expan-
sion of Σab, and that (−1)ab is unphysical and has to be undone by the contraction
prescription on the central hexagon.

For the other factoring matrix elements we proceed similarly. For X one can
again decouple the (five) sums by swapping the order of summation and shifting
the counters. Since everything is expressed in terms of Γ -functions we can even
address the contributions in which a single derivative falls on δu. The sums are of
the type 2F1 or 3F2 and can be rewritten in terms of parametric integrations over
Euler kernels by the standard formulae. Putting aside the integrations as long as
possible we can find a path through the computation that always closes on the same
type of summand/integrand. The final parametric integrations yield polylogarithms
much as the integration in the modulus in the simple case above. Note that the Gauss
hypergeometric function also appeared in the context of re-summing the POPE at
one loop, see [17] and references therein.

In our problem we find eight different denominators:

a − y, b − z, b y − a z, a − y + b y − a z, b − b y − z + a z,

a b − a b y − a b z − y z + a y z + b y z, (26)

a b − a b y − y z + a y z, a b − a b z − y z + b y z

Confusion with the bound state counters cannot arise anymore so that we dropped
the 1, 2 subscript on the variables. The complete amplitudes are written as sums of
weight two logarithmic functions over these denominators, with single terms of each
denominator as a coefficient. Formula (25) illustrates what we mean here.
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The symbol letters are

1 − a, a, 1 − b, 1 − a − b, b, 1 − y, a − y, y, 1 − z, b − z, 1 − y − z, z (27)

and

a − y + b y − a z, b − b y − z + a z, a b − a b y − a b z − y z + a y z + b y z .

(28)
All the denominators are point permutations of the denominator z − b of the Bloch-
Wigner dilogarithm. Three of them also occur in the symbols. One can generate all
the symbols of this type from

Li2
(
1 − z

b

)
− 1

2
log2(b) (29)

by permutations. At one loop,N = 4 field theory results contain only Bloch-Wigner
dilogarithms. Since there will be several double gluing processes in complete cor-
relators our results can correctly reproduce one-loop field theory if (29) cancels. A
difficulty is that each of the three incarnations of the function occurs with various
denominators making it hard to unambiguously associate terms to Bloch-Wigner
dilogs or the part that has to drop.

Finally, as done in [14], one might choose to bring one of the particles around the
central hexagon, so instead of scattering X (uγ )Y (v−γ ) one studies −Ȳ (v5γ )X (uγ ),
where in this context X,Y are some bound states. Due to the odd number of crossing
transformations the sign of the rapidities in the phase and the S-matrix in the antisym-
metric representation is not aligned in this version of the computation. What is more,
the scalar factor h contains the pole 1/(u+ − v+) now, which we would have dubbed
unphysical above. Picking the residue u = i a2 from the measure this becomes a pole
at v = −i( b2 − a), which is (on the border of) the lower half-plane if b ≥ 2a. Prelim-
inary studies suggest that both effects introduce polylogarithmswith root arguments,2

and that uniform transcendentalitymaynot bemanifest.Yet, the end resultmust agree.
In scattering processeswithmore virtual particles it will be hard to avoid this situation
so that we should try to develop methods appropriate also in this kinematics. At the
new residue all the factorisation properties are spoiled so that we could not proceed as
before without substantial progress on simplifying Y, Z .

4 Conclusions

In the evaluation of n-point functions inN = 4 super Yang-Mills theory by hexagon
tesselations, the first complicated process is the gluing of three adjacent tiles by two
single mirror magnons. On the central tile this necessitates the evaluation of diagonal
scattering of two so-called sl(2) bound states.

2We thank C. Duhr for some test calculations.
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We find a beautiful and efficient integration scheme for this two-magnon problem,
although we cannot yet ascertain that the outcome is the physical result. To answer
this question must be one aim of future work.

Remarkably, the problem yields a multilinear alphabet of letters in the symbol of
the relevant generalisedpolylogarithms, suggesting that the two-magnonproblemcan
be integrated in closed form also beyond the leading order in the coupling constant.3

Last, another direction of future research will be to simplify the bound state
scattering matrix in the various kinematical regimes in order to be able to address
higher processes, too.

References

1. Arutyunov, G., Frolov, S.: JHEP 0712, 024 (2007)
2. Arutyunov, G., Frolov, S.: JHEP 0905, 068 (2009)
3. Arutyunov, G., Frolov, S.: J. Phys. A 42, 42540 (2009)
4. Arutyunov, G., de Leeuw, M., Torrielli, A.: Nucl. Phys. B 819, 319 (2009)
5. Basso, B., Komatsu, S., Vieira, P.: https://arxiv.org/abs/1505.06745
6. Beisert, N.: Adv. Theor. Math. Phys. 12, 945 (2008)
7. Beisert, N., Staudacher, M.: Nucl. Phys. B 727, 1 (2005)
8. Beisert, N., Dippel, V., Staudacher, M.: JHEP 0407, 075 (2004)
9. Beisert, N., Eden, B., Staudacher, M.: J. Stat. Mech. 0701, P01021 (2007)
10. Minahan, J., Zarembo, K.: JHEP 0303, 013 (2003)
11. Bombardelli, D., Fioravanti, D., Tateo, R.: J. Phys. A 42, 375401 (2009)
12. Eden, B., Sfondrini, A.: JHEP 1710, 098 (2017)
13. Fleury, T., Komatsu, S.: JHEP 1701, 130 (2017)
14. Fleury, T., Komatsu, S.: JHEP 1802, 177 (2018)
15. Gromov, N., Kazakov, V., Vieira, P.: Phys. Rev. Lett. 103, 131601 (2009)
16. Janik, R.: Phys. Rev. D 73, 086006 (2006)
17. Lam, H.T., von Hippel, M.: JHEP 1612, 011 (2016)
18. Zamolodchikov, A.B.: Nucl. Phys. B 342, 695 (1990)

3We thank O. Schnetz for a discussion on this point.

https://arxiv.org/abs/1505.06745


Meta-conformal Invariance and Their
Covariant Correlation Functions

Malte Henkel and Stoimen Stoimenov

Abstract Meta-conformal invariance is a novel class of dynamical symmetries, with
dynamical exponent z = 1, and distinct from the standard ortho-conformal invari-
ance. The meta-conformal Ward identities can be directly read off from the Lie
algebra generators, but this procedure implicitly assumes that the co-variant corre-
lators should depend holomorphically on time- and space coordinates. Furthermore,
making this assumptions leads to un-physical singularities in the co-variant correla-
tors. We show how to carefully reformulate the meta-conformal Ward identities in
order to obtain regular, but non holomorphic expressions for the co-variant two-point
functions, both in d = 1 and d = 2 spatial dimensions.

1 Introduction

Many brilliant applications of conformal invariance are known, ranging from string
theory and high-energy physics [36], or to two-dimensional phase transitions [9,
16, 19] or the quantum Hall effect [11, 17]. These applications are based on a
geometric definition of conformal transformations, considered as local coordinate
transformations r �→ r ′ = f (r), of spatial coordinates r ∈ R

2 such that angles are
kept unchanged. The associated Lie algebra is called the ‘conformal Lie algebra’.

In Table 1, examples of infinite-dimensional Lie groups of time-space transfor-
mations are shown. They represent attempts to answer the question “Is it possible
to adapt conformal invariance to dynamical problems ?” A minimal requirement
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is to distinguish time and space variables through their global rescaling, accord-
ing to t �→ t ′ = bt and r �→ r ′ = b1/z r which defines the dynamical exponent z .
In what follows, we shall consider infinitesimal transformations where b = 1 + ε,
with |ε| � 1. Then a rescaling transformation is described by an infinitesimal gen-
erator, which for global dilatations on time- and space-coordinates takes the form
X0 = −t∂t − 1

z r · ∂r − δ. The parameter δ is the scaling dimension of the scal-
ing operator ϕ = ϕ(t, r) on which the generator X0 is thought to act. Practical
use of this is made for the computation of n-point correlation functions C [n] =
C [n](t1, . . . , tn; r1, . . . , rn) := 〈ϕ1(t1, r1) · · · ϕn(tn, rn)〉. The dilatation-invariance
of such a correlator is expressed via a Ward identity, which for the global dilata-
tions described by X0 takes the form

n∑

j=1

(
−t j

∂

∂t j
− 1

z
r j · ∂

∂ r j
− δ j

)
C [n](t1, . . . , tn; r1, . . . , rn) = 0 (1)

and it becomes explicit how the dynamical exponent z distinguishes between tempo-
ral and spatial coordinates. Different symmetries will lead to differentWard identities
which describe together constraints on the formof then-point correlatorC [n]. Explicit
examples will be given in later sections. These differential equation constraints are
only consistent if the generators, such as X0, belong to a well-defined algebraic
structure, e.g. a Lie algebra.

It follows from time-space rotation-invariance that conformal invariance must
havez = 1. In general,z has a non-trivial value [44]. In 1 + 1 time-space dimensions,
there exists an infinite hierarchy of models with dynamical exponent 1 < z ≤ 2
[37]. Lower bounds on z are derived from hydrodynamic projections of many-body
dynamics [13]. Attempts of identifying dynamical conformal invariance goes back at
least to critical dynamics of a two-dimensional statistical system [12]. In Table 1, we
distinguish thewell-studied ‘ortho-conformal’ transformations [9], which in the two-
dimensional space made from time-space points (t, r) ∈ R

2 are angle-preserving,
from recently constructed groups of ‘meta-conformal’ transformations [20, 25, 28,
42], which in general are not angle-preserving but which share certain algebraic
properties with ortho-conformal transformations in Table 1.

The most simple prediction of ortho-conformal invariance concerns the form
of the co-variant two-point function C = C(z1, z̄1, z2, z̄2) = 〈φ1(z1, z̄1)φ2(z2, z̄2)〉
built from so-called ‘quasi-primary’ scaling operators φ j , with ‘conformal weights’
Δ j andΔ j [9]. In complex light-cone coordinates z = t + iμr , z̄ = t − iμr , one has

Cortho(z1, z̄1, z2, z̄2) = δΔ1,Δ2δΔ1,Δ2

(
z1 − z2

)−2Δ1
(
z̄1 − z̄2

)−2Δ1 (2)

up to normalisation.Herein, 1/μhas the dimensions of a velocity. In deriving this kind
of result, auxiliary assumptions are made. Analogously with Eq. (1), the requirement
of ortho-conformal co-variance leads to a set of linear partial first-order differential
equations for C , the so-called global ortho-conformal Ward identities. Their joint
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Table 1 Several infinite-dimensional groups of time-space transformations, defined by the corre-
sponding coordinate changes. Unspecified (vector) functions are assumed (complex) differentiable
and R(t) ∈ SO(d) is a smoothly time-dependent rotation matrix. The physical time- and space-
coordinates, the associated dynamical exponent z of this standard representation and the physical
nature of the co-variant n-point functions is also indicated.

Group Coordinate changes Phys. coordinates z Co-variance

Ortho-conformal (1 + 1)D z′ = f (z) z̄′ = z̄ z = t + iμr 1 Correlator

z′ = z z̄′ = f̄ (z̄) z̄ = t − iμr

Meta-conformal 1D u = f (u) ū′ = ū u = t 1 Correlator

u′ = u ū′ = f̄ (ū) ū = t + μr

Meta-conformal 2D τ ′ = b(τ ) w′ = w w̄′ = w̄ τ = t

τ ′ = τ w′ = f (w) w̄′ = w̄ w = t + μ(r‖ + ir⊥) 1 Correlator

τ ′ = τ w′ = w w̄′ = f̄ (w̄) w̄ = t + μ(r‖ − ir⊥)

Conformal galilean t ′ = b(t) r ′ = (db(t)/dt) r

t ′ = t r ′ = r + a(t) 1 Correlator

t ′ = t r ′ = R (t)r

Schrödinger-Virasoro t ′ = b(t) r ′ = (db(t)/dt)1/2 r

t ′ = t r ′ = r + a(t) 2 Response

t ′ = t r ′ = R (t)r

solutions Eq. (2) are necessarily holomorphic (or anti-holomorphic) functions in the
variables z j , z̄ j [29].

In this work, we shall examine the analogous question for meta-conformal invari-
ance. Known physical examples of confirmed meta-conformal invariance are of two
types. First, there exist spatially non-local representations, which arise as a dynam-
ical symmetry of certain non-local equations of motion which occur for example in
diffusion-limited erosion [34], the kink-terrace-step model for vicinal surfaces [39]
or the associated quantum chain [31] which is a conformal field-theory with cen-
tral charge c = 1 [38]. Some predictions of meta-conformal invariance for response
functions have been confirmed in these models [26, 27]. Second, a different type
of meta-conformal invariance, with spatially local representations, has been identi-
fied recently in the kinetics of biased spin systems, see Fig. 1, such as the kinetic
1D Glauber-Ising model with a bias, sufficiently long-ranged initial conditions and
quenched to zero temperature [28, 43]. The influence of transverse dimensions on the
representations of meta-conformal transformations is currently under investigation.
However, the focus of this work rather is on the formal study of meta-conformal
representations as time-space transformations and the boundedness of the resulting
two-point correlators.

In order to do so, we begin by analysing the consequences of writing analogous
global Ward identities for meta-conformal invariance [20, 28, 42]. As we shall see
in Sect. 2, the straightforward implementation of the global meta-conformal Ward
identities leads to un-physical singularities in the time-space behaviour of such cor-
relators. These singularities arise since the meta-conformally co-variant correlators
are no longer holomorphic functions of their arguments. Therefore, a more careful
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approach is required, which we shall explicitly describe in Sects. 3 and 4, respec-
tively, for d = 1 and d = 2 spatial dimensions. Our main result is the explicit form
of a meta-conformally co-variant two-point function which remains bounded every-
where, as stated in Eqs. (33, 34) in Sect. 5. An appendix contains mathematical
background on Hardy spaces in restricted geometries, for both d = 1 and d = 2.

2 Global Meta-conformal Ward Identities

Meta-conformal invariance arises as a dynamical symmetry of the simple equation
S ϕ(t, r) = (−μ∂t + ∂r‖

)
ϕ(t, r) = 0, which distinguishes a single preferred direc-

tion [41], with coordinate r‖, from the transverse direction(s), with coordinate r⊥.
This is sketched in Fig. 1. Throughout, we shall admit rotation-invariance in the trans-
verse directions, if applicable. Therefore, in more than three spatial dimensions, the
consideration of the two-point function can be reduced to the case of a single trans-
verse direction, r⊥. Therefore, it is enough to discuss explicitly either (i) the case
of one spatial dimension, referred from now one as the 1D case (then there is no
transverse direction), or else (ii) the case of two spatial dimensions, called the 2D
case (with a single transverse direction).

The Lie algebra generators of meta-conformal invariance read off from Table 1 as
follows. In the 1D case, in terms of time- and space-coordinates [20] (with n ∈ Z)

	n = −tn+1

(
∂t − 1

μ
∂r

)
− (n + 1)

(
δ − γ

μ

)
tn

	̄n = − 1

μ

(
t + μr

)
∂r − (n + 1)

γ

μ

(
t + μr

)n
(3)

and in the 2D case [28]

An = −tn+1

(
∂t − 1

μ
∂‖

)
− (n + 1)

(
δ − 2γ‖

μ

)
tn (4)

B±
n = − 1

2μ

(
t + μ(r‖ ± ir⊥)

)n+1(
∂‖ ∓ i∂⊥

) − (n + 1)
γ‖ ∓ iγ⊥

μ

(
t + μ(r‖ ± ir⊥)

)n

with the short-hands ∂‖ = ∂
∂r‖ and ∂⊥ = ∂

∂r⊥ . The constants δ and γ (respectively
γ‖,⊥) are the scaling dimension and the rapidity of the scaling operators on which
these generators act and μ−1 is a constant with the dimension of a velocity. Each

Fig. 1 Schematic
illustration of ballistic
transport in a channel, with
the spatial coordinates r‖, r⊥

r⊥

r||

upstream downstream
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Fig. 2 Real part (orange) and imaginary part (blue) of the 1D meta-conformally co-variant two-
point function C(t, r), with δ1 = 0.22, γ1 = 0.33 and μ = 1. Left panel: Spurious singularities
arise in (5). Right panel: Regularised form after correction of the spurious singular behaviour.

of the infinite families of generators in (3, 4) produces a Virasoro algebra (with
zero central charge). Therefore, the 1D meta-conformal algebra is isomorphic to
a direct sum of two Virasoro algebras. In the 2D case, there is an isomorphism
with the direct sum of three Virasoro algebras. Their maximal finite-dimensional Lie
sub-algebras (isomorphic to a direct sum of two or three sl(2,R) algebras) fix the
form of two-point correlators C(t, r) = 〈ϕ1(t, r)ϕ2(0, 0)〉 built from quasi-primary
scaling operators. Since the generators (3, 4) already contain the termswhich describe
how the scaling operators ϕ = ϕ(t, r) transform under their action, the global meta-
conformal Ward identities can simply be written down. The requirement of meta-
conformal co-variance leads to

Cmeta(t, r) =
⎧
⎨

⎩
t−2δ1

(
1 + μ r

t

)−2γ1/μ ; if d = 1

t−2δ1
(
1 + μ

r‖+ir⊥
t

)−2γ1/μ (
1 + μ

r‖−ir⊥
t

)−2γ̄1/μ ; if d = 2
(5)

andwhere r = r ∈ R for d = 1 and r = (r‖, r⊥) ∈ R
2 for d = 2where we also write

γ := γ‖ − iγ⊥ and γ̄ := γ‖ + iγ⊥. In addition, the constraints δ1 = δ2
and γ1 = γ2 in 1D or γ‖,1 = γ‖,2 and γ⊥,1 = γ⊥,2 in 2D are implied.

Formally, the procedure to derive (5) is completely analogous to the used above
for the derivation of (2) from ortho-conformal co-variance. The explicit forms (5)
make it apparent thatCmeta(t, r) is not necessarily bounded for all t or r . In Fig. 2, we
illustrate this for the 1D case—a spurious singularity appears whenever μr = −t .

In the limit μ → 0, the meta-conformal algebras contract into the galilean con-
formal algebras [18]. Carrying out the limit on the correlator (4), one obtains, as has
been stated countless times in the literature, see e.g. [3–6, 35]

Ccga(t, r) =
{

t−2δ1 exp
(−2 γ1r

t

) ; if d = 1
t−2δ1 exp

(−4 γ 1·r
t

) ; if d = 2
(6)
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with the definition γ = (γ‖, γ⊥). While this correlator decays in one spatial direc-
tion (where γ1r > 0 or γ 1 · r > 0 and assuming t > 0), it diverges in the opposite
direction. In view of the large interest devoted to conformal galilean field-theory, see
[1, 6–8, 10, 14, 15, 30, 33, 35] and refs. therein, it appears important to be able
to formulate well-defined correlators which remain bounded everywhere in time-
space. We mention in passing that the 1D form of (6) can also be obtained from
2D ortho-conformal invariance: it is enough to consider complex conformal weights
Δ = 1

2 (δ − iγ /μ) and Δ = 1
2 (δ + iγ /μ). Then (2) can be rewritten as

Cortho(t, r) = t−2δ

[
1 +

(μr

t

)2
]−δ

exp

[
−2γ

μ
arctan

μr

t

]
μ→0−→ t−2δe−2γ r/t (7)

In what follows, we shall describe how to find correlators bounded every-
where. Since the implicit assumption of holomorphicity in the coordinates gave the
unbounded results (5, 6),we shall explore how to derive non-holomorphic correlators.
Our treatment follows [25], to be generalised to the case d = 2 where necessary.

3 Regularised Meta-conformal Correlator: The 1D Case

Non-holomorphic correlators can only be foundbygoing beyond the local differential
operators derived from the meta-conformal Ward identities. We shall do so in a few
simple steps [25], restricting for the moment to the 1D case. First, we consider
the ‘rapidity’ γ as a new variable. Second, it is dualised [22–24] through a Fourier
transformation, which gives the quasi-primary scaling operator

ϕ̂(ζ, t, r) = 1√
2π

∫

R

dγ eiγ ζ ϕγ (t, r) (8)

This leads to the following representation of the dualised meta-conformal algebra

Xn = i(n + 1)
[
(t + μr)n − tn]

∂ζ − tn+1∂t −
[
(t + μr)n+1 − tn+1

]
∂r − (n + 1)δtn

Yn = i(n + 1)

μ
(t + μr)n ∂ζ − 1

μ
(t + μr)n+1 ∂r (9)

such that meta-conformal Lie algebra is given by

[Xn, Xm ] = (n − m)Xn+m , [Xn, Ym ] = (n − m)Yn+m , [Yn, Ym ] = (n − m)Yn+m
(10)

This formwill bemore convenient for us than the one used in [25], since the parameter
μ does no longer appear in the Lie algebra commutators (10). Third, it was suggested
[22, 25] to look for a further generator N in the Cartan sub-algebra h, viz. adNX =
αX X for any meta-conformal generator X . It can be shown that
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N = −ζ∂ζ − r∂r + μ∂μ + iκ(μ)∂ζ − ν(μ) (11)

is the only possibility [25], where the functions κ(μ) and ν(μ) remain undetermined.
Since in this generator, the parameter μ is treated as a further variable, we see
the usefulness of the chosen normalisation of the generators in (9). On the other
hand, the generator of spatial translations now reads Y−1 = −μ−1∂r , with immediate
consequences for the form of the two-point correlator. In dual space, the two-point
correlator is defined as

F̂ = 〈ϕ̂1(ζ1, t1, r1, μ1)ϕ̂2(ζ2, t2, r2, μ2)〉 = F̂(ζ1, ζ2, t1, t2, r1, r2, μ1, μ2) (12)

Lifting the generators from the representation (9) to two-body operators, the global
meta-conformal Ward identities (derived from the maximal finite dimensional sub-
algebra isomorphic to sl(2,C) ⊕ sl(2,C)) become a set of linear partial differential
equations of first order for the function F̂ . While the solution will certainly be
holomorphic in its variables, the back-transformation according to (8) can introduce
non- holomorphic behaviour but will also lead to a correlator bounded everywhere.

The function F̂ is obtained as follows. First, co-variance under X−1 and Y−1 gives

F̂ = F̂(ζ1, ζ2, t, ξ, μ1, μ2); t = t1 − t2, ξ = μ1r1 − μ2r2 (13)

The action of the generators Y0 and Y1 on F̂ is best described by introducing the
new variables η := μ1ζ1 + μ2ζ2 and ζ := μ1ζ1 − μ2ζ2. Then the corresponding
Ward identities become

(
2i∂η − (t + ξ)∂ξ

)
F̂ = 0, ∂ζ F̂ = 0 (14)

Finally, the Ward identities coming from the generators X0 and X1 become

(−t∂t − ξ∂ξ − δ1 − δ2
)

F̂ = 0, t (δ1 − δ2) F̂ = 0 (15)

The second of these gives the constraint δ1 = δ2. The two remaining equations have
the general solution

F̂ = (t1 − t2)
−2δ1F̂

(
1

2
(μ1ζ1 + μ2ζ2) + i ln

(
1 + μ1r1 − μ2r2

t1 − t2

)
;μ1, μ2

)
(16)

with an undetermined function F̂ . Spatial translation-invariance only holds in amore
weak form, which could become useful for the description of physical situations
where the propagation speed of each scaling operator can be different.

In [25], we tried to use co-variance under the further generator N in order to fix
the function F̂ . However, therein a choice of basis in themeta-conformal Lie algebra
was used where the parameter μ appears in the structure constants, but it became
possible to fix F̂ and furthermore to show that F̂ with respect to the variable η is
in the Hardy space H+

2 , see the appendix for the mathematical details. If we want to



72 M. Henkel and S. Stoimenov

consider μ as a further variable, as it is necessary because of the explicit form of N ,
objects such as “μYn+m” are not part of the meta-conformal Lie algebra. Therefore,
it is necessary, to use the normalisation (9) which leads to the Lie algebra (10) which
is independent ofμ. In order to illustrate the generic consequences, let ν = ν(μ) and
σ = −μκ(μ) be constants. The co-variance condition N F̂ = 0 gives

F̂ (w : μ1, μ2) = (μ1μ2)
ν F̂

(
w + iσ

μ1 + μ2

2
,
μ1

μ2

)
(17)

where the function F̂ remains undetermined. In contrast to our earlier treatment, we
can no longer show that F̂ had to be in the Hardy space H+

2 . On the other hand, this
mathematical property had turned out to be very useful for the derivation of bounded
correlators. This motivates the following.

First, we re-write the result (16) as follows (with the constraint δ1 = δ2)

F̂ = (t1 − t2)
−2δ1F̂ (ζ+ + iλ) , ζ+ := μ1ζ1 + μ2ζ2

2
, λ := ln

(
1 + μ1r1 − μ2r2

t1 − t2

)

(18)
and we also denote F̂λ(ζ+) := F̂ (ζ+ + iλ). Then, we require:

Postulate. If λ > 0, then F̂λ ∈ H+
2 and if λ < 0, then F̂λ ∈ H−

2 .

The Hardy spaces H±
2 on the upper and lower complex half-planes H± are defined

in the appendix. There, it is also shown that, under mild conditions, that if λ > 0 and
if there exist finite positive constants F̂ (0), ε such that |F̂ (ζ+ + iλ)| < F̂ (0)e−ελ,
then F̂λ is indeed in the Hardy space H+

2 . Physically, this amounts to a requirement
of an algebraic decay with respect to the scaling variable.

The utility of our postulate is easily verified, following [25]. From Theorem 1 of
the appendix, especially (A.3), we can write

F̂λ(ζ+) = Θ(λ)

∫ ∞
0

dγ+ei(ζ++iλ)γ+F̂+(γ+) + Θ(−λ)

∫ ∞
0

dγ−e−i(ζ++iλ)γ−F̂−(γ−)

(19)
where the Heaviside functions Θ(±λ) select the two cases. For λ > 0, we find

F = 1

2π

∫

R2
dζ1dζ2 e−iγ1ζ1−iγ2ζ2 F̂

= 1

(2π)3/2

∫

R2
dζ1dζ2 t−2δ1

∫ ∞

0
dγ+ e−iγ1ζ1−iγ2ζ2ei(μ1ζ1+μ2ζ2+2iλ)γ+/2F̂+(γ+)

=
√
32π

μ1μ2
t−2δ1

∫ ∞

0
dγ+ e−λγ+δ

(
γ+ − 2γ1

μ1

)
δ

(
γ+ − 2γ2

μ2

)
F̂+(γ+)

=
√
32π

μ1μ2
t−2δ1δγ1/μ1,γ2/μ2

∫ ∞

0
dγ+ e−λγ+δ

(
γ+ − 2γ1

μ1

)
F̂+(γ+)

= cste. δγ1/μ1,γ2/μ2(t1 − t2)
−2δ1

(
1 + μ1r1 − μ2r2

t1 − t2

)−2γ1/μ1

Θ

(
γ1

μ1

)
(20)
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where the definitions (18) were used. Similarly, for λ < 0 we obtain

F = 1

2π

∫

R2
dζ1dζ2 e−iγ1ζ1−iγ2ζ2 F̂

= 1

(2π)3/2

∫

R2
dζ1dζ2 t−2δ1

∫ ∞

0
dγ− e−iγ1ζ1−iγ2ζ2e−i(μ1ζ1+μ2ζ2+2iλ)γ−/2F̂−(γ−)

=
√
32π

μ1μ2
t−2δ1

∫ ∞

0
dγ− eλγ−δ

(
γ− + 2γ1

μ1

)
δ

(
γ− + 2γ2

μ2

)
F̂−(γ−)

=
√
32π

μ1μ2
t−2δ1δγ1/μ1,γ2/μ2

∫ ∞

0
dγ− eλγ−δ

(
γ− −

∣∣∣∣
2γ1
μ1

∣∣∣∣

)
F̂−(γ−)

= cste. δγ1/μ1,γ2/μ2(t1 − t2)
−2δ1

(
1 − μ1r1 − μ2r2

t1 − t2

)−2|γ1/μ1|
Θ

(
− γ1

μ1

)
(21)

Combining these two forms gives our final 1D two-point correlator

F = δδ1,δ2δγ1/μ1,γ2/μ2

(
1 +

∣∣∣∣
μ1r1 − μ2r2

t1 − t2

∣∣∣∣

)−2|γ1/μ1|
(22)

up to normalisation. As shown in Fig. 2, this is real-valued and bounded in the entire
time-space, although not a holomorphic function of the time-space coordinates.

Finally, it appears that our original motivation for allowing the μ j to become
free variables, is not very strong. We might have fixed the μ j from the outset, had
not included a factor 1/μ into the generators Yn (such that the spatial translations
are generated by Y−1 = −∂r and continue immediately with our Postulate. Since a
consideration of the meta-conformal three-point function shows that μ1 = μ2 = μ3

[21, chap. 5], we can then consider μ−1 as an universal velocity.1

4 Regularised Meta-conformal Correlator: The 2D Case

The derivation of the 2D meta-conformal correlator starts essentially along the same
lines as in the 1D case, but is based now on the generators (3). The dualisation is
now carried out with respect to the chiral rapidities γ = γ‖ − iγ⊥ and γ̄ = γ‖ + iγ⊥
and we also use the light-cone coordinates z = r‖ + ir⊥ and z̄ = r‖ − ir⊥. Taking
the translation generators A−1, B±

−1 into account, we consider the dual correlator

F̂ = F̂(ζ1, ζ2, ζ̄1, ζ̄2, t, ξ, ξ̄ , μ1, μ2) (23)

1In the conformal galilean limit μ → 0, recover the bounded result F ∼ exp (−2|γ1r |/t) [25].
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where we defined the variables

t = t1 − t2, ξ = μ1z1 − μ2z2, ξ̄ = μ1 z̄1 − μ2 z̄2 (24)

In complete analogy with the 1D case, we further define the variables

η = μ1ζ1 + μ2ζ2, η̄ = μ1ζ̄1 + μ2ζ̄2 (25)

such that the correlator F̂ = F̂(η, η̄, t, ξ, ξ̄ , μ1, μ2) obeys the equations

(
2i∂η − (t + ξ)∂ξ

)
F̂ = 0,

(
2i∂η̄ − (t + ξ̄ )∂ξ̄

)
F̂ = 0, (26)

(
t∂t + ξ∂ξ + ξ̄ ∂ξ̄ + 2δ1

)
F̂ = 0

along with the constraint δ1 = δ2. The most general solution of this system is

F̂ = t−2δ1F̂

(
η

2
+ i ln(1 + ξ/t),

η̄

2
+ i ln(1 + ξ̄ /t)

)
= t−2δ1F̂ (u + iλ, ū + iλ)

(27)
with the abbreviations (ū is obtained from u by replacing ζ j �→ ζ̄ j )

u := μ

2
(ζ1 + ζ2) + arctan

μr⊥/t

1 + μr‖/t︸ ︷︷ ︸
=: a

, λ := 1

2
ln

[(
1 + μr‖

t

)2 +
(μr⊥

t

)2
]

(28)
and we simplified the notation by letting μ1 = μ2 = μ and assumed translation-
invariance in time and space. As before, we expect that a Hardy space will permit
to derive the boundedness, see the appendix for details. We define F̂λ(u, ū) :=
F̂ (u + iλ, ū + iλ) and require:

Postulate. If λ > 0, then F̂λ ∈ H++
2 and if λ < 0, then F̂λ ∈ H−−

2 .

Theorem 2 in the appendix, especially (A.11), then states that

F̂λ = Θ(λ)

∫ ∞

0
dτ

∫ ∞

0
dτ̄ ei(u+iλ)τ+i(ū+iλ)τ̄ F̂+(τ, τ̄ )

+Θ(−λ)

∫ ∞

0
dτ

∫ ∞

0
dτ̄ e−i(u+iλ)τ−i(ū+iλ)τ̄ F̂−(τ, τ̄ ) (29)

Then, we can write the two-point function in the case λ > 0, with the short-hand
Dζ := dζ1dζ̄1dζ2dζ̄2 and the abbreviations from (28)
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F = 1

(2π)2

∫

R4
Dζ e−iγ1ζ1−iγ̄1 ζ̄1−iγ2ζ2−iγ̄2 ζ̄2 F̂

= t−2δ1

(2π)3

∫

R4
Dζ e−iγ1ζ1−iγ̄1 ζ̄1−iγ2ζ2−iγ̄2 ζ̄2 ×

×
∫ ∞

0
dτ

∫ ∞

0
dτ̄ ei(μ(ζ1+ζ2)+2a)τ/2−λτ ei(μ(ζ̄1+ζ̄2)+2a)τ̄ /2−λτ̄ F̂+(τ, τ̄ )

= t−2δ1

(2π)3

∫ ∞

0
dτ

∫ ∞

0
dτ̄ F̂+(τ, τ̄ ) eia(τ−τ̄ )−λ(τ+τ̄ ) ×

×
∫

R4
Dζ ei(−γ1−γ2+μτ)ζ++i(−γ1+γ2)ζ−ei(−γ̄1−γ̄2+μτ̄)ζ̄++i(−γ̄1+γ̄2)ζ̄−

= cste. t−2δ1δγ1,γ2δγ̄1,γ̄2 ei2a(γ1−γ̄1)/μ e−λ2(γ1+γ̄1)/μΘ

(
γ1

μ

)
Θ

(
γ̄1

μ

)
(30)

Herein, variables were changed according to ζ1 = ζ+ + ζ− and ζ2 = ζ+ − ζ− and
similarly for the ζ̄ j . The case λ < 0 is treated in the same manner

F = t−2δ1

(2π)3

∫

R4
Dζ e−iγ1ζ1−iγ̄1 ζ̄1−iγ2ζ2−iγ̄2 ζ̄2 ×

×
∫ ∞

0
dτ

∫ ∞

0
dτ̄ e−i(μ(ζ1+ζ2)+2a)τ/2+λτ e−i(μ(ζ̄1+ζ̄2)+2a)τ̄ /2+λτ̄ F̂+(τ, τ̄ ) (31)

= cste. t−2δ1δγ1,γ2δγ̄1,γ̄2 ei2a(|γ1/μ|−|γ̄1/μ|) e−|λ|2(|γ1/μ|+|γ̄1/μ|)Θ
(

−γ1

μ

)
Θ

(
− γ̄1

μ

)

In order to understand the meaning of these expression, we return to the physical
interpretation of the conditions λ > 0 and λ < 0. From (28), the most restrictive case
occurs for r⊥ = 0. Then λ > 0 is equivalent to r‖/t > 0. On the other hand, since
γ1/μ will have a definite sign, it is a fortiori also real. Hence γ1,⊥ = 0 and we can
conclude that

F = δδ1,δ2δγ1,γ2δγ̄1,γ̄2 t−2δ1

[(
1 +

∣∣∣
μr‖

t

∣∣∣
)2 +

(μr⊥
t

)2
]−2γ1,‖/μ

(32)

up to normalisation, is the final form for the 2D meta-conformally co-variant corre-
lator which is bounded in the entire time-space.

5 Conclusions

It has been shown that via a dualisation procedure of the rapidities in the meta-
conformal generators, a refined form of the global Ward identities can be found
which leads to expressions of the quasi-primary two-point functions which remain
bounded in the entire time-space. Herein, we postulate that the dualised two-point
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functions, whose dual variables are naturally seen to occur in a tube of the first (or the
forth) quadrant, belong to a Hardy space. In this way, we can formulate a sufficient
condition for the construction of bounded two-point functions, namely

F(t1, t2, r1, r2) = δδ1,δ2δγ1/μ1,γ2/μ2 (t1 − t2)
−2δ1

(
1 +

∣∣∣∣
μ1r1 − μ2r2

t1 − t2

∣∣∣∣

)−2|γ1/μ1|

(33)
(up to normalisation) in d = 1 spatial dimensions and

F(t1, t2, r‖,1, r‖,2, r⊥,1, r⊥,2) = δδ1,δ2δγ1,‖,γ2,‖ (t1 − t2)
−2δ1 ×

×
[(

1 +
∣∣∣∣
μ1r‖,1 − μ2r‖,2

t1 − t2

∣∣∣∣

)2

+
(

μ1r⊥,1 − μ2r⊥,2

t1 − t2

)2
]−2γ1,‖/μ

(34)

in d ≥ 2 spatial dimensions, where rotation-invariance in the d − 1 transverse direc-
tions is assumed (provided γ ⊥ = 0).
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Appendix. Background on Hardy Spaces

In themain text, we need precise statements on the Fourier transform on semi-infinite
spaces. These can be conveniently formulated in terms of Hardy spaces. Here, we
restrict to the special case H2. Our brief summary is based on [2, 40].

We begin with the case of functions of a single complex variable z, defined in the
upper half-plane H+ := {z ∈ C |z = x + iy, y ≥ 0 }.
Definition 1: A function f : H+ → C belongs to the Hardy space H+

2 if it is holo-
morphic on H+ and if

M2 := sup
y>0

∫ ∞

−∞
dx | f (x + iy)|2 < ∞ (A.1)

The main results of interest to us can be summarised as follows.

Theorem 1 [2]: Let f : H+ → C be a holomorphic function. Then the following
statements are equivalent:

1. f ∈ H+
2

2. there exists a function f : R → C, which is square-integrable f ∈ L2(R), such
that limy→0+ f (x + iy) = f (x) and
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f (z) = 1

2π i

∫ ∞

−∞
dξ

f (ξ)

ξ − z
, 0 = 1

2π i

∫ ∞

−∞
dξ

f (ξ)

ξ − z∗ (A.2)

where z∗ = x − iy denotes the complex conjugate of z. For notational simplicity,
one often writes f (x) = limy→0+ f (x + iy), with x ∈ R.

3. there exists a function f̂ : R+ → C, f̂ ∈ L2(R+), such that for all y > 0

f (z) = f (x + iy) = 1√
2π

∫ ∞

0
dζ ei(x+iy)ζ f̂ (ζ ) (A.3)

The property (A.3) is of major interest to us in the main text.
If f ∈ H+

2 , one has the following bounds [2]

lim
y→0

f (x + iy) = 0 ; uniformly for all x ∈ R (A.4a)

lim
x→±∞ f (x + iy) = 0 ; uniformly with respect to y ≥ y0 > 0 (A.4b)

Equation (A.4a) follows from the bound (in turn obtained from (A.3)), see also [32]

| f (x + iy)| ≤ f∞ y−1/2 (A.4c)

which holds for all x ∈ R and where the constant f∞ > 0 depends on the function
f . There is a simple sufficient criterion which can be used to establish that a given
function f is in the Hardy space H+

2 :

Lemma: If the complex function f (z) = f (x + iy) is holomorphic for all y ≥ 0,
obeys the bound | f (z)| < f0e−δy , with the constants f0 > 0 and δ > 0 and if∫ ∞
−∞dx | f (x)|2 < ∞, then f ∈ H+

2 .

Proof: Since f (z) is holomorphic on the closureH+ (which includes the real axis),
one has the Cauchy formula

f (z) = 1

2π i

∫

C
dw

f (w)

w − z
= 1

2π i

∫ R

−R
dw

f (w)

w − z
+ 1

2π i

∫

C sup
dw

f (w)

w − z
=: F1(z) + F2(z)

where the integration contourC consists of the segment [−R, R] on the real axis and
the superior semi-circle Csup. One may write w = u + iv = Reiθ ∈ Csup. It follows
that on the superior semi-circle | f (w)| < f0e−δv = f0e−δR sin θ . Now, for R large
enough, one has |w − z| = |w(1 − z/w)| ≥ R 1

2 , for z ∈ H+ fixed andw ∈ Csup. We
can then estimate the contribution F2(z) of the superior semi-circle

|F2(z)| ≤ 1

2π

∫

C sup

|dw| |F(w)|
|w(1 − z/w)| ≤ 1

2π

∫ π

0
dθ

f0e−δR sin θ R

R 1
2

≤ 2 f0
π

∫ π/2

0
dθ exp

(
−2δ

π
Rθ

)
≤ f0

δ

1

R
→ 0 , forR → ∞
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Hence, the integral representation f (z) = 1
2π i

∫
R
dw f (w)(w − z)−1 holds for R →

∞. Since f ∈ L2(R), the assertion follows from Eq. (A.2) of Theorem 1. q.e.d.

Clearly, one may also define a Hardy space H−
2 for functions holomorphic on the

lower complex half-planeH−, by adapting the above definition. All results transpose
in an evident way.

Further conceptual preparations are necessary for the generalisation of these
results to higher dimensions. Here, we shall merely treat the 2D case, which is
enough for our purposes (and generalisations to n > 2 will be obvious). We denote
z = (z1, z2) ∈ C

2 and write the scalar product z · w = z1w1 + z2w2 for z,w ∈ C
2.

Following [40], H2-spaces can be defined as follows.

Definition 2: If B ⊂ R
2 is an open set, the tube TB with base B is

TB := {
z = x + i y ∈ C

2
∣∣ y ∈ B, x ∈ R

2
}

(A.5)

A function f : TB → C which is holomorphic on TB is in the Hardy space H2(TB) if

M2 := sup
y∈B

∫

R2
dx | f (x + i y)|2 < ∞ (A.6)

However, it turns out that this definition is too general. More interesting results are
obtained if one uses cônes as a base of the tubes.

Definition 3: (i) An open cône Γ ⊂ R
n satisfies the properties 0 /∈ Γ and if x, y ∈

Γ and α, β > 0, then αx + β y ∈ Γ . A closed cône is the closure Γ of an open cône
Γ . (ii) If Γ is a cône, and if the set

Γ ∗ := {
x ∈ R

n |x · t ≥ 0 with t ∈ Γ
}

(A.7)

has a non-vanishing interior, then Γ ∗ is the dual cone with respect to Γ . The cône
Γ is called self-dual, if Γ ∗ = Γ .

For illustration, note that in one dimension (n = 1) the only cône is Γ =
{x ∈ R |x > 0 } = R+. It is self-dual, sinceΓ ∗ = Γ = R0,+. In two dimensions (n =
2), consider the cône Γ ++ := {

x ∈ R
2 |x = (x1, x2) with x1 > 0, x2 > 0

}
which is

the first quadrant in the 2D plane. Since

Γ ++ ∗ = {
x ∈ R

2
∣∣x · t ≥ 0, for all t ∈ Γ ++ } = R0,+ ⊕ R0,+ = Γ ++ (A.8)

the set Γ ++ is a self-dual cône.
Hardy spaces defined on the tube TΓ ++ of the first quadrant provide the structure

required here.

Definition 4 [40]: If Γ ++ denotes the first quadrant of the plane R
2, a function

f : TΓ ++ → C holomorphic on TΓ ++ is in the Hardy space H++
2 := H2(TΓ ++) if
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M2 := sup
y∈Γ ++

∫

R2
dx | f (x + i y)|2 < ∞ (A.9)

Theorem 2 [40]: Let the function f : TΓ ++ → C be holomorphic. Then the follow-
ing statements are equivalent:

1. f ∈ H++
2

2. there exists a function f : R → C, which is square-integrable f ∈ L2(R), such
that lim y→0+ f (x + i y) = f (x) and

f (z) = 1

(2π i)2

∫

R2
dw

f (w)

w − z
, 0 = 1

(2π i)2

∫

R2
dw

f (w)

w − z∗ (A.10)

where (w − z)−1 := (w1 − z1)−1(w2 − z2)−1 and z∗ = x − i y denotes the com-
plex conjugate of z. For notational simplicity, one often writes f (x) = lim y→0+

f (x + i y), with x ∈ R
2.

3. there exists a function f̂ : R+ ⊕ R+ → C, with f̂ ∈ L2(R+ ⊕ R+) and zi ∈ H+

f (z) = 1

2π

∫

Γ ++
dt eiz·t f̂ (t) = 1

2π

∫ ∞

0
dt1

∫ ∞

0
dt2 ei(z1t1+z2t2) f̂ (t) (A.11)

The property (A.11) is of major interest to us in the main text. Summarising, the
restriction to the first quadrant Γ ++ allows to carry over the known results from the
1D case, separately for each component.

Of course, one may also define a Hardy space H−−
2 := H2(TΓ −−) on the forth

quadrant, in complete analogy.
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Infinite Spin Particles and Superparticles

I. L. Buchbinder, S. Fedoruk, and A. P. Isaev

Abstract We give a new twistorial field formulation of amassless infinite spin parti-
cle. We quantize the world-line infinite spin particle model and construct a twistorial
infinite spin field. The helicity decomposition of this field is derived. Making use
of the field twistor transform, we construct the space-time infinite (continuous) spin
field, which depends on the coordinate four-vector and additional commuting Weyl
spinor. We show that the infinite integer-spin field and infinite half-integer-spin field
formN = 1 infinite spin supermultiplet. We prove that the supersymmetry transfor-
mations are closed on-shell and form the N = 1 superalgebra.

1 Introduction

In our recent papers [1, 2]we constructed a newmodel of an infinite (continuous) spin
particles. The states of these particles defines the space ofmassless unitary irreducible
representation of the Poincaré group I SO↑(1, 3) (or its covering I SL(2,C)).

Classification of the I SO↑(1, 3) unitary irreducible representations was given in
[3–5]. To characterize these irreducible representationswe need to consider the corre-
sponding irreducible representations of the Lie algebra iso(1, 3)with themomentum
P̂n and the angular momentum M̂mk Hermitian generators and defining relations
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[P̂n, P̂m] = 0, [P̂n, M̂mk] = i (ηkn P̂m − ηmn P̂k),

[M̂nm, M̂k�] = i (ηnk M̂m� − ηmk M̂n� + ηm�M̂nk − ηn�M̂mk),
(1)

where metric tensor is ||ηmk || = diag(+1,−1,−1,−1). The algebra iso(1, 3) has
two Casimir operators

P̂n P̂n and Ŵ nŴn, (2)

where

Ŵn = 1

2
εnmkr M̂

mk P̂r (3)

are components of the Pauli-Lubanski pseudovector which satisfy

Ŵn P̂
n = 0 , [Ŵk, P̂n] = 0 , [Ŵm, Ŵn] = i εmnkr Ŵ

k P̂r .

On the space of states of massless irreducible representation of infinite (continuous)
spin the Casimir operators of iso(1, 3) take the values

P̂n P̂n = m2 = 0, Ŵ 2 = Ŵ nŴn = −μ2, (4)

where m is the particle mass and μ is real mass-dimensional parameter.
To describe the massless irreducible representation of infinite (continuous) spin

we have to introduce “canonically conjugate” to P̂k , Ŵn variables1 xk , yn:

x = (x0, x1, x2, x3) ∈ R1,3, y = (y0, y1, y2, y3) ∈ R1,3.

Then, as it was shown in [3–5], the massless infinite integer-spin irreducible repre-
sentations of the Poincaré group are realized in the space of the fields Φ(x, y) which
satisfy the conditions

∂

∂xm
∂

∂xm
Φ = 0,

∂

∂xm
∂

∂ym
Φ = 0,

∂

∂ym
∂

∂ym
Φ = μ2 Φ, − i ym

∂

∂xm
Φ = Φ.

(5)

The massless infinite half-integer-spin irreducible representations of the Poincaré
group are realized in the space of wave functions (WF)ΦA(x, y)with external Dirac
index A = 1, 2, 3, 4 which satisfy the conditions [3–5]

1As we will see below in Sect. 2, variables yn are not canonically conjugate to components Ŵn in
the standard sense of phase space variables.
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∂

∂xm
(
γ m

)
A

B ΦB = 0,
∂

∂xm
∂

∂ym
ΦA = 0,

∂

∂ym
∂

∂ym
ΦA = μ2 ΦA , − i ym

∂

∂xm
ΦA = ΦA.

(6)

This report is devoted to some problems of theory of massless infinite (or contin-
ues) spin unitary irreducible representations of the I SL(2,C) group. Various aspects
of this theory were considered in a wide range of works (see, e.g., [6–18]). Moti-
vation of the investigations of the infinite spin representations is caused by an iden-
tical spectrum of states of the infinite spin theory [6] and the higher-spin theory
(see, e.g., [19]) and by its potential relation to the string theory (see [20], recent
paper [21], and references therein). Here we present a generalization of the twistor
formulation of standard (with fixed helicity) massless particle [22] to massless infi-
nite spin representations. Making use of the field twistor transform, we obtain the
space-time–spinorial presentation for infinite spin fields which describe all integer
or all half-integer helicities. These fields formN = 1 supermultiplet of infinite spins
[7, 14]. The present report is based on the results obtained in [1, 2].

2 Twistorial and Space-Time Formulations of Infinite Spin
Particles

The twistorial formulation of the infinite (continuous) spin particle is described (see
[1, 2]) in terms of even Weyl spinors2

πα, π̄α̇ := (πα)∗, ρα, ρ̄α̇ := (ρα)∗, (7)

and their canonically conjugated spinors

ωα, ω̄α̇ := (ωα)∗, ηα, η̄α̇ := (ηα)∗, (8)

with Poisson brackets
{
ωα, πβ

} = {
ηα, ρβ

} = δα
β and

{
ω̄α̇, π̄β̇

} = {
η̄α̇, ρ̄β̇

} = δα̇

β̇

(other Poisson brackets are equal to zero). Twistorial Lagrangian of the infinite (con-
tinuous) spin particle is written in the form [1, 2]:

Ltwistor = παω̇α + π̄α̇
˙̄ωα̇ + ραη̇α + ρ̄α̇

˙̄ηα̇ + lM + k U + �F + �̄ F̄ , (9)

2We will use the following two-spinor conventions. The totally antisymmetric tensor εmnkl has the
component ε0123 = 1.Weuse the set ofσ -matrices:σ n = (σ 0 ≡ I2, σ 1, σ 2, σ 3) and the set of dual
σ -matrices: σ̃ n = (σ 0,−σ 1,−σ 2,−σ 3), where σ i are usual Pauli matrices. We also use standard
van der Waerden spinor notation with dotted and undotted spinor indices and raise and lower them
by means of metrics: εαβ , εα̇β̇ and their inverse εαβ , εα̇β̇ with components ε12 = −ε21 = 1. In

particular (σ̃m)α̇β = εα̇δ̇εβγ (σm)γ δ̇ . The links between the Minkowski four-vectors and spinorial

quantities are Aαβ̇ = 1√
2
Am(σm)αβ̇ , Am = 1√

2
Aαβ̇ (σ̃m)β̇α , so that Am Bm = Aαβ̇ B

β̇α .
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where ω̇(τ ) := ∂τω(τ) and τ is an evolution parameter. Functions l(τ ), k(τ ), �(τ),
�̄(τ ) are Lagrange multipliers for the constraints

M := παρα ρ̄α̇π̄ α̇ − μ2/2 ≈ 0, (10)

F := ηαπα − 1 ≈ 0, F̄ := π̄α̇ η̄α̇ − 1 ≈ 0, (11)

U := i (ωαπα − π̄α̇ω̄α̇ + ηαρα − ρ̄α̇ η̄α̇) ≈ 0. (12)

The first-class constraints (10), (11), (12) generate abelian Lie group which acts in
the phase space of spinors (7), (8) as follows:

(
π1 ρ1

π2 ρ2

)
→

(
π1 ρ1

π2 ρ2

)(
eiβ αeiβ

0 eiβ

)
, (13)

(
η1 ω1

η2 ω2

)
→

(
η1 ω1

η2 ω2

) (
e−iβ −αe−iβ

0 e−iβ

)
+ 2

μ2
(ρ̄α̇π̄ α̇)

(
π1 ρ1

π2 ρ2

) (
γ 0
0 −γ

)
, (14)

where β(τ), γ (τ ) ∈ R and α(τ) ∈ C\0 are the parameters of the gauge group which
is generated by constraints (10), (11), (12).

The Noether charges of the Poincaré transformations have the following form

Mαα̇ββ̇ = εα̇β̇Mαβ + εαβ M̄α̇β̇ , Pαα̇ = παπ̄β̇ , (15)

where (anti)self-dual spin-tensors are

Mαβ = π(αωβ) + ρ(αηβ), M̄α̇β̇ = π̄(α̇ω̄β̇) + ρ̄(α̇ η̄β̇). (16)

In the Weyl-spinor notation the Pauli-Lubanski vector (3) has the form

Wαα̇ = −i
(
Mαβ P

β

α̇ − M̄α̇β̇ P
β̇
α

)
(17)

and for considered twistorial realization (15), (16) we obtain

Wαα̇ = ΛPαα̇ − i

2

[
(π̄β̇ η̄β̇ )παρ̄α̇ − (πβηβ)ραπ̄α̇

]
(18)

+ i

2

[
(π̄ β̇ ρ̄β̇ )παη̄α̇ − (πβρβ)ηαπ̄α̇

]
,

where

Λ := i

2

(
πβωβ − π̄β̇ ω̄β̇

)
. (19)

The square of the vector (18) gives Casimir operator

W 2 = W αα̇Wαα̇ = −2 |παρα|2 |πβηβ |2 (20)
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and, due to the constraints (10), (11), we reproduce (4):W 2 = −μ2. So, the twistorial
model (9) indeed describes massless particles of infinite spin.

The pairs of spinors πα , ω̄α̇ and ρα , η̄α̇ form two Penrose twistors [22]

ZA := (
πα, ω̄α̇

)
, YA := (

ρα, η̄α̇
)
. (21)

Conjugated spinors π̄α̇ , ωα and ρ̄α̇ , ηα constitute the dual twistors

Z̄ A :=
(

ωα

−π̄α̇

)
, Ȳ A :=

(
ηα

−ρ̄α̇

)
. (22)

It means that our description of infinite spin particles uses a couple of twistors as
opposed to the one-twistor description of the massless particle with fixed helicity.

Following [22], we choose the norms of twistors (21), (22) as

Z̄ A Z A = ωαπα − π̄α̇ω̄α̇, Ȳ AYA = ηαρα − ρ̄α̇ η̄α̇, (23)

and write the constraint (12) in concise form

U = i (Z̄ A Z A + Ȳ AYA) ≈ 0. (24)

The norm Z̄ A Z A of the twistor Z commutes with constraints (10), (11), (12) and
therefore is independent of τ . For a massless particle with fixed helicity the norm
Z̄ A Z A defines the helicity operator

Λ = i

2
Z̄ A Z A. (25)

So in the considered model of the infinite (continuous) spin particle, in view of the
constraint (24), the particle helicity is not fixed since it is proportional to −Ȳ AYA.

Now we consider Wigner-Bargmann space-time formulation [3–5] of the irre-
ducible infinite integer-spinmassless representation. This formulation can be realized
by means of quantization of the particle model with the following Lagrangian

Lsp.−t ime = pm ẋ
m + qm ẏ

m + e pm p
m (26)

+ e1 pmq
m + e2

(
qmq

m + μ2) + e3
(
pm y

m − 1
)
,

where pn(τ ) and qn(τ ) are momenta canonically conjugated to coordinates xn(τ )

and yn(τ ), respectively. The Lagrangian (26) yields the canonical Poisson brackets

{
xm, pn

} = δmn ,
{
ym, qn

} = δmn

and first-class constraints
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T := pm pm ≈ 0, T1 := pmqm ≈ 0,

T2 := qmqm + μ2 ≈ 0, T3 := pm ym − 1 ≈ 0,
(27)

which correspond to theWigner-Bargmann equations (5). The functions e(τ ), e1(τ ),
e2(τ ) and e3(τ ) are Lagrange multipliers for the constraints (27). Nonvanishing
Poisson brackets of the constraints (27) are {T1, T3} = −T and {T2, T3} = −2T1, i.e.
the algebra of the constraints is nonabelian.

The action Ssp.−time =
∫

dτLsp.−time is invariant under the transformations

which are generated by quantities

Pm = pm, Mmn = (xm pn − xn pm + ymqn − ynqm).

These charges form the classical analog of the Poincaré algebra (1) with respect to
Poisson brackets. We see that additional coordinates ym in the arguments of these
fields play the role of spin variables.

Now by making use of constraints T ≈ 0, T1 ≈ 0, T2 ≈ 0, T3 ≈ 0 we obtain
relations

Pm P
m ≈ 0, WmW

m = 1

2
MnkM

nk Pm P
m − MmkM

nl Pk Pl ≈ −μ2.

where Wm = 1
2 εmnkl PnMkl are the components of the Pauli-Lubanski pseudovec-

tor. Therefore, the model with Lagrangian Lsp.−time indeed describes the massless
particle with continuous spin. We note that vectors qm and Wm = εmnkl pn ylql do
not coincide to each other and components Wm strictly speaking are not canonically
conjugated to ym .

After canonical quantization the constraints (27) yield the Wigner-Bargmann
equations (5) for the continuous spin fields Φ(x, y).

Proposition 1. The Wigner-Bargmann space-time (26) and twistorial (9) formula-
tions of the infinite (continuous) spin particle are equivalent on the classical level
by means of the generalized Cartan-Penrose relations [22]

pαβ̇ = παπ̄β̇ , qαβ̇ = παρ̄β̇ + ραπ̄β̇ , (28)

and by the following generalized incidence relations [22]:

ωα = π̄α̇x
α̇α + ρ̄α̇ y

α̇α, ω̄α̇ = x α̇απα + yα̇αρα, (29)

ηα = π̄α̇ y
α̇α, η̄α̇ = yα̇απα. (30)

The proof of this Proposition is straightforward and is given in [1, 2].
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3 Quantization of the Twistorial Model and Twistor Field
of the Infinite Spin Particle

Quantization of the model is vastly simplified if we introduce new spinorial variables
by means of Bogolyubov canonical transformations (cf. gauge transformations (13),
(14)): (

π1 ρ1

π2 ρ2

)
= √

M

(
p(z)
1 0

p(z)
2 p(s)/p(z)

1

) (
1 p(t)

0 1

)
,

(
η1 ω1

η2 ω2

)
=

(
0 z1/

√
M

−t/π1! z2/
√
M

) (
1 −p(t)

0 1

)
+ s

M

(
π1 ρ1

π2 ρ2

)(
1 0
0−1

)
,

where M := μ/
√
2 and new variables are defined by relations

p(z)
α = πα/

√
M, p(s) = παρα/M, p(t) = ρ1/π1,

ωα = 1√
M

zα − 1

M
s ρα − δα1

π1
t p(t), ηα = 1

M
s πα + δα1

π1
t.

(31)

The nonzero canonical Poisson brackets of the new variables and their complex
conjugated variables z̄α̇ , s̄, t̄ , p̄(z)

α̇ , p̄(s), p̄(t) are

{
zα, p(z)

β

}
= δα

β ,
{
z̄α̇, p̄(z)

β̇

}
= δα̇

β̇
,

{
s, p(s)

} = {
s̄, p̄(s)

} = 1,
{
t, p(t)

} = {
t̄, p̄(t)

} = 1.

In terms of new variables (31) the constraints (10), (11), (12) of spinorial model (9)
take very simple form

M′ := p(s) p̄(s) − 1 ≈ 0, (32)

F ′ := t − 1 ≈ 0, F̄ ′ := t̄ − 1 ≈ 0, (33)

U ′ := i

2

(
zα p(z)

α − z̄α̇ p̄(z)
α̇

)
+ i

(
sp(s) − s̄ p̄(s)

) ≈ 0. (34)

After canonical quantization [., .] = i {., .} these constraints turn into equations of
motion

(
p(s) p̄(s) − 1

)
Ψ (c) = 0, (35)

∂

∂p(t)
Ψ (c) = ∂

∂ p̄(t)
Ψ (c) = −i Ψ (c), (36)

[
1

2

(

p(z)
α

∂

∂p(z)
α

− p̄(z)
α̇

∂

∂ p̄(z)
α̇

)

+ p(s) ∂

∂p(s)
− p̄(s) ∂

∂ p̄(s)

]

Ψ (c) = cΨ (c), (37)
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where differential operators in their left hand sides are quantum counterparts of the
constraints (32), (33), (34). In equations (35), (36), (37) wave function (or spinorial
field)

Ψ (c)
(
p(z)

α , p̄(z)
α̇ ; p(s), p̄(s); p(t), p̄(t)

)
,

is taken in “momentum representation” and describes physical states, which form
the space of irreducible representation of Poincaré group with continues spin. The
constant c is related to the ambiguity of operator ordering in Eq. (37). In other words,
constant c is an analog of the vacuum energy in the quantum oscillator model.

Equations of motion (35), (36) can be solved explicitly in the form

Ψ (c) = δ
(
p(s) · p̄(s) − 1

)
e−i(p(t)+ p̄(t))

∞∑

k=−∞
e−ikϕ ψ̃(c+k)

(
p(z), p̄(z)

)
, (38)

where eiϕ := (p(s)/ p̄(s))1/2. Due to the constraint (37) the coefficient functions
ψ̃(c+k)(pz, p̄z) satisfy the equations

1

2

(

p(z)
α

∂

∂p(z)
α

− p̄(z)
α̇

∂

∂ p̄(z)
α̇

)

ψ̃(c+k) = (
c + k

)
ψ̃(c+k). (39)

Now we can restore the dependence of the wave function (38) on the twistor
variables. As result we obtain the following statement.

Proposition 2. The twistor wave function which is general solution of the equations
of motion (35), (36), (37) is represented in the form

Ψ (c)(π, π̄; ρ, ρ̄) = δ
(
(πρ)(ρ̄π̄) − M2

)
e
−i

(
ρ1

π1
+ ρ̄1

π̄1

)

Ψ̂ (c)(π, π̄; ρ, ρ̄), (40)

where we make use the shorthand notation (πρ) := πβρβ , (ρ̄π̄) := ρ̄β̇ π̄ β̇ and

Ψ̂ (c)(π, π̄; ρ, ρ̄) = ψ(c)(π, π̄) +
∞∑

k=1

(ρ̄π̄)k ψ(c+k) +
∞∑

k=1

(πρ)k ψ(c−k). (41)

The coefficient functions ψ(c±k)
(
π, π̄

)
obey the condition

Λ · ψ(c±k)(π, π̄) = −(
c ± k

)
ψ(c±k)(π, π̄), (42)

where Λ = −1

2

(
πα

∂

∂πα

− π̄α̇

∂

∂π̄α̇

)
is the helicity operator.

Equations of motion (35), (36), (37) are written in terms of twistor variables as
following
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i πα

∂

∂ρα

Ψ (c) = Ψ (c), i π̄α̇

∂

∂ρ̄α̇

Ψ (c) = Ψ (c), (43)

(
πα

∂

∂πα

− π̄α̇

∂

∂π̄α̇

+ ρα

∂

∂ρα

− ρ̄α̇

∂

∂ρ̄α̇

)
Ψ (c) = 2cΨ (c). (44)

To describe the bosonic infinite spin representation related to all integer helicities,
we put (in view of condition (42)) c = 0 and therefore consider the twistorial field
Ψ (0)(π, π̄; ρ, ρ̄). Similarly, to describe the infinite spin representation related to half-
integer helicitieswe take c = − 1

2 .According to the condition (42), the corresponding
wave function Ψ (−1/2)(π, π̄; ρ, ρ̄) contains in its expansion only half-integer helic-
ities. Note that the complex conjugate field Ψ̄ (0) also has zero charge c = 0, but the
complex conjugate field Ψ̄ (+1/2)(π, π̄; ρ, ρ̄) has the opposite charge c = +1/2.

Proposition 3. The twistorwave functionΨ (c)(π, π̄; ρ, ρ̄), defined inProposition2,
describes the massless particle of the infinite (continuous) spin:

W αγ̇ Wαγ̇ · Ψ (c) = −μ2 Ψ (c), (45)

where Wαγ̇ = 1√
2
Wm(σm)αγ̇ is the Pauli-Lubański operator

Wαγ̇ = παπ̄γ̇ Λ + 1

2

[

παρ̄γ̇

(
π̄β̇

∂

∂ρ̄β̇

)
− ραπ̄γ̇

(
πβ

∂

∂ρβ

)]

(46)

+ 1

2

[
(ρ̄π̄) πα

∂

∂ρ̄γ̇
− (πρ) π̄γ̇

∂

∂ρα

]
.

Proof. See [1] and [2].

In conclusion of this Section we stress once again that the twistorial wave function
Ψ (c) is complex and therefore all component fields ψ(c±k)(π, π̄) in its expansion are
also complex. In viewof thiswemust consider togetherwith the fieldΨ (c) its complex
conjugated field (Ψ (c))∗ := Ψ̄ (−c) which has the opposite charge c → −c.

4 Twistor Transform for Infinite Spin Fields

Here we establish a correspondence between twistor fields in momentum represen-
tation and fields defined in the four-dimensional Minkowski space-time.

For further convenience we introduce the dimensionless spinor

ξα := M−1/2ρα, ξ̄α̇ := M−1/2ρ̄α̇ .

Then, the twistor wave function Ψ (c) of infinite integer-spin particle (40) for c = 0
can be represented in the form [2]
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Ψ (0)(π, π̄; ξ, ξ̄ ) = δ
(
(πξ)(ξ̄ π̄) − M

)
e−iq0/p0 Ψ̂ (0)(π, π̄; ξ, ξ̄ ) , (47)

Ψ̂ (0) = ψ(0)(π, π̄) +
∞∑

k=1

(ξ̄ π̄)k ψ(k)(π, π̄) +
∞∑

k=1

(πξ)k ψ(−k)(π, π̄).

In the expansion of Ψ̂ (0), all components ψ(k)(π, π̄) (k ∈ Z) in general are com-
plex functions (fields). Moreover, the quantity p0/q0 is expressed by means of the
generalized Cartan-Penrose representations (28) in spinorial form as

q0
p0

=
√
M

∑

α=α̇

(παξ̄α̇ + ξαπ̄α̇)

∑

β=β̇

πβπ̄β̇

.

In the case c = −1/2, the wave function of the infinite half-integer spin particle
is

Ψ (− 1
2 )(π, π̄; ξ, ξ̄ ) = δ

(
(πξ)(ξ̄ π̄) − M

)
e−iq0/p0 Ψ̂ (− 1

2 )(π, π̄; ξ, ξ̄ ), (48)

Ψ̂ (− 1
2 ) = ψ(− 1

2 )(π, π̄) +
∞∑

k=1

(ξ̄ π̄)k ψ(− 1
2 +k)(π, π̄)

+
∞∑

k=1

(πξ)k ψ(− 1
2 −k)(π, π̄).

The expansion of the complex conjugated wave function Ψ̄ (+ 1
2 ) has the form

Ψ̄ (+ 1
2 )(π, π̄; ξ, ξ̄ ) = δ

(
(πξ)(ξ̄ π̄) − M

)
eiq0/p0 ˆ̄Ψ (+ 1

2 )(π, π̄; ξ, ξ̄ ), (49)

ˆ̄Ψ (+ 1
2 ) = ψ̄( 1

2 )(π, π̄) +
∞∑

k=1

(ξ̄ π̄)k ψ̄( 1
2 +k)(π, π̄)

+
∞∑

k=1

(πξ)k ψ̄( 1
2 −k)(π, π̄),

where the component fields ψ̄(r)(π, π̄) are complex conjugation of the component
fields ψ(−r)(π, π̄): (

ψ(− 1
2 +k)

)∗ = ψ̄( 1
2 −k), k ∈ Z.

In the case of integer spins the U(1)-charge is zero, c = 0, and the space-time
wave function is determined by means of the integral Fourier transformation of
twistor field Ψ (0)(π, π̄; ξ, ξ̄ ):

Φ(x; ξ, ξ̄ ) =
∫

d4π e iπαπ̄α̇x
α̇α

Ψ (0)(π, π̄; ξ, ξ̄ ), (50)
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where we have used the representation pαα̇ = παπ̄α̇ and perform integration over
the measure d4π := 1

2 dπ1 ∧ dπ2 ∧ dπ̄1̇ ∧ dπ̄2̇ = dφ d4 p δ(p2) (here φ is common
phase in πα which is not presented in pαα̇ = παπ̄α̇).

Proposition 4. The field Φ(x; ξ, ξ̄ ) defined by the integral transformation (50) in
coordinate representation satisfies four equations

∂αα̇∂αα̇ Φ(x; ξ, ξ̄ ) = 0,

(
i

∂

∂ξα

∂αα̇

∂

∂ξ̄α̇

− M

)
Φ(x; ξ, ξ̄ ) = 0,

(
iξα∂αα̇ξ̄ α̇ + M

)
Φ(x; ξ, ξ̄ ) = 0,

(
ξα

∂

∂ξα

− ξ̄α̇

∂

∂ξ̄α̇

)
Φ(x; ξ, ξ̄ ) = 0.

(51)

Proof. Make use the integral transformation (50) and equations of motion (43), (44)
for c = 0.

In the case of half-integer spins the U(1)-charge equals c = −1/2. Then we use the
standard prescription of the twistorial definition of space-time fields with nonvan-
ishing helicities. Namely, we have to insert the twistorial spinor πα in the integrand
in the Fourier transformation:

Φα(x; ξ, ξ̄ ) =
∫

d4π e iπβπ̄β̇x
β̇β

πα Ψ (−1/2)(π, π̄; ξ, ξ̄ ), (52)

and obtain the external spinor index α. Then the complex conjugate twistorial field
with charge c = +1/2 is defined analogously

Φ̄α̇(x; ξ, ξ̄ ) =
∫

d4π e−iπβπ̄β̇x
β̇β

π̄α̇ Ψ̄ (+1/2)(π, π̄; ξ, ξ̄ ). (53)

Proposition 5. The space-time fields Φα(x; ξ, ξ̄ ) and Φ̄α̇(x; ξ, ξ̄ ), which corre-
spond to the states with half-integer helicities, satisfy massless Dirac-Weyl equations

∂α̇α Φα(x; ξ, ξ̄ ) = 0, ∂α̇α Φ̄α̇(x; ξ, ξ̄ ) = 0, (54)

and integer spin equations:

(
iξβ∂ββ̇ ξ̄ β̇ + M

)
Φα(x; ξ, ξ̄ ) = 0,

(
iξβ∂ββ̇ ξ̄ β̇ − M

)
Φ̄α̇(x; ξ, ξ̄ ) = 0,

(

i
∂

∂ξβ

∂ββ̇

∂

∂ξ̄β̇

− M

)

Φα(x; ξ, ξ̄ ) = 0,

(

i
∂

∂ξβ

∂ββ̇

∂

∂ξ̄β̇

+ M

)

Φ̄α̇(x; ξ, ξ̄ ) = 0,
(

ξβ

∂

∂ξβ

− ξ̄β̇

∂

∂ξ̄β̇

)

Φα(x; ξ, ξ̄ ) = 0 ,

(

ξβ

∂

∂ξβ

− ξ̄β̇

∂

∂ξ̄β̇

)

Φ̄α̇(x; ξ, ξ̄ ) = 0.

(55)
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Proof. Make use the integral transformations (52), (53) and equations of motion
(43), (44) for c = ±1/2.

We stress that although the fieldsΨ (−1/2)(π, π̄; ξ, ξ̄ ) and Ψ̄ (+1/2)(π, π̄; ξ, ξ̄ ) have
nonvanishing charges c = ∓1/2, their integral transformed versionsΦα̇(x; ξ, ξ̄ ) and
Φ̄α̇(x; ξ, ξ̄ ) have zero U(1)-charge. This fact is crucial for forming infinite spin
supermultiplets, as we will see below.

5 Infinite Spin Supermultiplet

We unify fields Φ(x; ξ, ξ̄ ) and Φα(x; ξ, ξ̄ ) with integer and half-integer helicities
into one supermultiplet. The fields Φ(x; ξ, ξ̄ ) and Φα(x; ξ, ξ̄ ) contain the bosonic
ψ(k)(π, π̄) and fermionic ψ(k−1/2)(π, π̄) component fields (k ∈ Z) with all integer
and half-integer spins, respectively.

As in the case of the Wess-Zumino supermultiplet (see, e.g., [23, 24]), we write
supersymmetry transformations of the fields Φ and Φα in the form

δ Φ = εαΦα , δ Φα = 2i ε̄β̇∂αβ̇Φ , (56)

where εα , ε̄α̇ are the constant oddWeyl spinors. Applying these transformations twice
we obtain

(δ1δ2 − δ2δ1)Φ = −2iaββ̇∂ββ̇Φ,

(δ1δ2 − δ2δ1)Φα = −2iaββ̇∂ββ̇Φα + 2iaαβ̇∂β̇βΦβ,
(57)

where aαβ̇ := ε1αε̄2β̇ − ε2αε̄1β̇ . According to the Dirac-Weyl equations of motion
(54), the commutators of variations in the left hand side of (57) are closed on-shell
since in the right hand side of (57) we obtain generator of translations

Pββ̇ = −i∂ββ̇ .

Moreover, one can show that the whole system of equations of motion (51), (54),
(55) is invariant with respect to supersymmetry transformations (57).

Using the inverse integral Fourier transformations, we rewrite (57) as super-
symmetry transformations for the fields Ψ (0)(π, π̄; ξ, ξ̄ ), Ψ (−1/2)(π, π̄; ξ, ξ̄ ) in the
momentum representation:

δ Ψ (0) = εαπαΨ (−1/2), δ Ψ (−1/2) = −2 ε̄α̇πα̇Ψ (0), (58)

or in terms of bosonic ψ(k)(π, π̄) and fermionic ψ(− 1
2 +k)(π, π̄) twistorial compo-

nents we have

δ ψ(k) = εαπα ψ(− 1
2 +k) , δ ψ(− 1

2 +k) = −2 ε̄α̇πα̇ ψ(k), ∀k ∈Z. (59)
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Recall that bosonic field ψ(k) and fermionic field ψ(− 1
2 +k) at fixed k ∈Z describe

massless states with helicities (−k) and ( 12 − k), respectively. Thus, the infinite-
component supermultiplet of the infinite spin splits into an infinite number ofN = 1
supermultiplets of the component fieldsψ(k),ψ(− 1

2 +k) with fixed k ∈Z. However we
stress that boosts of the Poincare group mix the fields with different values of k.

We point out that superfield description of infinite spin supermultiplet was con-
sidered in recent paper [25].

6 Conclusion

Let us summarize obtained results and discuss some open problems.

• We have presented the new twistorial formulation of the massless infinite spin
particles and fields.

• Wegave the helicity decomposition of twistorial infinite spin fields and constructed
the field twistor transform to define the space-time infinite (continuous) spin fields
Φ(x; ξ, ξ̄ ) and Φα(x; ξ, ξ̄ ).

• As opposed to theWigner-Bargmann space-time formulation [3–5] the space-time
infinite spin fieldsΦ(x; ξ, ξ̄ ) andΦα(x; ξ, ξ̄ ) depend on theWeyl spinor variables
ξα , ξ̄α̇ .

• The use of auxiliary spinor variables ξα , ξ̄α̇ instead of vector variables allowed us to
describe massless irreducible representations of infinite half-integer spin without
introducing additional Grassmann variables.

• We found the equations of motion for Φ(x; ξ, ξ̄ ) and Φα(x; ξ, ξ̄ ) and showed that
these fields form the N= 1 infinite spin supermultiplet.

• A natural question arises about status of such fields in Lagrangian field theory and
also about possibility to construct self-consistent interaction of such fields. One of
the commonly used methods for this purpose is the BRST approach, which was
used in the case of continuous spin particles in [10, 16, 17]. In a recent paper
[18] the covariant Lagrangian formulation of the infinite integer-spin field was
constructed by using the methods developed in [26]. A natural continuation of
our research is the construction of the BRST Lagrangian formulation of infinite
half-integer spin representation in the framework of the approach developed here.
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Supersymmetric Calogero-Type Models
via Gauging in Superspace

Evgeny Ivanov

Abstract A new kind of N = 2 and N = 4 supersymmetric extensions of both
the rational and hyperbolic Calogero models is derived by gauging U (n) symmetry
of the appropriate superfield matrix models. The common feature of these systems
is the non-standard number N n2 of fermionic variables. An essential ingredient of
the construction of N = 4 models is the semi-dynamical spin variables described
by d = 1 Wess-Zumino terms. The bosonic cores of N = 4 models are U (2) spin
Calogero and Calogero-Sutherland models. In the hyperbolic case there exist two
non-equivalent N = 4 extensions, with and without the interacting center-of-mass
coordinate in the bosonic sector.

1 Motivations and Contents

Calogero-type models (CM) [1] (see also [2]) are notorious text-book examples of
integrable d = 1 systems. Most known is the rational n-particle Calogero model

Sc =
∫

dt
[∑

a

ẋa ẋa −
∑
a �=b

c2

4(xa − xb)2

]
. (1)

The integrable Calogero-Moser system corresponds to adding the oscillator-type
term ∼∑

a �=b(xa − xb)2 to (1). The rational CM models are conformal: the action
(1) is invariant under d = 1 conformal group SO(1, 2)

δt = α, δxa = 1

2
α̇xa, ∂3

t α = 0.

ConformalCMmodels canbe closely related toblackholes andM-theory [3].Besides
conformal models, there exist other integrable CM-type models, e.g., the trigono-
metric and hyperbolic Calogero-Sutherland systems, the latter being presented by
the d = 1 action
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Scs =
∫

dt
[∑

a

ẋa ẋa −
∑
a �=b

c2

4 sinh2 xa−xb
2

]
. (2)

The first version ofN = 2 superextended CMmodel was constructed in [4]: each
bosonic coordinate xa was enlarged to the supermultiplet (1, 2, 1), i.e. n bosonic par-
ticles were completed by 2n fermionic d = 1 fields. The appropriateN = 2, d = 1
superfield action can be shown to yield the rationalCMmodel in the limit of vanishing
fermions. Analogously, N = 2 extension of the Calogero-Sutherland models can
be constructed. An important role in producing the correct pairwise potential terms
in the bosonic limit is played by auxiliary fields of the supermultiplets (1, 2, 1).

Higher N extensions meet some problems [5–7]. In N = 4 case, xa should
be enlarged to the supermultiplets (1, 4, 3), i.e. there are present n bosonic and 4n
fermionic fields of physical dimension. It is very difficult to construct the appropriate
superfield action yielding the n-particle Calogero potential in the bosonic sector.
There appear a few functions of xa related by the complicatedWDVV[8, 9] equations
the explicit solutions of which are known only for a few lowest values of n.

No universal convenient method was suggested so far for constructing the “stan-
dard” N n-extended supersymmetric CM systems with N > 2.

Fortunately, exists another type of supersymmetrization, such that the above-
mentioned problems do not arise. The models constructed in this way are “non-
minimal”: they contain N n2 fermions for n bosonic coordinates [10–12]. The
method for constructing such models generalizes the gauge approach to bosonic
CM models developed earlier in [13–15]. One takes some simple free matrix model
as the departure point and gauge the appropriate linear isometries by non-propagating
d = 1 gauge fields. Eliminating gauge fields by their algebraic equations of motion
leaves us with one or another CM model.

Generalization to the supersymmetry case is rather straightforward: one gauges
the isometry of some free superfieldmatrixmodel by a gauge superfield.After passing
to components and fixing a gauge, some supersymmetric CM model is recovered.

I will explain this approach on the examples of N = 2 and N = 4 superfield
matrix models and show that some new versions of the supersymmetric CM models
can be discovered in this way.

To a large extent, the talk is based on the papers [10–12].

2 Conformal Mechanics via Gauging

The well-known conformal mechanics model [16] is described by the action:

S0 =
∫

dt
(
ẋ2 − γ 2 x−2

) ≡
∫

dt L0.
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Let us demonstrate that this action can be recovered by gauging procedure applied
to some another action. Consider the Lagrangian of free complex field z(t)

Lz = ż ˙̄z + im
(
ż z̄ − z ˙̄z) .

It is obviously invariant under rigid phase transformations

z′ = e−iλz, z̄′ = eiλ z̄.

Then we gauge this abelian symmetry, λ → λ(t), and introduce d = 1 gauge field
A(t), so that ż → ż + i Az:

Lz → Lg
z = (ż + i Az) ( ˙̄z − i Az̄) + im

(
ż z̄ − z ˙̄z + 2i Azz̄

) + 2γ A,

A′ = A + λ̇.

Here, a “Fayet-Iliopoulos term” ∝ γ has been added. It is gauge invariant (up to a
total derivative) by itself.

The next step is to impose the appropriate gauge:

z = z̄ ≡ q(t).

Plugging it back into Lg , we obtain:

Lg
z = (q̇ + i Aq) (q̇ − i Aq) + 2im Aq2 + 2γ A = (q̇)2 + A2q2 − 2mAq2 + 2γ A.

The field A(t) is a typical auxiliary field: it can be eliminated by its algebraic equation
of motion:

δA : A = m − γ q−2.

The final form of the gauge-fixed Lagrangian is

Lg ⇒ (q̇)2 − (
mq − γ q−1)2 = (q̇)2 − m2q2 − γ 2q−2 + 2γm.

Up to an additive constant, this Lagrangian coincides with the mass-modified AFF.
At m = 0, the standard conformal mechanics is recovered:

Lg
(m=0) = (q̇)2 − γ 2 q−2.

The initial action Sz = ∫
dt Lz atm = 0 is invariant under the conformal SO(1, 2)

transformations δt = f (t), δz = 1
2 ḟ z, (∂t )

3 f = 0 . The conformal invariance is
preserved by the gauging procedure, if the gauge field A(t) is assumed to trans-
form as ∂t , i.e. δA(t) = − ḟ A(t) .
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3 Calogero and Calogero-Sutherland by Gauging

The generalization of the above setting to the CM case is accomplished as follows.
One starts from the U (n) invariant free action of the system of n × n hermitian

matrix field Xb
a and complex U(n)-spinor field Za(t), Z̄ a = (Za), a, b = 1, . . . , n.

TheU (n) symmetry is gauged by n2 hermitian gauge fields Ab
a . The resulting gauge

invariant action reads

SC =
∫

dt

[
tr (∇X∇X) + i

2 (Z̄∇Z − ∇Z̄ Z) + c trA

]
, (3)

∇X = Ẋ + i[A, X ], ∇Z = Ż + i AZ , ∇Z̄ = ˙̄Z − i Z̄ A.

The last term (Fayet-Iliopoulos term) contains onlyU (1) gauge field, c being a real
constant. As the next step, one fixes U (n) gauge in such a way that all non-diagonal
components of Xb

a are gauged away

Xa
b = xaδa

b,⇒ [X, A]ab = (xa − xb)Aa
b.

Just n2 − n gauge parameters have been used, but there still remains the residual
abelian gauge subgroup [U (1)]n , with local parameters ϕa(t):

Za → eiϕa Za, Z̄ a → e−iϕa Z̄ a, Aa
a → Aa

a − ϕ̇a (no sum with respect to a).

The next gauge-fixing is as follows:

Z̄ a = Za .

It leads to the gauge-fixed action in the form

SC =
∫

dt
∑
a,b

[
ẋa ẋa + (xa − xb)

2Aa
b Ab

a − Za Zb Aa
b + c Aa

a
]

Varying it with respect to the non-propagating gauge fields, we obtain

Aa
b = Za Zb

2(xa − xb)2
for a �= b,

Za Za = c ∀ a (no sum with respect to a).

The diagonal entries Aa
a drop out from the action and, after substituting the explicit

expressions for the remaining Ab
a , one obtains

SC = 1
2

∫
dt

[ ∑
a

ẋa ẋa −
∑
a �=b

c2

(xa − xb)2

]
,



Supersymmetric Calogero-Type Models via Gauging in Superspace 101

which is the rational Calogero model action. The original action is conformal, so is
the final Calogero action.

The Calogero-Sutherland model can be re-derived by the same techniques, the
only difference is that the initial action should be of the nonlinear sigma-model type:

SC =
∫

dt

[
tr

(
X−1∇XX−1∇X) + i

2 (Z̄∇Z − ∇Z̄ Z) + c trA

]
. (4)

Passing through the same steps as in the rational case yields the gauge-fixed action
in the form

SC = 1
2

∫
dt

[ ∑
a

ẋa ẋa
(xa)2

−
∑
a �=b

xaxbc2

(xa − xb)2

]
.

Introducing the newvariables as xa = eqa brings this action to the standardCalogero-
Sutherland form

Scs =
∫

dt
[∑

a

q̇aq̇a −
∑
a �=b

c2

4 sinh2 qa−qb
2

]
.

This action is not conformal, since the initial action lacks this symmetry.

4 N = 2 Calogero and Calogero-Sutherland

Once again, both cases follow the same strategy, are defined on the same set of d = 1
superfields and differ only in the choice of the initialN = 2 matrix model action to
be gauged.

The starting point in the first case is the free N = 2, d = 1 action of the n × n
matrix hermitian superfield Xa

b(t, θ, θ̄ ), a, b = 1, . . . , n, with each entry carry-
ing (1, 2, 1) multiplet, and of chiral U (n)-spinor superfield Za(tR, θ̄ ), Z̄ a(tL , θ),
DZa = 0, D̄Z̄ a = 0,

S(N=2)
sC =

∫
dtdθd θ̄

[
tr

(
D̄X DX

) + 1
2 Z̄ Z

]
.

This action is evidently invariant under rigidU (n) transformations acting as rotations
of the fundamental and co-fundamental indices a, b.

In order to preserve the chiralities ofZa, Z̄ a , we gauge this global symmetry by
chiral and anti-chiral superfield parameters λ and λ̄,

Z ′ = eiλZ , Z̄ ′ = Z̄ e−i λ̄, X ′ = eiλ X e−i λ̄.
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In order to construct the gauge invariant action, one introduces the hermitian gauge
superfield V ,

e2V
′ = ei λ̄ e2V e−iλ.

Then, the gauge-covariantized action reads

S̃(N=2)
sC =

∫
dtd2θ

[
tr

(
D̄X e2VDX e2V

) + 1
2 Z̄ e2VZ − c trV

]
, (5)

where

DX = DX + e−2V (De2V )X , D̄X = D̄X − X e2V (D̄e−2V ).

It can be shown that the originalmatrix action, aswell as thefinal gauge-covariantized
one, are invariant under the N = 2 superconformal symmetry SU (1, 1|1).

In the component expansions,

X = X + θΨ − θ̄ Ψ̄ + θ θ̄Y, Z = Z + 2iθΥ + iθ θ̄ Ż , Z̄ = Z̄ + 2i θ̄ Ῡ − iθ θ̄ ˙̄Z ,

all the fields, except for 2n2 fermionic ones,

Ψ b
a , Ψ̄ a

b ,

are auxiliary and can be eliminated by their equations of motion.
After choosing the standard Wess-Zumino gauge V = θ θ̄ A(t), the component

action takes the form

SWZ
sC =

∫
dt

[
tr∇X ∇X + i

2 (Z̄∇Z − ∇ Z̄ Z) − c trA + i tr(Ψ̄ ∇Ψ − ∇Ψ̄ Ψ )
]
,

where

∇Ψ = Ψ̇ + i[Ψ, A], ∇Ψ̄ = ˙̄Ψ + i[Ψ̄ , A]

and ∇Z ,∇X are given by the purely bosonic expressions presented earlier. In the
limit of zero fermions, the standard gauge-invariant “pre-action” of the rational
Calogero is recovered.

So we have gained a newN = 2 extension of the n-particle Calogero model with
n bosons and 2n2 fermions, as opposed to the standardN = 2 super Calogero system
of Freedman and Mende with only 2n fermions.

In terms of the physical variables, the component action reads
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S(N=2)
sC =

∫
dt

[ ∑
a

ẋa ẋa + i (Ψ̄a
bΨ̇b

a − ˙̄Ψa
bΨb

a) − V
]
, (6)

V =
∑
a �=b

4

(xa − xb)2

(
Za Z̄

a Zb Z̄
b + 2Z̄ a{Ψ, Ψ̄ }ab Zb + {Ψ, Ψ̄ }ab{Ψ, Ψ̄ }ba

)
.

The constraint on Z (after fixing the gauge Za = Z̄ a) also essentially involves
fermions:

(Za)
2 = c − Ra, Ra ≡ {Ψ, Ψ̄ }aa =

∑
b

(Ψa
bΨ̄b

a + Ψ̄a
bΨb

a),

(Ra)
2n−1 ≡ 0 (nilpotency).

It is as yet unclear how to treat this huge amount of fermionic fields, and whether
this number could be reduced by imposing some extra (perhaps, fermionic) gauge
invariance. More detailed study of the fermionic sectors of such models was recently
performed in [17, 18].

Like in the bosonic case, N = 2 CS system is obtained by proceeding from a
sigma-model type gauged action

SN=2
cs = 1

2

∫
dtd2θ

[
tr
(
X −1D̄X X −1DX

) − Z̄ e2V Z + 2c trV
]
. (7)

After passing through the same steps as before, we obtain the component action

SN=2 =
∫

dt LN=2,

LN=2 = 1

2
tr
(
X−1∇X X−1∇X

) + i

2

(
Z̄∇Z − ∇ Z̄ Z

) + c trA

+ i

2
tr
(
X−1Ψ̄ X−1∇Ψ − X−1∇Ψ̄ X−1Ψ

)

− 1

4
tr
(
X−1Ψ̄ X−1Ψ̄ X−1Ψ X−1Ψ

)
.

In the bosonic limit it yields the gauge-invariant CS action. A new interesting feature
of the hyperbolic case as compared to N = 2 rational Calogero, is the appearance
of the quartic fermionic term in the gauge-covariantized action.
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5 N = 4 Calogero system

The N = 4 model is of special interest because the same gauge procedure applied
to it results in theU (2) spin Calogero systems. The reason is that the additional mul-
tiplets Z , Z̄ now cannot be entirely eliminated by using the gauge freedom and/or the
constraints, as earlier. What remains is just a sort of the target spaceU (2) harmonics.

The universal superfield approach to N = 4 mechanics, both one-particle and
multi-particle, isN = 4, d = 1 harmonic superspace (HSS) [19], which is the d = 1
version of N = 2, d = 4 HSS [20].

The d = 1 HSS is an extension of the standard N = 4, d = 1 superspace
(t, θi , θ̄ k) by the harmonic coordinates u±

i :

(t, θ±, θ̄±, u±
i ), θ± = θ i u±

i , θ̄± = θ̄ i u±
i , u+i u−

i = 1.

The commuting SU (2) variables u±
i parametrize the 2-sphere S2 ∼ SU (2)R/U (1)R ,

where SU (2)R is the automorphism group ofN = 4, d = 1 “Poincaré” superalge-
bra. The most important property of HSS is the presence of the invariant harmonic
analytic superspace in it, involving half of the original Grassmann coordinates:

(ζ, u) = (tA, θ
+, θ̄+, u±

i ), tA = t + i(θ+θ̄− + θ−θ̄+).

Most off-shell N = 4, d = 1 multiplets are described by superfields “living” on
this subspace, the analytic superfields.

The direct analog of the N = 2 multiplet (1, 2, 1) is the multiplet (1, 4, 3) rep-
resented by a general superfield X (t, θ±, θ̄±, u) subjected to the constraints

D++ X = 0, D++ = u+i ∂

∂u−i
+ 2iθ+θ̄+∂tA ,

D+D− X = 0, D̄+ D̄− X = 0, (D+ D̄− + D̄+D−)X = 0.

These constraints are solved for by the analytic prepotential V ,

X (t, θi , θ̄
i ) =

∫
du V (tA, θ

+, θ̄+, u)

∣∣∣
θ±=θ i u±

i , θ̄±=θ̄ i u±
i

.

The needed field content is ensured by the invariance under gauge analytic transfor-
mations

δV = D++λ−−, λ−− = λ−−(ζ, u)

and is recovered in the appropriate WZ gauge for V .
The N = 4 analogs of the chiral N = 2 multiplet Za, Z̄ a are the complex

analytic superfields Z +, Z̄ +, subjected to the additional constraints
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D++ Z + = D++ Z̄ + = 0,

which imply the off-shell content (4, 4, 0) for these superfields:

Z + = ziu+
i + θ+ϕ + θ̄+φ − 2i θ+θ̄+∂tA z

i u−
i .

Finally, the gauge field A(t) is a component of the analytic unconstrained gauge
prepotential V++,

V++ ′ = eiλ V++ e−iλ − i eiλ(D++e−iλ),

where λb
a(ζ, u±) ∈ u(n) is the hermitian analytic matrix parameter. Using this gauge

freedom we can choose the WZ gauge

V++ = 2i θ+θ̄+A(tA).

Now we have all the objects needed for constructing N = 4 Calogero and
Calogero-Sutherland models. We will firstly discuss the first class of systems.

Our guiding principle will be invariance under the most general N = 4, d = 1
conformal supergroup D(2, 1;α). The appropriate matrix superfield action reads

S = − 1
4(1+α)

∫
μH

(
trX 2)−1/2α − 1

2

∫
μ

(−2)
A V0 Z̃

a +Z +
a − i

2 c
∫

μ
(−2)
A tr V++. (8)

Here, all the superfields defined above are involved, with all derivatives properly
covariantized with respect to local U (n) group, which acts as

X ′ = eiλX e−iλ, Z +′ = eiλZ +, Z̄ +′ = Z̄ +e−iλ.

E.g., D++Z + → D++Z + = D++Z + + iV++Z +. The object V0 is a real ana-
lytic gauge prepotential for the U(n) singlet (1, 4, 3) superfield X0 ≡ tr (X ) . It is
defined by the integral transform

X0(t, θi , θ̄
i ) =

∫
duV0

(
tA, θ

+, θ̄+, u±) ∣∣∣
θ±=θ i u±

i , θ̄±=θ̄ i u±
i

.

In what follows, we will be interested in the choice α = −1/2, which corresponds
to the free superfield Lagrangian ∼ trX 2 for the multiplet (1, 4, 3), and with which
D(2, 1;α) ∼ osp(4|2).

In WZ gauge, and with auxiliary fields eliminated, we end up with the action:
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S4 = Sb + S f ,

Sb =
∫

dt
[
tr
(∇X∇X + c A

) + n
8 (Z̄

(i Z k))(Z̄i Zk) + i
2 X0

(
Z̄k∇Zk − ∇ Z̄k Z

k
)]

,

S f = i tr
∫

dt
(
Ψ̄k∇Ψ k − ∇Ψ̄kΨ

k
) −

∫
dt

Ψ
(i
0 Ψ̄

k)
0 (Z̄i Zk)

X0
,

X0 := tr(X), Ψ i
0 := tr(Ψ i ), Ψ̄ i

0 := tr(Ψ̄ i ).

After fixing gauges with respect to the residual gauge group, elimination of Ab
a, a �=

b, and some further redefinitions, the bosonic core of this action proves to be as
follows

Sb =
∫

dt
{∑

a

ẋa ẋa + i
2

∑
a

(Z̄ a
k Ż

k
a − ˙̄Za

k Z
k
a) +

∑
a �=b

tr(Sa Sb)

4(xa − xb)2
− n tr(Ŝ Ŝ)

2(X0)2

}
. (9)

Here, the fields Zk
a are subject to the constraints

Z̄ a
i Z

i
a = c ∀ a,

and

(Sa)i
j := Z̄ a

i Z
j
a , (Ŝ)i

j :=
∑
a

[
(Sa)i

j − 1
2δ

j
i (Sa)k

k
]
.

To clarify themeaning of these composite objects, we note that, in theHamiltonian
approach, the kinetic WZ term for Z gives rise to the following Dirac brackets:

[Z̄ a
i , Z

j
b ]D = iδabδ

j
i ,

that implies

[(Sa)i j , (Sb)k l ]D = iδab
{
δli (Sa)k

j − δ
j
k (Sa)i

l
}

.

So, for each index a the quantities Sa form mutually commuting u(2) algebras.
The object Ŝ is just the conserved Noether SU (2) current of the total system. Thus,
the new feature of the N = 4 case is that not all out of the bosonic variables Zi

a are
eliminated byfixing gauges and solving the constraint; there survives a non-vanishing
WZ term for them. After quantization these variables become purely internal (U (2)-
spin) degrees of freedom. Since tr Ŝ Ŝ is a constant of motion, the conformal inverse-
square potential appears even in the sector of the center-of-mass coordinate X0. This
is an essential difference of the N = 4 case from the N = 1, 2 cases where this
coordinate decouples. Modulo this extra conformal potential, the bosonic limit of
theN = 4 system constructed is none other than the integrable U (2)-spin Calogero
model as it was formulated in [2, 22].
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6 N = 4 Calogero-Sutherland systems

Like in the previous case, the input superfield action in the hyperbolic case is the
sum of three parts

SN=4 = SX + SW Z + SF I . (10)

The basic distinguishing feature of this system is the choice ofX action

SX = 1

2

∫
μH tr

(
lnX

)
, (11)

while the structure of the remaining two pieces is the same, as well as the form of
the superfield constraints.

The full structure of the component action is restored by passing through the same
steps as in the rational Calogero case, i.e., imposing various gauges, elimination
of the auxiliary fields, etc. It is rather involved, especially in the fermionic sector.
In particular, it contains a few terms quartic in fermions. The number of physical
fermions is the same, just 4n2. The actions, both the superfield and the component
ones, lack superconformal symmetry, only “flat”N = 4, d = 1 supersymmetry and
SU (2) R-symmetry are present.

The bosonic sector is described by the action

SN=4
bose = 1

2

∫
dt

[
tr
(
X−1∇XX−1∇X + 2c A

) + i
(
Z̄k∇Zk − ∇ Z̄k Z

k
)

+ (Z̄ (i Z k))(Z̄i Zk) tr
(
X2

)
2(X0)2

]
.

Upon fixing U (n) gauge as Xa
b = 0, a �= b, eliminating fields Ac

b, using the con-
straint Z̄ a

i Z
i
a = c ∀ a, and passing to xa = eqa , the action becomes

SN=4
bose = 1

2

∫
dt

{∑
a

[
q̇aq̇a + i(Z̄ a

k Ż
k
a − ˙̄Za

k Z
k
a)

] −
∑
a �=b

(Sa)i k(Sb)k i

4 sinh2
qa − qb

2

+
∑
a,b

(Sa)(ik) (Sb)(ik) tr
(
X2

)
2(X0)2

}
, (12)

Tr
(
X2

) =
∑
c

e2qc , X0 =
∑
c

eqc , (Sa)i
k := Z̄ a

i Z
k
a .

The quantities (Sa)i k generate n copies ofU (2) algebra. As a result, the above action,
up to the last term, describes the hyperbolic U (2)-spin Calogero-Sutherland system
[2, 14].
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The choice of theZ + action in theN = 4 rational Calogero model was mainly
caused by the requirement of superconformal invariance. In the hyperbolic case, no
such a symmetry is present from the very beginning. In particular, theX part of the
action already lacks such an invariance. So, there are no intrinsic reasons to require
it for other pieces.

Then it is natural to choose the simplest action for the (4, 4, 0) multiplets, just
−1/2

∫
μ

(−2)
A Z̄ +aZ +

a . Under this choice, all steps are radically simplified, in par-
ticular, all fermionic auxiliary fields of (4, 4, 0)multiplets become zero on shell. The
bosonic sector of the component action reads

S̃N=4
bose = 1

2

∫
dt

{ ∑
a

[
q̇aq̇a + i(Z̄ a

k Ż
k
a − ˙̄Za

k Z
k
a)

] −
∑
a �=b

(Sa)i k(Sb)k i

4 sinh2 qa−qb
2

}
. (13)

The previous bosonic action involved tr
(
X2

)
and X0. The latter coordinate (the

center-of-mass coordinate) decouples only for the trivial cases n = 1, 2. In contrast,
the new action in the bosonic sector yields the pure hyperbolicU (2)-spin Calogero-
Sutherland system for any n, without any additional interaction. The center-of-mass
coordinate is fully detached and it is described by the free action in this sector.

While for n = 1 theX sector in the system obtained fully decouples from theZ
sector and describes a free dynamics, at n = 2 one is left with a non-trivial system.
The relative coordinate φ := 1

2 (q1 − q2) involves a non-trivial interaction with the
spin variables Zk

1 and Zk
2

∼ tr (S1S2)

4 sinh2 φ
. (14)

So, in the bosonic sectorwefind an extension of the standard hyperbolic Pöschl-Teller
mechanics [23] by the spin variables. This newN = 4 superextended Pöschl-Teller
systemcertainly deserves a careful analysis. In theN = 1, 2 cases analogousPöschl-
Teller potential without any additional variables is recovered (the known versions of
supersymmetric Pöschl-Teller mechanics were given, e.g., in [24]).

7 Summary and Outlook

• We have presented a universal method of constructing supersymmetric extensions
of the Calogero-type models through the superfield gauging procedure, which
directly generalizes the similar one for the n-particle bosonic Calogero systems.
This method yields a non-standard supersymmetrization, with N n2 physical
fermionic fields, in contrast to N n such fields within the standard supersym-
metrization.

• In this way, we have explicitly constructed newN = 2 andN = 4 superfield sys-
tems containing the rational Calogero and hyperbolic Calogero-Sutherlandmodels
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as the bosonic cores. In the hyperbolic models, new superxtensions of the Pöschl-
Teller mechanics for the relative coordinate arise at n = 2, with the extra spin
variables in the N = 4 case.

• Recently, it was shown, in the on-shell Hamiltonian approach, that similar systems,
at least in the rational case, can be formulated for arbitraryN [17, 25]. It is unclear,
whether such systems can be re-obtained within the superfield gauging since the
off-shell superfield matrix models (the starting point of the gauging procedure) are
known only until N = 8.

7.1 Further Lines of Study

In conclusion, we indicate some further possible lines of study:

(a) An interesting question is as to whether the new super Calogero models preserve
the remarkable classical and quantum integrability of the bosonic models.

(b) Itwouldbe also interesting to learnwhether someotherN = 4, d = 1multiplets
(e.g., the multiplets (2, 4, 2) or (3, 4, 1)) can be used to represent spin variables
in various N = 4 Calogero systems.

(c) To generalize newN super Calogero to the case of “weak”N = 4 (SU (2|1))
supersymmetry [26–28], as well as to analogous deformed versions of N =
8 supersymmetry [29, 30]. Such generalizations involve an intrinsic mass-
dimension parameter m which deforms the Calogero models to a kind of
Calogero-Moser systems, with extra oscillator-type terms.

(d) Quantizing all these models. In fact, the quantization of the deformed SU (2|1)
Calogero-Moser systems was recently done in [31]. The quantization of the
N = 2 models described here was undertaken in a recent paper [32].

(e) At last, other integrable Calogero-like multiparticle models are known [33, 34],
e.g., the trigonometric Calogero-Sutherland models, the elliptic models, etc. All
of them still wait their supersymmetrization. It is likely that the trigonometric
Calogero-Sutherland models, at least up toN = 2 , can be constructed by start-
ing from the matrix models with the unitary U (n) matrix as the basic d = 1
field, in contrast to the hermitian such matrix in the hyperbolic case.

Acknowledgements The author thanks the organizers of the XIII International Workshop “Lie
Theory and Its Applications in Physics” for the kind hospitality in Varna. This contribution is based
on joint papers with S. Fedoruk, O. Lechtenfeld and S. Sidorov. The author is indebted to them for
a useful collaboration. A partial support from the RFBR grant 19-02-01046 is acknowledged.



110 E. Ivanov

References

1. Calogero, F.: Solution of a three-body problem in one-dimension. J. Math. Phys. 10, 2191
(1969)

2. Polychronakos, A.P.: Physics and mathematics of Calogero particles. J. Phys. A 39, 12793
(2006). arXiv:hep-th/0607033

3. Gibbons, G.W., Townsend, P.K.: Black holes and Calogero models. Phys. Lett. B 454, 187
(1999). arXiv:hep-th/9812034

4. Freedman, D.Z., Mende, P.F.: An exactly solvable N-particle system in supersymmetric quan-
tum mechanics. Nucl. Phys. B 344, 317 (1990)

5. Wyllard, N.: (Super)conformal many body quantum mechanics with extended supersymmetry.
J. Math. Phys. 41, 2826 (2000). arXiv:hep-th/9910160

6. Bellucci, S., Galajinsky, A., Krivonos, S.: New many-body superconformal models as reduc-
tions of simple composite systems. Phys. Rev. D 68, 064010 (2003). arXiv:hep-th/0304087

7. Bellucci, S., Galajinsky, A., Latini, E.: New insight into WDVV equation. Phys. Rev. D 71,
044023 (2005). arXiv:hep-th/0411232

8. Witten, E.: On the structure of the topological phase of two-dimensional gravity. Nucl. Phys.
B 340, 281 (1990)

9. Dijkgraaf, R., Verlinde, H.L., Verlinde, E.P.: Topological strings in d<1. Nucl. Phys. B 352,
59 (1991)

10. Fedoruk, S., Ivanov, E., Lechtenfeld, O.: Supersymmetric Calogero models by gauging. Phys.
Rev. D 79, 105015 (2009). arXiv:0812.4276 [hep-th]

11. Fedoruk, S., Ivanov, E., Lechtenfeld, O.: Superconformal mechanics. J. Phys. A45, 173001
(2012). arXiv:0112.1947 [hep-th]

12. Fedoruk, S., Ivanov, E., Lechtenfeld, O.: Supersymmetric hyperbolic Calogero-Sutherland
models by gauging. Nucl. Phys. B 944, 114633 (2019). arXiv:1902.08023 [hep-th]

13. Polychronakos, A.P.: Integrable systems from gauged matrix models. Phys. Lett. B 266, 29
(1991)

14. Polychronakos, A.P.: Quantum Hall states as matrix Chern-Simons theory. J. High Energy
Phys. 0104, 011 (2001). arXiv:hep-th/0103013

15. Gorsky, A., Nekrasov, N.: Relativistic Calogero-Moser model as gauged WZW theory. Nucl.
Phys. B 436, 582 (1995). arXiv:hep-th/9401017

16. de Alfaro, V., Fubini, S., Furlan, G.: Conformal invariance in quantummechanics. Nuovo Cim.
A 34, 569 (1976)

17. Krivonos, S., Lechtenfeld, O., Sutulin, A.: N -extended supersymmetric Calogero models.
Phys. Lett. B784, 137 (2018). arXiv:1804.10825 [hep-th]

18. Krivonos, S., Lechtenfeld, O., Sutulin, A.: Supersymmetric many-body Euler-Calogero-Moser
model. Phys. Lett. B790, 191 (2019). arXiv:1812.03530 [hep-th]

19. Ivanov, E., Lechtenfeld, O.: N = 4 supersymmetric mechanics in harmonic superspace. J.
High Energy Phys. 0309, 073 (2003). arXiv:hep-th/0307111

20. Galperin, A.S., Ivanov, E.A., Kalitzin, S., Ogievetsky, V.I., Sokatchev, E.S.: Uncon-
strained N = 2 matter, Yang-Mills and supergravity theories in harmonic superspace. Class.
Quantum Grav. 1, 469 (1984)

21. Galperin, A.S., Ivanov, E.A., Ogievetsky, V.I., Sokatchev, E.S.: Harmonic Superspace, 306 p.
Cambridge University Press, Cambridge (2001)

22. Polychronakos, A.P.: Calogero-Moser models with noncommutative spin interactions. Phys.
Rev. Lett. 89, 126403 (2002)

23. Pöschl, G., Teller, E.: Bemerkungen zur Quantenmechanik des anharmonischen Oszillators.
Zeitschrift für Physik 83, 143 (1933)

24. Galajinsky, A., Nersessian, A., Saghatelian, A.: Superintegrable models related to near horizon
extremalMyers-Perry black hole in arbitrary dimension. J.HighEnergyPhys.1306, 002 (2013).
arXiv:1303.4901 [hep-th]

25. Krivonos, S., Lechtenfeld, O., Provorov, A., Sutulin, A.: Extended supersymmetric Calogero
model. Phys. Lett. B791, 385 (2019). arXiv:1812.10168 [hep-th]

http://arxiv.org/abs/hep-th/0607033
http://arxiv.org/abs/hep-th/9812034
http://arxiv.org/abs/hep-th/9910160
http://arxiv.org/abs/hep-th/0304087
http://arxiv.org/abs/hep-th/0411232
http://arxiv.org/abs/0812.4276
http://arxiv.org/abs/0112.1947
http://arxiv.org/abs/1902.08023
http://arxiv.org/abs/hep-th/0103013
http://arxiv.org/abs/hep-th/9401017
http://arxiv.org/abs/1804.10825
http://arxiv.org/abs/1812.03530
http://arxiv.org/abs/hep-th/0307111
http://arxiv.org/abs/1303.4901
http://arxiv.org/abs/1812.10168


Supersymmetric Calogero-Type Models via Gauging in Superspace 111

26. Bellucci, S., Nersessian, A.: (Super)oscillator on CP(N ) and constant magnetic field. Phys.
Rev. D 67, 065013 (2003). arXiv:hep-th/0211070

27. Smilga, A.V.: Weak supersymmetry. Phys. Lett. B585, 173 (2004). arXiv:hep-th/0311023
28. Ivanov, E., Sidorov, S.: Deformed supersymmetric mechanics. Classical Quant. Grav. 31,

075013 (2014). arXiv:1307.7690 [hep-th]
29. Ivanov, E., Lechtenfeld, O., Sidorov, S.: SU(2|2) supersymmetric mechanics. J. High Energy

Phys. 1611, 031 (2016). arXiv:1609.00490 [hep-th]
30. Ivanov, E., Lechtenfeld, O., Sidorov, S.: Deformed N = 8 mechanics of (8, 8, 0) multiplets.

J. High Energy Phys. 1808, 193 (2018). arXiv:1807.11804 [hep-th]
31. Fedoruk, S., Ivanov, E., Lechtenfeld, O., Sidorov, S.: Quantum SU (2|1) supersymmetric

Calogero-Moser spinning systems. J. High Energy Phys. 043, 1804 (2018). arXiv:1801.00206
[hep-th]

32. Fedoruk, S.: N = 2 supersymmetric hyperbolic Calogero-Sutherland model (2019).
arXiv:1910.07348 [hep-th]

33. Olshanetsky, M.A., Perelomov, A.M.: Classical integrable finite dimensional systems related
to Lie algebras. Phys. Rep. 71, 313 (1981)

34. Olshanetsky, M.A., Perelomov, A.M.: Quantum integrable systems related to Lie algebras.
Phys. Rep. 94, 313 (1983)

http://arxiv.org/abs/hep-th/0211070
http://arxiv.org/abs/hep-th/0311023
http://arxiv.org/abs/1307.7690
http://arxiv.org/abs/1609.00490
http://arxiv.org/abs/1807.11804
http://arxiv.org/abs/1801.00206
http://arxiv.org/abs/1910.07348


The Octagon Form Factor inN = 4
SYM and Free Fermions

Ivan Kostov

Abstract The computation of a certain class of polarised four-point functions of
heavily charged BPS in N = 4 SYM operators boils down to the computation of a
special form factor - the octagon. Here I review the representation of the octagon in
terms of free fermions and the determinant formulas that follow. The presentation is
based mainly on a common work with Valentina Petkova and Didina Serban [1, 2],
but I also mention some recent developments obtained by other authors.

1 Introduction: The Octagon

Starting with the pioneer paper by Minahan and Zarembo [3], the integrability tech-
niques developed for two-dimensional models were conditioned to solve higher-
dimensional field theories. A notorious example is the planar maximally supersym-
metric Yang-Mills theory, or shortly N = 4 SYM. This field of activity is now
referred to as Integrability in Gauge and String Theories (IGST). IGST appeared
as the result of interbreeding of ideas and conjectures about gauge-string duality,
in particular the AdS/CFT correspondence, and the powerful technology developed
for solving two-dimensional integrable models. The interbreeding was successful
because the four-dimensionalN = 4 SYM is secretly a two-dimensional integrable
theory defined by a factorised scattering matrix. The world-sheet description of
N = 4 SYM involves the particle excitations of this two-dimensional theory.

The spectrum of the single-trace operators in N = 4 SYM is determined by
the two-point function, which is described by a world sheet with the geometry of
an asymptotically long cylinder, with the two operators associated with the two
extremities. The two-point function can be computes in principle with methods of
the Thermodynamical Bethe Ansatz (TBA), which tells us how to sum over the
virtual particles wrapping the cylinder.
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For n > 2, the n-point correlation function of single-trace operators are given by
a semi-classical n-closed-string amplitude, the world sheet of which is topologically
a sphere with n punctures. It happens that this world-sheet picture applies for any
coupling, after being properly formulated.

The vicinity of each puncture can be described by an asymptotic Hilbert space.
Hence one can formulate the problem in terms of factorised scattering of these
asymptotic states. It is important that particles from different Hilbert spaces are
allowed to scatter. In this way one can construct a “worldsheet” which is the arena for
the scattering of ingoing and outcoming particles for the asymptotic spaces associated
with the different operators whose correlation function is computed. Besides the
physical particles representing asymptotic states in the physical Hilbert spaces, one
should admit that there are also virtual particles circling around the main cycles or
connecting pairs of singularities on the world sheet which are other than the physical
operators.

There is a singlemetric compatiblewith the factorised scattering. In thismetric the
proper time on the world sheet is defined globally. In a worldsheet with n punctures
and no handles there should be 2(n − 2) local curvature defects, each housing a
negative curvature−π . In a local QFT such defects are known as twist operators [4].
In exceptional cases two twist operators canmerge into a branch point. In this case on
speaks of extremal correlators. Importantly, the world-sheet distance between each
pair of operators is infinite after removing the regularisation.

A intuitively appealing non-perturbativeAnsatz for the computation of the n-point
correlation functions, known as “hexagonisation” [5–10], prescribes to construct the
punctured sphere from elementary blocks called hexagon form factors or shortly
hexagons. The hexagon is a special form factor of the above mentioned generalised
twist operator. It has three physical edges (time slices) and three mirror edges (space
slices). The lengths of the physical edges are determined by the charges of the n
operators while the length of the mirror edges is asymptotically large. The hexagons
are glued together along their mirror edges by inserting complete sets of virtual
particles. In other words, the hexagonalisation can be viewed as a higher-genus
generalisation of the thermodynamical Bethe Ansatz techniques.

The result is a sum over all possible physical and virtual particle excitations,
with quantisation conditions for the momenta determined by the moduli of the world
sheet. The computation of this sum in full generality is a formidable challenge, and
has been performed only in the lowest wrapping order [11].

Remarkably, a class of four-point functions of half-BPS operators with large
R-charges and specially tuned polarisations, discovered in [12, 13], can be evaluated
exactly. In this case all virtual particles are suppressed except those associated with
two pairs of hexagons. Such a correlation function factorises into a product or a
sum of products of two simpler objects called octagons. An octagon is represents
two hexagons glued together by summing over a complete set of mirror particles
associates with their common edge. Very recently it was discovered that similar
factorisation occurs in any given order of the 1/Nc expansion [14].
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1.1 The Simplest 4-Point Correlation Function

The simplest one-trace operators in N = 4 SYM are the half-BPS ones. Such an
operator is characterised by its position x in the Minkowski space, a null vector y
giving its so(6) polarisation, and its scaling dimension K ,

O(x) = Tr[(y · Φ(x))K ]. (1.1)

The correlation function for four such operators depends on the ’t Hooft coupling g,
the coordinates x1, ..., x4 and the polarisations y1, ..., y4 of the four operators. Thanks
to the conformal symmetry the dependence on xi , yi is only through the cross ratios
in the coordinate and in the flavour spaces

zz̄ = x212x
2
34

x213x
2
24

= u, (1 − z)(1 − z̄) = x214x
2
23

x213x
2
24

= v,

αᾱ = (y1 · y2)(y3 · y4)
(y1 · y3)(y2 · y4) , (1 − α)(1 − ᾱ) = (y1 · y4)(y2 · y3)

(y1 · y3)(y2 · y4) .
(1.2)

The hexagonalisation prescription gives an expression of the four-point function
as a sum over virtual particles associated with the six mirror channels associated
with pair of operatorsOi andO j . Each mirror channel is characterised by a “bridge”
of length �i j = #[tree-level Wick contractions between the operators Oi and O j ].
The six bridge lengths obey four constraints of the type K1 = �12 + �13 + �14. The
propagation of virtual particles across a bridge is exponentially suppressed for large
bridge length.

The sum over virtual particles simplifies for heavy fields (large K ) and particular
choices of the polarisations because some of the channels for propagation are sup-
pressed [12]. In this case the four-point function factorises into a product or into a
sum of products of two simpler objects, octagons. The octagon O� is composed of
two hexagons glued together by inserting a complete set of virtual states The two
hexagons may be separated by a bridge of �. The octagon depends only on the ’t
Hooft coupling g, the cross ratios (1.2) and the bridge length �,

O� = O�(z, z̄, α, ᾱ). (1.3)

The simplest four-point function that leads to such a factorisation, named in [12]
the simplest, is characterised by (y1 · y4) = (y2 · y3) = 0. For example (the dots stand
for the sum over permutations)

O1(0) = tr(ZK X̄ K ) + ..., O2(z, z̄) = tr(X2K ),

O4(∞) = tr(ZK X̄ K ) + ..., O3(1) = tr(Z̄2K ) .
(1.4)

At tree level, the four-point function is given by a single Feynman graph, Fig. 1, left.
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In the limit K → ∞ the simplest four-point correlator factorises to a product of
two identical octagons with � = 0, and α = ᾱ = 1, sketched in Fig. 1, right,

〈O1O2O3O4〉 =
K→∞

[O0(z, z̄, 1, 1)]
2

(x212x
2
34x

2
13x

2
24)

K
. (1.5)

There is another class of four-point functions considered in [12], which are expressed
in termsof octagonsO� with � > 0. In the recent paper [14] the non-planar corrections
to the four-point correlators are expressed as polynomials of O2

� .

1.2 The Octagon Form Factor

The octagon has four physical and four mirror edges with the corresponding BMN
vacuum at each physical edge, as shown schematically in Fig. 3. Because of the
choice of the four operators there are no physical excitations. There are only multi-
particle mirror excitations associated with the common edge of the two hexagons.
The octagon is given by a sum over a complete set of suchmirror states. Symbolically

O�(z, z̄, α, ᾱ) =
∑

ψ

μ(ψ) 〈H2|ψ〉 e−Eψ� 〈ψ |H1〉

=
∑

ψ

μ(ψ) 〈g−1H|ψ〉 e−Eψ�〈ψ |g|ψ〉〈ψ |H〉.
(1.6)

In the second line the two hexagons are rotated as shown in Fig. 4 to the canonical
hexagon H which is defined for collinear operators. The dependence of the cross
ratios is through the rotation g ∈ PSU (2, 2|4),

1 2

3 4

K

K

K

K 1

23

4

= xℋ2ℋ1

ℋ3

ℋ4

octagon 1 octagon 2

Fig. 1 Left: The simplest 4p function is given at tree level by a single Feynman graph. Right:
Factorisation of the 4p function into a product of two octagons

Fig. 2 The Zhukovskymap.
The physical sheet of the
rapidity Riemann surface is
parametrised by the exteriour
of the unit circle in the
x-plane

−2g 2g

u x
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〈ψ |g|ψ〉 = e2i p̃ψξ eiLψφ ei Rψθ eJψϕ (1.7)

where Lψ is the angular momentum, Rψ and Jψ are the R-charges and it is used that
D−J
2 = E = i p̃ [6]. The parameters φ, ξ, θ, ϕ are related to the cross ratios in the

Minkowski and in the flavour spaces, Eq. (1.2), as

z = e−ξ+iφ, z̄ = e−ξ−iφ,

α = eϕ−ξ+iθ , ᾱ = eϕ−ξ−iθ .
(1.8)

For an n-particle virtual stateψ the contribution of the chemical potentials gener-
ated by the rotation g together with the matrix part of the hexagon weights factorise
into a product of one-particle weights. An n-particle mirror state is characterised by
the rapidities ui and the bound-state numbers ai of its particles. The octagon (1.6) can
be thus expanded as a series of multiple integrals with integrand given by a product
of local and bi-local weights [12]

O� =
∞∑

n=0

1

n!
∑

a1,...,an≥1

∫ n∏

j=1

du j

2π i
Waj (u j )

n∏

j<k

Waj ,ak (u j , uk). (1.9)

• Bi-local weights.
The bi-local weights are defined in terms of the function

W (u, v) = x(u) − x(v)

x(u)x(v) − 1
(1.10)

Fig. 3 Symbolic
representation of the octagon
obtained by gluing the
hexagons H1 and H2 along
the common edge
(0, 0)–(∞,∞) by inserting a
complete set of virtual states
ψ with energies Ẽψ . Each
state consists of particles
transforming in the
skew-symmetric
representations of
psu(2|2)×psu(2|2)

ℋ1 ℋ2

(0,0)

(∞, ∞)

(1,1) (z, z̄, α, ᾱ)ℓ

Fig. 4 Rotation from
canonical hexagons to a
general position. The
rotation angles ξ and φ

correspond respectively to a
dilatation and rotation 1 3 4

2. . .. eDξ eiϕL
0 1

z = e−ξ+iϕ
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where the function x(u) is defined by the Zhukovskymap u
g = x + 1

x transforming
the physical sheet in the rapidity plane into the exterior of the unit circle (Fig. 2).
Namely

Wa,b(u, v) =
∏

±,±
W (u ± i

2a, v ± i
2b). (1.11)

• Local weights.
Assume for simplicity that α = ᾱ = 0, that is θ = 0 and ϕ = ξ . Then the one-

particle factor is given by the product

Wa(u) = 1

g
Ω�(u + i

2a)Ω�(u − i
2a) (−1)aχa(φ, ξ) × W (u + i

2a, u − i
2a) (1.12)

where

Ω�(u) = 1

x�

eigξ [x−1/x]

x − 1/x
= g

eigξ [x−1/x]

x�

d log x

du
, (1.13)

χa is the character of the a-th antisymmetric representation of psu(2|2)

χa(φ, ξ) = tra[(−1)F eξJ+iφ L̃] = (−1)a
sin(aφ)

sin φ
[2 cosφ − 2 cosh ξ ] , (1.14)

and the last factor completes the product od the bi-local weights, as we will see later.
The functionΩ(u) reflects the form of themomentum and the energy of themirror

magnons as functions of the rapidity u,

p̃a(u) = 1
2g(x − 1

x )u+ia/2 + (x − 1
x )u−ia/2,

Ẽa(u) = log x |u+ia/2 + log x |u−ia/2,
(1.15)

For later use let us remind the generating function of the psu(2|2) characters

W(k) =
∞∑

a=1

(−1)aχa e
−ak = (1 − eξe−k)(1 − e−ξ e−k)

(1 − eiφ e−k)(1 − e−iφ e−k)
− 1

= cosφ − cosh ξ

cosh k − cosφ
.

(1.16)

2 The Octagon in Terms of Free Fermions

The expansion (1.9) of the octagon can be nicely written in terms of free fermions.
The fermionic representation allows to sum up the series with no pain and also opens
the possibility to use the intuition and the techniques coming from CFT. Before
proceeding with the operator formulation we will remind some standard formulas
about free fermions.
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2.1 Free Fermions: Conventions

We mostly follow the conventions in the review by Jimbo and Miwa [15]. The
fermionic amplitudes satisfy canonical anti-commutation relations

[ψm, ψ∗
n ]+ = δm,n, m, n ∈ Z, (2.1)

and the left and right vacua represent the Fermi sea filled up to the level �,

〈�| = 〈vac|
∏

n<0

ψ∗
n , |�〉 =

∏

n<0

ψn|vac〉. (2.2)

Here 〈vac| is the absolute vacuumannihilated by allψn and its dual |vac〉 is annihilated
by all ψ∗

n . The two vacua satisfy

ψn|�〉 = 0, 〈�|ψ∗
n = 0 (n < �),

〈�|ψn = 0, ψ∗
n |�〉 = 0 (n ≥ �).

(2.3)

The non-vanishing correlators are

〈ψmψ∗
n 〉 = δm,n (m < �), 〈ψ∗

mψn〉 = δm,n (m ≥ �), (2.4)

where 〈...〉 ≡ 〈�|...|�〉.
A pair of analytic fermionic fieldsψ(x), ψ∗(x) is defined by themode expansions

ψ(x) =
∑

n∈Z
ψnx

−n, ψ∗(u) =
∑

n∈Z
ψ∗

n xn. (2.5)

The two-point correlator of these fields is

G(x, y) = 〈�|ψ∗(x) ψ(y)|�〉 =
(
x

y

)−� 1

1 − x/y
, x 
= y. (2.6)

The correlation function of a product of fermions is given by the determinant of the
two-point correlators

〈
n∏

j=1

ψ(x j )

n∏

j=1

ψ∗(x j )〉 = det
n×n

G(x j , xk). (2.7)
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2.2 The Octagon as a Fock Space Expectation Value

Our goal is to construct real fermions defined on the physical sheet of the rapidity
Riemann surface parametrised by the exteriour of the unit disk, |x | > 1, and having
the two-point function

〈ψ(x)ψ(y)〉 = 1

x�y�

x − y

xy − 1
(|x | > 1, |y| > 1). (2.8)

generating the bi-local weights in the expansion (1.9). The idea of the fermionic
construction was given in [2].

With the bare Fock vacua the two-point correlator of the field φ vanishes. In order
to obtain the correlator (2.12) we replace the left vacuum by a coherent state1

〈C | = 〈�|C, C = exp
(
1
2

∑

m,n∈Z
ψ∗

mCmnψ
∗
n

)
= exp

∮

|x |=1

dx

2π i
ψ∗(1/x)ψ∗(x).

(2.9)

Cmn = δm+1,n − δm−1,n . (2.10)

The state 〈B| can be seen as a boundary state associated with the unit circle |x | = 1.
The chiral fermion φ(x) lives in the exterior of the unit disk which is the image of
the physical sheet in the rapidity plane.

The non-vanishing correlations of the ψ oscillators

〈C |ψmψn|�〉 = Cmn (m ≥ �, n ≥ �). (2.11)

are obtained by commuting the fermions with the operator B and applying the rules
(2.3) which also imply 〈�|B|�〉 = 1.

The two-point function in the coordinate representation has the desired form

〈�|B ψ(x)ψ(y)|�〉 =
∑

m,n≥0

Cmnx
−m−�y−n−�

= 1

x�y�

x − y

xy − 1
, (|x | > 1, |y| > 1).

(2.12)

The 2n-point correlator is the pfaffian of the two-point correlators:

〈C |ψ(x1)...ψ(x2n)|�〉 = Pf

([
x j − xk
x j xk − 1

]2n

i, j=1

)

=
2n∏

j=1

1

x�
j

2n∏

j<k

x j − xk
x j xk − 1

.

(2.13)

1 I thank Y. Matsuo for suggesting to construct the Fock space in this way.
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Now we can readily sum up the expansion (1.9) of Sect. 1. Nicely, all the bilinear
factors are produced by the correlation functions of the fermions,

O� =
∞∑

n=0

gn

n!
∑

a1,...,an≥1

∫ n∏

j=1

du j

2π i
(−1)a j χa j (φ, ξ) [Ω0]u j+ia j /2[Ω0]u j−ia j /2

× 〈C |
n∏

j=1

ψ(u j + 1
2 ia j )ψ(u j − 1

2 ia j )|�〉.
(2.14)

Since the length of the bridge � became the charge of the left and right vacuum states,
ω� is replaced by ω�=0. The series (2.14) exponentiates,

O� = 〈�|C exp( 12 ψKψ)|�〉 (2.15)

with the quadratic form defined by the infinite sum

ψKψ = g
∫

R

du

2π i

∑

a≥1

(−1)aχa(φ, ξ) [Ω0ψ]u+ia/2 [Ω0ψ]u−ia/2 .

= g
∫

R

du

2π i

∑

a≥1

(−1)aχa(φ, ξ) [Ω0ψ]u+i0 [Ω0ψ]u−ia

= g
∫

R

du

2π i
[Ω0ψ]u+i0

∑

a≥1

(−1)aχa(φ, ξ)D−2a
u [Ω0ψ(x)]u−i0 .

(2.16)

In the second line of (2.16) the integration variable in the a-th term of the series is
shifted as u → u − ia/2 − i0 which is justified by the integrand being analytic in
the strip |�u| < a/2. After the shift of the argument, the integrands in all terms have
the same cut [−2g, 2g] on the real axis. In the last line we wrote a more compact
representation of the sum in terms of the shift operator Du = ei∂u/2,

Du : f [x(u)] → f [x(u + i/2)]. (2.17)

Because of the cut, the action of the shift operator should be considered as analytic
continuation from the interval |u| > 2g.

The sum in the last line of (2.16) is essentially the generating function for the
sl(2|2) characters, Eq. (1.16) of Sect. 2, with operator spectral parameter k = i∂/∂u.
Introducing the operator

W =
∞∑

a=1

(−1)ae−ξ p̃a(u)χa(φ, ξ)D−2a
u

= −eigξ [x−1/x] cosh ξ − cosφ

cos ∂u − cosφ
eigξ [x−1/x] ,

(2.18)

which can be regarded as the quantum spectral curve for the octagon, we can write
the quadratic form as
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ψKψ = g
∫

R

du

2π i
[∂u log x ψ(x)]u+i0 W [∂u log x ψ(x)]u−i0. (2.19)

By Fourier transformation the action of the operatorW can be represented by an
integration kernel

ψKψ =
∫

R

du

2π i

∮

R

dv

2π i
[∂u log x ψ(x)]u+i0 Ǩ (u, v) [∂v log x ψ(x)]v−i0 (2.20)

with

Ǩ (u, v) = −g 2π i eigξ [x(u)−1/x(u)] eigξ [x(v)−1/x(v)]

×
∫

R

dk

2π
i sin k(u − v)

cosh ξ − cosφ

cosh k − cosφ
.

(2.21)

When this kernel is substituted in (2.19), an important simplification occurs.
Namely the integrals in the rapidities u and v can be transformed into a contour
integrals along the init circle in the x-space. Indeed, whenever k − |ξ | > 0, the inte-
gral over u which goes below the real axis can be transformed into an integral around
the Zhukovskycut, otherwise the integral vanishes. The same holds for the integration
in v. Therefore one can write the quadratic form as a double contour integral

ψKψ =
∫

|x |=1

d log x

2π i

∫

|y|=1

d log x

2π i
K (x, y), (2.22)

with

K (x, y) = g eigξ [x−1/x+y−1/y]

×
∫ ∞

ξ

dk sin[gk(x + 1/x + y + 1/y)] cosh ξ − cosφ

cosh k − cosφ

= − g

2i

∫ ∞

ξ

dk eig[(k+ξ)x+ k−ξ

x ]e−ig[(k−ξ)y+ k+ξ

y ] cosh ξ − cosφ

cosh k − cosφ

− {x ↔ y}.

(2.23)

In conclusion, we have seen that the expansion of the octagon as a sum over mirror
magnons can be formulated as a Fock expectation value of a free chiral fermion with
correlator (2.12) ,

O� = 〈�|e 1
2

∮
|x |=1

dx
2π i ψ∗(x)ψ∗( 1

x )e
1
2

∮
|x |=1

dx/x
2π i

∮
|y|=1

dy/y
2π i ψ(x)K (x,y)ψ(y)|�〉, (2.24)

with the kernel K(x, y) defined by (2.23).
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2.3 Discrete Basis

When expressed in terms of the fermionic amplitudesψn , the quadratic form is given
by the semi-infinite matrix

ψKψ =
∑

m,n∈Z
Kmn ψm ψn, (2.25)

where Kmn are the coefficients in the Laurent expansion of the analytic kernel (2.23)

K (x, y) =
∑

m,n∈Z
Kmn x

m yn (2.26)

valid in a ring containing the unit circle. After acting on the right vacuum, only the
modes with m, n ≥ � survive in the double sum.

Assume that the relevant fermionic oscillators ψ∗
n , ψn are truncated to 0 < n −

� ≤ N and define the N × N matrices

K = {Kmn}�≤m,n≤N+�, C = {Cmn}�≤m,n≤N+�, (2.27)

with Cm,n = δm+1,n − δm,n+1. In terms of the discrete modes the operator in the
fermionic representation (2.24) has the form of the Balian-Brézin decomposition for
a Bogolyubov transformation [16]

O� = lim
N→∞O(N )

� ,

O(N )
� = 〈�|e 1

2 ψ∗Cψ∗
e

1
2 ψKψ |�〉

=
∫ N+�∏

m=�

[dθ∗
mdθm] e

1
2 θ∗Cθ∗

eθ∗θ e
1
2 θm K θ .

(2.28)

In the second line the expectation value is represented as a Grassmannian integral,
where we ignored the sign factor in the measure. The expectation value is evaluated
as the pfaffian of the 2N × 2N skew-symmetric matrix

M =
( C I

−I K

)
. (2.29)

The octagon is equal to the pfaffian of this matrix,

O� = PfM = √
Det [1 − CK ]. (2.30)

The matrix elements can be evaluated as double contour integrals [2]
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Kmn =
∫

|x |=1

dx/x

2π i

∫

|y|=1

dy/y

2π i
xm yn K (x, y)

= −g

i

∫ ∞

ξ

dk

⎡

⎣
(
i

√
k − ξ

k + ξ

)m−n

−
(
i

√
k − ξ

k + ξ

)n−m
⎤

⎦

× Jm(2g
√
k2 − ξ 2) Jn(2g

√
k2 − ξ 2)

cosh ξ − cosφ

cosh k − cosφ
,

(2.31)

or, after changing the integration variable to t = √
k2 − ξ 2,

Kmn = −2g
∫ ∞

0
dt X(t) Πm−n(ξ/t) Jm(2gt) Jn(2gt) (2.32)

with

X(t) = cosh ξ − cosφ

cosh
√
t2 + ξ 2 − cosφ

(2.33)

and the polynoms Πn(z) are the Chebyshev polynomials of second kind with imag-
inary argument,

Πn(z) = Un−1(i z) =
i n

(√
z2 + 1 + z

)n − i−n
(√

z2 + 1 − z
)n

2i
√
z2 + 1

(2.34)

and satisfy the recurrence relation

Πn−1(z) + Πn+1(z) = 2i z Πn(z) . (2.35)

3 Species Doubling Phenomenon: The Pfaffian as a
Determinant

3.1 Doubling of the Eigenvalues and Similarity
Transformation

The matrix elements of the matrix CK decrease rapidly with m and n, which allows
to truncate it with reasonable precision to a finite-dimensional matrix. The truncation
works better for small coupling g.

The numerical diagonalisation reveals that the eigenvalues of the matrix CK are
real, negative and doubly degenerate. This is a non-trivial fact because the matrix
Kmn is anti-symmetric but not real, its even-odd elements are real while the even-
even and odd-odd elements are pure imaginary. It is therefore plausible that the
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antisymmetric matrix M can be transformed by a similarity transformation into a
real skew-symmetric matrix, which is diagonalised by orthogonal transformation as

M = OΣOT, Σ = diag{
(
0 λm
−λm 0

)
}. (3.1)

In [2], it was conjectured that there exist a similarity transformation from K to a
real anti-symmetric matrix K ◦ with non-zero matrix elements only if m − n is odd.
A perturbative series for the matrix K ◦ was proposed and it was checked that the
matricesK andK◦ give identical results for the first several orders of the perturbative
expansion of the octagon.

Later Belitsky and Korchemsky [17] proposed an elegant integral expression for
the matrix elements of K◦ which reproduces the perturbative series found in [2]
and presumably hold for any value of the gauge coupling. The integral formula is
obtained by replacing in the integrand in (2.31) of the previous section the polyno-
mials Πn(ξ/t) by their constant terms sn:

K ◦
mn = −2g sm−n Lm,n, Lm,n ≡

∫ ∞

0
dt X(t) Jm(2gt) Jn(2gt). (3.2)

It is easy to see that the matrix elements of K are linear combinations of the
matrix elements of K ◦. This can be demonstrated using the fact that Πn(ξ/t) are
polynomials in 1/t and the recurrence relations for the Bessel functions

ξ

t
Jn[2gt] = ξg

Jn+1[2gt] + Jn−1[2gt]
n

. (3.3)

Since the form of the matrix elements Kmn is linked to the parity of m − n, it is
natural to reorder the lines and the rows of the 2N × 2N matrix M in order to reveal
an additional 2 × 2 block structure.2 Assuming that N is even (otherwise the pfaffian
vanishes), we have

M =

⎛

⎜⎜⎝

0 C I 0
−C 0 0 I
−I 0 0 K
0 −I −K 0

⎞

⎟⎟⎠ . (3.4)

The matrices in the blocks are defined as follows,

K = {Ki j }i, j=0,..., N
2 −1, Ki j = K ◦

2i,2 j+1 = −g (−1)i− j L2i+�,2 j+1+�, (3.5)

C = {Ci j }i, j=0,..., N
2 −1, Ci j = C2i,2 j+1 = δi, j − δi, j+1. (3.6)

The pfaffian of the matrix (3.4) becomes a determinant

2Such a appears also in other problems in N = 4 SYM as pointed out by Basso and Dixon [18].
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O� = Pf[M] = ± det[1 + R(�)], R(�) = −CK. (3.7)

The matrix elements of R(�) = CK are expressed in terms of the integrals Lmn ,
Eq. (3.2), as

R(�)
i j = 2g(−1)i− j (L2i+�,2 j+1+� + L2i+2+�,2 j+�), i, j ≥ 0, (3.8)

Applying the recurrence relation (3.3), one can write the matrix elements
of R� as

R(�)
mn = −2(2m + 1 + �)

∫ ∞

0

dt

t
J2m+1+�(2gt) J2n+1+�(2gt) X(t), (3.9)

X(t) = cosh ξ − cosφ

cosh
√
t2 + ξ 2 − cosφ

. (3.10)

Here we ignored the sign factor (−1)m−n as it cancels when computing the moments.

4 Weak Coupling Expansion

4.1 Expansion of the Kernel in Polylogs

The coefficients of the weak coupling expansion of the matrix elements (3.9) can
be expressed in terms of a set of functions fn(z, z̄) known as ladder integrals. The
(conveniently normalised) ladder integrals evaluate the so-called ladder Feynman
graphs represented in Fig. 5.

The ladder integrals can be expanded in polylogarithms, butwewill need here only
their integral representation which can be extracted from the results reported in [19]

fk(z, z̄) =
∫ ∞

0

eξ t2k−1

cosh
√
t2 + ξ 2 − cosφ

dt

=
2k∑

j=k

(k − 1)! j !
( j − k)!(2k − j)! (− log zz̄)2k− j Li j (z) − Li j (z̄)

z − z̄
.

(4.1)

Fig. 5 A ladder Feynman
graph and its dual. In the
x-space the graph has k
vertices and k lines meeting
at the points x2 and x4. The
dual graph in the momentum
space has the form of a lader
with k + 1 rungs

x1

x2

x3

x4

fk(z, z̄) =

k lines

. .
.

.
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The integrands in the expressions for the matrix elements (2.32) or (3.9) are linear
combinations of the integrand of (4.1). Hence both the original matrix K , Eq. (2.31),
and the “improved” matrix K ◦, Eq. (3.2), can be expanded in ladder integrals.

Here we will give the expression for the improved kernel only. For that it is
sufficient to expand the numerator of the integrand in (3.9), which is done according
to the formula

Jk(2gt)Jl(2gt) =
∞∑

p=0

C p
kl (gt)k+l+2p,

C p
kl =

(
2p + k + l

p

)
(−1)p

(k + p)!(l + p)! .
(4.2)

We thus find O�(z, z̄, g2) = Det
[
I + R(�)

]
with

R(�) = {R(�)
i, j }∞i, j=0,

R(�)
i, j =(1−z)(1− z̄) (2i + 1)

∞∑

p=0

fi+ j+p+1 g
2i+2 j+2p+2 C p

2i+1,2 j+1. (4.3)

The determinant can be evaluated by expanding the logarithm of the octagon in the
moments of the matrix R(�),

logO� =
∞∑

i=0

R(�)
i,i − 1

2

∞∑

i, j=0

R(�)
i, jR

(�)
j,i + ... (4.4)

Alternatively, and more efficiently from the computational point of view, one can
truncate the semi-infinite matrix R(�) to a N × N matrix R(�)

N×N = {R(�)
k, j }0≤k, j≤N−1.

Such a truncation reproduces the perturbative expansion of the octagon to loop order
2N + � − 1,

O� = det(I + R(�)

N×N
) + o(g

4N+2�
). (4.5)

For example, the truncation to a 3 × 3 matrix gives the perturbative expansion up to
o(g12),

O�=0 = det
(
1 + R(�)

)
3×3 + o(g12)

= 1 + (1 − z)(1 − z̄)
(
f1g

2 − f2g
4 + 1

2 f3g
6 − 5

36 f4g
8 + 7

288 f5g
10
)

+ [(1 − z)(1 − z̄) ]2 (
1
12 ( f1 f3 − f 22 )g8 − 1

24 ( f1 f4 − f2 f3)g10
) + o(g12).

The nine loop result presented in [12] is reproduced by truncating to a 5 × 5 matrix.
To compare with [12] one should take fn = n!(n − 1)!Fn .
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4.2 Ladders and Fishnets

There is an intriguing relation with the fishnet graphs studied originally by A.
Zamolodchikov [20] and recently rediscovered in certain limits of the N = 4 SYM
theory [21–25]. Namely, in [13] it was conjectured that the octagon was expanded
in a basis made of the minors of the semi-infinite matrix

f =

⎛

⎜⎜⎝

f1 f2 f3 .

f2 f3 f4 .

f3 f4 f5 .

. . . .

⎞

⎟⎟⎠ (4.6)

Some of these minors evaluate rectangular fishnet graphs. The diagonal minor of
the determinant (4.6) with rows and lines labeled by �, � + 1, ..., � + n equals the
n × (n + �) rectangular fishnet graph [23]

[fish]n,n+� = x1

x2

x3

x4

=det
[

fi+j+1+�

(2i + �)!(2j + 1 + �)!

]
i,j=0,...,N−1

(4.7)

The n × (n + �) fishnet Feynman diagram gives the lowest order of the n-magnon
contribution to the octagon,

O� =
∞∑

n=0

[(1 − z)(1 − z̄)]n g2n(n+�)
([fish]n,n+� + o(g2)

)
, (4.8)

This property of the octagon is obvious from the representation (4.5), which can
be written as a sum over minors of the matrix K, Eq. (4.3),

O� =
∞∑

n=0

∑

0≤i1<...<in
0≤ j1<...< jn

det

([
R(�)
iα jβ

]

α,β=1,...,n

)

=
∞∑

n=0

detR(�)

n×n
(1 + O(g2)).

(4.9)

Indeed, to the lowest order the determinant of the matrix R[�]
N×N

is given by the fishnet
integral normalised as in (4.7),

det R(�)
n×n = [(1 − z)(1 − z̄)]n g2n(n+�) [fish]n,n+� + o(g2n(n+�)+2). (4.10)
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5 Strong Coupling Limit

The strong coupling limit studied in [26] can be viewed as the semiclassical limit of
the fermionic system where the free energy is given by an integral over the Fermi
sea. First let us note that the pole of the fermionic correlator C(x, y) is at xy = 1. It
is more natural to replace the correlator by

C(x, y) = 1

x�y�

x − y

xy − 1
→ C(x, 1/y) = y�

x�

xy − 1

x − y
(5.1)

and simultaneously replace the kernel by K (1/x, y). The semiclassical kernel is
evaluates by using the strong coupling approximation of the mirror momentum
2 p̃a(u) = a p̃(u), with p̃(u) = ig∂u(x − 1/x),

e−Ecl(u,k) =
∞∑

a=1

(−1)aχa e
−ake2iξ p̃a(u)eia�/gx = −cosh ξ − cosφ

cosh k̃ − cosφ
, (5.2)

with

k̃(k, u, �) = k − i P, i P = iξ p̃(u) − i�/x = ξ
x + 1

x

x − 1
x

+ i
�

gx
. (5.3)

Here k is coupled to the fast variable u1 − u2 and the mirror momentum depends on
the slow variable u = (u1 + u2)/2. The function kFermi± (k, u) = k − i P(u) gives the
profile of the Fermi sea. The dependence on � shows up only in the subleading order
except if � ∼ g.

As is well-known, the grand potential in the semi-classical limit is given by the
integral over the phase space,

lnO� �
∫

du

2π

∫ ∞

0
dk ln

(
1 + e−Ecl(u,k)

)

=
∫

du

2π

∫ ∞

0
dk log

(1 − e−k+i P+ξ )(1 − e−k+i P−ξ )

(1 − e−k+i P+iφ )(1 − e−k+i P−iφ)
. (5.4)

The integral in k gives a sum of dilogarithms and the result matches with the expres-
sion obtained in [26].

logO=
2g∫

−2g

du

2π

(
−Li2(e

i P+ξ )− Li2(e
i P−ξ )+ Li2(e

i P+iφ)+ Li2(e
i P−i φ̃)

)
,

i P = ξ
x + 1/x

x − 1/x
+ i

�/g

x
.

(5.5)



130 I. Kostov

6 The Octagon as a Fredholm Determinant with Modified
Bessel Kernel

6.1 A Generalised Bessel Kernel

Here we give the representation of the octagon as a Fredholm determinant of a
modified Bessel kernel which was thoroughly studied in [17] for � = 0. Using the
summation formula

∞∑

m=�

(2m + 1)
J2m+1(2w)J2m+1(2z)

w z
= wJ�+1(2w)J�(2z) − z J�+1(2z)J�(2w)

w2 − z2

(6.1)

the determinant can be written [17] as a Fredholm determinant of the type

D�(z, z̄) = Det [1 − K�] , [K� f ](t) =
∫ ∞

0
dt1K�(t, t1) f (t1). (6.2)

The integration kernel K�(t, t ′) is given by

K�(t1, t2] = K 0
� (t1, t2)X(t2),

K 0
� (t1, t2) = t1t2√

t1t2

t1 J�+1(gt1)J�(2gt2) − t2 J�+1(2gt2)J�(2gt1)

t21 − t22
.

(6.3)

All dependence on φ and ξ is carried by the factor Ω(t).
It is convenient, following [27], to change the variable so that also the dependence

on the ’t Hooft coupling g gets absorbed into the local factor. In terms of the new
variable x defined by

2gt = √
x (6.4)

the kernel K0 becomes the Bessel kernel which describes the statistics of the spacing
of the eigenvalues of orthogonal (� = −1/2) or symplectic (� = 1/2) matrices of
large order [28],

KB(x, y) = φ(x)ψ(y) − ψ(x)φ(y)

2(x − y)

= φ(x)y∂yφ(y) − φ(y)x∂xφ(x)

x − y
= 1

4

∫ 1

0
dαφ(αx)φ(αy),

φ(x) = J�(
√
x), ψ(x) = −√

x J�+1(
√
x),

[KB f ](x) =
∫ ∞

0
KB(x, y) f (y)dy.

(6.5)
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The representations in the second line follow from the form of the derivatives

2x∂xφ(x) = �φ(x) + ψ(x), −2x∂xψ(x) = �ψ(x) + xφ(x), (6.6)

which allows one to replace in the definition of the Bessel kernel in the first line

ψ(x) → 2x∂xφ(x). (6.7)

In our case the Bessel kernel is modified by a factor χ(x) obtained by changing
the variable of X,

Kχ (x, y) = KB(x, y)χ(y),

χ(x) = X(
√
x/4g) = cosh ξ − cosφ

cosh
(
ξ
√
1 + x/(4gξ)2

)
− cosφ

. (6.8)

6.2 Differential Equations

The analysis byBelitsky andKorchemsky [17, 27]works for any functionχ provided
it satisfies the homogeneity property

Δχ = 0, Δ ≡ 2x
∂

∂x
+ g

∂

∂g
. (6.9)

They derived a system of integro-differential equations for the functions

U = −2g∂g logO, Q(x) = 〈x | 1

1 − Kχ

|φ〉, (6.10)

assuming that � = 0. Here we formulate the equations for general bridge length �,

∂αU =
∫ ∞

0
dxQ2(x)∂αχ(x), α = g, φ, ξ, (6.11)

(
Δ2 − g(∂gU ) +U

)
Q = (�2 − x)Q. (6.12)

The differential equations are supplemented with the boundary condition at weak
coupling

Q(x) = J�(
√
x) + O(g2). (6.13)

Assuming that the solution is found, the octagon is given by the integral
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O =
∫ g

0

dg′

g′ U (φ, ξ, g′). (6.14)

Once the function Q is found, the derivatives of the octagon with respect of α =
{ξ, g, φ} are computed as

∂α logO = 1
2

∫ ∞

0
dx(∂αχ) Q2∂xΔ log Q. (6.15)

Taking into account the particular form of χ the three differential equations take
the form

∂φU =
∫ ∞

0
dx Q2(x)∂φχ(x), (6.16)

g∂gU = −2
∫ ∞

0
dx Q2(x)x∂xχ(x), (6.17)

∂ξU = 8g2ξ
∫ ∞

0
dx Q2(x)∂xχ(x) + sinh(ξ)

cosh ξ − cosφ

∫ ∞

0
dx Q2(x)χ(x) (6.18)

together with the Eq. (6.12) for Q. In [17] perturbative methods of solution were
developed for the weak and strong coupling limits.

7 Conclusions

Here we reviewed themethods for computing the octagon form factor, which appears
as a building block of a class of polarised four-point functions of heavy half-BPS
operators. The octagon is made of two hexagons are glued together which do not
interact with the rest and appears whenever a skeleton graph contains a square delim-
ited by four large bridges.

We reviewed the determinantal representation of the octagon obtained in [1, 2]
and gave a simplified derivation based on the Fock-space representation in terms
of free fermions. The fermionic representation was possible because the dressing
factors of the scattering matrices do not appear in the expansion.

The pure octagon appears in the simplest case where the hexagons are forced to
stay in couples. It is worth exploring the possibility of higher order form factors rep-
resenting chains of hexagons in interaction (decagon, dodecagon) by several species
of free fermions. Such form factors occur the higher-point polarised correlation func-
tions of heavy half-BPS operators or if one of the charges in the four-point function
is kept finite.

Very recently, Belitsky and Korchemsky developed a powerful approach to the
octagon based on a system of integro-differential equations [17, 27]. Their approach
allows to construct systematically the strong coupling expansion, which is notori-
ously difficult problem in general.
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Concerning weak coupling, the appearance of the fishnet graphs is somewhat
mysterious, although not completely unexpected. It would be interesting to find an
interpretation of the higher order graphs as fishnet graphs with defects.

Finally, it seems that the integrability structure of the octagon is not completely
unveiled. The operator fermionic representation of the octagon resembles the tau-
function of a Toda chain hierarchy and it is thus possible that there exist Hirota-like
equations relating octagons with bridges � and � ± 1. Once the integrable structure
of the octagon is completely understood, one can try to generalise it to non-BPS
operators.

Acknowledgements I am grateful to Gregory Korchemsky and Valentina Petkova for useful dis-
cussions during the preparation of this text.
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Nöther’s Second Theorem
as an Obstruction to Charge
Quantization

Philip Phillips and Gabriele La Nave

Abstract While it is a standard result in field theory that the scaling dimension
of conserved currents and their associated gauge fields are determined strictly by
dimensional analysis and hence cannot change under any amount of renormaliza-
tion, it is also the case that the standard conservation laws for currents, d J = 0,
remain unchanged in form if any differential operator that commutes with the total
exterior derivative, [d, Ŷ ] = 0, multiplies the current. Such an operator, effectively
changing the dimension of the current, increases the allowable gauge transformations
in electromagnetism and is at the heart of Nöther’s second theorem. We review here
our recent work on one particular instance of this theorem, namely fractional electro-
magnetism and highlight the holographic dilaton models that exhibit such behavior
and the physical consequences this theory has for charge quantization. Namely, the
standard electromagnetic gauge and the fractional counterpart cannot both yield inte-
ger values of Planck’s constantwhen they are integrated around a closed loop, thereby
leading to a breakdown of charge quantization.

1 Preliminaries

Although Nöther [12] has two theorems, the second is little known but ultimately
more important, as we will see. The first theorem which sits at the foundation of
gauge theories asserts that applying the gauge-invariant condition of electromag-
netism Aμ → Aμ + ∂μΛ to the Maxwell action

S = −1

4

∫
ddx(F2 + JμA

μ) (1)
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results in the conservation law

∂μ Jμ = 0, (2)

with F = d A. Because Λ is a dimensionless function, [A] = 1 and the current has
fixed dimension [J ] = d − 1. Had we retained the dimensionful charge, we would
have that [q A] = 1. Note the covariant derivative, heuristically written as D − iq A,
only fixes the dimension of the product [q A] = 1. Hence, it is entirely possible to
construct theories [4] in which q and A have arbitrary dimensions without changing
how the gauge group acts. In what remains, we have set q = 1 but our remarks
apply to the dimensionful case as well. The well known ambiguity (or “improvement
transformations” [15]) of the current, namely that the conservation laws remain fixed
under shifting the current by a total derivative of the form, J0 → J0 + ∂μXμ and
Jμ → Jμ + ∂0Xμ, have no effect on the conserved charge nor the dimension of the
current. In fact as Gross [6, 13] pointed out, because it is the action of theU (1) group
that ultimately fixes the dimension of the current through

δ(x0 − y0)[J0(x), φ(y)] = δφ(y)δd(x − y), (3)

the dimension of the current, [Jμ] = d − 1, is sacrosanct unless one changes how
the U (1) group acts.

This is the context [12] for NST. Nöther [12] noticed that the form of the con-
servation law for the current is determined by the order of the derivative retained in
the degeneracy condition for Aμ. In fact, there is no unique way of specifying this
as can be seen from the following argument. Consider the Maxwell action,

S = 1

2

∫
ddk

2πd
Aμ(k)[k2ημν − kμkν]Aν(k)

= 1

2

∫
ddk Aμ(k)Mμν Aν(k). (4)

All gauge transformations arise as zero-eigenvalues of M . For example,

Mμνkν = 0, (5)

which yields the standard gauge-invariant condition in electromagnetism because
ikν is just the Fourier transform of ∂μ. The ambiguity that leads to NST comes from
noticing that if kν is an eigenvector, then so is f kν , where f is a scalar. Whence,
there are a whole family of eigenvectors,

Mμν f k
ν = 0, (6)
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that satisfy the zero eigenvalue condition, each characterizing a perfectly valid elec-
tromagnetism. It is for this reason that Nöther [12] devoted the second half of her
paper to the consequences of retaining all possible integer derivatives,

Aμ → Aμ + ∂μΛ + ∂μ∂νG
ν + · · · , (7)

in the gauge-invariant condition for Aμ on the conservation laws for the current.
Stated succinctly, the second theorem finds that the full family of generators ofU (1)
invariance determines the dimension of the current not just the linear derivative term
Aμ → Aμ + ∂μΛ. In general, the second theorem applies anytime there are either a
collection of infinitesimal symmetries or one symmetry parametrized by an arbitrary
number of functions as in Eq. (7). What Nöther [12] found is that the higher-order
derivatives in the gauge-invariant condition add further constraints on the current.
They can even change the order of the current. However, as long as only integer
derivatives [1] are retained, the constraint equations yield no new content. It is for
this reason that Nöther’s second theorem has garnered little interest.

However, there is a generalization of Eq. (7) that does yield non-trivial results.
Consider the fact that the current conservation equation remains unchanged if a
differential operator Ŷ exists such that [d, Ŷ ] = 0. If such an operator exists then the
conservation law becomes

∂μŶ Jμ = ∂μ J̃μ = 0, (8)

which the redefines the current to be J̃ = Ŷ J . This is an ambiguity distinct from the
“improvement transformations” of the first theorem because Ŷ is linked to the gauge
symmetry.We can construct Ŷ directly from Eq. (6). Since f kν is the generator of the
gauge symmetry, there are some constraints on f . (1) f must be rotationally invariant.
(2) f cannot change the fact thatΛ is dimensionless; equivalently it cannot change the
fact that A is a 1-form. (3) f must commute with the total exterior derivative; that is,
[ f, kμ] = 0 just as [d, Ŷ ] = 0. Hence, finding f is equivalent to fixing Ŷ . A form of f
that satisfies all of these constraints is f ≡ f (k2). In momentum space, k2 is simply
the Fourier transform of the Laplacian,−Δ. As a result, the general form of f (k2) in
real space is just the Laplacian raised to an arbitrary power, and the generalization in
Eq. (6) implies that there are a multitude of possible electromagnetisms (in vacuum)
that are invariant under the transformation,

Aμ → Aμ + f (k2)ikμΛ, (9)

or in real space,

Aμ → Aμ + (−Δ)γ ∂μΛ, (10)
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resulting in [Aμ] = 1 + 2[ f ] = γ . The definition of the fractional Laplacian we
adopt here is due to Reisz:

(−Δx )
γ f (x) = Cn,γ

∫
Rn

f (x) − f (ξ)

| x − ξ |n+2γ
dξ (11)

for some constantCn,γ . Note rather than just depending on the information of f (x) at
a point, the fractional Laplacian requires information everywhere inR

n . The standard
Maxwell theory is just a special case in which γ = 1. In general, the theories that
result for γ �= 1 allow for the current to have an arbitrary dimension not necessarily
d − 1. Identifying Ŷ with the fractional Laplacian yields the conservation law

∂μ(−Δ)(γ−1)/2 Jμ = 0. (12)

Conservation laws such as the one in Eq. (12) are in some sensemore fundamental, as
one can infer the standard ones from thembutmore importantly they can occur earlier
[9, 11] in the hierarchy of conservation laws that stem from Nöther’s first theorem.
This is the same conclusion reached from the degeneracy of the eigenvalue of Eq.
(6). This consilience is not surprising because the degeneracy of the eigenvalue is
another way of stating Nöther’s second theorem. That is, the current is not unique in
gauge theories. It is the lack of the uniqueness of the current that yields a breakdown
of charge quantization. As expected, this ambiguity shows up at the level of theWard
identities. The current-current correlator for the photon

Ci j (k) ∝ (k2)γ
(

ηi j − ki k j

k2

)
(13)

does not just satisfy kμCμν = 0 but also kγ−1kμCμν = 0. This translates into either
∂μCμν = 0, the standard Ward identity, or

∂μ(−Δ)
γ−1
2 Cμν = 0 (14)

which illustrates beautifully the fact that the current conservation equation only
specifies the current up to any operator that commutes with the total differential. As
we mentioned previously, this appears to be the first time this ambiguity has been
linked to Nöther’s Second Theorem.

Because the fractional Laplacian is a non-local operator, the corresponding gauge
theories are all non-local and offer a much broader formulation of electricity mag-
netism than previously thought possible. All such anomalies can be understood as
particular instances of Nöther’s Second Theorem. We will show how such theories
arise from holographic bulk dilaton models [5, 8] and show that Eq. (8) leads to a
breakdown of charge quantization as can be seen from the fractional version of the
Aharonov-Bohm effect [10, 11].
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2 Charge Quantization

Changing the dimension of the vector potential has profound consequences for the
quantization of charge. This can be seen immediately because the integration of the
gauge field around a closed loop

q
∮

A · d� = hZ (15)

must be an integer multiple of Planck’s constant, h. This condition amounts to the
integrability condition for the cohomology class of q A to be an integral class. Con-
sequently, charge quantization is equivalent to the geometric requirement that the
form FA = d A be indeed the curvature of a connection D = d − q A on aU (1) prin-
cipal bundle P . It is on this fact that the Byers-Yang [2] theorem is based. Clearly
then when [A] �= 1, the integral above is no longer dimensionless, leading to an
inapplicability of the Byers-Yang theorem. What is required in such cases is the
construction of a new fictitious gauge field that does have the requisite dimension.
While the new gauge will preserve Eq. (15), the original one will not [8, 10]. Con-
sequently, if it is the fractional gauge field that describes the material in question,
strictly speaking, charge is not quantized. That is, both gauges cannot preserve Eq.
(15) simultaneously. Maxwell’s equations amount to setting f = 1 or γ = 1. As
f �= 1 is a perfectly valid electromagnetism, charge quantization is essentially a
choice. This is a physical consequence of Nöther’s second theorem.

3 Holographic Models with Fractional Gauge
Transformations

The preliminaries lay play that within a model with local interactions and withU (1)
symmetry in tact, there is no way around Gross’s [6] argument that the dimension of
the gauge field and the current are fixed to [A] = 1 and [J ] = d − 1, respectively.
However, Nöther’s second theorem suggests that other possibilities exist. Interest-
ingly [17, 19], superconductivity provides a simple counter example, in which the
current,

Ji = −
∫

Ki j (x, x′)
(
A j (x′) − ∇′

jφ(x′)
)
d3x ′ (16)

has dimension d − dK − 1 and hence is a non-local function of the gauge field,
A(x′) as a result of the kernel Ki j which arises from expanding the free energy
around the minimum ∇φ − A = 0 with φ the U (1) phase. The Pippard kernel [14],
relevant to explaining the disorder dependence of the Meissner effect, amounts to a
particular choice for Ki j . Holographic constructions offer a possibility as a result of
the extra dimension which allows for the boundary (either at the UV or the IR) to
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have properties quite distinct from the bulk. A distinct claim of dilatonic models of
the form

S =
∫

dd+1xdy
√−g

[
R − ∂φ2

2
− Z(φ)

4
F2 + V (φ)

]
, (17)

is that the boundary gauge field acquires an anomalous dimension that is determined
solely by the asymptotic form of the action

SMax =
∫

dVddy(y
a F2 + · · · ), (18)

where y is the radial coordinate in the anti-de Sitter spacetime. That such models
change the gauge structure at the boundary can be seen by interpreting the dilaton
term ya as a running charge coupling g(a) which depending on the exponent a can
yield a relevant interaction at either the UV or at the IR horizon. In the standard
holographic set-up [7, 18], the boundary lacks a globalU (1) structure only the bulk
does where the gauge field acts as source for the boundary current. That is, the
conformal boundary, which we denote by the zero of the radial coordinate, y = 0,
is not imbued by a local gauge structure in which A(y = 0, x) = A‖ + dΛ. More
explicitly, once the boundary condition is set, A(y = 0, x) = A‖, the gauge degree of
freedom is lost. Of course, the gauge structure can be reinstated simply by changing
the boundary conditions from Dirichlet to von Neumann. Alternatively, the theory
can have a non-trivial structure at the IR or at the horizon. Theories valid at either
the UV or the IR boundary can be constructed using the membrane paradigm [16].
In this case, this approach is particularly apropos as either the IR or UV limits are
relevant depending on the value of a as can be seen from the equations of motion,

∇μ(ρa Fμν) = 0, (19)

where we have introduced the radius ρ = r − rh which measures the distance from
the horizon. As depicted in Fig. 1 it is the IR limit which is relevant if a > 0 and the
UV in the opposite limit.

To construct solve this boundary value problem, we appeal to a well known the-
orem in analysis. In 2007, Caffarelli and Silvestre (CS) [3] proved that standard
second-order elliptic differential equations in the upper half-plane in R

n+1
+ reduce

to one with the fractional Laplacian, (−Δ)γ , when one of the dimensions is elimi-
nated to achieveR

n . For γ = 1/2, the equation is non-degenerate and the well known
reduction of the elliptic problem to that of Laplace’s obtains. The precise statement of
this highly influential theorem is as follows. Let f (x) be a smooth bounded function
in R

n that we use to solve the extension problem,

g(x, y = 0) = f (x)


x g + a

y
gy + gyy = 0, (20)
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x

y

d(∗yadA) = 0

r → ∞

a > 0

a
<
0

conformal boundary

horizon

A B

�γAt

d(∗ρadA) = 0

ρ = r − rh

Fig. 1 A.) A depiction on an AdS spacetime with a conformal boundary at r = ∞ and a black
hole horizon at r = rh . The Maxwell-dilaton action in the bulk has equations of motion of the form
d(∗ρad A) = 0. B.) p-form generalization of the Caffarelli-Silvestre [3]-extension theorem. At are
the boundary (tangential) components of the bulk gauge field, A. For a dilaton action inRn with the
equations of motion d(∗yad A) = 0, the restriction of these equations of motion to the boundary
yields the fractional Box operator where the exponent is given by γ = (1 − a)/2. Depending on
the sign of a, the bulk dilaton action either yields fractional Maxwell equations of motion at the
conformal UV (a < 0) boundary or at the IR limit (a > 0) demarcated by the horizon radius, rh

to yield a smooth bounded function, g(x, y) in R
n+1
+ . f (x) functions as the Dirichlet

boundary condition of g(x, y) at y = 0. These equations can be recast in degenerate
elliptic form,

div(ya∇g) = 0 ∈ R
n+1
+ , (21)

which CS proved has the property that

lim
y→0+

ya
∂g

∂y
= Cn,γ (−
)γ f (22)

for some (explicit) constant Cn,γ only depending on d and γ = 1−a
2 with (−
)γ ,

the Reisz fractional Laplacian defined earlier. That is, the fractional Laplacian serves
as a Dirichlet to Neumann map for elliptic differential equations when the number
of dimensions is reduced by one. Consider a simple solution in which, g(x, 0) = b,
a constant, but also gx = 0. This implies that g(y) = b + y1−ah with (1 − a) > 0.
Imposing that the solution be bounded as y → ∞ requires that h = 0 leading to a
vanishing of the LHS of Eq. (22). The RHS also vanishes because (−Δx )

γ b = 0.
As a final note on the theorem, from the definition of the fractional Laplacian, it
is clear that it is a non-local operator in the sense that it requires knowledge of
the function everywhere in space for it to be computed at a single point. In fact, it
is explicitly an anti-local operator. Anti locality of an operator T̂ in a space V (x)



142 P. Phillips and G. La Nave

means that for any function f (x), the only solution to f (x) = 0 (for some x ∈ V )
and T̂ f (x) = 0 is f (x) = 0 everywhere. Fractional Laplacians naturally satisfy this
property of anti-locality as can seen from their Fourier transform of Eq. (11).

Equation (19) is highly reminiscent of Eq. (21) of the CS construction. The only
difference is that g is a scalar in the CS-extension theorem and the gauge field is a 1-
form. Hence, the p-form generalization [11] of the CS-extension theorem is precisely
the tool we need to determine the gauge structure either at the conformal boundary or
at the horizon. The key ingredient in this proof is the fractional differential. Because
the Hodge Laplacian

Δ = dd∗ + d∗d : Ω p(M) → Ω p(M), (23)

does not change the order of a p-form, as it is a product of d and d∗, it can be used
to define the fractional differential

dγ = dΔ
γ−1
2 = Δ

γ−1
2 , d∗

γ = d∗Δ
γ−1
2 . (24)

Since [d,Δb] = 0 for any power b, a key benefit of dγ is that the composition

(dγ d
∗
γ + d∗

γ dγ )ω = Δγ ω (25)

offers awayof computing the actionof fractionalLaplacianon the differential formω.
These definitions allow an immediate construction of the p-form generalization

of the CS-extension theorem for α ∈ Ω p and a bounded solution to the extension
problem

d(yad∗α) + d∗(yadα) = 0 ∈ M × R+
α |∂M= ω and d∗α |∂M= d∗

xω, (26)

then

lim
y→0

ya iνdα = Cn,a(Δ)γ ω, (27)

with 2γ = 1 − a and where iVω indicates the (p − 1)-form determined by iVω

(X1, · · · , X p−1) = ω(X1, · · · , X p−1, V ), ν = ∂
∂y , for some positive constant Cn,a .

This is the p-form generalization of the Caffarelli/Silvestre extension theorem. It
implies that the CS extension theorem on forms is the CS extension theorem on
the components of the p-form. The method of proof was simply component-by-
component. The succinct statement in terms of the components is easiest to formulate
from the equations of motion

div(ya∇αi1···i p ) = 0 ∈ M × R+(
αi1···i p

) |∂M= ωi1···i p and d∗α |∂M= d∗
xω. (28)
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Therefore, using the CS theorem, we have that

lim
y→0

ya
∂αi1···i p

∂y
= Cn,a(−Δ)α ωi1···i p , (29)

which proves that

lim
y→0

ya iνdα = (Δ)aω, (30)

since by (elliptic) regularity of solutions to Eq. (26)

lim
y→0

ya
∂α0�1,···�p−1

∂x jk
= 0. (31)

Applying this result to the dilaton equations of motion, Eq. (19) results in the
fractional Maxwell equations

Δγ At = 0. (32)

for the boundary components of the gauge field. Since the only restriction is that
2γ = 1 − a, this proof applies equally, with the use of the membrane paradigm [16],
at the conformal boundary and the horizon. Hence, even the dynamics in the IR
(horizon) are governed by a fractional Maxwell action. The curvature that generates
these boundary equations of motion is

Fγ = dγ A = dΔ
γ−1
2 A, (33)

with gauge-invariant condition,

A → A + dγ Λ, (34)

where the fractional differential is as before in Eq. (24) which preserves the 1-form
nature of the gauge field. This feature is guaranteed because by construction, the
fractional Lagrangian cannot change the order of a form. As is evident, [Aμ] = γ ,
rather than unity. This gauge transformation is precisely of the form permitted by
the preliminary considerations on Nöther’s second theorem presented at the outset
of this article and also consistent with the zero eigenvalue of the matrix M in Eq. (4).

4 Nöther’s Second Theorem Revisited

In order to determine how the fractional gauge acts, we first define the covariant
derivative. To this end, we consider the ansatz,

Dα,β,Aφ = (d + i�β A)�αφ, (35)
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with α and β to be determined. The reason behind this ansatz for the covariant
derivative is that we require the existence of a non-local transformation of the field
φ, the vector potential A and the infinitesimal gauge group generator Λ such that
the covariant derivative transforms in the usual way Dα,β,A to the standard DA′φ′ =
(d + i A′)φ′ with the field redefinitions

φ′ = �αφ A′ = �β A. (36)

The Gauge action on φ′ and A′ is thus the classical one

φ′ → eiΛ
′
φ′ A′ → A′ + dΛ′ (37)

and

DA′
(
eiΛ

′
φ′

)
= eiΛ

′
DA′+dΛ′φ′. (38)

Following the non-local transformations of Eq. (36), it is natural to suppose a field
redefinition for the infinitesimal generators of the Gauge group as

Λ′ = �δΛ. (39)

Naturally, after such a change, there is only one way to define the Gauge group
action,

eiΛ � φ = �−α
(
ei�

δΛ�αφ
)

, (40)

to make Dα,β,A equivariant. The equivariant condition is then

Dα,β,A
(
eiΛ � φ

) = ei�
δΛDα,β,A+d�δΛφ. (41)

We will define the curvature of Dα,β,A to be

Fα,β,Aφ = (d + i�β A)Dα,β,Aφ. (42)

This definition has the feature that it reduces to the curvature FA′ after the trans-
formations in Eq. (36). In fact, it also reduces to the curvature F�β A after the mere
change of fields φ → φ′. At this point, we have not fixed the values of α, β and
δ. There are three natural conditions which we impose that will determine uniquely
their values (hence the covariant derivative) and the nature of the Gauge group action
at the same time:

1. Dα,β,Aφ restricts to the fractional differential dγ φ on functions when A = 0.
2. The Gauge group action on connection fields must be A → A + dγ Λ.
3. The curvature Fα,β,A = idγ A.
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The restriction that the covariant derivative reduce to the fractional differential, dγ ,
when the fields are functions (Condition 1) imposes that α = γ−1

2 . Next, we use
Condition 2 to determine the value δ. A quick read of Eq. (41) will convince the
reader that the Gauge transformation sends A to A + d�δΛ. Therefore, in order for
condition 2 to hold, we require that δ = γ−1

2 . Finally, in order to satisfy Condition
3, we make explicit the formula in Eq. (42).

Fα,β,Aφ = (d + i�β A)(d + i�β A)�αφ

= dd�αφ + id
(
�β A�αφ

) + i�β Ad�αφ − �β A ∧ �β A�αφ

= id(�β A)φ − i�β Ad�αφ + i�β Ad�αφ = id(�β A)φ. (43)

Therefore for Condition 3 to hold, we require that β = γ−1
2 . Summarizing, we have

Dγ,Aφ = (d + i�
γ−1
2 A)�

γ−1
2 φ

eiΛ � φ = �
1−γ

2

(
ei�

γ−1
2 Λ�

γ−1
2 φ

)

Fγ,A = (d + i�
γ−1
2 A)Dγ,Aφ, (44)

and the equivariance condition is

Dγ,A
(
eiΛ � φ

) = ei�
γ−1
2 ΛDα,β,A+dγ Λφ. (45)

We can now put Nöther’s second theorem in this context of the redefined fields A′
and φ′. What we will show is that the standard version of Nöther’s second theorem
can be applied straightforwardly to a gauge action with A′ and φ′ which can then be
translated back to its non-local counterpart in terms of A and φ. Given a schematic
action for some field �(x),

S(Φ) =
∫

dxL(x,�(x)), (46)

we consider the infinitesimal action of Lie algebras and infinitesimal generators
represented by vector fields

X = (DI Q
α)

∂

∂Φα
,I

, (47)

with DI = Di1
1 · · · Dip

p for any multi-index I = (i1, · · · , i p), Φ(x)α,I = ∂

∂xi1 · · ·
∂

∂xi p
Φα , and Dm = ∂

∂xm
+ ∑

α,I
∂Φα

,I

∂xm
∂

∂Φα
,I
by solving the (linearized) symmetry con-

ditions

X (Eα(L)) = 0, (48)
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where Eα(L) are the Euler-Lagrange operators

Eα(L) = (−1)|I |DI L (49)

and |I | = ∑
m im . The solution, Q(Φ) = (Q1, · · · Qq) is called the characteristic

of the symmetries generated by X . Nöther’s second theorem can now be stated as
follows.

Theorem 1. The action S admits an infinite dimensional group of symmetries with
characteristics Q(Φ, B) that depend on arbitrary functions B if and only if there
exist differential operators Pi such that

∑
i

Pi Ei (L) = 0. (50)

In this language, the content of the second theorem is that Pi are determined by the
vector field X and the statement is that there are infinitely many characteristics, that
is, charges, if the sum preserves the total symmetry of the Euler-Lagrange equations.

We apply this discussion and Nöther’s second theorem to the Lagrangian

L ′ = 1

4
F ′

μνF
′μν + (D′

A)μφ′(D′
A)

μφ′ + m2φ′φ′∗ (51)

of the redefined fields A′, φ′ defined in the previous section. The Euler-Lagrange
equations have components

Eφ′(L) ≡ − (
(D′

A)μ(D′
A)

μφ′)∗ + m2φ′∗ = 0

Eφ′∗(L) ≡ −(D′
A)μ(D′

A)
μφ′ + m2φ′ = 0

EAμ
(L) ≡ iφ′ ((D′

A)μφ′)∗ − iφ′∗(D′
A)μφ′ + ημαF

αβ

,β = 0.

(52)

Amongst the variational symmetries, one finds the Gauge symmetries

φ′ → eiΛ
′
φ′; A′ → A′ + dΛ′ (53)

The generalized characteristics of the Gauge symmetries in components define an
infinite set of charges

Qφ′ = −iφ′B Qφ′∗ = i(φ′)∗B Qμ = ημνB,ν , (54)

for some arbitrary real function B. The differential identity, Eq. (50), in Nöther’s
theorem is now

− iφ′Eφ′(L) + iφ′∗Eφ′∗(L ′) − Dα

(
ημνEν(L

′)
) = 0, (55)
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where Dα is the total derivative. The key here is that the charges are arbitrary but yield
nothing new [1] in the classical theory where only integer derivatives are present.
Clearly this is an operator equation as one can see by carrying out the calculations
for

∫ DφDAe−S(φ,A) with arbitrary insertions.
When going back to the fields A, φ and the infinitesimal Gauge parameter Λ, we

find that there is now a new non-trivial relation which gives rise to the action A →
A + dγ Λ and a new charge Q = ∫

jγ which did not exist in the theory corresponding
to the action S′ (i.e., the classical Maxwell’s equations). Effectively, one can see
the fractional Maxwell equations as emergent from imposing the symmetry to be
generated by the non-local action ei�

αΛ for some α.

5 Aharonov-Bohm and Charge Quantization

The inherent problem the degree of freedom f (see Eq. (6)) introduces into electro-
magnetism is that the multiplicity of gauge fields that are related by the fractional
Laplacian, A and A′, each satisfy

∫
Σ

dγ A =
∮

∂Σ

A′, (56)

with A′ = Δ
(γ−1)

2 A. As pointed out previously, although this equality follows from
Stokes’ theorem, the result does not seem to have the units to be a quantizable flux.
That is, it is not simply an integer ×hc/e. The implication is then that the charge
depends on the scale. In fact, because [d,�γ ] = 0, the equations of motion can be
rewritten as

�
γ−1
2 d(�d�

γ−1
2 A) = �J. (57)

The current that emerges when Eq. (57) is invertible has the equations of motion,

d(�d Ã) = ��
1−γ

2 J ≡ � j. (58)

Similarly, the classical electromagnetic gauge a ≡ � 1−γ

2 A ≡ �1−γ A′, hence having
unit dimension, obeys the equations of motion

d(�da) = �1−γ j = � 3
2 (1−γ ) J. (59)

Each of these choices for the gauge field defining different currents are all equally
valid descriptions of nature. The problem is that they are not all quantizable simul-
taneously. For example, we have shown [9] that

Norm

(∫
�

A′
)

=
∫
�
A

Γ (s + 1)
, (60)
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Fig. 2 Disk geometry for
the Aharonov-Bohm phase
[10]. The fractional magnetic
field pierces the disk in a
small region of radius, r

with s = 1−γ

2 , provided γ < 1, and

∫
�

A′ = 0 (61)

if γ > 1. Hence, the line integral A or A′ cannot both yield integer values, the basic
requirement for quantization. Similarly,

Norm

(∫
�

a

)
=

∫
�
A

Γ (s + 1)
(62)

with s = 1−γ

2 , when γ > 1 and

∫
�

a = 0 (63)

when γ < 1.
All of this is a consequence of Nöther’s second theorem: ambiguity in the gauge

transformation leads to a breakdown of the standard charge quantization rules. What
is the convention then for choosing the value of γ ? The answer is material dependent.
If either A or Ã′ are the physical gauge fields then the corresponding electric and
magnetic fields in the material are indeed fractional. That is, each has an anomalous
dimension. Consequently, the flux enclosed in a disk of radius r is no longer πr2B
simply because [B] �= 2 and hence a failure of the key ingredient of the Byers-Yang
theorem [2]. The Aharonov-Bohm phase in this case for the disk geometry shown in
Fig. 2 must be constructed by constructing using the fictitious gauge a ≡ � 1−γ

2 A ≡
�1−γ A′ so that the correct dimensions are engineered in the usual covariant derivative
d − iqa. The result for the phase when a is integrated around a closed loop

ΔφD = e

�
πr2αBR2α−2

(
22−2αΓ (2 − α)

Γ (α)
2F1(1 − α, 2 − α, 2; r2

R2
)

)
. (64)
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involves the standard result, πr2B multiplied by a quantity that depends on the
total outer radius of the sample such that the total quantity is dimensionless. Here
2F1(a, b; c; z) is a hypergeometric function and the terms in the parenthesis reduce
to unity in the limit α → 1. This is the key experimental prediction of the fractional
formulation of electricity and magnetism: the flux depends on the outer radius. This
stems from the non-local nature of the underlying theory and is the key signature
that charge is no longer quantized in that is determined by a topological integral.

6 Concluding Remarks

In actuality, the ambiguity in defining the redundancy condition for the gauge field,
Eq. (6), ultimately leads to a landscape problem for charge quantization. This is the
physical import of Nöther’s Second Theorem and the guiding mathematical idea
behind our work on fractional electromagnetism [9–11]. There is no easy fix here.
Each choice for γ defines a valid vacuum theory of electromagnetism. Ultimately it
is a materials problem whether or not the fractional or standard gauge describe the
interaction of matter with radiation. In this sense, charge is ultimately emergent.

Acknowledgements We thank K. Limtragool for a collaboration on the Aharonov-Bohm effect
and E. Witten and S. Avery for insightful remarks and DMR19-19143 for partial support.
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Entanglement and the Infrared

Gordon W. Semenoff

Abstract We shall outline some results regarding the infrared catastrophes of
quantum electrodynamics and perturbative quantum gravity and their implications
for information loss in quantum processes involving electrically or gravitationally
charged particles. We will argue that two common approaches to the solution of
the infrared problem, using transition probabilities which are inclusive of copious
soft photon and graviton production and using dressed states describe fundamen-
tally different quantizations of electrodynamics and low energy gravity which are,
in principle, distinguishable by experiments.

1 Prologue

Motivated by the idea that subtle infrared effects could be relevant to the black hole
information paradox, interest in the infrared problems in quantum electrodynamics
and in perturbative quantum gravity has recently seen a rebirth [1–22]. These happen
to be the two known theories of nature which contain massless physical particles and
which describe long-ranged interactions. There are two well developed ways of
dealing with the infrared divergences in these theories.

The first of the two has been known since the early days of quantum electrodynam-
ics [23–25], and was generalized to perturbative quantum gravity by Weinberg [26].
In this approach, the infrared divergences that occur in internal loops in Feynman dia-
grams, and which afflict the S-matrix that is computed in renormalized perturbation
theory, are canceled by computing the probabilities of processes which also include
the production of soft photons and soft gravitons. In this approach, the infrared diver-
gences of the perturbative S-matrix cancel with those which occur in the integration
of transition probabilities over thewave-vectors of the outgoing soft particles, leaving
infrared finite inclusive transition probabilities. The precise order by order cancella-
tion of the infrared divergences by this mechanism is due to unitarity and it can be
seen as a consequence an optical theorem for the S-matrix.
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The second formalism considers dressed states where the quantum states of
charged particles are dressed by adding soft on-shell photons and gravitons. The
soft particle content of the dressed state is fine-tuned in such a way that transition
amplitudes between dressed states are infrared finite [27–32]. Moreover, to an accu-
racy which is governed by the detector resolution, the transition probabilities which
are computed in this second approach are identical to those of the first approach.

The replacement of charged particle states by dressed states can be implemented
as a canonical transformation [19] which decouples the infrared, so that the copious
production of arbitrarily soft particles, beyond those already included in the dressed
states, no longer occurs in a scattering processes. In this approach, the S-matrix
elements between dressed states is infrared finite. However, the canonical transfor-
mationwhich dresses the charged particles is an improper unitary transformation. All
of the dressed states are orthogonal to all of themulti-particle Fock states. As a result,
the first and second approaches are not equivalent, they have different, orthogonal,
Hilbert spaces. They should be considered different, inequivalent theories of how to
deal with infrared divergences.

Recently, it has been noted that the two approaches, dressed and un-dressed, have
important and potentially physically observable differences in how quantum infor-
mation is distributed by the interactions when a scattering process occurs [33–36].
It is known that even elastic scattering results in entanglement of the quantum states
of the out-going particles [38–40]. In the first approach to the infrared, the copious
production of a cloud of soft photons or soft gravitons, which then fly away, unde-
tected, from a scattering event, results in a quantum state where the soft photon or
soft graviton cloud and the hard particles that are left behind are highly entangled.
The result of this entanglement and the inaccessibility of the soft photon cloud to
measurements is decoherence which, although very small in any realistic experi-
ment, could in principle be measured. If the particles are dressed, and the infrared
is decoupled, so that pure states evolve to pure states, this fundamental decoherence
must be absent.

We will mostly use the language of quantum electrodynamics in the following
as we anticipate that it may be more familiar to the reader. Practically all of our
considerations also apply to perturbative quantum gravity in the low energy regime
and we will give some of the relevant formulae. Of course quantized gravity is not a
consistent, renormalizable quantum field theory. Moreover, it is not clear that it can
have an infrared cutoff which leaves it unitary. We will ignore these difficulties here.

2 Inclusive Approach to Infrared Singularity Cancellation

If we wanted to use quantum electrodynamics to compute the amplitude for Moller
scattering, for example, we would begin with the Feynman diagram which is illus-
trated in Fig. 1. That diagram gives an estimate of the quantum amplitude that two
incoming electrons will interact and then re-emerge as two electrons. The modulus
square of this amplitude gives an answer for the probability that the process will
happen which, because of the small value of the electromagnetic coupling constant
e2

4π ∼ 1
137 is already accurate to one percent.
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Fig. 1 The Feynman
diagram which is used to
compute the quantum
amplitude for Moller
scattering is depicted. The
probability of the
two-electron state, incoming
from the bottom of the
diagram, emerging as a
two-electron state is gotten
by taking the square of the
modulus of this amplitude.
Because quantum
electrodynamics is a weakly
coupled theory, the result is
already accurate to the one
percent level

If we want to improve the accuracy of the computation, we must include higher
order corrections in the way of loop diagrams. The next correction occurs at one loop
and it consists of several processes. One of them is illustrated in the second diagram
in Fig. 2 where the electron emits a virtual photon, interacts with the other electron
and then re-absorbs the virtual photon. This contribution will be infrared divergent.
Unlike ultraviolet divergences, which are well understood, and are dealt with by
using the usual renormalization procedure, the infrared divergence is physical and it
must be dealt with by using physical reasoning.

The solution to this infrared problem is well known and it dates back to the early
days of quantum electrodynamics [23–25], in fact it predates the understanding of
ultraviolet renormalization by a few decades. The solution is to consider an additional
processwhich is physically indistinguishable from the process thatwe have described
up to now. That process considers the sameMoller scattering, but with the additional
production of a soft photon. The photon should be so soft that it eludes detection by
the detection apparatus, and thus, it flies away undetected from our Moller scattering
experiment. The idea is that we should add the possibility of this process to the one
which where no soft photon is produced. That probability is the one represented by
the last term in Fig. 2. If that last contribution is integrated over the wave-vectors
of the soft photon, it is also infrared divergent. In fact, it is divergent in such a
way as to cancel the infrared divergence in the same order (e6) cross-term in the
first contribution. This cancellation is exact. Its fine-tuning is a result of unitarity—
the optical theorem—and this sort of argument can be seen to cancel the infrared
divergences encountered in any amplitude which involves charged particle scattering
and to all orders in perturbation theory.

An important consequence of the argument in the paragraphs above is the fact that,
even though the lowest order Feynman diagram in Fig. 1 turns out to be the correct
one to accurately analyzeMoller scattering, the physics of what is happening is much
morecomplicated.Theamplitude for theprocess inFig. 1 is zero.Theprocesseswhich
dominate are those where infinite numbers of soft photons are produced, as in Fig. 3.
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Fig. 2 The probability of a
Moller scattering process is
gotten by taking the squared
modulus of the sum of the
leading order and higher
order Feynman diagrams
which contribute to Moller
scattering amplitude and
then adding a similar squared
modulus of the amplitude for
Moller scattering plus the
production of a soft photon.
Here, only one example
diagram of the several that
contribute at the
next-to-leading order are
displayed. The infrared
divergence from the internal
loop is canceled by the
integration over soft
momenta of the extra emitted
photon. The cancellation is
between the last term and the
cross term in the first bracket

The infinite numbers of photonswhich fly away undetected carry very little energy
or momentum. To accuracy of the detector resolution, their influence on the kinemat-
ics of the experiment is not noticeable. However, even if they have very little energy,
each photon has a polarization and a direction of motion. Specifying the details of
their quantum state involves a significant amount of information. A question that one
could then ask is, when this cloud of photons escapes detection, how much infor-
mation is lost? What we mean here is information in the quantum sense, as we shall
try to explain in the next section. This question has only been recently addressed
[33–36] and as we will explain in the rest of this review, the results were somewhat
surprising.

Fig. 3 The physical
processes which contribute
to Moller scattering and
which have non-zero
probability involve the
copious production of soft
photons
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3 Information Loss Due to Quantum Entanglement

Let us try to explain precisely what we mean by information loss. Let us consider
a model system of two qubits, qubit #1 and qubit #2. We could think of qubit #1 as
the analog of the hard particles in our scattering experiment and quit #2 as the soft
photons and gravitons that are produced. Bases for the Hilbert spaces of the quantum
states of qubit #1 are the two vectors | ↑>1 and | ↓>1 and for the qubit #2 the states
| ↑>2 and | ↓>2. Let us assume that the qubits are dynamically independent, that is,
they do not interact with each other.

The question that we want to ask is, if qubit #2 becomes inaccessible to us, how
much information about the quantum state of qubit #1 have we lost. In the classical
world, if these were classical bits, rather then qubits, the answer would be easy—
none! Everything that we could find out by classical measurements of qubit #1 before
qubit #2 was misplaced could still be done afterward. As far as qubit #1 is concerned,
we would have lost no information at all.

In the quantum world the answer will depend on the quantum state of the joint
two-qubit system at the time when qubit #2 was lost. Let us consider two examples
for that quantum state, an un-entangled state

|ψ > = [cosϕ| ↑>1 + sinϕ| ↓>2] ⊗ | ↑>2

and an entangled state

|ψ̃ > = [cosϕ| ↑>1 ⊗| ↑>1 + sinϕ| ↓>1 ⊗| ↓>2]

These two states have the same expectation values of the “spin” of qubit 1, that is,
the expectation values of the operator | ↑>1<↑ | ⊗ I2, which is cos2 ϕ or | ↓>1<↓
| ⊗ I2 which is sin2 ϕ. The difference between the two states is that the un-entangled
state has a wave-function which is a direct product of the wave-functions of qubit #1
and qubit #2. The entangled state, on the other hand, is a superposition of direct prod-
ucts, which cannot itself be written as a single direct product of states of #1 and #2.

Now, let us assume that, in the quantumworld, we have lost track of qubit #2.What
is the implication for qubit #1.Weget information fromaquantumsystembyquantum
measurements.Quantummeasurementsare representedmathematicallybyprojection
operators. If we have no access to qubit #2, all quantummeasurements that we can do
must act on qubit #2 like the unit operator on its factor in theHilbert space. Therefore,
for the sake of quantum measurements, we can once and for all contract the states of
qubit #2 with the unit operator, that is, we can form the reduced density matrix which
describes qubit #1, in our first example, by tracing over the states of qubit #2,

ρ = Tr2|ψ >< ψ| = [cosϕ| ↑>1 + sinϕ| ↓>1] [1 <↑ | cosϕ+1 <↓ | sinϕ]

=
[

cos2 ϕ cosϕ sinϕ
cosϕ sinϕ sinϕ sinϕ

]
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or, in our second example,

ρ̃ = Tr2|ψ̃ >< ψ̃| = (
cos2 ϕ| ↑>1<↑ | + sin2 ϕ| ↓>1<↓ |)

=
[
cos2 ϕ 0

0 sin2 ϕ

]

In the first, unentangled example, the reduced density matrix is still that of a pure
state. Qubit #1 is sure to be in the quantum state [cosϕ| ↑>1 + sinϕ| ↓>1]. No
information about its state has been lost. However, in the second case, the reduced
density matrix is now that of a mixed state with classical probabilities cos2 ϕ of
finding | ↑>1 and sin2 ϕ of | ↓>1. What is missing are the off-diagonal elements of
the density matrix. These contain interference terms. We can see the difference if we
ask what is the expectation value of the Hermitian operator

O =
[
α| ↑>1 +

√
1 − |α|2| ↓>1

] [
2 <↑ |α∗ + 2 <↓ |

√
1 − |α|2

]
⊗ I2

In the first case, the expectation value is

TrOρ =
∣∣∣cosϕ α + sinϕ

√
1 − |α|2

∣∣∣2

whereas in the second case it is

TrOρ = |cosϕ α|2 +
∣∣∣sinϕ

√
1 − |α|2

∣∣∣2

The difference is, in the second case the cross-terms, that is, the interference terms
are missing. In the second case, we have lost the possibility of interference. This
is called decoherence. In the entangled case, when qubit #2 was lost, the quantum
probabilities of the two spin outcomes became classical probabilities. On the other
hand, in the un-entangled case, no information was lost. The outcomes of all possible
measurements of qubit #1 remain unchanged.

The property of the state |ψ̃ > which distinguishes it from state |ψ > and which
results in decoherence is quantum entanglement. A quantitative measure of entan-
glement is the entanglement entropy, defined as the Von Neumann entropy of the
reduced density matrix,

S = −Trρ ln ρ

In the un-entangled case, S = 0, whereas in the entangled case, S̃ = − cos2 ϕ ln cos2

ϕ − sin2 ϕ ln sin2 ϕ.
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4 Entanglement of Soft and Hard

Let us return to quantum electrodynamics and consider a scattering event where an
incoming state |α > evolves to an out-going state. The outgoing state is a superpo-
sition of incoming states. The coefficients in this super-position are the elements of
the S-matrix,

|α > →
∑
β,γ

|β, γ > S†βγ,α

Here, in |β, γ >, we are separating the soft photons, which we call γ, from the hard
particles, which we denote by β.

In a perturbative computation, the Smatrix turns out to be logarithmically infrared
divergent and an infrared cutoff is needed in order to define it.We shall introduce such
an infrared cutoff which we will denote by μ. A nice example of how this could be
done is by assuming that the photon has a small mass, μ, so Maxwell theory coupled
to charged matter becomes Proca theory of a massive vector field, coupled to the
conserved charged currents of the charged matter. This is still a Lorentz invariant,
renormalizable quantum field theory with a unitary S-matrix that we shall denote
Sμ

αβ where the superscript μ reminds us that it is to be computed with the infrared
cutoff μ in internal loops. The infrared cutoff S-matrix is unitary,

∑
α

Sμ†
βγαS

μ
αβ′γ′ = δββ′δγγ′

where the sum on the left-hand side is schematic for integrations and sums over
the momenta and quantum numbers of the particles in the incoming state and the
right-hand-side is schematic for an assembly of Dirac and Kronecker delta functions
which identify momenta and discrete quantum numbers in the states |β, γ > and
|β′, γ′ >.

Generally, our incoming states can be either eigenstates of energy and momentum
or they can be wave-packets. In order to address the most general consideration, we
will consider an in-coming density matrix of the form

|α >< α′|

where α and α′ are states where each of the incoming particles has a fixed energy
and momentum. If these states contain photons, they are hard photons, with energies
and wave-vectors much larger than the fundamental infrared cutoff μ and we will
also need them to be much larger than another intermediate cutoff, which we shall
call λ, the detector resolution.

We could make a wave-packet from this state as, for example

| f >< f | ≡
∑
αα′

fin(α) f ∗
in(α

′)|α >< α′|
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with ∑
α

| fin(α)|2 = 1 , < f | f >= 1

During the scattering process our in-state evolves to the out-state which is given
by

|α >< α′| →
⎡
⎣∑

βγ

|βγ > Sμ†
βγα

⎤
⎦

⎡
⎣∑

β′γ′
Sμ

α′β′γ′ < β′γ′|
⎤
⎦

where we have separated the scattering products into hard particles, β,β′, those
whose momenta are above a the cutoff λ, the detector resolution, and soft particles
γ, γ′ whose frequencies and wave-numbers are greater than the fundamental cutoff,
μ but smaller than the detector resolution, λ. Any state of free particles can be divided
in this way.

We then reduce the density matrix of the final state by tracing over the soft degrees
of freedom. This yields

ρ =
∑

γ̃

<γ̃|ρout|γ′> =
∑

γ̃

< γ̃|
⎡
⎣∑

βγ

|βγ > Sμ†
βγα

⎤
⎦

⎡
⎣∑

β′γ′
Sμ

α′β′γ′ < β′γ′|
⎤
⎦ |γ̃ >

or, simplifying the notation,

<β|ρ|β′> =
∑

γ

Sμ∗
αβγS

μ
α′β′γ (1)

Now, we would like to use a soft photon theorem to simplify this expression, partic-
ularly the trace over soft photons. A nice derivation and discussion of the soft photon
theorem can be found in Weinberg’s quantum field theory book [43].

A soft photon theorem is valid only when we have a large hierarchy of scales.
That means that we can apply it to our out-state only when the masses, energies and
momenta of all of the particles in the states |β > and |β′ > are much greater than
the detector resolution, λ and also when λ is much greater than the fundamental
cutoff, μ. This means that we cannot analyze every possible out-state, but only those
which meet this requirement. We will not worry about this limitation here or in the
following. We emphasize that we shall also need that λ >> μ. In addition, we shall
cut off the total energy of the photons that escape with a cutoff E . To be clear, E is
the maximum value of the sum of all of the energies of the soft photons. The soft
photon theorem then tells us that, when there is a hierarchy of scales, λ >> μ, we
can replace Eq. (1) by the expression

<β|ρ|β′> = Sμ†
βαS

μ
α′β′

(
λ

μ

)Aαβ,α′β′

f

(
λ

E
, Aαβ,α′β′

)
(2)
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where the exponent is a complicated function of the four-momenta of the hard par-
ticles in the initial and final states,

AX,Y = −
∑
n∈X

∑
n′∈Y

enen′ηnηn′

8π2
β−1
nn′ ln

1 + βnn′

1 − βnn′
(3)

where en are the charges of particles, and ηn = 1 for an incoming particle and ηn =
−1 for an outgoing particle.

βnn′ =
√
1 − (mm ′)2

(p · p′)2

are the relativistic relative velocities of particlesm and n. The last factor comes from
imposing the cutoff on the total energy and it contributes

f (x, A) = 1

π

∫ ∞

−∞
du

sin u

u
exp

(
A

∫ x

0

dω

ω

(
eiωu − 1

))
(4)

f (1, A) = e−γA

Γ [1 + A] , γ = .05772... (5)

The factor f (λ/E, A) is smooth, of order one and obeys f (0, A) = 1. We have
included the result of an energy cutoff for completeness, however, it will play no role
in the following, so we will put E → ∞ where f (λ/E, A) → 1.

The trace over soft photons produces energy and momentum-dependent factors
multiplying the S-matrix for the hard particles alone. These factors, as well as the
S-matrix, depend on the fundamental cutoffμ. Now thatwe have assumed a hierarchy
of scales, we can also exchange the infrared cutoff μ for a larger cutoff Λ where it
appears in the S-matrix. We can choose the new cutoff Λ and a further soft photon
theorem tells us that

Sμ
αβ = SΛ

αβ

( μ

Λ

)Aαβ,αβ/2

The right-hand-side of this equation does not depend onΛ, at least over a range ofΛ
that respects the hierarchy of scales αα′ββ′ >> E,λ,Λ >> μ, where, by αα′ββ′,
we mean the masses, energies and momenta of all of the particles in the states.

Using this equation, we find

<β|ρ|β′> = SΛ∗
αβ SΛ

α′β′

( μ

Λ

)Aαβ,αβ/2 ( μ

Λ

)Aα′β′ ,α′β′ /2
(

λ

μ

)Aαα′ ,ββ′

(6)
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This is our expression for the reduced density matrix that we use to describe the
quantum state of the out-going hard particles.We can see, by studying the exponents,
AXY that its diagonal matrix elements, for a fixed in-state α = α′, are

<β|ρ|β> = |SΛ
αβ |2

(
λ

Λ

)Aαβ,αβ

(7)

which no longer depends on the fundamental cutoff. In fact it simply has the form of
the square of the transition amplitude for |α >→ |β >, computed with an infrared
cutoff Λ for internal loops in Feynman diagrams, times the Sudakov-like factor(

λ
Λ

)Aααββ with the ratio of detector resolution λ and Λ. This result is well known.
Now, what about the off-diagonal elements? They can be written as

<β|ρ|β′> = SΛ∗
αβ SΛ

α′β′

(
λ

Λ

)Aαα′ ,ββ′ ( μ

Λ

)ΔA(αα′ββ′)
(8)

Now the small μ behaviour is dependent on the exponent

ΔA(αα′,ββ′) = Aαβ,α′β′ − Aαβ,αβ/2 − Aα′β′,α′β′/2 ≥ 0

This exponent can be shown to be positive semi-definite [33, 35]. This means
that, as we remove the fundamental cutoff, to make the photon truly massless,
some off-diagonal elements of the density matrix are set to zero. Only those where
ΔA(αα′,ββ′) = 0 survive. This turns out to be a surprisingly strict restriction on
which elements survive. It turns out that, ΔA(αα′,ββ′) = 0 if and only if the four
sets of ingoing and outgoing electric currents.

⎧⎨
⎩

ei p
μ
i√

p2i + m2
: ei , pi ∈ α

⎫⎬
⎭ =

⎧⎨
⎩

e j p
μ
j√

p2j + m2
: e j , p j ∈ β′

⎫⎬
⎭

⎧⎨
⎩

ek p
μ
k√

p2k + m2
: ek, pk ∈ α′

⎫⎬
⎭ =

⎧⎨
⎩

e� p
μ
�√

p2� + m2
: e�, p� ∈ β

⎫⎬
⎭

That is, the sets of electric currents are identical. In conclusion, the matrix element
of the reduced density matrix survives if and only if the set of all electric currents
contained in the states α,β′ is identical (up to permutations) to the set of all electric
currents in the states α′,β. If these currents do not match, ΔA > 0 and the matrix
elements vanish in the limit where the photon is massless. Perturbative quantum
gravity has a similar conclusion with the matching condition on the in-coming and
outgoing energy-momentum currents
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⎧⎨
⎩

pν
i p

μ
i√

p2i + m2
: ei , pi ∈ α

⎫⎬
⎭ =

⎧⎨
⎩

pν
j p

μ
j√

p2j + m2
: e j , p j ∈ β′

⎫⎬
⎭

⎧⎨
⎩

pν
k p

μ
k√

p2k + m2
: ek, pk ∈ α′

⎫⎬
⎭ =

⎧⎨
⎩

pν
� p

μ
�√

p2� + m2
: e�, p� ∈ β

⎫⎬
⎭

This is remarkably restrictive. If we assume that the incoming state is a pure state
with in-coming plane waves, α = α′, we find that the off-diagonal elements of the
density matrix vanish unless the electric and energy-momentum currents in the two
states match exactly. For some simple processes, this can mean that the out-going
density matrix is just diagonal. Of course this argument says nothing about their
diagonal elements, they are as they have always been, the transition probabilities
between plane-wave states.

The zeroing of off-diagonal elements of the density matrix is decoherence. One
loses the quantum coherence that is necessary for quantum interference to occur.
An even more dramatic effect occurs with incoming wave-packets, superpositions
of plane-wave states. There, scattering seems to be suppressed in many cases. For
example, if we look at even diagonal components of the final state density matrix for
in-coming wave-packets,

<β|ρ|β> =
∑
i j

fi f
∗
j S

Λ†
βαi

SΛ
α jβ′

(
λ

Λ

)Aαi α j ,ββ ( μ

Λ

)ΔA(αiα jββ)

and the massless limit of the photon still requires that we now put μ → 0. This, at
least partially, concentrates the sum over i, j in the region i ∼ j . However, this sum
is actually an integral and the limit μ → 0 suppresses scattering. There are many
processes for which only the unit matrix part of the S-matrix will contribute to the
scattering of wave packets [35].

5 Dressed Quantum States

Nowwe turn to the second way of dealing with the infrared problem, that of dressing
the incoming and out-going states of charged particles with soft on-shell photons and
gravitons with the dressing fine tuned in a way that cancels the infrared singularities.
For a given distribution of incoming currents, the dressed state is obtained by a
canonical transformation which creates a coherent state of the photons which is
tuned to the currents of the charged particles,
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|p1, p2, ... >→ |p1, p2, ... >D

≡ exp

⎛
⎝−e

∫ λ

μ

d3k√
2|k|

∑
j∈α

pμ
j ε

s
μ(k)

pν
j kν + iε

as(k) − h.c.

⎞
⎠ |p1, p2, ... > (9)

as(k) → as(k) + e√
2|k|

∑
j

pμ
j ε

s
μ(k)

pν
j kν − iε

, μ < |k| < λ

where εs(k) is the physical polarization of the photon. If we take matrix elements
of the S-matrix in these states, the infrared singularities which are contained in
the S-matrix are canceled by additional ones coming from the interactions with the
photons in the dressed states. These matrix elements are finite. The statement is that
D<α|Sμ|β>D are have a finite limit as μ → 0. This moreover, the probabilities of
transitions agree with those which are computed in the inclusive approach,

|D<α|Sμ|β>D|2 =
∑

μ<γ<λ

| < α|Sμ|β, γ > |2 = | < α|Sλ|β >|2

and the result is as if one simply computed the usual perturbative S matrix for hard
particles, but with the detector resolution λ as an infrared cutoff for the otherwise
infrared divergent internal loops in Feynman diagrams.

Dressing is a canonical transformation. However, when the fundamental cutoff
is removed, the canonical transformation in Eq. (9) is not a proper unitary transfor-
mation. Every undressed state in the undressed Hilbert space is orthogonal to every
dressed state in the dressed Hilbert space. This means that, if the photon were truly
massless, the dressed and undressed formalisms are inequivalent quantizations of
quantum electrodynamics.

What is more, there is a fundamental difference between the two procedures.
This difference appears on the off-diagonal elements of the density matrix. With
dressed states, the production of soft photons is already included in the state and
there is no further soft photon production when charged particles scatter. Pure states
evolve to pure states and there is no decoherence. In the inclusive formalism, as we
have argued, there should be some fundamental decoherence and even suppression
of some scattering. These are, in principle, physical differences which could be
measured by experiments. The conclusion is that there are two different quantizations
of electrodynamics, with physically measurable differences, and only one of them
can be the correct fundamental theory to describe nature.

When μ → 0, the dressed states have other peculiarities. For example the dressed
states are never eigenstates of the totalmomentum. They are alwaysmixtures of states
with different momenta, the spread of momenta being governed by the detector reso-
lution. They are also not Lorentz invariant. This is apparent in that the coherent photon
field has a classical piece. If the dressing were obtained by a unitary transformation,
we could Lorentz transform a state simply by undressing it, Lorentz transforming it,
and then re-dressing it. When this is not possible, the Lorentz transformation itself
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is not a proper unitary transformation. It is not clear what the implications of this
subtlety are. There has already been some discussion of it in the context of infrared
divergences [44–47] and it would be interesting to understand that work in the present
context.

6 Epilogue

We have argued that, in the limit where fundamental infrared cutoffs are removed,
there are two fundamentally different interpretations of quantum electrodynamics
and perturbative quantum gravity. What is more, the differences are measurable in
principle, although perhaps very difficult in practice. For example, in a non-ideal
scattering experiment, one which takes place over a finite time, a rough estimate of
the decoherence effect would be to replace μ by the inverse time. For example, if
we consider Compton scattering, where the in-state is an electron and a hard photon
and the out-state is also an electron and hard photon, the off-diagonal elements of
the density matrix have the suppression factor

ρp,k;p′,k ′ ∼
(μ

λ

) e2

4π2

(
1
2β ln 1+β

1−β −1
)

where β2 = 1 − m4

(pμ p′
μ)2

is the relativistic relative velocity of the out-going electrons,

with momenta p, p′, on the two legs of the reduced density matrix. If we take the
detector resolution λ to be the electron mass and μ to be an inverse second, the value
of this suppression factor is graphed as a function of β in Fig. 4. We see there that the
suppression is significant only for very far off-diagonal elements where the relative
velocity is close to that of light.

Fig. 4 The magnitude of the
suppression factor for
off-diagonal elements of the
outgoing density matrix for
Compton scattering when the
time scale of the experiment
is of the order of one second
and the detector resolution is
the electron mass is plotted
on the vertical axis versus
the relative velocity β of the
outgoing electrons on the
horizontal axis
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For dressed states, one might worry about locality as the state is created by exci-
tations which occupy far separated positions in space. The breakdown of Lorentz
invariance and the fact that states are not eigenstates of the momentum are also
consequences that deserve attention. This balances the alternative of fundamental
decoherence of the inclusive approach. This fundamental decoherence is likely very
small (and even smaller for perturbative quantum gravity) in any realistic interaction
of charged particles. It would be interesting to find an experimental scenario where
it would be detectable.
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Comments on the Newlander-Nirenberg
Theorem

A. V. Smilga

Abstract The Newlander-Nirenberg theorem says that a necessary and sufficient
condition for the complex coordinates associated with a given almost complex struc-
ture tensor IM N to exist is the vanishing of the Nijenhuis tensor N MN

K . In the first
part of the paper, we give a heuristic but very simple proof of this fact. In the second
part, we discuss a supersymmetric interpretation of this theorem. (i) The condition
NMN

K = 0 is necessary for certainN = 1 supersymmetric mechanical sigma mod-
els to enjoy N = 2 supersymmetry. (ii) The sufficiency of this condition for the
existence of complex coordinates implies that the representation of the supersym-
metry algebra realized by the superfields associated with all the real coordinates and
their superpartners can be presented as a direct sum of d irreducible representations
(d is the complex dimension of the manifold).

1 Introduction

Since 1982, we know that many well-known structures of differential geometry,
such as the de Rham complex, allow for a supersymmetric interpretation [1]. For any
manifold, one can define a certain supersymmetric quantum mechanical model. The
dynamical time-dependent variables of this model include the coordinates and their
Grassmann-valued superpartners.

Supersymmetric language is very useful. Besides giving a new unexpected inter-
pretation of known mathematical facts, it allows one to derive many new nontrivial
results, which are difficult to derive in a traditional way. I give here only one example.
The so-called HKT manifolds were first discovered by supersymmetric methods [2]
and only then they attracted the attention of pure mathematicians who gave their
traditional description [3]. The full classification of HKT metrics was also recently
constructed using supersymmetric tools [4, 5].

Supersymmetry is a standard method to study geometrical properties of the man-
ifolds used by “physicists” (I’ve put here the quotation marks because we are talking
in this case about the scholars who may have studied physics at university, but who
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are now solving pure mathematical problems without much relationship to the phys-
ical world) in the papers published in the hep-th section of the arXiv. On the other
hand, pure mathematicians are reluctant to use it, preferring traditional methods.

It is an unfortunate fact of our life that a large gap exists between the two com-
munities. The languages in which the papers are written and the ways of thinking
derived from these languages are often very different, to the extent that mathemati-
cians and physicists do not often understand each other, even though the subject of
their studies could be practically identical.

That is exactly the reason by which I’ve decided to write this methodical paper.
Its second half is mainly addressed to mathematicians who might be curious to learn
that a certain well-known mathematical fact admits an unexpected interpretation in
the supersymmetry framework. And its first half is addressed to physicists whomight
have heard about the NN theorem, but probably do not know how it is proven. Indeed,
its rigourous mathematical proof is not so trivial. So I give here a heuristic but simple
reasoning, presenting the solution to the Eq. (5) as the perturbative series over a devi-
ation of the complex structure tensor IM N (x) from its flat form. This reasoningmight
be upgraded to a rigourous proof if the convergence of this series is proven.

2 Geometry

2.1 Preliminaries

Definition 1. A complex manifold is a manifold of even dimension D = 2d which
can be represented as a union of several overlapping charts such that:

1. Each chart is homeomorphic to RD .
2. In each chart, one can define complex coordinates zn .
3. In a region where two charts overlap, the coordinates zn in one chart and the

coordinates wn in another chart are related by holomorphic transition functions
zn = f n(wm).

Definition 2. A Hermitian manifold is a complex manifold endowed by Hermitian
metric

ds2 = 2hnm̄ dzndz̄m̄ (1)

with hnm̄ = hmn̄ .

The factor 2 was introduced here for further conveniences—to make contact with
the standard normalization in (58) and (60). Mathematicians sometimes consider
manifolds not endowed with the metric. In particular, the NN theorem can be for-
mulated and proven without using the notion of metric. But we are interested in a
supersymmetric interpretation of the NN theorem, and we can only give it if the
Hermitian metric (1) is defined. Thus, its existence will be assumed.
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An interesting and important fact is that one can describe complex manifolds
without explicitly introducing complex charts, but working exclusively in the real
terms.1 To this end, we introduce first the notion of an almost complex manifold:

Definition 3. An almost complex manifold is a manifold of even dimension D
endowed with a globally defined tensor field IMN satisfying the properties (i)
IMN = −INM and (ii) IM N IN P = −δP

M . The tensor IM
N is called the almost complex

structure.

To understand why a real tensor is called complex structure, consider first
the simplest possible example—flat 2-dimensional Euclidean space. It can be
parametrized by the real Cartesian coordinates x1, x2 or by the complex coordi-
nate z = (x1 + i x2)/

√
2. An obvious relation ∂z/∂x2 = i∂z/∂x1 holds, which can

also be presented in the form

∂z

∂xA
− iεAB

∂z

∂xB
= 0 (2)

with

ε =
(
0 −1
1 0

)
. (3)

The tensor εAB satisfies both conditions in the definition above and is the complex
structure in this case. Note that the property (2) holds not only for z, but for any
holomorphic function f (z). In the latter case, the real and imaginary parts of (2) are
none other than the Cauchy-Riemann conditions.

If a 2-dimensional manifold is not flat, IM N may have a little bit more complicated
form, but its tangent space projection IAB = IMNeMA e

N
B coincides with the matrix ε

or probably with −ε. Indeed, an antisymmetric 2 × 2 matrix whose square is −1
coincides with (3) up to a sign. It describes rotations by π/2 or by −π/2.

In the general multidimensional case, one can prove a simple theorem:

Theorem 1. Take a tensor IM N satisfying the conditions above.With a proper choice
of the vielbeins eMA (with a proper choice of the orthonormal base in the tangent
space), its tangent space projection can be brought to the canonical form

IAB = diag (ε, . . . , ε). (4)

Proof. To construct an orthonormal base in the tangent space E where the complex
structure acquires the form (4), we start with choosing in E an arbitrary unit vector
e1. It follows from I = −I T and I 2 = −1 that the vector e2 = I e1 has also unit
length and is orthogonal to e1. Obviously, I e2 = I 2e1 = −e1. Consider the subspace
E∗ ⊂ E that is orthogonal to e1 and e2. If it is not empty, choose there an arbitrary

1It is convenient—especially, for supersymmetric applications—but is not necessary. For example,
the popular textbook [6] uses only complex but not real description.
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unit vector f1 and consider f2 = I f1. One can easily see that f2 also belongs to E∗.
Now consider the subspace E∗∗ ⊂ E∗ ⊂ E that is orthogonal to e1,2, f1,2 and, if E∗∗
is not empty, repeat the procedure. We arrive at the matrix (4).

Now consider the equation system

∂zn

∂xM
− i IM

N ∂zn

∂xN
= 0 (5)

If not only IAB , but also IM N has the form (4), solutions to (5) can be easily found.
A simple set of d independent solutions is

z1(0) = x1 + i x2√
2

, z2(0) = x3 + i x4√
2

, . . . (6)

or any set of d non-degenerate analytic functions of zn(0).
In a generic case, the solutions to (5) are more complicated. Moreover, they do not

always exist. The conditions under which they do, is the content of the NN theorem
to be proven in the next section. For the time being, we will prove that

Theorem 2. If the equation system (5) has d independent solutions, the manifold is
complex. Its metric is Hermitian.

Actually, as follows from Theorem 3 below, it is sufficient to require the existence
of only one such solution.

Proof. We will show first that the metric has a Hermitian form (i.e. the components
gnm etc vanish) Let us trade xM for (zn , z̄n̄) and write

gnm = ∂zn

∂xM

∂zm

∂xN
gMN = i IM

P ∂zn

∂x P

∂zm

∂xN
gMN = i I N P ∂zn

∂x P

∂zm

∂xN
= 0

by symmetry considerations. The vanishing of gn̄m̄ follows from the same argument.
The properties gn̄m̄ = gnm = 0 imply also the vanishing of the components gnm and
gn̄m̄ of the inverse tensor.

Next, we need to show that the transition functions between two overlapping
charts with the coordinates (zn, z̄n̄) and (wm, w̄m̄) are holomorhic. To this end, we
express, using (5), IM N in the complex frame,

Im
n = IM

N ∂zn

∂xN

∂xM

∂zm
= −i

∂zn

∂xM

∂xM

∂zm
= −iδnm ,

Im̄
n̄ = iδn̄m̄ , Im

n̄ = Im̄
n = 0 (7)

and consider the transformation of the tensor (7) from one chart to another. Knowing
that I keeps the form (7) after this transformation, one can derive that ∂wm/∂ z̄n̄ = 0.
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2.2 NN Theorem

Not wishing to plunge into not relevant for us details, we assume that the mani-
fold and all its structures are real analytic (can be expanded in the Taylor series).
The traditional proof of the NN theorem in [7] assumes the existence of D = 2d
derivatives. Hörmander proved that it is sufficient to require the existence of the first
derivative [8].

Introduce the object

NMN
K = ∂[M IN ]K − IM

P IN
Q∂[P IQ]K . (8)

It is a tensor, in spite of the presence of the ordinary rather than covariant derivatives.
This is so because one can replace the ordinary derivatives by the covariant ones—
the terms involving the Christoffel symbols cancel out in this case. Using a sloppy
language, we will call the L.H.S. of Eq. (8) the Nijenhuis tensor.2 We will do so
because the object (8) has a more transparent structure, and it is this combination
that will directly appear later in (12).

The NN theorem says that

Theorem 3 [7]. The complex coordinates satisfying the condition (5) can be intro-
duced and the manifold is complex iff the condition

NMN
K = 0 (10)

holds.

Proof.
Necessity. Represent the system (5) as DMzn = 0 with

DM = ∂M − i IM
N∂N . (11)

For self-consistency, the conditions [DM ,DN ]zn = 0 should also hold. We derive

[DM ,DN ]zn = [−i∂[M IN ]Q − I[M P(∂P IN ]Q)
]
∂Qz

n

= [−i∂[M IN ]K − i I[M P(∂P IN ]Q)IQ
K
]
∂K z

n − I[M P(∂P IN ]Q)DQz
n. (12)

Bearing in mind that DQzn = 0, the last term in the R.H.S. vanishes. The middle
term can be transformed by flipping the derivative, (∂P IN Q)IQK = −IN Q∂P IQK

(this holds due to I 2 = −1), and we finally obtain

2A conventional definition of the Nijenhuis tensor is a little bit different:

NMN
K (conventional) = IM

PNPN
K (this paper) = IM

P∂[P IN ]K + IN
P∂[M IP]K (9)

(the last equality holds due to I 2 = −1).
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[DM ,DN ]zn = −iNMN
K ∂K z

n. (13)

For this to vanish, the tensor NMN
K should also vanish (to see this, choose the real

coordinates as the real and imaginary parts of zn).

Sufficiency. This part of the theorem [the proof of existence of the solution to the
system (5) under the condition (10)] is more difficult. Well, it might be not so dif-
ficult for the mathematicians in the case when the complex structures IM N repre-
sent analytic functions of the coordinates. Then the sufficiency of the conditions
[DM ,DN ] = KMN

Q DQ for the equation system DMzn = 0 to have a solution is a
corollary of the classical Frobenius theorem [9]. We will give here instead a heuristic
proof of the NN theorem using “physical” language. This proof will elucidate the
meaning of the constraint (10). Its linearized version is similar in spirit to multidi-
mensional Cauchy-Riemann conditions.

• Let the complex structure IM N has a canonic form (4). Then the solutions to (5)
exist, and one of the solution is given by (6).
Suppose now that the complex structure does not coincide with (I0)M N =
diag(ε, . . . , ε), but is close to it: I = I0 + Δ, Δ � 1. As a first step in the proof,
we will show that, after such an infinitesimal deformation, solutions to (5) still
exist.

• Let us first do so in the simplest case D = 2. Then the condition (10) is fulfilled
identically. The condition I 2 = −1 means that {Δ, I0} = 0, which is so iff 3

Δ1
1 = −Δ2

2, Δ2
1 = Δ1

2. (14)

Look now at the system (5). We set z = z(0) + δz. The equations acquire the form

∂

∂x1
(δz) + i

∂

∂x2
(δz) = 1√

2
(iΔ1

1 − Δ1
2) ,

∂

∂x2
(δz) − i

∂

∂x1
(δz) = 1√

2
(iΔ2

1 − Δ2
2). (15)

Bearing in mind (14), these two equations coincide. Introducing the notation
X1+i2 = X1 + i X2, they can be expressed as

∂(δz)

∂ z̄(0)
= i

2
Δ1

1+i2, (16)

which can be easily integrated on a disk. Indeed, the whole discussion applies to
a particular topologically trivial chart in a set of which a manifold is subdivided.

• The simplest nontrivial case is D = 4. The condition {Δ, I0} = 0 implies

3In physical notation, Δ = ασ 1 + βσ 3, where σ a=1,2,3 are the Pauli matrices.
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Δ1
1 = −Δ2

2, Δ1
2 = Δ2

1 ,

Δ1
3 = −Δ2

4, Δ1
4 = Δ2

3 ,

Δ3
1 = −Δ4

2, Δ3
2 = Δ4

1 ,

Δ3
3 = −Δ4

4, Δ3
4 = Δ4

3 . (17)

We pose z1 → z, z2 → w. A short calculation shows that, bearing the relations
(17) in mind, the Eq. (5) are reduced to

∂(δz)

∂ z̄(0)
= i

2
Δ1

1+i2 ,

∂(δz)

∂w̄(0)
= i

2
Δ3

1+i2 ,

∂(δw)

∂ z̄(0)
= i

2
Δ1

3+i4 ,

∂(δw)

∂w̄(0)
= i

2
Δ3

3+i4 . (18)

If D > 2, the conditions (10) provide nontrivial constraints. Their linearized ver-
sion is

∂PΔN
M − ∂NΔP

M = (I0)P
Q(I0)N

S
[
∂QΔS

M − ∂SΔQ
M

]
. (19)

Again, bearing inmind (17), one can show that, for D = 4, out of 24 real conditions
in (19), only 4 independent real or 2 independent complex constraints are left. The
latter have a simple form

∂

∂ z̄(0)
Δ3

1+i2 − ∂

∂w̄(0)
Δ1

1+i2 = 0 ,

∂

∂ z̄(0)
Δ3

3+i4 − ∂

∂w̄(0)
Δ1

3+i4 = 0. (20)

The first equation in (20) is the integrability condition for the system of the first
two equations in (18). It is necessary and also sufficient for the solution of this
system to exist. Indeed, it implies that the (0,1)-form

ω = Δ1
1+i2 dz̄(0) + Δ3

1+i2 dw̄(0)

is closed, ∂̄0 ω = 0. Bearing in mind the trivial topology of a chart of our complex
manifold that we are discussing, ω is also exact (see e.g. Theorem 6.1 in [6]),
which is tantamount to saying that the solution exists. The second relation in (20)
is the necessary and sufficient integrability condition for the system of the third
and fourth equations in (18).
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• This reasoning can be translated to the case of higher dimensions. For an arbitrary
D = 2d, the Eq. (5) are reduced, bearing in mind I 2 = −1, to d2 conditions
similar to (18) but with differentiation over each antiholomorphic variable z̄n̄(0)
for each complex function δzn . The conditions (10) lead to d2(d − 1)/2 complex
constraints which represent integrability conditions of the type (20). They imply
that the forms

ω1 = Δ1
1+i2 dz̄1(0) + Δ3

1+i2 dz̄2(0) + . . . ,

ω2 = Δ1
3+i4 dz̄1(0) + Δ3

3+i4 dz̄2(0) + . . . , (21)

etc. are all closed. Due to the trivial topology of the chart, it also means that they
are exact.

• Once the complex coordinates zn = zn(0) + δzn satisfying the Eq. (5) are found, the
complex structure acquires in these new coordinates the canonical form (7) and
(4). Thus, we have actually proven that a small deformation of IM N can be brought
to the form (4) by an infinitesimal diffeomorphism, provided the condition (10) is
satisfied.

• Let now IM N (x) be arbitrary, not necessarily close to I0 of Eq. (4). Using analyt-
icity, we expand it into a formal series in a small parameter α:

I (x) = I0 + α I1(x) + α2 I2(x) + . . . (22)

Do the same for the solutions zn(x) that we are looking for:

zn(x) = zn(0) + αzn(1)(x) + α2zn(2)(x) + . . . (23)

The correction αzn(1)(x) was determined before. Let z̃n(x) = zn(0) + αzn(1)(x). As
was just mentioned, the complex structure in these new coordinates has the canon-
ical form (7) up to the terms ∝ α2. Introducing the real and imaginary parts of
z̃n(x) and calling them x̃ M , we may bring it to the form (4).

• Taking also into account the term α2 I2(x) in (22), we may express the complex
structure in the new coordinates x̃ as

I (x̃) = I0 + α2 Ĩ2(x̃) + higher-order terms. (24)

Repeating the same procedure that we used to determine zn(1)(x), we can now
determine z̃n(2)(x̃), from that zn(2)(x), and likewise all the terms in the series (23).

• With the only reservation that we did not address a difficult question of the con-
vergence of the series (23), the theorem is proven.
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3 Supersymmetry

3.1 Preliminaries

To begin with, we present some basic “superfacts”, bearing in mind a reader who is
an expert in differential geometry, but may not know much about supersymmetry.
We give, however, only the minimal necessary information assuming that our reader
knows the basics of Grassmann algebra and, which is not so much necessary but
desirable, of classical and quantum mechanics of the systems involving Grassmann
dynamical variables. More details can be found in the review [10]. See especially
Chap.8.1 there.

The simplest supersymmetry algebra reads

Q2
1 = Q2

2 = H, Q1Q2 + Q2Q1 = 0. (25)

Here H is the Hamiltonian and Q1,2 are two different Hermitian operators called
supercharges. As follows from (25), they commute with H . If one introduces a
complex supercharge Q = (Q1 + i Q2)/2, one can also present (25) in the form

Q2 = (Q̄)2 = 0, QQ̄ + Q̄Q = H. (26)

The algebra (25) involves two supercharges and, correspondingly, is usually called
the algebra ofN = 2 supersymmetric quantummechanics (SQM).More complicated
algebras may involve extra supercharges4 or also the momentum operators Pj . The
latter algebras are relevant for supersymmetric quantum field theories. But in this
paper we are going to discuss only the algebra (25) and also still more simpleN = 1
supersymmetry algebra,

Q2 = H (27)

with realQ. Physically, the latter is too simple to be interesting.After diagonalisation,
one can always extract a square root of the Hamiltonian whose spectrum is bounded
from below. If some energies in the spectrum are negative, one just redefines H by
adding an appropriate positive constant. However, we will use in what follows the
algebra (27) and its representations as a technical tool.

The algebra (25) leads to a double degeneracy of the spectrum. It also follows
from (25) that the eigenvalues of the Hamiltonian are positive or zero. The doublets
involving two positive energy states |B〉 and |F〉 with the properties

H |B〉 = E |B〉, H |F〉 = E |F〉 ,

Q|B〉 = √
E |F〉 , Q|F〉 = 0 ,

Q̄|B〉 = 0 , Q̄|F〉 = √
E |B〉 (28)

4The SQM systems enjoying N = 4 or N = 8 supersymmetry are known.
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represent a simple 2-dimensional irreducible representation of the algebra (26). There
exist also finite-dimensional representations involving a larger even number of states,
but it is easy to show that they are all reducible. In physical language, any set of 2n
states providing a representation of (26) is split into n doublets.

The only irreducible finite-dimensional representations of the algebra (27) are the
trivial singlets—the eigenstates of Q and H .

We will be interested, however, in more complicated infinite-dimensional repre-
sentations of theN = 1 andN = 2 algebra where the supercharges and the Hamil-
tonian are realized as linear differential operators acting in superspace.5

The N = 1 superspace includes time t and a real Grassmann nilpotent variable
θ : θ2 = 0. The supercharges and the Hamiltonian are realized as the differential
operators.

Q = −i

(
∂

∂θ
+ iθ

∂

∂t

)
,

H = −i
∂

∂t
(29)

The Hamiltonian is the generator for the time shifts. The supercharge is the gen-
erator for somewhat more complicated transformations:

θ → θ + η ,

t → t + iηθ (30)

with a real Grassmann parameter η.
Consider now N = 1 superfields (or supervariables) representing functions of t

and θ . Due to the nilpotency of θ , they can be presented as

X (t, θ) = x(t) + iθψ(t). (31)

The ordinary real function x(t) and the Grassmann-odd real function ψ(t) are
called the components of the superfield (31). The shifts (30) induce the shift

δX = X (t + iηθ, θ + η) − X (t, θ) = iηQX (32)

of the superfield X implying the following shifts of its components:

δx(t) = iηψ(t) , δψ(t) = −ηẋ . (33)

Note that the product of two superfields is also a superfield: δ(X1X2) = iηQ(X1X2).
Now we introduce the covariant supersymmetric derivative

5Well, in supersymmetric mechanical problems, we are dealing not with “superspace”, but rather
with “supertime”, because we do not have any space variables and spatial dependence. But we stick
to the terms commonly used in the literature.
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D = ∂

∂θ
− iθ

∂

∂t
. (34)

This operator is Hermitian, nilpotent and anticommutes with Q. The property

D2 = −i
∂

∂t
(35)

holds.

Theorem 4. If X is a superfield, the same is true for DX .

Proof. We have

δ(DX ) = D δX = iD(ηQX ) = iηQ(DX )

(do not forget that η anticommutes with D).

We understand now why D is called the covariant derivative. In the same way as
the covariant derivative in Riemannian geometry makes a tensor out of a tensor, the
derivative (34) makes a superfield out of a superfield.

The superfield (31)with its transformation law (33) defines an infinite-dimensional
representation of the algebra (27). But it is a reducible representation. Indeed, one
can now impose the constraint of reality X̄ = X . A real superfield stays real under
the variation (32).

N = 2 superspace and theN = 2 superfields are defined in a similar manner. The
superspace now includes time t and a complex Grassmann anticommuting variable
θ : θ2 = θ̄2 = {θ, θ̄}+ = 0. The supertransformations are

θ → θ + ε ,

θ̄ → θ̄ + ε̄ ,

t → t + i(εθ̄ + ε̄θ) (36)

with complexGrassmann ε. These transformations are generated by a complex super-
charge Q and its Hermitian conjugate:

Q = − i√
2

(
∂

∂θ
+ i θ̄

∂

∂t

)
,

Q̄ = − i√
2

(
∂

∂θ̄
+ iθ

∂

∂t

)
(37)

[the factor 1/
√
2 is added to ensure the validity of (26)]. A genericN = 2 superfield

reads

Φ(t, θ, θ̄ ) = z(t) + iθχ(t) + i θ̄λ(t) + θ θ̄F(t) (38)
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with Grassmann-even complex z(t) and F(t) and Grassmann-odd complex χ(t) and
λ(t). The supersymmetric variation of Φ reads

δΦ = i
√
2(εQ + ε̄ Q̄)Φ. (39)

The covariant supersymmetric derivatives which are nilpotent and anticommute with
Q and Q̄ are

D = ∂

∂θ
− i θ̄

∂

∂t
,

D̄ = − ∂

∂θ̄
+ iθ

∂

∂t
. (40)

The operator i D̄ is the Hermitian conjugate of i D. If Φ is a superfield, then DΦ and
D̄Φ are also superfields.

The superfield (38) defines an infinite-dimensional representation of the algebra
(26). This representation is reducible. Two different irreducible representations are
obtained after imposing the constraints:

• The reality constraint Φ̄ = Φ. If Φ is real, the variation δΦ is also real.
• The chirality constraints DΦ = 0 or D̄Φ = 0. Again, if DΦ vanishes, so does

DδΦ, and the same for D̄. Note that if D̄Z = 0, then DZ̄ = 0. We will call Z a
left chiral superfield and Z̄ a right chiral superfield.6

In what follows, we will not be interested in the real N = 2 superfields, but
exclusively in the chiral ones.

For a chiral superfield, the component expansion (38) can be simplified if one
introduces “left” and “right” times:

tL = t − iθ θ̄ , tR = t + iθ θ̄ .

The supersymmetric variation of tL depends only on θ , δtL = 2i ε̄θ , and the super-
symmetric variation of tR depends only on θ̄ .

The set of coordinates (tL , θ) describes the holomorphic chiralN = 2 superspace
and the set (tR, θ̄ ) describes the antiholomorphic chiral N = 2 superspace.

Then, if D̄Z = 0, we may write

Z = Z(tL , θ) = z(tL) + i
√
2 θ χ(tL) ,

Z̄ = Z̄(tR, θ̄ ) = z̄(tR) + i
√
2 θ̄ χ̄ (tR). (41)

The components of a left chiral superfield are transformed as

δz = i
√
2ε χ , δχ = −√

2ε̄ ż. (42)

6The terms “left” and “right” have a physical origin which is irrelevant for us here.
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Let us pose now

z = x1 + i x2√
2

, χ = ψ1 + iψ2√
2

, ε = η + i η̃√
2

. (43)

Suppose first that ε is real, η̃ = 0. Then we derive

δx1 = iηψ1, δψ1 = −ηẋ1,

δx2 = iηψ2, δψ2 = −ηẋ2. (44)

We see that the components (x1, ψ1) are not mixed with the components (x2, ψ2);
each set is transformed in the same way as the components of an N = 1 superfield
[see Eq. (33)]! In other words, the representation Z is an irreducible representation
of theN = 2 superalgebra, but it can also be thought of as a reducible representation
ofN = 1 superalgebra realized by the transformations (42) with real ε. When going
down fromN = 2 toN = 1, the chiral superfield Z is split into two real superfields
X1 and X2. To see it quite explicitly, substitute θ = (θ1 + iθ2)/

√
2 in (41). Then

tL = t + θ2θ1. We derive

Z = 1√
2

{X1(t, θ1) + iX2(t, θ1) + iθ2[DX1(t, θ1) + iDX2(t, θ1)]} . (45)

Look now at the transformations (42) when ε = i η̃/
√
2 is imaginary. We obtain

δ̃x1 = −i η̃ψ2, δ̃ψ1 = −η̃ẋ2,

δ̃x2 = i η̃ψ1, δ̃ψ2 = η̃ẋ1 (46)

or in a compact form:

δ̃XA = η̃ εAB DXB (47)

[with ε defined as in (3)].
The generators of the transformations (44 and (46) obey the algebra (25). Indeed,

• It is rather evident that the transformations (44) and (46, 47) commute. Indeed, δXA

is a superfield, and hence δ(δ̃XA) and δ̃(δXA) coincide, having both the form (32)
withX replaced by δ̃XA. A corollary of this is the vanishing of the anticommutator
QQ̃ + Q̃Q of the corresponding quantum supercharges.

• Bearing in mind (35), the Lie bracket of two different tilde-transformations reads

(δ̃1δ̃2 − δ̃2δ̃1)XA = −2i η̃1η̃2ẊA, (48)

which is tantamount to saying that Q̃2 coincides with the Hamiltonian (the gener-
ator of time shifts).
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3.2 NN Theorem: Supersymmetric Interpretation

The tensor εAB entering (47) can be interpreted as a 2 × 2 block in the flat complex
structure (4). The components xA of the superfields XA can be interpreted as the flat
Cartesian coordinates. Suppose now that we have 2d N = 1 superfieldsX M . One of
the supersymmetries follows from the transformations of the superspace coordinates
as in (44):

δxM = iηψM , δψM = −ηẋ M . (49)

Looking for a generalization of (47), we anticipate the presence of the second super-
symmetry,

δ̃X M = η̃ IN
M(X P)DX N , (50)

where

I 2 = −1, (51)

and ask: under what conditions is it possible? Under what conditions do the gener-
ators of the transformations (49) and (50) obey the algebra (25)?

Theorem 5. The algebra (25) holds iff the Nijenhuis tensor (10) vanishes.

Proof. The Lie bracket [δ, δ̃] vanishes by the same reason as in the flat case treated
before: the transformation δ mixes the components of each multiplet, while the
transformation δ̃ mixes different superfields and does not bother much about their
internal structure. Thus, we only need to explore the Lie bracket (δ̃1δ̃2 − δ̃2δ̃1)X M .

Note first that

δ̃(DX N ) = D(δ̃X N ) = −η̃D(IL
NDX L) = −η̃(∂K IL

N )DX KDX L + i η̃IL
N Ẋ L .

The commutator of two transformations (50) is then derived to be

(
δ̃1δ̃2 − δ̃2δ̃1

)
XM = 2i η̃1η̃2(I

2)K
M Ẋ K

−2η̃1η̃2
[
IK

L
(
∂L IN

M
)

+
(
∂N IK

L
)
IL

M
]
DX KDX N . (52)

If wewant it to coincidewith−2i η̃1η̃2 ∂tX M [as is dictated byEq.(25)] the conditions
(51) as well as (

∂L I[N M
)
IK ]L + (

∂[N IK ]L
)
IL

M = 0 (53)

follow. Using again (51) and flipping the derivative in the second term, the L.H.S. of
Eq. (53) can be brought into the form (9). The condition (10) follows.
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Thus, the conditionNMN
K = 0 is necessary and sufficient forN = 2 supersym-

metry associated with the given complex structure to hold. But the NN theorem is
formulated differently: it affirms that the condition (10) is necessary and sufficient
for the existence of complex coordinates.

Well, as far as necessity is concerned, the equivalence of Theorems 3 and 5 is rather
clear. Suppose that complex coordinates zn exist. But then each such coordinate can
be upgraded to a complex chiral superfield Zn whose components are transformed
under supersymmetry as in (42). Each superfield Zn can be expressed via a pair of
N = 1 real superfields as in (45). The complex structure tensor IM N has in this case
the form (4) and does not depend on the coordinates. The tensor NMN

K vanishes
automatically.

Now, if theNijenhuis tensor vanishes, we know fromTheorem5 that the algebra of
N = 2 supersymmetry holds. The set of 2d superfieldsX M is an infinite-dimensional
representation of this algebra. Then the sufficiency of (10) means that, for d > 1, this
representation is reducible and can be decomposed in a direct sum of d irreducible
representations realized by the components of the chiral complex superfields Zn .

This latter statement looks very natural, it is widely used by physicists, but I am
not aware of its independent proof. The only known proof of this fact is the proof of
the sufficiency part of the NN theorem that we outlined in Sect. 2 and that does not
resort to supersymmetric description.

3.2.1 Invariant Actions
Up to now, when talking about the supersymmetric aspects of the NN theorem, we
stayed at the purely algebraic level, having discussed only the algebras (25), (27)
and their representations. A reader-mathematician may stop reading this paper at
this point.

But, when a physicist thinks of a symmetry, s/he is always interested in dynamical
systems that enjoy these symmetries. An industrial method to find supersymmetric
dynamical systems is based on the following theorem:

Theorem 6. LetX (t, θ) be anN = 1 superfield that vanishes at t = ±∞. Then the
integral (associated with the physical action)

S =
∫

dθ

∫ ∞

−∞
dt X (54)

is invariant under transformations (30).

Here the symbol
∫
dθ is the Berezin integral,

∫
dθX ≡ ∂

∂θ
X . (55)

Proof. We have
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δS =
∫

dθ

∫ ∞

−∞
dt δX = −ε

∫
dθ

∫ ∞

−∞
dt

(
∂

∂θ
+ iθ

∂

∂t

)
X .

The first term vanishes due to the definition (55) and the Grassmannian nature of θ .
The second term vanishes due to the condition X (±∞, θ) = 0.

Obviously, the same property holds for the integral

S =
∫

d θ̄dθ

∫ ∞

−∞
dt Φ (56)

of a N = 2 superfield Φ.
The superfield X in Eq. (54) and the superfield Φ in Eq. (56) can be constructed

out of certain basic superfields bymultiplications, time differentiations and covariant
differentiations with the operatorD in theN = 1 case and with the operators D and
D̄ in the N = 2 case. In particular, one can write [11]

S = 1

4

∫
d θ̄dθdt hmn̄(Z

k, Z̄ k̄) D̄ Z̄ n̄(tR)DZm(tL), (57)

where Zk=1,...,d are left chiral superfields and hmn̄ is Hermitian. Substituting there
the expansions (41), not forgetting to expand over θ and θ̄ also tL ,R = t ∓ iθ θ̄ and
performing the integral over d θ̄dθdt , one can derive the following expression for
the Lagrangian:

L = hmn̄(z, z̄)ż
m ˙̄z n̄ + terms including superpartners χm(t) (58)

We can now interpret zm and z̄m̄ as the coordinates on a complex manifold with
the metric hmn̄(z, z̄). The displayed term of the Lagrangian can be interpreted as the
kinetic energy of a particle with unit massmoving along themanifold. The dynamical
system describing such a motion is called sigma model. And the whole Lagrangian
[due to Theorem 6, the corresponding action is invariant under (42)] represents its
supersymmetric version.

The same dynamical system can also be described in the N = 1 superfield lan-
guage. Consider the action [12]

S = i

2

∫
dθdt gMN (X ) Ẋ MDX N , (59)

This is not a most general form. The action (59) describes (under the condition that
NMN

K vanishes) only the Kähler manifolds; to describe generic complex manifolds,
one should add an extra term. But we do not want to plunge into too much details
here, addressing an interested reader to Sect. 4 of Ref. [5].

After integration over dθdt , we obtain the Lagrangian
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L = 1

2
gMN ẋM ẋ N + terms including superpartners ψM(t), (60)

i.e. gMN has the meaning of the real metric.
By construction, the action (59) is invariant under N = 1 transformations, but it

is also invariant under the extra supersymmetry transformations (50) provided the
conditions (51), (10) and the condition IMN = −INM hold.

Note that, to relate IMN to IM N , we need the metric. The notion of metric was not
used in the proof of Theorem 5 or Theorem 3, which thus hold also for non-metric
manifolds. Indeed, the equation system (5) for the complex coordinates has solutions
provided the condition (10) is fulfilled even when IMN �= −INM . But we need the
metric for the physical applications. And then the condition of the antisymmetry of
IMN should be imposed.

The equations of motion that follow from the Lagrangian (60) describe classical
supersymmetric dynamics. TheLegendre transformation of (60) gives us the classical
Hamiltonian from which the quantum Hamiltonian can be derived. The quantum
system has the same symmetry as the classical one. If we are dealing with N = 2
supersymmetry, a pair of Hermitially conjugate supercharges satisfying the algebra
(26) exist. This guarantees the two-fold degeneracy of all positive energy states as
in (28).

Acknowledgements I am indebted to G. Carron, G. Papadopoulos and A. Rosly for illuminating
discussions.
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A Class of Representations
of the Orthosymplectic Lie
Superalgebras B(n, n) and B(∞,∞)

N. I. Stoilova and J. Van der Jeugt

Abstract In 1982 Palev showed that the algebraic structure generated by the cre-
ation and annihilation operators of a system of m parafermions and n parabosons,
satisfying the mutual parafermion relations, is the Lie superalgebra osp(2m + 1|2n).
The “parastatistics Fock spaces” of order p of such systems are then certain lowest
weight representations of osp(2m + 1|2n). We investigate now the situation when
the number of parafermions and parabosons becomes infinite, which is of interest
not only in a physics context but also from the mathematical point of view. In this
contribution, we will discuss the various steps that are needed to understand the
infinite-rank case. First, we will introduce appropriate bases and Dynkin diagrams
forB(n, n) = osp(2n + 1|2n) that allow us to extend n → ∞. Thenwewill develop
a new matrix form for B(n, n) = osp(2n + 1|2n), because the standard one is not
appropriate for taking this limit. Following this, we construct a new Gelfand-Zetlin
basis of the parastatistics Fock spaces in the finite rank case (in correspondence with
this new matrix form). The new structures, related to a non-distinguished simple
root system, allow the extension to n → ∞. This leads to the definition of the alge-
bra B(∞,∞) as a Lie superalgebra generated by an infinite number of creation
and annihilation operators (subject to certain relations), or as an algebra of certain
infinite-dimensional matrices. We study the parastatistics Fock spaces, as certain
lowest weight representations ofB(∞,∞). In particular, we construct a basis con-
sisting of well-described row-stable Gelfand-Zetlin patterns.
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1 Introduction

Throughout this paper we will use square brackets for a commutator, [A, B] =
AB − BA; curly brackets for an anti-commutator: {A, B} = AB + BA; and dou-
ble brackets if we are dealing with operators from a Z2 graded algebra: [[A, B]] =
AB − (−1)〈A〉〈B〉BA, where 〈A〉 = deg(A) ∈ {0, 1} is the degree of A.

In this contribution we will consider Fock spaces for bosons, fermions, para-
bosons, parafermions, and combined systems of parabosons and parafermions. The
emphasis is on algebraic structures behind these systems, on identifying Fock spaces
with a class of representations of these algebras, and on constructing a basis for these
representations.

For a system described by n pairs of boson (creation and annihilation) operators
B±
i (i = 1, . . . , n), satisfying

[B−
i , B+

j ] = δi j (1)

and all other commutators zero, the Fock space with vacuum vector |0〉 characterized
by (B±

i )† = B∓
i and B−

i |0〉 = 0 has a very simple (orthonormal) basis:

|k1, . . . , kn〉 = (B+
1 )k1 · · · (B+

n )kn√
k1! · · · kn! |0〉 (2)

with ki ∈ {0, 1, 2, . . .}. Similarly, a system described bym pairs of fermion operators
F±
i (i = 1, . . . ,m), with

{F−
i , F+

j } = δi j (3)

and all other anti-commutators zero, the Fock space is characterized by (F±
i )† = F∓

i
and F−

i |0〉 = 0, and has a basis similar to (2) but with all ki ∈ {0, 1}.
More interesting structures are provided by parabosons and parafermions, espe-

cially from the algebraic point of view. These were first introduced by Green [1] and
their Fock spaces were first studied by Greenberg and Messiah [2].

A system of n pairs of parabosons b±
j ( j = 1, . . . , n) is defined by means of triple

relations:
[{bξ

j , b
η

k }, bε
l ] = (ε − ξ)δ jlb

η

k + (ε − η)δklb
ξ

j , (4)

where j, k, l ∈ {1, 2, . . . , n} and η, ε, ξ ∈ {+,−} (to be interpreted as+1 and−1 in
the algebraic expressions ε − ξ and ε − η). In this case, there is not a unique Fock
space, but for every positive integer p (referred to as the order of statistics) there is
a Fock space V(p) characterized by (b±

j )
† = b∓

j , b
−
j |0〉 = 0 and

{b−
j , b

+
k }|0〉 = p δ jk |0〉. (5)
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Similarly, a system of m pairs of parafermions f ±
j ( j = 1, . . . ,m) is defined by the

triple relations

[[ f ξ

j , f η

k ], f ε
l ] = |ε − η|δkl f ξ

j − |ε − ξ |δ jl f
η

k . (6)

Their Fock spaces W(p), also labelled by a positive integer p, are characterized by
( f ±

j )† = f ∓
j , f

−
j |0〉 = 0 and

[ f −
j , f +

k ]|0〉 = p δ jk |0〉. (7)

These cubic or triple relations involve nested (anti-)commutators, just like the
Jacobi identity of Lie (super)algebras. It was indeed shown later [3, 4] that the
parafermionic algebra generated by 2m elements f ±

i subject to (6) is the orthogonal
Lie algebra so(2m + 1). The Fock space W(p) is the unitary irreducible represen-
tation of so(2m + 1) with lowest weight (− p

2 ,− p
2 , . . . ,− p

2 ) in the standard basis.
Many years later, it was shown that the parabosonic algebra generated by 2n odd

elements b±
i subject to (4) is the orthosymplectic Lie superalgebra osp(1|2n) [5].

In this case the Fock space V(p) is the unitary irreducible osp(1|2n) representation
with lowest weight ( p

2 ,
p
2 , . . . ,

p
2 ) in the standard basis.

For p = 1, V(p) becomes the ordinary boson Fock space andW(p) becomes the
ordinary fermion Fock space.

Already in their first paper, Greenberg and Messiah [2] considered combined
systems of parafermions and parabosons. In combined systems, it will be convenient
to use negative indices for parafermions and positive indices for parabosons, and to
use the common operator notation c±

i :

c±
j = f ±

j (−m ≤ j ≤ −1); c±
i = b±

i (1 ≤ i ≤ n). (8)

Apart from two trivial combinations, there are two non-trivial relative commutation
relations between parafermions and parabosons, also expressed by means of triple
relations. The case considered here is the so-called “relative parafermion relation”
and is determined by the parastatistics relations

[[[[c+
j , c

−
k ]], c+

l ]] = 2δklc
+
j , [[[[c+

j , c
+
k ]], c+

l ]] = 0, (9)

[[c−
j , [[c+

k , c−
l ]]]] = 2δ jkc

−
l , [[[[c−

j , c
−
k ]], c−

l ]] = 0. (10)

The complete set of relations can also be written in the somewhat complicated form

[[[[cξ

j , c
η

k ]], cε
l ]] = −2δ jlδε,−ξ ε

〈l〉(−1)〈k〉〈l〉cη

k + 2ε〈l〉δklδε,−ηc
ξ

j , (11)

where 〈k〉 refers to the grading of c±
k , and thus is 0 for negative k and 1 for positive

k, following (8).
It was shown by Palev [6] that the Lie superalgebra (LSA) generated by 2m

even elements f ±
j and 2n odd elements b±

j subject to the above relations (11) is
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B(m, n) = osp(2m + 1|2n). The Fock spaces, denoted by V (p) and labelled by a
positive integer p, are characterized by (c±

j )
† = c∓

j , c
−
j |0〉 = 0 and [[c−

j , c
+
k ]]|0〉 =

p δ jk |0〉. V (p) is the unitary irreducible representation of osp(2m + 1|2n) with
lowest weight (− p

2 , . . . ,− p
2 | p2 , . . . ,

p
2 ) in the standard basis. These are referred to

as the parastatistics Fock spaces.
Understanding the algebraic structure behind such systems of parabosons/

parafermions is one step. But understanding the structure of the corresponding Fock
spaces is another important step. A major contribution here is the so-called Green
ansatz, where one considers the p-fold tensor product of an ordinary boson/fermion
Fock space and extracts an irreducible component herein. This is far from trivial,
and computing matrix elements for generators remains a difficult problem in this
approach [7, 8]. For the case of parabosons (osp(1|2n) representations V(p)), a
complete basis with all matrix elements was given for the first time in [9]. The
same type of construction was given for parafermions (so(2m + 1) representations
W(p)) in [10]. Interesting character formulas for these representations were also
given, and these could be extended to characters of the parastatistics representa-
tions V (p) of osp(2m + 1|2n) [11]. An actual basis of the parastatistics Fock spaces
was constructed in [12], where again all matrix elements of the generators could be
computed.

All the above constructions of basis vectors rely on the development of an appro-
priate Gelfand-Zetlin (GZ) basis, which in turn depends on an appropriate chain of
subalgebras under which the reduction of V (p) is multiplicity free at every step of
the chain. For the parastatistics case, this subalgebra chain is

osp(2m + 1|2n) ⊃ gl(m|n) ⊃ gl(m|n − 1) ⊃ gl(m|n − 2) ⊃ · · ·
⊃ gl(m|1) ⊃ gl(m) ⊃ gl(m − 1) ⊃ · · · ⊃ gl(2) ⊃ gl(1). (12)

Since it follows from the character formula [12] that the decomposition of V (p) in the
chain osp(2m + 1|2n) ⊃ gl(m|n) is easy and multiplicity free, the GZ-basis consists
of a (triangular) pattern with m + n rows, each row corresponding to a highest of a
gl algebra in the chain (12).

In the present contribution, we consider the case for which m and n become
infinite. If one tries to extend the above mentioned GZ-patterns to infinite patterns,
starting from the bottom row corresponding to gl(1) and gradually increasing the
rank of the algebra, it is obvious that one cannot let both m and n go to infinity.

In the next paragraph, we shall explain how the introduction of an “odd GZ-
basis” can overcome this problem, however only in the casem = n. This will lead to
a new basis for the Fock spaces of B(n, n) = osp(2n + 1|2n). This new basis was
constructed in [13], to which we refer for further details. The current contribution
summarizes some of the main results in [13] and it is inevitable to have some overlap
with [13]. Here, we first give a justification for the necessity of a new GZ-basis.
Then we will proceed to a new matrix realization of B(n, n), and give the paras-
tatistics generators in this new basis. The parastatistics Fock representations are then
described in the new GZ-basis. We also include an example (given in the Appendix)
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to illustrate the various notions. Finally, it is shown how to extend this to the case
when n → ∞, where so-called row-stable GZ-patters are of importance. For some
details and explicit formulas, the reader will be referred to [13].

2 Introducing an Odd GZ-Basis

Looking back at the original idea of a Gelfand-Zetlin basis, for the case of the Lie
algebra gl(n), the construction of the basis is according to the chain of subalgebras

gl(n) ⊃ gl(n − 1) ⊃ · · · ⊃ gl(2) ⊃ gl(1). (13)

Every row of a GZ-basis vector consist of a highest weight of gl(k), the top row
(“row n”) corresponding to gl(n) and the bottom row (“row 1”) to gl(1). Such GZ-
patterns can easily be extended to the infinite rank case by introducing infinitely large
GZ-patterns according to

gl(1) ⊂ gl(2) ⊂ · · · ⊂ gl(n − 1) ⊂ gl(n) ⊂ · · · . (14)

In order to label basis vectors of an irreducible gl(∞) representation, with locally
finite action of gl(∞) generators, one should require certain stability properties of
the infinite GZ-patterns. The main idea is however that one can reverse the chain (13)
to (14) allowing the limit n → ∞. Also in terms of Dynkin diagrams, this process
of letting n increase to infinity is somehow clear from the Dynkin diagram of gl(n),

� � � �
ε1 − ε2 ε2 − ε3 ε3 − ε4 εn−1 − εn

and its extension as n increases:

ε1 − ε2 ε2 − ε3 ε3 − ε4 εn−1 − εn εn − εn+1

For the Lie superalgebra gl(m|n), one can also construct (at least for a class of
representations) a GZ-basis [14] according to the chain

gl(m|n) ⊃ gl(m|n − 1) ⊃ gl(m|n − 2) ⊃ · · ·
⊃ gl(m|1) ⊃ gl(m) ⊃ gl(m − 1) ⊃ · · · ⊃ gl(2) ⊃ gl(1). (15)

In an attempt to let m and n increase to infinity, the GZ-patterns corresponding to
the above chain are no longer appropriate. Indeed, if one reverses the chain (15) in
which m grows to infinity,

gl(1) ⊂ gl(2) ⊂ · · · ⊂ gl(m − 1) ⊂ gl(m) ⊂ gl(m + 1) ⊂ · · · (16)
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one somehow never reaches the point where a Lie superalgebra can be included, and
there is no way of having also n → ∞.

In a previous paper [15], thiswas solved by introducing the so-called oddGZ-basis
for gl(n|n) (m and n must be equal). This arises from the chain of superalgebras

gl(n|n) ⊃ gl(n|n − 1) ⊃ gl(n − 1|n − 1) ⊃ · · ·
· · · ⊃ gl(2|2) ⊃ gl(2|1) ⊃ gl(1|1) ⊃ gl(1). (17)

This chain can easily be reversed and continued to infinity,

gl(1) ⊂ gl(1|1) ⊂ gl(2|1) ⊂ gl(2|2) ⊂ · · ·
⊂ gl(n − 1|n − 1) ⊂ gl(n|n − 1) ⊂ gl(n|n) ⊂ · · · (18)

leading to an appropriate GZ-basis for gl(∞|∞) representations [15], in which each
row of the infinite GZ-pattern corresponds to a highest weight in the chain (18) (with
certain stability requirements). Note that such a chain corresponds to a consecutive
inclusion of Dynkin diagrams of Lie superalgebras of type gl with odd simple roots
only. In a convenient basis (. . . , ε−3, ε−2, ε−1; ε1, ε2, ε3, . . .), the Dynkin diagram is

ε−n − εn εn − ε−n+1 ε−2 − ε2 ε2 − ε−1 ε−1 − ε1

Hence, starting from the right and extending each time by one node to the left, one
finds consecutively theDynkin diagrams of gl(1|1), gl(1|2), gl(2|2), etc. This process
can continue to the left basically up to infinity.

It is in this context that the convenient GZ-basis and Dynkin diagrams for
B(n, n) = osp(2n + 1|2n) are introduced. Adding the extra odd root ε1 to the
right, one finds by extending to the left consecutive Dynkin diagrams of B(n, n)

or B(n, n + 1).

ε−n − εn εn − ε−n+1 ε−2 − ε2 ε2 − ε−1 ε−1 − ε1 ε1

3 New Matrix Realization of B(n, n)

Following the previous remarks, it is convenient to work in a new matrix realization
ofB(n, n). Rows and columns, and indices of other objects, will be labelled by both
negative and positive numbers. For non-negative integers m and n we will use the
following notation for ordered sets:

[−m, n] = {−m, . . . ,−2,−1, 0, 1, 2, . . . , n},
[−m, n]∗ = {−m, . . . ,−2,−1, 1, 2, . . . , n}. (19)
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When more convenient, we write the minus sign of an index as an overlined num-
ber, e.g. [2̄, 3]∗ = {2̄, 1̄, 1, 2, 3}. We will also use Z∗ = Z \ {0}, Z+ = {0, 1, 2, . . .},
Z

∗+ = {1, 2, 3, . . .}.
Let I and J be the (2 × 2)-matrices

I :=
(
0 1
1 0

)
, J :=

(
0 1

−1 0

)
, (20)

and let B be the (4n + 1) × (4n + 1)-matrix, with indices in [−2n, 2n], given by
B = I ⊕ · · · ⊕ I ⊕ 1 ⊕ J ⊕ · · · ⊕ J , or, written in block form:

B :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

I 0

0 . . . 0
0 I

1
J 0

0 . . . 0
0 J

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (21)

Herein, 0 stands for the zero (2 × 2)-matrix, the entry 1 is at position (0, 0), and the
empty parts of the matrix consist of zeros.

The matrices X of the Lie superalgebra B(n, n) will have the following block
form:

X :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Xn̄,n̄ · · · Xn̄,1̄ Xn̄,0 Xn̄,1 · · · Xn̄,n
...

. . .
...

...
...

. . .
...

X 1̄,n̄ · · · X 1̄,1̄ X 1̄,0 X 1̄,1 · · · X 1̄,n

X0,n̄ · · · X0,1̄ 0 X0,1 · · · X0,n

X1,n̄ · · · X1,1̄ X1,0 X1,1 · · · X1,n
...

. . .
...

...
...

. . .
...

Xn,n̄ · · · Xn,1̄ Xn,0 Xn,1 · · · Xn,n

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (22)

Herein, any matrix of the form Xi j with i, j ∈ [n̄, n]∗ is a (2 × 2)-matrix, X0,i is a
(1 × 2)-matrix and Xi,0 a (2 × 1)-matrix.

The Lie superalgebra B(n, n) = osp(2n + 1|2n) is Z2-graded and its homoge-
neous elements are referred to as even and odd elements, with the degree denoted
by deg(X). The even matrices X will have zeros in the upper right and bottom left
blocks, i.e. Xi j = 0 for all (i, j) ∈ [n̄, 0] × [1, n] and (i, j) ∈ [1, n] × [n̄, 0]. The
odd matrices X will have zeros in the upper left and bottom right blocks, i.e. Xi j = 0
for all (i, j) ∈ [n̄, 0] × [n̄, 0] and (i, j) ∈ [1, n] × [1, n].

The actual definition, derived from [16], is then as follows: B(n, n)0 consists of
all even matrices X of the form (22) such that

XT B + BX = 0;



192 N. I. Stoilova and J. Van der Jeugt

B(n, n)1 consists of all odd matrices X of the form (22) such that

XST B − BX = 0.

Herein XT is the ordinary transpose of X and XST is the supertranspose of X [13,
16]. For homogeneous elements of type (22), the Lie superalgebra bracket is

[[X,Y ]] = XY − (−1)deg(X) deg(Y )Y X,

with ordinary matrix multiplication in the right hand side.
Denote, as usual, by ei j the matrix with zeros everywhere except a 1 on position

(i, j), where the row and column indices run from −2n to 2n. A basis of the Cartan
subalgebra h ofB(n, n) consists of the elements hi = e2i−1,2i−1 − e2i,2i (i ∈ [1, n])
and hi = e2i,2i − e2i+1,2i+1 (i ∈ [n̄, 1̄]). The corresponding dual basis of h∗ will be
denoted by εi (i ∈ [n̄, n]∗). The following elements are even root vectors with roots
ε−i and −ε−i respectively (i ∈ [1, n]):

c+
−i ≡ f +

−i = √
2(e−2i,0 − e0,−2i+1),

c−
−i ≡ f −

−i = √
2(e0,−2i − e−2i+1,0), (23)

and odd root vectors with roots εi and −εi respectively (i ∈ [1, n]) are given by:

c+
i ≡ b+

i = √
2(e0,2i + e2i−1,0),

c−
i ≡ b−

i = √
2(e0,2i−1 − e2i,0). (24)

The remaining root vectors ofB(n, n) are given by elements of the form [[cξ

i , c
η

j ]]. The
matrices (23)–(24) satisfy the triple relations (11), hence they realize the parastatistics
operators.

In our development, it is also important to note that the 4n2 elements

[[c+
i , c−

j ]] (i, j ∈ [n̄, n]∗) (25)

are a basis of the subalgebra gl(n|n). Observe also that

[c+
i , c−

i ] = 2hi (i ∈ [n̄, 1̄]), {c+
i , c−

i } = 2hi (i ∈ [1, n]). (26)

Hence h = span{hi , i ∈ [n̄, n]∗}, the Cartan subalgebra ofB(n, n), is also theCartan
subalgebra of gl(n|n).
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4 The Fock Representations V ( p) of B(n, n)

The Fock representation V (p) ofB(n, n)was already introduced in the first section.
Note that the condition [[c−

j , c+
k ]]|0〉 = pδ jk |0〉 implies thatwe are dealingwith a low-

est weight representation of B(n, n), with lowest weight (− p
2 , . . . ,− p

2 | p2 , . . . ,
p
2 )

in the basis {ε−n, . . . , ε−1; ε1, . . . , εn}. These representations have been analyzed
in [12]. The main result is the decomposition with respect to the subalgebra chain
B(n, n) ⊃ gl(n|n), because then the Gelfand-Zetlin basis of the gl(n|n) representa-
tions can be used to label the vectors of V (p). In the decomposition of V (p) with
respect to B(n, n) ⊃ gl(n|n), all covariant representations of gl(n|n) labelled by a
partitionλ = (λ1, λ2, . . .) appearwithmultiplicity 1, subject toλ1 ≤ p andλn+1 ≤ n.
For each gl(n|n) covariant representation labelled by λ, the highest weight can be
determined [17], and is given by an array of 2n integers denoted by

[m]2n = [mn̄,2n, . . . ,m 2̄,2n,m 1̄,2n;m1,2n,m2,2n, . . . ,mn,2n] (27)

satisfying certain conditions. Next, one can follow the chain (17), leading in each
step to the highest weight of the subalgebra, and thus yielding a labelling with 2n
rows for the corresponding vectors. This is the actual odd GZ-basis for the Fock
representation V (p) ofB(n, n).

Explicitly, it is described as follows. For any positive integer p, a basis of the
Fock representation V (p) of B(n, n) is given by the set of vectors of the following
form:

|p;m)2n ≡ |m)2n =
∣∣∣∣∣
[m]2n
|m)2n−1

)
= (28)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

mn̄,2n mn−1,2n · · · m2̄,2n m1̄,2n m1,2n m2,2n · · · mn−2,2n mn−1,2n mn,2n
↑ ↑ · · · ↑ ↑
mn̄,2n−1 mn−1,2n−1 · · · m2̄,2n−1 m1̄,2n−1 m1,2n−1 m2,2n−1 · · · mn−2,2n−1 mn−1,2n−1

↓ ↓ · · · ↓ ↓
mn−1,2n−2 · · · m2̄,2n−2 m1̄,2n−2 m1,2n−2 m2,2n−2 · · · mn−2,2n−2 mn−1,2n−2
↑ · · · ↑ ↑
mn−1,2n−3 · · · m2̄,2n−3 m1̄,2n−3 m1,2n−3 m2,2n−3 · · · mn−2,2n−3

. . .
...

...
...

... . .
.

m2̄4 m1̄4 m14 m24↑ ↑
m2̄3 m1̄3 m13↓

m1̄2 m12↑
m1̄1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

where all mi j ∈ Z+, satisfying mn̄,2n ≤ p and the GZ-conditions
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1. m j,2n − m j+1,2n ∈ Z+, j ∈ [n̄, 2̄] ∪ [1, n] and
m−1,2n ≥ #{i : mi,2n > 0, i ∈ [1, n]};

2. m−i,2s − m−i,2s−1 ≡ θ−i,2s−1 ∈ {0, 1}, 1 ≤ i ≤ s ≤ n;
3. mi,2s − mi,2s+1 ≡ θi,2s ∈ {0, 1}, 1 ≤ i ≤ s ≤ n − 1;
4. m−1,2s ≥ #{i : mi,2s > 0, i ∈ [1, s]}, s ∈ [1, n];
5. m−1,2s−1 ≥ #{i : mi,2s−1 > 0, i ∈ [1, s − 1]}, s ∈ [2, n];
6. mi,2s − mi,2s−1 ∈ Z+ and mi,2s−1 − mi+1,2s ∈ Z+,

1 ≤ i ≤ s − 1 ≤ n − 1;
7. m−i−1,2s+1 − m−i,2s ∈ Z+ and m−i,2s − m−i,2s+1 ∈ Z+,

1 ≤ i ≤ s ≤ n − 1.

(29)

Conditions 2 and 3 are referred to as “θ -conditions”. Conditions 6 and 7 are often
referred to as “betweenness conditions.” Conditions 1, 4 and 5 assure that each row
of (28) corresponds to the highest weight of a covariant representation of gl(t |t)
or gl(t |t − 1) in the chain (17). Note that the arrows in this pattern have no real
function, and can be omitted. We find it useful to include them, just in order to
visualize the θ -conditions. When there is an arrow a → b between labels a and b,
it means that either b = a or else b = a + 1 (a θ -condition). We will also refer to
“rows” and “columns” of the GZ-pattern. Rows are counted from the bottom: row 1
is the bottom row in (28), and row 2n is the top row in (28). In an obvious way,
columns 1, 2, 3, . . . refer to the columns to the right of the dashed line in (28), and
columns −1, −2, −3, . . . (or 1̄, 2̄, 3̄, . . .) to the columns to the left of this dashed
line. For two consecutive rows in the GZ-pattern (28), about half of the labels involve
θ -conditions, and the other half involves betweenness conditions.

It should already be clear from this construction that the GZ-patterns of gl(n|n)

consist of those of gl(n − 1|n − 1) to which two rows are added at the top. Hence it
will be possible to gradually increase n, and we are in a setting for which the limit
n → ∞ can be examined.

One of the main computational results of [13] is the determination of the action of
the parastatistics operators c±

i on the GZ basis vectors |m)2n . For this, it is necessary
to note that the 2n elements c+

i themselves form a standard gl(n|n) tensor. Thus
every element of (c+

n , c+
−n, · · · , c+

2 , c+
−2, c

+
1 , c+

−1) corresponds, in this order, to a GZ-
pattern of type (28) consisting of k top rows of the form 10 · · · 0 and 2n − k bottom
rows of the form 0 · · · 0 for k = 1, 2, . . . , 2n. It will be convenient to introduce a
notation for the order in which these 2n elements appear:

ρ(i) =
{

2i for i ∈ [1, n]
−2i − 1 for i ∈ [n̄, 1̄] . (30)

Then the pattern corresponding to c+
i has rows of the form 10 · · · 0 for each row

index j ∈ [ρ(i), 2n] and zero rows for each row index j ∈ [1, ρ(i) − 1].
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Following standard methods [9, 18], and knowing the tensor product rule in
gl(n|n) for covariant representations, the matrix elements of c+

i in V (p) can be
written as follows:

2n(m ′|c+
i |m)2n =

( [m]2n+(k)
|m ′)2n−1

∣∣∣∣ c+
i

∣∣∣∣ [m]2n
|m)2n−1

)

=

⎛
⎜⎜⎝
10 · · · 00
10 · · · 0

· · ·
0

; [m]2n
|m)2n−1

∣∣∣∣ [m]2n+(k)
|m ′)2n−1

)
× ([m]2n+(k)||c+||[m]2n). (31)

Herein, the GZ-pattern with 0’s and 1’s is the one corresponding to c+
i , as described

earlier, and [m]2n±(k) is the pattern obtained from [m]2n by the replacement ofmk,2n by
mk,2n ± 1. The first factor in the right hand side of (31) is a gl(n|n) Clebsch-Gordan
coefficient (CGC), where all patterns are of the form (28). These CGC’s have been
determined in the Appendix of [13], and will not be repeated here. The second factor
in (31) is a reduced matrix element for the standard gl(n|n) tensor. The possible
values of the patterns |m ′)2n are determined by the gl(n|n) tensor product rule and
the first line of |m ′)2n is of the form [m]2n+(k). The reducedmatrix elements themselves
depend only upon the gl(n|n) highest weights [m]2n and [m]2n+k (and not on the type
of GZ basis that is being used.) These reduced matrix elements have actually been
determined in [12, Proposition 4].

Note furthermore that by the Hermiticity requirement one has

2n(m ′|c−
i |m)2n = 2n(m|c+

i |m ′)2n. (32)

So in this way, one obtains a complete action of all parastatistics operators:

c+
i |m)2n =

∑
m ′

C+ [
i, |m)2n, |m ′)2n

] |m ′)2n, (33)

c−
i |m)2n =

∑
m ′

C− [
i, |m)2n, |m ′)2n

] |m ′)2n, (34)

whereC+ [
i, |m)2n, |m ′)2n

]
is just a shorthandnotation for the element 2n(m ′|c+

i |m)2n

computed in (31), and similarly for C− [
i, |m)2n, |m ′)2n

]
.

Examining the action of the creation operators c+
i in detail, one deduces the

following property [13]: the action of c+
i on |m)2n yields vectors |m ′)2n such that rows

1, 2, . . . , ρ(i) − 1 of |m ′)2n are the same as those of |m)2n . And in rows ρ(i), . . . , 2n
there is a change by one unit for just one particular column index s: [m ′] j = [m] j +
[0, . . . , 0, 1, 0, . . . , 0] for j ∈ [ρ(i), 2n]. The increase can be in anypossible column,
as long as the remaining pattern is still valid, i.e. as long as (29) is satisfied.

An important observation is a certain stability property. For this, one introduces the
following definition: the pattern, or equivalently the associated basis vector, |m)2n
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is row-stable with respect to row s if there exists a partition ν such that all rows
s, s + 1, . . . , 2n are of the form

[ν1, ν2, . . . , 0; 0, 0, . . .].

In that case, s is called a stability index of |m)2n .
The following properties were proven in [13]:

• The action of a consecutive number of c+
i ’s on the vacuum vector produces row-

stable patterns if n is sufficiently large. More precisely, if k < n, then all basis
vectors appearing in

c+
ik

· · · c+
i2
c+
i1
|0〉 (each ir ∈ [n̄, n]∗) (35)

are row-stable with respect to some row index s.
• Row-stable patterns remain row-stable under the action of c+

i ’s (but the stability
index might increase). Specifically, let |m)2n be row-stable with respect to row s,
where s < 2n − 1. Then the vectors |m ′)2n appearing in c+

i |m)2n are row-stable
with respect to row max{s + 2, ρ(i) + 1}.

• Row-stable patterns remain row-stable under the action of c−
i ’s for the same sta-

bility index.

Also the matrix elements (33)–(34) satisfy a stability property. To specify this,
one defines a map from GZ-patterns with 2n rows to GZ-patterns with 2n + 2 rows.
For this, suppose that the top row of |m)2n has the zero partition as second part, i.e.
it is of the form

[m]2n = [ν1, ν2, . . . ; 0, . . . , 0]

with ν a partition. Define the map φ2n,+2 from the set of GZ-patterns |m)2n with zero
second part to the set of GZ-patterns |m)2n+2 with stability index 2n by:

|m)2n+2 = φ2n,+2
(|m)2n

)
, where (36)

[m]2n+1 = [ν1, ν2, . . . , 0, 0; 0, . . . , 0], [m]2n+2 = [ν1, ν2, . . . , 0, 0; 0, . . . , 0, 0].

In other words, the top row of |m)2n is just repeated twice, with the extra addition
of zeros in order to have sufficient entries for the pattern |m)2n+2. Clearly, the action
of φ2n,+2 can also be extended by linearity, on a linear combination of vectors |m)2n

with zero second part.
The final important stability property can now be formulated: let |m)2n be row-

stable with respect to row 2n, and |m)2n+2 = φ2n,+2
(|m)2n

)
Then for all i with

ρ(i) ≤ 2n (or equivalently, i ∈ [−n, n]∗):

c+
i |m)2n+2 = φ2n,+2

(
c+
i |m)2n

)
.
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5 The Fock Representations V ( p) of B(∞,∞)

Due to the stability properties just described, we can extend both the parastatistics
algebraB(n, n) and its Fock representationsV (p) to the infinite rank caseB(∞,∞).

The infinite rank Lie superalgebraB(∞,∞) consists of infinite matrices X of the
form (22) with n → ∞ but with a finite number of non-zero elements, see [13] for
a more precise definition. The indices of the matrices X now belong to Z instead of
[−n, n]. The matrices ei j consist of zeros everywhere except a 1 on position (i, j),
where the row and column indices belong to Z. A basis of a Cartan subalgebra
h of B(∞,∞) consists of the elements hi = e2i−1,2i−1 − e2i,2i (i ∈ Z

∗+) and hi =
e2i,2i − e2i+1,2i+1 (i ∈ Z

∗−). The corresponding dual basis of h∗ is denoted by εi
(i ∈ Z

∗). As in the finite rank case, we can identify the following even root vectors
with roots ε−i and −ε−i respectively (i ∈ Z

∗+):

c+
−i ≡ f +

−i = √
2(e−2i,0 − e0,−2i+1),

c−
−i ≡ f −

−i = √
2(e0,−2i − e−2i+1,0), (37)

and odd root vectors with roots εi and −εi respectively (i ∈ Z
∗+):

c+
i ≡ b+

i = √
2(e0,2i + e2i−1,0),

c−
i ≡ b−

i = √
2(e0,2i−1 − e2i,0). (38)

The operators c+
i can be chosen as positive root vectors, and the c−

i as negative root
vectors.

The operators introduced here satisfy the triple relations of parastatistics. But
now we are dealing with an infinite number of parafermions and an infinite number
of parabosons, satisfying the mutual relative parafermion relations. In other words,
the triple relations (11) are satisfied, but now with j, k, l ∈ Z

∗. We also have: as a
Lie superalgebra defined by generators and relations,B(∞,∞) is generated by the
elements c±

i (i ∈ Z
∗) subject to the relations (11).

The parastatistics Fock space of order p, with p a positive integer, can be defined
as before, and will correspond to a lowest weight representation V (p) of the algebra
B(∞,∞). V (p) is the Hilbert space generated by a vacuum vector |0〉 and the
parastatistics creation and annihilation operators, i.e. subject to 〈0|0〉 = 1, c−

j |0〉 = 0,
(c±

j )
† = c∓

j ,
[[c−

j , c
+
k ]]|0〉 = pδ jk |0〉 ( j, k ∈ Z

∗) (39)

and which is irreducible under the action of the algebra B(∞,∞). Clearly |0〉 is
a lowest weight vector of V (p) with weight (. . . ,− p

2 ,− p
2 | p2 ,

p
2 , . . .) in the basis

{. . . , ε−2, ε−1; ε1, ε2, . . .}.
The basis vectors of V (p) will consist of infinite GZ-patterns. Not all possible

infinite GZ-patterns will appear, but only row-stable ones. Such row-stable infinite
GZ-patterns consist of an infinite number of rows, of the type introduced in (28),
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but such that from a certain row index s all rows s, s + 1, s + 2, . . . are of the same
form. As an example,

|m)∞ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. . .
. . . . .

.
. .

.

4 3 1 0 0 0 0 0
4 3 1 0 0 0 0

4 3 1 0 0 0
4 3 1 0 0
3 3 1 0
3 2 1
2 2
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(40)

where the row (4, 3, 1, 0, . . .) is repeated up to infinity.
The basis of V (p) is described as follows.

Proposition 1 A basis of V (p) is given by all infinite row-stable GZ-patterns |m)∞
of the form (28) with n → ∞ where for each |m)∞ there should exist a row index s
(depending on |m)∞) such that row s is of the form

[m]s = [ν1, ν2, . . . , 0; 0, 0, . . .]

with ν a partition, all rows above s are of the same form (up to extra zeros), and
ν1 ≤ p. Furthermore all mi j ∈ Z+ and the usual GZ-conditions should be satisfied:

1. m−i,2r − m−i,2r−1 ≡ θ−i,2r−1 ∈ {0, 1}, 1 ≤ i ≤ r;
2. mi,2r − mi,2r+1 ≡ θi,2r ∈ {0, 1}, 1 ≤ i ≤ r;
3. m−1,2r ≥ #{i : mi,2r > 0, i ∈ [1, r ]}, r ∈ Z

∗+;
4. m−1,2r+1 ≥ #{i : mi,2r+1 > 0, i ∈ [1, r ]}, r ∈ Z

∗+;
5. mi,2r+2 − mi,2r+1 ∈ Z+ and mi,2r+1 − mi+1,2r+2 ∈ Z+, 1 ≤ i ≤ r;
6. m−i−1,2r+1 − m−i,2r ∈ Z+ and m−i,2r − m−i,2r+1 ∈ Z+, 1 ≤ i ≤ r.

The process of adding an infinite number of identical rows (up to additional
zeros) at the top of a finite GZ-pattern can now be formalized by means of a map,
just as we did by adding two identical rows in the previous section. Let |m)2n be
a finite GZ-pattern of type (28) with 2n rows, such that row 2n is of the form
[ν1, ν2, . . . ; 0, 0, . . . , 0]. Then φ2n,∞

(|m)2n
)
is the infinite GZ-pattern consisting of

the rows of |m)2n to which an infinite number of rows [ν1, ν2, . . . ; 0, 0, . . . , 0] are
added at the top (all identical, up to additional zeros). Conversely, if an infinite GZ-
pattern |m)∞ is given, which is stable with respect to row 2s, then one can restrict
the infinite pattern to a finite GZ-pattern, and

|m)2s = φ−1
2s,∞

(|m)∞
)
.
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Both maps can be extended by linearity. Then one can define the action of c±
i on

vectors |m)∞:

Definition 1 Given a vector |m)∞ of V (p) with stability index 2s, and a generator
c±
i . Let 2n be such that 2n > max{2s, ρ(i)}. Then

c±
i |m)∞ = φ2n,∞

(
c±
i |m)2n

)
, where |m)2n = φ−1

2n,∞
(|m)∞

)
. (41)

The main theorem, proved in [13] is then

Theorem 1 The vector space V (p), with basis vectors all infinite row-stable GZ-
patterns for which ν1 ≤ p, on which the action of the B(∞,∞) generators c±

i
(i ∈ Z

∗) is definedby (41), is an irreducible unitaryFock representation ofB(∞,∞).

To conclude, we have managed to give a description of parastatistics Fock spaces
with an infinite number of parafermions and parabosons. Our developments in previ-
ous years had already led to such a description form parafermions and n parabosons
by means of representations of osp(2m + 1|2n). The GZ basis for these represen-
tations, determined in [12], is however not appropriate for the limit to an infinite
number of parastatistics operators. We therefore constructed a new GZ basis for
B(n, n) = osp(2n + 1|2n) representations. In this new basis, there is a natural limit
for n → ∞, and the corresponding infinite row-stable GZ-patterns label the basis
vectors of the corresponding Fock space V (p) of B(∞,∞).

Acknowledgements N. I. Stoilova was supported by the Bulgarian National Science Fund, grant
DN 18/1, and J. Van der Jeugt was partially supported by KP-06-N28/6 and by the EOS Research
Project 30889451.

Appendix

Although a low-rank example is not very instructive for the case n → ∞, it is still
useful to the reader to visualize the basic structure of the basis vectors (28) and the
action (31) with matrix elements (33). This is why we include the basis of V (p) for
n = 1, i.e. forB(n, n). Let

|m) ≡
∣∣∣∣m 1̄2 m12

m 1̄1

)

where

1. mi j ∈ Z+, m 1̄2 ≤ p;
2. m 1̄2 ∈ {0, 1, 2, · · · } if m12 = 0; m 1̄2 ∈ {1, 2, · · · } if m12 �= 0;
3. m 1̄1 ∈ {m 1̄2,m 1̄2 − 1}.

. (42)

The action of the Cartan algebra elements is:
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h1̄|m) =
(
− p

2
+ m 1̄1

)
|m),

h1|m) =
( p

2
+ m 1̄2 + m12 − m 1̄1

)
|m). (43)

The action of the parastatistics creation operators reads

c+
1̄

∣∣∣∣m 1̄2 m12

m 1̄2

)
= G 1̄(m 1̄2,m12)

∣∣∣∣m 1̄2 + 1 m12

m 1̄2 + 1

)
,

c+
1̄

∣∣∣∣m 1̄2 m12

m 1̄2 − 1

)
=

√
m 1̄2 + m12

m 1̄2 + m12 + 1
G 1̄(m 1̄2,m12)

∣∣∣∣m 1̄2 + 1 m12

m 1̄2

)

−
√

1

m 1̄2 + m12 + 1
G1(m 1̄2,m12)

∣∣∣∣m 1̄2 m12 + 1
m 1̄2

)
,

c+
1

∣∣∣∣m 1̄2 m12

m 1̄2

)
=

√
1

m 1̄2 + m12 + 1
G 1̄(m 1̄2,m12)

∣∣∣∣m 1̄2 + 1 m12

m 1̄2

)

+
√

m 1̄2 + m12

m 1̄2 + m12 + 1
G1(m 1̄2,m12)

∣∣∣∣m 1̄2 m12 + 1
m 1̄2

)
,

c+
1

∣∣∣∣m 1̄2 m12

m 1̄2 − 1

)
= −G1(m 1̄2,m12)

∣∣∣∣m 1̄2 m12 + 1
m 1̄2 − 1

)
. (44)

Herein, G 1̄ and G1 are shorthand notations for the reduced matrix elements in (31):
G 1̄(m 1̄2,m12) = (m 1̄2 + 1,m12||c+||m 1̄2,m12) and G1(m 1̄2,m12) = (m 1̄2,m12 + 1
||c+||m 1̄2,m12), explicitly given by

G 1̄(m 1̄2,m12) =
√
m 1̄2(m 1̄2 + m12 + 1)(p − m 1̄2)

m 1̄2 + m12
, if m12 is even,

G 1̄(m 1̄2,m12) = √
m 1̄2(p − m 1̄2), if m12 is odd,

G1(m 1̄2,m12) = √
m 1̄2 + m12 + 1, if m12 is even,

G1(m 1̄2,m12) =
√

(m12 + 1)(p + m12 + 1)

m 1̄2 + m12
, if m12 is odd. (45)
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Recent Progress on Yang-Baxter
Deformation and Generalized
Supergravity

Kentaroh Yoshida

Abstract In recent years, great progress has been made on a systematic method to
perform an integrable deformation of a two-dimensional relativistic non-linear sigma
model. The deformations are labeled by classical r -matrices satisfying the classical
Yang-Baxter equation, and this method is called the Yang-Baxter deformation. It was
generalized to type IIB superstring theory defined on the AdS5 ×S5 background and
gave rise to a lot of integrable backgrounds including well-known backgrounds such
as the Lunin-Maldacena background, a gravity dual for a non-commutative gauge
theory, and a Schrödinger spacetime. In addition, the study of Yang-Baxter deforma-
tion led to the discovery of a generalized type IIB supergravity. In this proceeding,
I will give a short summary of the recent progress on the Yang-Baxter deformation
and the generalized supergravity.

1 Introduction

A conjectured duality between a string theory on a (d + 1)-dimensional anti de Sitter
(AdS) space and a conformal field theory (CFT) in d dimensions, which is called the
AdS/CFT correspondence (or simply AdS/CFT) [1], is one of the fascinating topics
in String Theory. A typical example of this correspondence is a duality between type
IIB string theory defined on AdS5 ×S5 and the four-dimensional N = 4 SU (N )

super Yang-Mills (SYM) theory in the large N limit.
One of the great achievements is the discovery of the integrable structure that

exists behind AdS/CFT (For a comprehensive review, see [2]). As a tip of the iceberg
of this integrable structure, type IIB superstring theory on AdS5 ×S5 [3], which is
often abbreviated as the AdS5 ×S5 superstring, is classically integrable [4]. In the
following, we will be concerned with this classical integrability.
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An intriguing direction is to study an integrable deformation of the AdS5 ×S5

superstring. There are some possible ways in the context of integrable models, hence
by employing one of them, one can perform an integrable deformation of the system
as a two-dimensional (2D) non-linear sigma model. Accordingly, the target-space
geometry is also deformed. The resulting background can be seen as a deformed
AdS5 ×S5 geometry. Then, one may ask the following question:

Does the deformation give a solution to type IIB supergravity or not?

If not, is the deformed background a solution to some new theory?

The main issue of this proceeding is to answer these questions for a specific class of
integrable deformation called the Yang-Baxter deformation [5, 6].

2 Yang-Baxter Deformation

The Yang-Baxter (YB) deformation is a systematic method to perform an integrable
deformation of 2D non-linear sigma model. It was originally invented by Klimcik
for 2D principal chiral model [5, 6]. Then it was generalized to the symmetric coset
case [7, 8] and further to the AdS5 ×S5 superstring [9–11].

We will first introduce the YB deformation of 2D principal chiral model. Then
we present YB deformation of the AdS5 ×S5 superstring and explain the scheme of
the supercoset construction. Finally, some examples of classical r -matrices and the
associated deformed backgrounds are presented.

2.1 YB Deformation of 2D Principal Chiral Model

We consider a 2D non-linear sigma model whose target space is a Lie group G ,
which is called 2D G-principal chiral model (PCM).

The classical action is given by

S =
∫
d2x ημν tr(Jμ Jν) . (1)

Here ημν = diag(−1,+1) is 2D Minkowski metric and Jμ is the left-invariant one-
form defined as

Jμ ≡ g−1∂μg , (2)

where g is a group element of G . It is well-known that 2D PCM is classically
integrable in the sense of kinematical integrability.
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Next, let us consider YB deformation of the action (1) by following [5, 6, 8]. The
deformed action is given by

S(η) =
∫
d2x ημν tr

(
Jμ

1

1 − ηR
Jν

)
. (3)

The deformation is characterized by the insertion of the factor 1/(1 − ηR) . Here η

is a constant parameter which measures the deformation. When η = 0 , the original
action of 2D PCM (1) is reproduced. Then R is a linear map from g to g (where g is
the Lie algebra associated with G) and satisfies the (modified) classical Yang-Baxter
equation ((m)CYBE),

[R(X), R(Y )] − R ([R(X),Y ] + [X, R(Y )]) = −c2[X,Y ] . (4)

Here c is a constant parameter. The right-hand side of (4) is a modification to the
homogeneous CYBE (i.e., the case with c = 0) .

In summary, an integrable deformation is specified by a linear R-operator satis-
fying the (m)CYBE. Hence this deformation is called the YB deformation.

R-operator and Classical r-matrix

It is useful to see the relation between the linear R-operator and a classical r -matrix
in the tensorial notation, r ∈ g ⊗ g . Given a non-degenerate inner product 〈 , 〉 for
the Lie algebra generators, one can see the one-to-one correspondence between a
linear R-operator and a skew-symmetric r -matrix by taking the inner product on the
second site of the tensor product like

R(X) ≡ 〈r12, 1 ⊗ X〉 =
∑
i

(
ai 〈bi , X〉 − bi 〈ai , X〉

)
for X ∈ g , (5)

where the skew-symmetric r -matrix is expressed as

r12 =
∑
i

(ai ⊗ bi − bi ⊗ ai ) with ai , bi ∈ g . (6)

Thus YB deformation may also be labeled by a skew-symmetric classical r -matrix
in the tensorial notation, in which the physical meaning of the Lie algebra generators
is clear and often useful.

Example: G=SU(2) case

Let us see an example of linear R-operator and the associated geometry.
The simplest case is G = SU (2) . The Lie algebra su(2) is given by

[T 3, T±] = ±2T±, [T+, T−] = T 3 , (7)
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where the generators are represented by the following matrices:

T+ =
(
0 1
0 0

)
, T− =

(
0 0
1 0

)
, T 3 =

(
1 0
0 −1

)
. (8)

In the SU (2) case, the unique (non-trivial) solution to mCYBE is given by a classical
r -matrix of Drinfeld-Jimbo (DJ) type [12, 13],

rDJ = −i
[
T+ ⊗ T− − T− ⊗ T+]

. (9)

Then, the relation (5) leads to the associated linear R-operator,

R(T+) = −i T+ , R(T−) = +i T− , R(T 3) = 0 . (10)

Finally, by using the R-operator (10) , the resulting action is given by

S = 1

1 + η2

∫
d2x γ αβ

[
Tr(Jα Jβ) + η2

2
Tr(T 3 Jα)Tr(T 3 Jβ)

]
. (11)

Just a single piece has been added and this describes a deformation from the round
S3 to a squashed S3 .

Derivation of (11)

It would be instructive to see the derivation of (11) . In addition to J , let us introduce
a new quantity, projected current A defined as

J ≡ g−1dg, A ≡ 1

1 − ηR
J . (12)

Both J and A take values in the Lie algebra su(2) and can be expanded as

J = J+T− + J−T+ + J 3T 3 , (13)

A = A+T− + A−T+ + A3T 3 . (14)

By multiplying 1 − ηR to A and using (14) and (10) , J can be expressed as

J = (1 − ηR)A

= (1 − iη)A+T− + (1 + iη)A−T+ + A3T 3 . (15)

Then, by comparing (15) with (13) , the following relations are obtained,

A+ = J+

1 − iη
, A− = J−

1 + iη
, A3 = J 3 . (16)
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As a result, A is expressed in terms of J and η .
Finally, by putting (16) into (3) , the action is evaluated as

S = 2

1 + η2

∫
d2x γ αβ

[
J+
α J−

β + (1 + η2)J 3
α J

3
β

]

= 1

1 + η2

∫
d2x γ αβ

[
Tr(Jα Jβ) + η2

2
Tr(T 3 Jα)Tr(T 3 Jβ)

]
.

This is nothing but (11).
It should be remarked that this is the simplest example but the essence in com-

putation is common even for higher dimensional and supersymmetric cases, though
the computation becomes messy and intricate technically.

Coset Construction of Metric

The deformed action (11) is written in terms of group element. Hence the target-space
metric is not manifest. To see the metric explicitly, let us introduce a parametrization
of group element g like

g = exp

[
−i

(
φ(x)

2

)
T1

]
· exp

[
i

(
θ(x)

2

)
T2

]
· exp

[
i

(
ψ(x)

2

)
T3

]
. (17)

Here φ(x) , θ(x) and ψ(x) are the angle variables for S3 .
Now J is expressed in terms of the angle variables. By expanding J like

J = g−1dg = J 1T1 + J 2T2 + J 3T3 ,

the target-space metric is given by

ds2 = −[(J 1)2 + (J 2)2 + (1 + η2)(J 3)2]
= 1

4

[
dθ2 + cos2 θ dφ2 + (1 + η2)(dψ + sin θ dφ)2

]
. (18)

This is the metric of squashed S3 . When η = 0 , it is reduced to the metric of the
round S3 . This metric describes S3 as a U (1)-fibration over S2 . In this metric, the
left SU (2) symmetry is manifest as expected from the construction based on the
left-invariant one-form J .

2.2 YB Deformation of the AdS5×S5 Superstring

Let us introduce YB deformation of the AdS5 ×S5 superstring [9–11]. To be ped-
agogical, we start from the explanation about the classical integrability of the
AdS5 ×S5 superstring [4]. Then we introduce YB deformed action and outline the
supercoset construction. Finally, some examples are presented.
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Classical Integrability of the AdS5×S5 Superstring

The classical action of the AdS5 ×S5 superstring is constructed based on the follow-
ing supercoset [3]:

PSU (2, 2|4)
SO(1, 4) × SO(5)

. (19)

The bosonic part of this coset describes the AdS5 ×S5 geometry,

SO(2, 4)

SO(5)
× SO(6)

SO(5)
= AdS5 × S5 . (20)

The fermionic part of (19) corresponds to the spacetime fermions, whose dynamics
is described in the Green-Schwarz (GS) formulation of superstring [3].

The bosonic part is nothing but a symmetric coset, hence the classical integrability
of the system is ensured automatically. This symmetric coset structure is equivalent
to the Z2-grading property. Remarkably, the supercoset (19) exhibits the Z4-grading
as a supersymmetric generalization of the symmetric coset. This grading property
ensures the classical integrability for the supersymmetric case, as elucidated byBena,
Polchinski and Roiban [4].

YB Deformed Action and Supercoset Construction

The YB deformation can also be applied to the AdS5 ×S5 superstring [9–11]. The
deformed action is given by

S = −1

2

∫ ∞

−∞
dτ

∫ 2π

0
dσ Pab

− Str

[
Jad ◦ 1

1 − η [R]g ◦ d
(Jb)

]
. (21)

When η = 0 , the original Metsaev-Tseytlin action [3] is reproduced. For the detail
of this action, see [9–11].

Since the deformed action (21) is written in terms of the group element, the target-
space geometry is not clear. In addition, since the spacetime fermions are included,
the dilaton andRamond–Ramond (R-R) field strengths also appear aswell as themet-
ric and the Neveu-Schwarz–Neveu-Schwarz (NS-NS) two-form. In order to see the
deformedbackgroundexplicitly, oneneeds toperformsupercoset constructionby tak-
ing a parametrization of the group element [14–16]. Then, by expanding the action in
terms of the spacetime fermion θ , the second-order action can be compared with the
following canonical form of the GS superstring on an arbitrary background [17],

S = −
√

λc

4

∫ ∞

−∞
dτ

∫ 2π

0
dσ

[
γ abGMN∂a X

M∂bX
N − εabBMN∂a X

M∂bX
N
]

−
√

λc

2
iΘ̄I (γ

abδ I J − εabσ I J
3 ) ema ΓmD

JK
b ΘK + O(θ4) . (22)



Recent Progress on Yang-Baxter Deformation and Generalized Supergravity 209

This expression contains the metricGMN and the NS–NS two-form BMN manifestly.
The covariant derivative D for the spacetime fermion θ is

DI J
a ≡ δ I J

(
∂a − 1

4
ωmn
a Γmn

)
+ 1

8
σ I J
3 ema HmnpΓ

np

−1

8
eΦ

[
ε I JΓ pFp + 1

3!σ
I J
1 Γ pqr Fpqr + 1

2 · 5!ε
I JΓ pqrst Fpqrst

]
ema Γm

and it contains the dilatonΦ , and the R–R-field strengths Fp , Fpqr and Fpqrst . Thus,
one can read off all of the (bosonic) components of type IIB supergravity from (22) .

Here we should go back to the original questions made in Introduction. In prin-
ciple, a new deformed background can be obtained by performing the supercoset
construction with a classical r -matrix. Then the question can be rephrased as fol-
lows:

Are the resulting backgrounds solutions of type IIB supergravity?

The answer depends on classical r -matrices utilized as the initial input. Now we
know the significant condition for this issue, which is called the unimodularity
condition [18].

The unimodularity condition [18] is given by

r i j [bi , b j ] = 0 (r = r i j bi ∧ b j ∈ g ⊗ g) . (23)

When the classical r -matrix satisfies this condition, the resulting background is a
solution to type IIB supergravity. If not, the background does not satisfy the on-shell
condition of the supergravity and becomes a solution to a generalized supergravity.
In the next section, we will explain what the generalized supergravity is. Before
concluding this section, we will present some unimodular examples, which are well-
known examples in different contexts (For short reviews, see [19, 20]).

Unimodular Examples

(1) Gamma-deformation of S5

A simple unimodular r -matrix is given by [21]

r = 1

8
(μ3 h1 ∧ h2 + μ1 h2 ∧ h3 + μ2 h3 ∧ h1) , (24)

where hi (i = 1, 2, 3) are the Cartan generators of su(4) and μi (i = 1, 2, 3) are
constant parameters.
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Then, the supercoset construction [16] leads to the following background:

ds2 = ds2AdS5 +
3∑

i=1

(dρ2
i + Gρ2

i dφ2
i ) + η2Gρ2

1ρ
2
2ρ

2
3

(
3∑

i=1

μi dφi

)2

,

B2 = ηG
(
μ3 ρ2

1ρ
2
2 dφ1 ∧ dφ2 + μ1 ρ2

2ρ
2
3 dφ2 ∧ dφ3 + μ2 ρ2

3ρ
2
1 dφ3 ∧ dφ1

)
,

F5 = 4
[
ωAdS5 + G ωS5

]
, Φ = 1

2
log G ,

F3 = −4η sin3 α cosα sin θ cos θ

(
3∑

i=1

μi dφi

)
∧ dα ∧ dθ . (25)

Here the scalar function G is given by

G−1 ≡ 1 + η2(1 + μ2
3ρ

2
1ρ

2
2 + μ2

1ρ
2
2ρ

2
3 + μ2

2ρ
2
3ρ

2
1 ) ,

3∑
i=1

ρ2
i = 1 , (26)

where ρi ’s are parametrized as

ρ1 = sin α cos θ , ρ2 = sin α sin θ , ρ3 = cos α . (27)

This is the gamma-deformation of S5 presented in [22, 23]. Indeed, the classical
r -matrix corresponds to three TsT transformations.

(2) Gravity dual for non-commutative gauge theory

Next, let us consider the following classical r -matrix [24],

r = 1

2
p2 ∧ p3 . (28)

Here the generators are represented by

pμ ≡ 1

2
γμ − mμ5 , mμ5 ≡ 1

4
[γμ, γ5] , (29)

where γμ’s are matrices of su(2, 2) .
Then the supercoset construction [16] gives rise to the background:

ds2 = 1

z2
(−dx20 + dx21 ) + z2

z4 + η2
(dx22 + dx23 ) + dz2

z2
+ dΩ2

5 ,

B2 = η

z4 + η2
dx2 ∧ dx3 , Φ = 1

2
log

(
z4

z4 + η2

)
,

F3 = 4η

z5
dx0 ∧ dx1 ∧ dz , F5 = 4

[
e2ΦωAdS5 + ωS5

]
. (30)
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This is nothing but a gravity dual of a noncommutative gauge theory1 constructed in
[26, 27]. The classical r -matrix (28) also correspond to a TsT transformation.

(3) Schrödinger spacetime

The last one is composed of the generators of both su(2, 2) and su(4) [28]:

r = − i

4
p− ∧ (h4 + h5 + h6) , (31)

where the above generators have already appeared.
By the supercoset construction [16], the resulting background is given by

ds2 = −2dx+dx− + (dx1)2 + (dx2)2 + dz2

z2
− η2 (dx+)2

z4
+ ds2S5

B2 = η

z2
dx+ ∧ (dχ + ω) , Φ = const. ,

F5 = 4
[
e2ΦωAdS5 + ωS5

]
, (32)

where the S5-coordinates are taken as

ds2S5 = (dχ + ω)2 + ds2
CP2 , (33)

ds2
CP2 = dμ2 + sin2 μ

(
Σ2

1 + Σ2
2 + cos2 μΣ2

3

)
. (34)

This is the 5D Schrödinger spacetime embedded in type IIB supergravity [29–31].
The classical r -matrix (31) corresponds to a null Melvin twist.

In fact, the three examples presented so far belong to the class of abelian classical
r -matrix. All of the Yang-Baxter deformations in this class can be expressed as TsT
transformations [32]. For more general cases, see [33].

3 Generalized Supergravity

In this section, let us introduce an extension of the type IIB supergravity, called the
generalized supergravity. The bosonic part was discovered originally by Arutunov,
Frolov, Hoare, Roiban and Tseytlin [34] in the study of YB-deformation of the
AdS5 ×S5 superstring. After that, Tseytlin and Wulff succeeded in reproducing the
generalized supergravity including the fermionic sector (dilatino and gravitino) by
solving the kappa-symmetry constraints of theGS formulation of type IIB superstring
on an arbitrary background [35].

The equations of motion in (the bosonic sector of) the generalized supergravity
are given by

1This means a gauge theory defined on a noncommutative spacetime [25].
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RMN − 1

4
HMKL HN

K L − TMN + DMXN + DN XM = 0 , (35)

1

2
DK HKMN + 1

2
FK FKMN + 1

12
FMNK LP F

K LP (36)

= XK HKMN + DMXN − DN XM , (37)

R − 1

12
H 2 + 4DMXM − 4XM XM = 0 , (38)

DMFM − ZMFM − 1

6
HMNKFMNK = 0 , I MFM = 0 , (39)

DKFKMN − ZKFKMN − 1

6
HK PQFK PQMN − (I ∧ F1)MN = 0 , (40)

DKFKMN PQ − ZKFKMN PQ

+ 1

36
εMNPQRSTUVW H RSTFUVW − (I ∧ F3)MNPQ = 0 . (41)

The energy-momentum tensor TMN in (35) is given by

TMN ≡ 1

2
FMFN + 1

4
FMKLFN

K L + 1

4 × 4!FMPQRSFN
PQRS

−1

4
GMN (FKF K + 1

6
FPQRF PQR) . (42)

The modified parts are three vector fields XM , IM and ZM . But XM = IM + ZM .
So two of them, say IM and ZM are independent fields. Note that ZM was originally
the derivative of dilaton but now has undergone some modification.

Now the Bianchi identities are also modified as

(dF1 − Z ∧ F1)MN − I KFMNK = 0 ,

(dF3 − Z ∧ F3 + H3 ∧ F1)MNPQ − I KFMNPQK = 0 , (43)

(dF5 − Z ∧ F5 + H3 ∧ F3)MNPQRS + 1

6
εMNPQRSTUVW I TFUVW = 0 .

Furthermore, we need to explain more constraints,

DM IN + DN IM = 0 , (44)

DM ZN − DN ZM + I K HKMN = 0 , (45)

I M ZM = 0 . (46)

In particular, the first condition (44) is nothing but the Killing condition for I .
Namely, I should be taken as a Killing vector. This condition may sound a bit
stronger but this condition is necessary in solving the kappa-symmetry constraints
[35]. Furthermore, this Killing condition is necessary to consider the embedding of
the generalized supergravity into the Double Field Theory [36–38].
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The Lie derivative of NS-NS two form along the Killing direction

(LI B)MN = I K ∂K BMN + BKN∂M I K − BKM∂N I
K

should vanish. Then, by solving the second condition (45) , one can obtain the fol-
lowing expression:

ZM = ∂MΦ − BMN I
N .

From this expression, one can understand that ZM is a modification of the dilaton
derivative with non-vanishing I and that Z is not independent of I . In this sense,
only the Killing vector I characterizes the generalized supergravity. When I = 0 ,
the original type IIB supergravity is reproduced.

Non-unimodular Example

As denoted previously, a non-unimodular classical r -matrix leads to a solution to the
generalized supergravity with I �= 0 .

Let consider here the following non-unimodular example [39, 40]:

r = E24 ∧ (c1E22 − c2E44)

= (p0 − p3) ∧
[
a1

(
1

2
γ5 − n03

)
− a2

(
n12 − i

2
14

)]
, (47)

where this is a two-parameter family and the deformation parameters (c1, c2) are
related (a1, a2) each other through the relation

a1 ≡ c1 + c2
2

= Re(c1) , a2 ≡ c1 − c2
2 i

= Im(c1) . (48)

Then, byperforming the supercoset construction [16], one canobtain the following
background:

ds2 = −2dx+dx− + dρ2 + ρ2dφ2 + dz2

z2
+ ds2S5

−4η2
[
(a21 + a22)

ρ2

z6
+ a21

z4

]
(dx+)2 ,

B2 = 8η

[
a1x1 + a2x2

z4
dx+ ∧ dx1 + a1x2 − a2x1

z4
dx+ ∧ dx2

+a1
1

z3
dx+ ∧ dz

]
,

F3 = 8η

[
a2x1 − a1x2

z5
dx+ ∧ dx1 ∧ dz + a1x1 + a2x2

z5
dx+ ∧ dx2 ∧ dz

+a1
z4

dx+ ∧ dx1 ∧ dx2
]

,

F5 = undeformed , Φ = const. (49)
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This background is not a solution to type IIB supergravity. It is easy to check this
statement by taking an exterior derivative of F3 ,

dF3 = 16η
a1
z5

dx+ ∧ dx1 ∧ dx2 ∧ dz �= 0 . (50)

This does not vanish and the equation of motion for B2 is also not satisfied.
However, by taking the extra vector field I as

I = −2ηa1
z2

dx+ , Z = 0 ,

the background (49) becomes a solution to the generalized supergravity [16]. For
other non-unimodular solutions, for example, see [41, 42].

Hoare-Tseytlin Conjecture

What of the generalized supergravity is so interesting? In the long history that String
Theory has been studied, a number of so-called “pathological backgrounds,” which
are not solutions to supergravities, have been discovered. For example, it is well-
known that non-abelian T-dualities generate such pathological backgrounds. It may
be a good idea to check whether these backgrounds may be solutions to the general-
ized supergravity.

In fact, Hoare and Tseytlin advocated a interesting conjecture, the homogeneous
YB deformations are equivalent to (a certain class of) non-abelian T-dualities [43].
Then this conjecture was proven by Borsato and Wulff [44]. The YB deformed
backgrounds are solutions to the generalized supergravity, hence the accompanying
non-abelian T-dualized backgrounds are also solutions as well.

Non-YB Solution

As we have seen so far, the YB deformation can be regarded as a solution generation
technique in the generalized supergravity. However, as a matter of course, it does not
give all of the solutions. That is, there exist a number of solutions which cannot be
obtained as YB deformations.

Such an example is the Gasperini-Ricci-Veneziano background [45]:

ds2 = −dt2 + (t4 + y2) dx2 − 2x y dx dy + (t4 + x2) dy2 + t4dz2

t2(t4 + x2 + y2)
+ ds2T 6 ,

B2 = (x dx + y dy) ∧ dz

t4 + x2 + y2
, Φ = 1

2
ln

[
1

t2(t4 + x2 + y2)

]
. (51)

This is not a solution of the usual supergravity. However, by taking the vector field
I like

I z = −2 ,
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the background (51) becomes a solution to the generalized supergravity [46]. Note
here that this background can be obtained through a non-abelian T-duality, but can-
not be expressed as a YB deformation. Hence this background is not included in
the Hoare-Tseytlin conjecture. The background (51) is just an example, but further
confirmation was made in [47], in which a number of similar solutions were listed.

4 Other Topics

Due to the page limit, a number of other issues could not be covered here. The list
of them includes

• Open string picture, non-commutativity and Killing spinor formula [24, 48–56].
• Embedding of the generalized supergravity into Double Field Theory and the DFT
perspective [36–38, 57–59].

• Non-geometric backgrounds obtained as YB deformations [46].
• Arguments on Weyl invariance of string theory on a generalized supergravity
background [38, 60].

• Relation between Costello-Yamazaki [61] and YB deformation [62].

and more. I apologize for not being able to make a complete list, and hope that I have
the opportunity to write a more comprehensive review.
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Gauge Theories on Fuzzy Spaces
and Gravity

G. Manolakos, P. Manousselis, and G. Zoupanos

Abstract We start by briefly reviewing the description of gravity theories as gauge
theories in four dimensions. More specifically we recall the procedure leading to the
results of General Relativity and Weyl Gravity in a gauge-theoretic manner. Then,
after a brief reminder of the formulation of gauge theories on noncommutative spaces,
we review our recent work, where gravity is constructed as a gauge theory on the
fuzzy dS4.

1 Introduction

One of the main research areas addressing the problem of the lack of knowledge of
the spacetime quantum structure is based on the idea that at extremely small distances
(Planck length) the coordinates exhibit a noncommutative structure. Then it is natural
to wonder which are the implications for gravity of such an idea. On the other hand
at more ordinary (say LHC) distances the Strong, Weak and Electromagnetic inter-
actions are successfully formulated using gauge theories, while at much smaller dis-
tances theGrandUnifiedGaugeTheories provide a very attractive unification scheme
of the three interactions. The gravitational interaction is not part of this picture, admit-
ting a geometric formulation, the Theory of Relativity. However there exists a gauge-
theoretic approach to gravity besides the geometric one [1–12]. This approach started
with the pioneer work of Utiyama [1] and was refined by other authors [2–12] as
a gauge theory of the de Sitter SO(1, 4) group, spontaneously broken by a scalar
field to the Lorentz SO(1, 3) group. Similarly using the gauge-theoretic approach the
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Weyl gravity has been constructed as a gauge theory of the 4-d conformal group [7,
8]. Returning to the noncommutative framework and taking into account the gauge-
theoretic description of gravity, the well-established formulation of gauge theories
on noncommutative spaces leads to the construction of models of noncommutative
gravity [13–21]. In these treatments the authors use the constant noncommutativity
(Moyal-Weyl), the formulation of the �-product and the Seiberg-Witten map [22]. In
addition to these treatments noncommutative gravitationalmodels can be constructed
using the noncommutative realization of matrix geometries [23–35], while it should
alsobenoted that there exist alternative approaches [36–38] (see also [39]),whichwill
not be consideredhere. It should alsobenoted that the formulationofnoncommutative
gravity implies, in general, noncommutative deformations which break the Lorentz
invariance. However, “covariant noncommutative spaces” have been constructed too
[41, 42]whichpreserve theLorentz invariance.Consequentlynoncommutativedefor-
mations of field theories have been constructed [43–52] (see also [53–57]. The main
point of this article is to present the various features of a 4-d gravity that we have
constructed recently [50] as a gauge theory on a fuzzy dS4. Motivated by Heckman-
Verlinde [42], who were based on Yang’s early work [41], we have considered a 4-
d covariant fuzzy dS space which preserves Lorentz invariance. The requirement of
covariance led us to an enlargement of the isometries of the fuzzy dS4, specifically
from SO(1, 4) to SO(1, 5). Then the construction of a gauge theory on this noncom-
mutative space by gauging a subgroup of the full isometry, led us to an enlargement of
the gauge group and in fixing its representation. In addition the covariance of the field
strength tensor required the inclusion of a 2-formgaugefield. Eventuallywehave pro-
posed an action of Yang-Mills type, including the kinetic term of the 2-form.

2 Gravity as a Gauge Theory

In this section we recall the interpretation of the four-dimensional Einstein andWeyl
gravities as gauge theories in order to be used later in the framework of noncommu-
tative fuzzy spaces.

2.1 4-D Einstein’s Gravity as a Gauge Theory

Gravitational interaction in four dimensions is described byGeneralRelativity, a solid
and successful theorywhichhasbeenwell-testedoverdecades since its earlydays. It is
formulatedgeometrically incontrast to the rest of the interactions,whicharedescribed
as gauge theories. Targeting to a unified description of gravity with the other interac-
tions, a gauge-theoretic approach to gravity has been developed [1–6]. Lets us recall
the main features of this approach to describe the 4-d Einstein’s gravity. To achieve a
gauge-theoretic approachof4-dgravity, as afirst step thevierbein formulationofGen-
eral Relativity has to be employed. Then depending on the presence and sign of the
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cosmological constant gauge theories have been constructed on the Minkowski M4,
de Sitter dS4 and anti-de-Sitter AdS4 spacetimes based on the gauge groups Poincare,
de Sitter and Anti-de Sitter, respectively. The choice of these groups as the symmetry
gaugegroupsbeing that they are the isometrygroupsof the corresponding spacetimes.
Let us start with the case in which there is no cosmological constant included, i.e., the
case of the Poincaré group. In this case the generators of the corresponding algebra
satisfy the following commutation relations:

[Mab, Mcd ] = 4η[a[cMd]b], [Pa, Mbc] = 2ηa[b Pc], [Pa, Pb] = 0, (1)

where ηab = diag(−1, 1, 1, 1) is the metric tensor of the 4-d Minkowski spacetime,
Mab are the generators of the Lorentz group (the Lorentz transformations) and Pa are
the generators of the local translations. Then according to the standard gauging pro-
cedure, the gauge potential, Aμ, is introduced and it is expressed as a decomposition
on the generators of the Poincare algebra, as follows:

Aμ(x) = eμ
a(x)Pa + 1

2
ωμ

ab(x)Mab. (2)

The functions attached to the generators are the gauge fields of the theory and, in this
case, they are identified as the vierbein, eμ

a , and the spin connection, ωμ
ab, which

correspond to the translations, Pa , and the Lorentz generators, Mab, respectively. In
thisway, i.e. considering the vierbein as gauge field, it is achieved amixing among the
internal and spacetime symmetries and that is what makes this kind of construction
special, as compared to the gauge theories describing other interactions. The gauge
connection Aμ transforms according to the following rule:

δAμ = ∂με + [Aμ, ε], (3)

where ε = ε(x) is the gauge transformation parameter which is also expanded on
the generators of the algebra:

ε(x) = ξ a(x)Pa + 1

2
λab(x)Mab. (4)

Combining Eqs. (2) and (4) with (3) result to the following expressions of the trans-
formations of the gauge fields:

δeμ
a = ∂μξ a + ωμ

abξb − λa
beμ

b, (5)

δωμ
ab = ∂μλab − 2λ[a

cωμ
cb]. (6)

According to the standard procedure followed in gauge theories, the corresponding
field strength tensor of the gauge theory is defined as:

Rμν(A) = 2∂[μAν] + [Aμ, Aν] (7)
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and since it is valued in the algebra of generators is also expanded on them as:

Rμν(A) = Rμν
a(e)Pa + 1

2
Rμν

ab(ω)Mab, (8)

where Rμν
a and Rμν

ab are the curvatures associated to the component gauge fields,
identified as the torsion and curvature, respectively. Replacing Eqs. (2) and (8) in the
(7) results to the following explicit expressions:

Rμν
a(e) = 2∂[μeν]a − 2ω[μabeν]b, (9)

Rμν
ab(ω) = 2∂[μων]ab − 2ω[μacων]cb. (10)

Concerning the dynamics of the theory, the obvious choice is an action of Yang-
Mills type, invariant under the gauge Poincaré group ISO(1,3). However, the aim is
to result with the Einstein-Hilbert action, which is Lorentz invariant and, therefore,
the gauge Poincaré group ISO(1,3) of the initial action has to be broken to the
gauge Lorentz group SO(1,3). This can be achieved by gauging the SO(1,4) group,
instead of the Poincaré group ISO(1,3), and employing its spontaneous symmetry
breaking, induced by a scalar field that belongs to its fundamental representation
[3, 5]. The choice of the 4-d de Sitter group is an alternative and preferred choice
to that of the Poincare group, since all generators of the algebra can be considered
on equal footing. The spontaneous symmetry breaking leads to the breaking of the
translational generators, resulting to a constrained theory with vanishing torsion
involving the Ricci scalar (and a topological Gauss-Bonnet term), respecting only
the Lorentz symmetry, that is the Einstein-Hilbert action!

Concluding, Einstein’s four-dimensional gravity can be formulated as a gauge
theory of the Poincare group, as far as the kinematic part is concerned, i.e. the
transformation of the fields and the expressions of the curvature tensors. Going to
the dynamics though, instead of the Poincare group, it is the de Sitter symmetrywhich
the initial Yang-Mills action has to respect. In turn, the inclusion of a scalar field and
the addition of an appropriate kinetic term in the Lagrangian leads to a spontaneous
symmetry breaking to the Lorentz gauge symmetry, i.e. to the Einstein-Hilbert action.

An alternativeway to obtain an actionwith Lorentz symmetry, is to impose that the
action is invariant only under the Lorentz symmetry and not under the total Poincare
symmetry with which one starts. This means that the curvature tensor related to the
translations has to vanish. In other words the torsionless condition is imposed in
this way as a constraint that is necessary in order to result with an action respecting
only the Lorentz symmetry. Solution of this constraint leads to a relation of the spin
connection with the vielbein:

ω ab
μ = 1

2
eνa(∂μe

b
ν − ∂νe

b
μ )

1

2
eνb(∂μe

a
ν − ∂νe

a
μ )

− 1

2
eρaeσb(∂ρeσc − ∂σ eρc)e

c
μ .

(11)
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However, straightforward consideration of an action of Yang-Mills type with
Lorentz symmetry, would lead to an action involving the R(M)2 term, which is
not the correct one, since the aim is to obtain the Einstein-Hilbert action. Also,
such an action would imply the wrong dimensionality (zero) of the coupling con-
stant of gravity. In order to result with the Einstein-Hilbert action, which includes
a dimensionful coupling constant, the action has to be considered in an alternative,
non-straightforward way, that is the construction of Lorentz invariants out of the
quantities (curvature tensor) of the theory. The one that is built by certain contrac-
tions of the curvature tensor is the correct one, ensuring the correct dimensionality
of the coupling constant, and is identified as the Ricci scalar and the corresponding
action is eventually the Einstein-Hilbert action.

2.2 4-D Weyl Gravity as a Gauge Theory

Besides Einstein’s gravity, also Weyl’s gravity has been successfully described as a
gauge theoryof the4-dconformalgroup,SO(2,4). In thiscase, too, the transformations
of the fields and the expressions of the curvature tensors are determined in a straight-
forward way. The initial action that is considered is an SO(2,4) gauge invariant action
of Yang-Mills type which is broken by imposition of specific conditions (constraints)
on the curvature tensors. After taking into account the constraints, the resulting action
of the theory is the scale invariant Weyl action [7–9] (see also [10, 11]).

The generators of the conformal algebra of SO(2,4) are the local translations (Pa),
the Lorentz transformations (Mab), the conformal boosts (Ka) and the dilatations (D).
Their algebra is determined by their commutation relations:

[Mab, M
cd ] = 4M [d

[a δ
c]
b], [Mab, Pc] = 2P[aδb]c, [Mab, Kc] = 2K[aδb]c

[Pa, D] = Pa, [Ka, D] = −Ka, [Pa, Kb] = 2(δabD − Mab),
(12)

where a, b, c, d = 1...4. Then, according to the gauging procedure, the gauge poten-
tial, Aμ of the theory is in turn determined and is given as an expansion on the
generators of the gauge group, i.e.:

Aμ = e a
μ Pa + 1

2
ω ab

μ Mab + bμD + f a
μ Ka, (13)

where a gauge field has been associated with each generator. In this case, too, the
vierbein and the spin connection are identified as gauge fields of the theory. The
transformation rule of the gauge potential, (13), is given by:

δε Aμ = Dμε = ∂με + [Aμ, ε], (14)
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where ε is a gauge transformation parameter valued in the Lie algebra of the SO(2,4)
group and therefore it can be written as:

ε = ε a
P Pa + 1

2
ε ab
M Mab + εDD + ε a

K Ka . (15)

Combining the Eqs. (14), (13) and (15) result to the following expressions of the
transformations of the gauge fields of the theory:

δe a
μ = ∂με a

P + 2ieμbε
ab
M − iω ab

μ εPb − bμε a
K + f a

μ εD,

δω ab
μ = 1

2
∂με ab

M + 4ie a
μ ε b

P + i

4
ω ac

μ ε b
M c + i f a

μ ε b
K ,

δbμ = ∂μεD − e a
μ εKa + f a

μ εPa,

δ f a
μ = ∂με a

K + 4ie a
μ εD − iω ab

μ εKb − 4ibμε a
P + i f b

μ ε a
M b.

(16)

Accordingly the field strength tensor is defined by the relation:

Rμν = 2∂[μAν] − i[Aμ, Aν] (17)

and is expanded on the generators as:

Rμν = R̃ a
μν Pa + 1

2
R ab

μν Mab + Rμν + R a
μν Ka . (18)

Then combining the Eq. (17) and (18) result in the following expressions of the
component curvature tensors:

R a
μν (P) = 2∂[μe a

ν] + f a
[μ bν] + e b

[μ ω ac
ν] δbc,

R ab
μν (M) = ∂[μω ab

ν] + ω ca
[μ ω db

ν] δcd + e a
[μ e b

ν] + f a
[μ f b

ν] ,

Rμν(D) = 2∂[μbν] + f a
[μ e b

ν] δab,

R a
μν (K ) = 2∂[μ f a

ν] + e a
[μ bν] + f b

[μ ω ac
ν] δbc.

(19)

Concerning the action, it is taken to be a gauge SO(2,4) invariant of Yang-Mills type.
Then the initial SO(2,4) gauge symmetry can be broken by the imposition of certain
constraints [7–9], namely the torsionless condition, R(P) = 0 and an additional
constraint on R(M). The two constraints admit an algebraic solution leading to
expressions of the fields ω ab

μ and f a
μ in terms of the independent fields e a

μ and
bμ. In addition, bμ can be gauged fixed to bμ = 0 and, imposing all the constraints in
the initial action lead to the well-known Weyl action, which is diffeomorphism and
scale invariant.

Besides the above breaking of the conformal symmetry which led to the Weyl
action, another breaking pattern via constraints has been suggested [51], leading to
an action with Lorentz symmetry, i.e. explicitly the Einstein-Hilbert action. From
our perspective, the latter can be achieved through an alternative symmetry breaking



Gauge Theories on Fuzzy Spaces and Gravity 225

mechanism, specifically with the inclusion of two scalar fields in the fundamental
representation of the conformal group [52]. Then the spontaneous symmetry breaking
could be triggered just as a generalization of the case of the breaking of the 4-d de
Sitter group down to the Lorentz group by the inclusion of a scalar in the fundamental
representation of SO(1,4), as discussed in Sect. 2.1. Calculations and details on this
issue will be included in a future work.

Moreover, the argument used in the previous section in the 4-d Poincaré gravity
case as an alternative way to break the initial symmetry to the Lorentz, can be
generalized in the case of conformal gravity too. Since it is desired to result with
the Lorentz symmetry starting from the initial gauge SO(2,4) symmetry, the vacuum
of the theory is considered to be directly SO(4) invariant, which means that every
other tensor, except for the R(M), has to vanish. Setting these tensors to zero will
produce the constraints of the theory leading to expressions that relate the gauge
fields. In particular, in [51], it is argued that if both tensors R(P) and R(K ) are
simultaneously set to zero, then from the constraints of the theory it is understood
that the corresponding gaugefields, f a

μ , e a
μ are equal—up to a rescaling factor—and

bμ = 0.

3 Gauge Theories on Noncommutative Spaces

Let us now briefly recall the main concepts of the formulation of gauge theories
on noncommutative spaces, in order to use them later in the construction of the
noncommutative gravity models.

Gauge fields arise in noncommutative geometry and in particular on fuzzy spaces
very naturally; they are linked to the notion of covariant coordinate [58]. Consider a
field φ(Xa) on a fuzzy space described by the non-commuting coordinates Xa and
transforming according to a gauge group G. An infinitesimal gauge transformation
δφ of the field φ with gauge transformation parameter λ(Xa) is defined by:

δφ(X) = λ(X)φ(X). (20)

If λ(X) is a function of the coordinates, Xa , then it is an infinitesimal Abelian
transformation andG = U (1), while if λ(X) is valued in the Lie algebra of hermitian
P × P matrices, then the transformation is non-Abelian and the gauge group is
G = U (P). The coordinates are invariant under an infinitesimal transformation of
the gauge group, G, i.e. δXa = 0. In turn the gauge transformation of the product of
a coordinate and the field is not covariant:

δ(Xaφ) = Xaλ(X)φ, (21)

since, in general, it holds:
Xaλ(X)φ �= λ(X)Xaφ. (22)
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Following the ideas of the construction of ordinary gauge theories, where a covariant
derivative is defined, in the noncommutative case, the covariant coordinate, φa , is
introduced by its transformation property:

δ(φaφ) = λφaφ, (23)

which is satisfied if:
δ(φa) = [λ, φa]. (24)

Eventually, the covariant coordinate is defined as:

φa ≡ Xa + Aa, (25)

where Aa is identified as the gauge connection of the noncommutative gauge the-
ory. Combining Eqs. (24), (25), the gauge transformation of the connection, Aa , is
obtained:

δAa = −[Xa, λ] + [λ, Aa]. (26)

justifying the interpretation of Aa as a gaugefield.1 Correspondingly the field strength
tensor, Fab, is defined as:

Fab ≡ [Xa, Ab] − [Xb, Aa] + [Aa, Ab] − Cc
ab Ac = [φa, φb] − Cc

abφc, (27)

which is covariant under a gauge transformation,

δFab = [λ, Fab]. (28)

In the following sections, the above methodology will be applied in the construction
of gravity models as gauge theories on fuzzy spaces.

4 A 4-D Noncommutative Gravity Model

Let us now proceed with the presentation of a 4-d gravity model as a gauge theory
on a fuzzy space. We start with the construction of an appropriate 4-d fuzzy space
and then we build a gravity theory as a gauge theory on this noncommutative space.

4.1 Fuzzy de Sitter Space

Let us construct first the fuzzy 4-d de Sitter space, dS4, whichwill be used as the back-
ground space on which we will define the gauge theory that we propose to describe
gravity. The continuous dS4 is defined as a submanifold of the 5-d Minkowski

1For more details see [39].
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spacetime and can be viewed as the Lorentzian analogue of the definition of the
four-sphere as an embedding in the 5-d Euclidean space. The defining embedding
equation of dS4 is:

ηMN xMxN = R2, (29)

M, N = 0, . . . , 4 and ηMN is the metric tensor of the 5-d Minkowski spacetime,
ηMN = diag(−1,+1,+1,+1,+1). In order to obtain the fuzzy analogue of this
space, one has to consider its coordinates, Xm , to be operators that do not commute
with each other:

[Xm, Xn] = iθmn, (30)

where the spacetime indices arem, n = 1, . . . , 4. In analogy to the fuzzy sphere case,
where the corresponding coordinates are identified as the rescaled three generators
of SU (2) in a high N-dimensional representation, we expect that the right hand
side in Eq. (30), should be identified with a generator of the underlying algebra,
ensuring covariance, i.e θmn = C r

mn Xr , whereCmnr is a rescaled Levi-Civita symbol.
Otherwise, if the right hand side in Eq. (30) is a fixed antisymmetric tensor the
Lorentz invariance will be violated. However, in the present fuzzy de Sitter case,
such an identification cannot be achieved, since the algebra is not closing [42].2 To
achieve covariance, the suggestion [41, 42] is to use a group with a larger symmetry,
in which we will be able to incorporate all generators and the noncommutativity in
it. The minimal extension of the symmetry leads us to adopt the SO(1, 5) group.
Therefore, a fuzzy dS4 space, with its coordinates being operators represented by N-
dimensional matrices, respecting covariance, too, is obtained after the enlargement
of the symmetry to the SO(1, 5) [50]. To facilitate the construction we make use of
the Euclidean signature, therefore, instead of the SO(1, 5), the resulting symmetry
group is considered to be that of SO(6).

In order to formulate explicitly the above 4-d fuzzy space, let us consider the
SO(6) generators, denoted as JAB = −JBA, with A, B = 1, . . . , 6, satisfying the
following commutation relation:

[JAB, JCD] = i(δAC JBD + δBD JAC − δBC JAD − δAD JBC). (31)

These generators can be written as a decomposition in an SO(4) notation, with the
component generators identified as various operators, including the coordinates, i.e.:

Jmn = 1
�
Θmn, Jm5 = 1

λ
Xm, Jm6 = λ

2�
Pm, J56 = 1

2h, (32)

where m, n = 1, . . . , 4. For dimensional reasons, an elementary length, λ, has been
introduced in the above identifications, in which the coordinates, momenta and non-
commutativity tensor are denoted as Xm , Pm and Θmn , respectively. Then the coor-
dinate and momentum operators satisfy the following commutation relations:

2For more details on this issue, see [54, 55], where the same problem emerges in the construction
of the fuzzy four-sphere.
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[Xm, Xn] = i
λ2

�
Θmn, [Pm, Pn] = 4i �

λ2 Θmn, (33)

[Xm, Pn] = i�δmnh, [Xm, h] = i λ2

�
Pm, (34)

[Pm, h] = 4i �

λ2 Xm , (35)

while the algebra of spacetime transformations is given by:

[Xm,Θnp] = i�(δmpXn − δmn X p) (36)

[Pm,Θnp] = i�(δmp Pn − δmn Pp) (37)

[Θmn,Θpq ] = i�(δmpΘnq +δnqΘmp − δnpΘmq − δmqΘnp) (38)

[h,Θmn] = 0 . (39)

It is very interesting to note that the above algebra in contrast to the Heisenberg
algebra (see [59]) admits finite-dimensional matrices to represent the operators Xm ,
Pm and Θmn and therefore the spacetime obtained above is a finite quantum system.
Then clearly the above fuzzy dS4 falls into the general class of the fuzzy covariant
spaces [42, 56, 60].

4.2 Gravity as Gauge Theory on the Fuzzy dS4

In the previous section, the fuzzy dS4 space was constructed and the appropriate
symmetry group to be used was found to be the SO(6). Following the recipe of the
construction of Einstein gravity as gauge theory in Sect. 2.1, in which the isometry
group (the Poincaré group) was chosen to be gauged, in this case the gauge group
would be given by the isometry group of the fuzzy dS4 space, namely the SO(5),
viewed as a subgroup of the SO(6) group.

However, it is known that in noncommutative gauge theories, the use of the anti-
commutators of the generators of the algebra is inevitable, as we have explained in
detail in our previous works [43, 44] (see also [16]). Specifically, the anticommuta-
tion relations of the generators of the gauge group, SO(5), produce operators that,
in general, do not belong to the algebra. The indicated treatment is to fix the repre-
sentation of the generators and all operators produced by the anticommutators of the
generators to be included into the algebra, identifying them as generators, too. This
procedure led us to an extension of the SO(5) to SO(6) ×U (1) (∼ U (4)) group3

with the generators being represented by 4 × 4 matrices in the spinor representation
of SO(6) (or the fundamental of SU (4)), 4.

In order to obtain the specific expressions of the matrices representing the gen-
erators, the four Euclidean Γ -matrices are employed, satisfying the following anti-
commutation relation:

3Most probably the extension of the gauge group from SO(5) to SO(6) is not a coincidence, while
the inclusion of a U (1) is quite intrinsic property of noncommutative theories.
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{Γa, Γb} = 2δab1l, (40)

where a, b = 1, . . . , 4. Also the Γ5 matrix is defined as Γ5 = Γ1Γ2Γ3Γ4. Therefore,
the generators of the SO(6)×U(1) gauge group are identified as:

(a) Six generators of the Lorentz transformations: Mab = − i
4 [Γa, Γb] = − i

2Γa

Γb, a < b,
(b) four generators of the conformal boosts: Ka = 1

2Γa ,
(c) four generators of the local translations: Pa = − i

2ΓaΓ5,
(d) one generator for special conformal transformations: D = − 1

2Γ5 and
e) one U(1) generator: 1l.

The Γ -matrices are determined as tensor products of the Pauli matrices, specifically:

Γ1 = σ1 ⊗ σ1, Γ2 = σ1 ⊗ σ2, Γ3 = σ1 ⊗ σ3

Γ4 = σ2 ⊗ 1l, Γ5 = σ3 ⊗ 1l.

Therefore, the generators of the algebra are represented by the following 4×4 matri-
ces:

Mi j = − i

2
ΓiΓ j = 1

2
1l ⊗ σk, (41)

where i, j, k = 1, 2, 3 and:

M4k = − i

2
Γ4Γk = −1

2
σ3 ⊗ σk . (42)

Straightforward calculations lead to the following commutation relations, which the
operators satisfy:

[Ka, Kb] = iMab, [Pa, Pb] = iMab

[Xa, Pb] = iδabD, [Xa, D] = i Pa
[Pa, D] = i Ka, [Ka, Pb] = iδabD, [Ka, D] = −i Pa

[Ka, Mbc] = i(δacKb − δabKc)

[Pa, Mbc] = i(δac Pb − δab Pc)

[Mab, Mcd ] = i(δacMbd + δbdMac − δbcMad − δadMbc)

[D, Mab] = 0 .

(43)

Having determined the commutation relations of the generators of the algebra,
the noncommutative gauging procedure can be done in a rather straightforward way.
To start with, the covariant coordinate is defined as:

X̂m = Xm ⊗ 1l + Am(X). (44)
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The coordinate X̂m is covariant by construction and this property is expressed as:

δ X̂m = i[ε, X̂m], (45)

where ε(X) is the gauge transformation parameter, which is a function of the coor-
dinates (N × N matrices), Xm , but also is valued in the SO(6) ×U (1) algebra.
Therefore, it can be decomposed on the sixteen generators of the algebra:

ε = ε0(X) ⊗ 1l + ξ a(X) ⊗ Ka + ε̃0(X) ⊗ D + λab(X) ⊗ Σab + ξ̃ a(X) ⊗ Pa .
(46)

Taking into account that a gauge transformation acts trivially on the coordinate Xm ,
namely δXm = 0, the transformation property of the Am is obtained by combining
the Eqs. (44), (45) and (46). According to the corresponding procedure in the com-
mutative case, the Am transforms in such a way that admits the interpretation of the
connection of the gauge theory. Also similarly to the case of the gauge transformation
parameter, ε, the Am , is a function of the coordinates Xm of the fuzzy space dS4, but
also takes values in the SO(6) ×U (1) algebra, which means that it can be expanded
on its sixteen generators as follows:

Am(X) = e a
m (X) ⊗ Pa + ω ab

m (X) ⊗ Σab(X) + b a
m (X) ⊗ Ka(X)

+ ãm(X) ⊗ D + am(X) ⊗ 1l,
(47)

where it is clear that the various gauge fields have been corresponded to the generators
of the SO(6) ×U (1). The component gauge fields are functions of the coordinates
of the space, Xm , therefore they have the form of N × N matrices, where N is the
dimension of the representation in which the coordinates are accommodated. Thus,
instead of the ordinary product, between the gauge fields and their corresponding
generators, the tensor product is used, since the factors are matrices of different
dimensions, given that the generators are represented by 4 × 4 matrices. Then, each
term in the expression of the gauge connection is a 4N × 4N matrix.

After the introduction of the gauge fields, the covariant coordinate is written as:

X̂m = Xm ⊗ 1l + e a
m (X) ⊗ Pa + ω ab

m (X) ⊗ Σab + b a
m ⊗ Ka + ãm ⊗ D + am ⊗ 1l.

(48)
Then the next step in the theory that we are developing is to calculate its field strength
tensor. We found that for the fuzzy de Sitter space, the field strength tensor has to be
defined as:

Rmn = [X̂m, X̂n] − iλ2

�
Θ̂mn, (49)

where Θ̂mn = Θmn ⊗ 1l + Bmn . The Bmn is a 2-form gauge field, which takes values
in the SO(6)×U(1) algebra. The Bmn field was introduced in order to make the field
strength tensor covariant, since in its absence it does not transform covariantly.4

4Details on this generic issue on such spaces are given in Appendix A of the first paper of [50].
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The Bmn field will contribute in the total action of the theory with a kinetic term of
the following form:

SB = Tr tr ĤmnpĤmnp. (50)

The Ĥmnp field strength tensor transforms covariantly under a gauge transformation,
therefore the above action is gauge invariant.

The field strength tensor of the gauge connection, (49), can be expanded in terms
of the component curvature tensors, since it is valued in the algebra:

Rmn(X) = R ab
mn (X) ⊗ Σab + R̃ a

mn(X) ⊗ Pa + R a
mn(X) ⊗ Ka

+ R̃mn(X) ⊗ D + Rmn(X) ⊗ 1l.
(51)

All necessary information for the determination of the transformations of the gauge
fields and the expressions of the component curvature tensors is obtained. The explicit
expressions and calculations can be found in the first paper of ref.[50].

4.3 The Action and the Constraints for the Symmetry
Breaking

Concerning the action of the theory, it is natural to consider one of Yang-Mills type5:

S = Trtr{Rmn,Rrs}εmnrs, (52)

where Tr denotes the trace over the coordinates-N × N matrices (it replaces the
integration of the continuous case) and tr denotes the trace over the generators of the
algebra.

However the gauge symmetry of the resulting theory, with which we would like
to end up, is the one described by the Lorentz group, in the Euclidean signature, the
SO(4). In this direction, one could consider directly a constrained theory in which
the only component curvature tensors that would not be imposed to vanish would
be the ones that correspond to the Lorentz and the U (1) generators of the algebra,
achieving a breaking of the initial SO(6) ×U (1) symmetry to the SO(4) ×U (1).
However, counting the degrees of freedom, adopting the above breaking would lead
to an overconstrained theory. Therefore, it is more efficient to follow a different
procedure and perform the symmetry breaking in a less straightforward way [50].
Accordingly, the first constraint is the torsionless condition:

R̃ a
mn(P) = 0, (53)

5A Yang-Mills action trF2 defined on the fuzzy dS4 space is gauge invariant, for details see
Appendix A of the first paper of [50].
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which is also imposed in the cases in which the Einstein and conformal gravity
theories are described as gauge theories. The presence of the gauge field b a

m would
admit an interpretation of a second vielbein of the theory, thatwould lead to a bimetric
theory, which is not what we are after in the present case. Here it would be preferable
to have the relation e a

m = b a
m in the solution of the constraint. This choice leads also

in expressing of the spin connection ω ab
m in terms of the rest of the independent

fields, e a
m , am, ãm . To obtain the explicit expression of the spin connection in terms

of the other fields, the following two identities are employed:

δabcf gh = εabcdε f ghd and
1

3!δ
abc
f gha

f gh = a[ f gh]. (54)

Solving the constraint R̃(P) = 0, it follows that:

εabcd [e b
m , ω cd

n ] − i{ω ab
m , enb} = −[Dm, e a

m ] − i{e a
m , ãm}, (55)

where Dm = Xm + am being the covariant coordinate of anAbelian noncommutative
gauge theory. Then the above equation leads to the following two:

εabcd [e b
m , ω cd

n ] = −[Dm, e a
m ] and {ω ab

m , enb} = {e a
m , ãn}. (56)

Taking into account also the identities, (54), the above equations lead to the desired
expression for the spin connection in terms of the rest fields:

ω ac
n = −3

4
emb(−εabcd [Dm, end ] + δ[bc{e a]

n , ãm}). (57)

According to [61], the vanishing of the field strength tensor in a gauge theory could
lead to the vanishing of the associated gauge field. However, the vanishing of the
torsion component tensor, R̃(P) = 0, does not imply e a

μ = 0, because such a choice
would lead to degeneracy of the metric tensor of the space [12]. The field that can be
gauge-fixed to zero is the ãm . Then this fixing, ãm = 0, will modify the expression
of the spin connection, (57), leading to a further simplified expression of the spin
connection in terms of the vielbein:

ω ac
n = 3

4
embε

abcd [Dm, end ]. (58)

We note that theU (1) field strength tensor, Rmn(1), signaling the noncommutativity
of the space, is not considered to be vanishing. The U (1) remains unbroken in the
resulting theory after the breaking, since we still have a theory on a noncommuta-
tive space. However, the corresponding field, am , would vanish if we consider the
commutative limit of the broken theory, in which noncommutativity is lifted and am
decouples being super heavy. In this limit, the gauge theory would be just SO(4).
Alternatively, another way to break the SO(6) gauge symmetry to the desired SO(4)
is to induce a spontaneous symmetry breaking by including two scalar fields in the 6
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representation of SO(6) [52], extending the argument developed for the case of the
conformal gravity to the noncommutative framework. It is expected that the sponta-
neous symmetry breaking induced by the scalars would lead to a constrained theory
as the one that was obtained above by the imposition of the constraints (53). After the
symmetry breaking, i.e. including the constraints, the surviving terms of the action
will be:

S = 2Tr(R ab
mn R cd

rs εabcdε
mnrs + 4R̃mn Rrsε

mnrs

+ 1

3
H ab

mnp Hmnpcdεabcd + 4

3
H̃mnpH

mnp).
(59)

Finally replacing with the explicit expressions of the component tensors and writ-
ing the ω gauge field in terms of the surviving gauge fields, (58) and then varying
with respect to the independent gauge fields would lead to the equations of motion.

5 Summary and Conclusions

In the present review we presented a 4-d gravity model as a gauge theory on a fuzzy
version of the 4-d de Sitter space. It should be stressed that the constructed fuzzy dS4
consists a 4-d covariant noncommutative space, respecting Lorentz invariance, which
is ofmajor importance in our case. Next, althoughwe started by gauging the isometry
group of dS4, SO(5), we were led to enlarge it to SO(6) ×U (1) in order to include
the anticommutators of its generators that appear naturally in the noncommutative
framework and in fixing the representation. Then, following the standard procedure
we calculated the transformations of the fields and the expressions of the component
curvature tensors. Since our aim was to result with a theory respecting the Lorentz
symmetry,we imposed certain constraints in order to break the initial symmetry.After
the symmetry breaking, the action takes its final form and its variation will lead to
the equations of motion. The latter will be part of our future work. It should be noted
that, before the symmetry breaking, the results of the above construction reduce to
the ones of the conformal gravity in the commutative limit. Finally, it should be also
emphasized that the above is a matrix model giving insight into the gravitational
interaction in the high-energy regime and also giving promises for improved UV
properties as compared to ordinary gravity. Clearly, the latter, as well the inclusion
of matter fields is going to be a subject of further study.
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Abstract We present a concise description of the basic features of gravity-matter
models based on the formalism of non-canonical spacetime volume-forms in its
two versions: (a) the method of non-Riemannian volume-forms (metric-independent
covariant volume elements) and (b) the dynamical spacetime formalism. Among
the principal outcomes we briefly discuss: (i) quintessential universe evolution with
a gravity-“inflaton”-assisted suppression in the “early” universe and, respectively,
dynamical generation in the “late” universe of Higgs spontaneous electroweak gauge
symmetry breaking; (ii) unified description of dark energy and dark matter as mani-
festations of a single material entity—a second scalar field “darkon”; (iii) unification
of dark energy and dark matter with diffusive interaction among them; (iv) explicit
derivation of a stable “emergent universe” solution, i.e., a creation without Big Bang;
(v) mechanism for suppression of 5-th force without fine-tuning.
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1 Introduction—Non-Riemannian Volume-Form
Formalism

Extended (modified) gravity theories as alternatives/generalizations of the standard
Einstein General Relativity (for detailed accounts, see Refs. [1–4]) are being widely
studied in the last decade or so due to pressingmotivation from cosmology (problems
of dark energy and dark matter), quantum field theory in curved spacetime (renor-
malization in higher loops) and string theory (low-energy effective field theories).

A broad class of actively developed modified/extended gravitational theories is
based on employing alternative non-Riemannian spacetime volume-forms (metric-
independent generally covariant volume elements) in the pertinent Lagrangian
actions instead of the canonical Riemannian one given by the square-root of the
determinant of the Riemannian metric (originally proposed in [5, 6], for a con-
cise geometric formulation, see [7, 8]). A characteristic feature of these extended
gravitational theories is that when starting in the first-order (Palatini) formalism the
non-Riemannian volume-forms are almost pure-gauge degrees of freedom, i.e. they
do not introduce any additional propagating gravitational degrees of freedom except
for few discrete degrees of freedom appearing as arbitrary integration constants (for
a canonical Hamiltonian treatment, see Appendices A in Refs. [8, 9]).

Let us recall that volume-forms in integrals over differentiablemanifolds (not nec-
essarily Riemannian one, so no metric is needed) are given by nonsingular maximal
rank differential forms ω:

∫
M

ω
(
. . .

) =
∫
M

dx D Ω
(
. . .

)
,

ω = 1

D!ωμ1...μD dxμ1 ∧ . . . ∧ dxμD , ωμ1...μD = −εμ1...μD Ω, (1)

(our conventions for the alternating symbols εμ1,...,μD and εμ1,...,μD are: ε01...D−1 = 1
and ε01...D−1 = −1). The volume element density (integration measure density) Ω

transforms as scalar density under general coordinate reparametrizations.
In standard generally-covariant theories (with action S = ∫

d Dx
√−gL) the Rie-

mannian spacetime volume-form is defined through the “D-bein” (frame-bundle)
canonical one-forms eA = eA

μdxμ (A = 0, . . . , D − 1):

ω = e0 ∧ . . . ∧ eD−1 = det ‖eA
μ‖ dxμ1 ∧ . . . ∧ dxμD

−→ Ω = det ‖eA
μ‖ d D x = √− det ‖gμν‖ d Dx . (2)

Instead of
√−gd Dx we can employ another alternative non-Riemannian volume

element as in (1) given by a non-singular exact D-form ω = d B where:
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B = 1

(D − 1)! Bμ1...μD−1dxμ1 ∧ . . . ∧ dxμ−1

−→ Ω ≡ Φ(B) = 1

(D − 1)!ε
μ1...μD ∂μ1 Bμ2...μD . (3)

In other words, the non-Riemannian volume element density is defined in terms of
the dual field-strength scalar density of an auxiliary rank D − 1 tensor gauge field
Bμ1...μD−1 .

The plan of exposition is as follows. In Sect. 2 we describe in some detail the con-
struction and themain properties of extended gravitymodels, based on the formalism
of non-Riemannian volume elements, coupled to a scalar “inflaton” field driving the
cosmological evolution and a second scalar “darkon” field responsible for the unifi-
cation of dark energy and dark matter, as well as coupled to the bosonic sector of the
standard electroweak particle model, thus exhibiting a gravity-assisted dynamical
generation of the Higgs electroweak spontaneous symmetry breaking in the post-
inflationary universe. In particular, we find an “emergent-universe” cosmological
solution without Big-Bang singularity (on classical level).

Further, in Sect. 3 we briefly present an alternative mechanism of dark energy -
darkmatter unificationwith diffusive interaction among thembased on the formalism
of “dynamical spacetime” [10, 11]. Section4 provides a short discussion of the
principal new features which arise upon inclusion of fermionic fields in modified
gravity models based on the formalism of non-canonical spacetime volume elements
as well as on the requirement of global scale invariance, first of all—a plausible
solution of the problem of “fifth force” without fine-tuning [12, 13]. The last Section
contains our conclusions.

2 Modified Gravity-Matter Models with Non-Riemannian
Volume-Forms—Cosmological Implications

To illustrate the main interesting properties of the new class of extended gravity-
matter models based on the non-Riemannian volume-form formalism we will con-
sider modified gravity in the Palatini formalism coupled in a non-standard way via
non-Riemannian volume elements to [9, 14, 15]: (i) scalar “inflaton” field ϕ; (ii) a
second scalar “darkon” field u; (iii) the bosonic fields of the standard electroweak
particle model – σ ≡ (σa) being a complex SU (2) × U (1) iso-doublet Higgs-like
scalar, and the SU (2) × U (1) gauge fields Aμ,Bμ.

The “inflaton” ϕ apart from driving the cosmological evolution triggers sup-
pression, respectively, generation of the electroweak (Higgs) spontaneous symmetry
breaking in the “early”, respectively, in the “late” universe. The “darkon” u is respon-
sible for the unified description of dark energy and dark matter in the “late” universe.

The corresponding action reads (for simplicity we use units with the Newton
constant G N = 1/16π ):
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S =
∫

d4x Φ1(A)
[

R + L(1)(ϕ, σ )
]

+
∫

d4x Φ2(B)
[

L(2)(ϕ,A,B) + Φ4(H)√−g

]

−
∫

d4x
(√−g + Φ3(C)

)1
2

gμν∂μu∂νu. (4)

Here the following notations are used:

(i) Φ1(A),Φ2(B),Φ3(C) are three independent non-Riemannian volume elements
as in (3) for D = 4; Φ4(H) is again of the form (3) for D = 4 and it is needed
for consistency of (4).

(ii) The scalar curvature R in Palatini formalism is R = gμν Rμν(Γ ),where theRicci
tensor is a function of the affine connection Γ λ

μν a priori independent of gμν .
(iii) The matter field Lagrangians are:

L(1)(ϕ, σ ) ≡ −1

2
gμν∂μϕ∂νϕ − f1e−αϕ

−gμν(∇μσ)∗a∇νσa − λ

4

(
(σa)

∗σa − μ2)2 , (5)

L(2)(ϕ,A,B) = −b

2
e−αϕgμν∂μϕ∂νϕ + f2e−2αϕ − 1

4g2
F2(A) − 1

4g′ 2 F2(B), (6)

where α, f1, f2 are dimensionful positive parameters, whereas b is a dimensionless
one (b is needed to obtain a stable “emergent” universe solution, see below (25).
F2(A) and F2(B) in (6) are the squares of the field-strengths of the electroweak
gauge fields, and the last term in (5) is of the same form as the standard Higgs
potential.

Let us note that the form of the “inflaton” part of the action (4) is fixed by the
requirement of invariance under global Weyl-scale transformations:

gμν → λgμν, Γ
μ
νλ → Γ

μ
νλ, ϕ → ϕ + 1

α
ln λ,

Aμνκ → λAμνκ, Bμνκ → λ2Bμνκ, Hμνκ → Hμνκ . (7)

Scale invariance played an important role in the original papers on the non-canonical
volume-form formalism where also fermions were included [6] (see also Sect. 3
below).

The equations of motion of the initial action (4) w.r.t. auxiliary tensor gauge fields
Aμνλ, Bμνλ, Cμνλ and Hμνλ yield the following algebraic constraints:

R + L(1) = M1 = const, L(2) + Φ4(H)√−g
= −M2 = const,



Modified Gravity Theories from Non-canonical Volume-Form 243

− 1

2
gμν∂μu∂νu = M0 = const,

Φ2(B)√−g
≡ χ2 = const, (8)

where M0, M1, M2 are arbitrary dimensionful and χ2 an arbitrary dimensionless
integration constants.

The equations of motion of (4) w.r.t. affine connection Γ
μ
νλ yield a solution for Γ

μ
νλ

as a Levi-Civita connection Γ
μ
νλ = Γ

μ
νλ(ḡ) = 1

2 ḡμκ (∂ν ḡλκ + ∂λḡνκ − ∂κ ḡνλ) w.r.t. to
the a Weyl-rescaled metric ḡμν = χ1gμν, χ1 ≡ Φ1(A)√−g .

The passage to the “Einstein-frame” (EF) is accomplished by a Weyl-conformal
transformation to ḡμν upon using relations (8), so that the EF action with a canonical
Hilbert-Einstein gravity part w.r.t. ḡμν and with the canonical Riemannian volume
element density

√
det || − ḡμν || reads:

SEF =
∫

d4x
√−ḡ

[
R(ḡ) + LEF

]
, (9)

and where the EF matter Lagrangian turns out to be of a quadratic “k-essence” type
[16–19] w.r.t. both the “inflaton” ϕ and “darkon” u fields:

LEF = X̄ − Ȳ
[

f1e−αϕ + λ

4

(
(σa)

∗σa − μ2
)2 + M1 − χ2be−αϕ X̄

]

+Ȳ 2
[
χ2( f2e−2αϕ + M2) + M0

]
+ L[σ,A,B], (10)

with L[σ,A,B] ≡ −ḡμν(∇μσa)
∗∇νσa − χ2

4g2 F̄2(A) − χ2

4g′ 2 F̄2(B). In (10) all quan-
tities defined in terms of the EF metric ḡμν are indicated by an upper bar, and the
following short-hand notations are used: X̄ ≡ − 1

2 ḡμν∂μϕ∂νϕ, Ȳ ≡ − 1
2 ḡμν∂μu∂νu.

From (10) we deduce the following full effective scalar potential:

Ueff
(
ϕ, σ

) =
(

f1e−αϕ + λ
4

(
(σa)

∗σa − μ2
)2 + M1

)2

4
[
χ2( f2e−2αϕ + M2) + M0

] (11)

As discussed in Refs.[14, 15]Ueff(ϕ, σ ) (11) has few remarkable properties. First,
Ueff(ϕ, σ ) possesses two infinitely large flat regions as function of ϕ when σ is fixed:

(a) (−) flat “inflaton” region for large negative values of ϕ corresponding to the
evolution of the “early” universe;

(b) (+) flat “inflaton” region for large positive values of ϕ with σ fixed corresponding
to the evolution of the “late” universe”.

This is graphically depicted on Fig.1.
In the (−) flat “inflaton” region, i.e., in the “early” universe the effective scalar

field potential (11) reduces to (an approximately) constant value
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Fig. 1 Qualitative shape of the effective scalar potential Ueff (11) as function of the “inflaton” ϕ

for M1 > 0 and fixed Higgs-like σ

Ueff
(
ϕ, σ

) 
 U(−) = f 21
4χ2 f2

(12)

Thus, there is no σ -field potential and, therefore, no electroweak spontaneous break-
down in the “early” universe.

On the other hand, in the (+) flat “inflaton” region, i.e., in the “late” universe the
effective scalar field potential becomes:

Ueff
(
ϕ, σ

) 
 U(+)(σ ) =
(

λ
4

(
(σa)

∗σa − μ2
)2 + M1

)2

4
(
χ2M2 + M0

) , (13)

which obviously yields nontrivial vacuum for the Higgs-like field |σvac| = μ. There-
fore, in the “late” universe we have the standard spontaneous breakdown of elec-
troweak SU (2) × U (1) gauge symmetry. Moreover, at the Higgs vacuum we obtain
from (13) a dynamically generated cosmological constant Λ(+) of the “late”
Universe:

U(+)(μ) ≡ 2Λ(+) = M2
1

4
(
χ2M2 + M0

) . (14)

If we identify the integration constants with the fundamental scales in Nature as
M0,1 ∼ M4

EW and M2 ∼ M4
Pl , where MPl is the Planck mass scale and MEW ∼

10−16MPl is the electroweak mass scale, then Λ(+) ∼ M8
EW /M4

Pl ∼ 10−120M4
Pl ,

which is the right order of magnitude for the present epoch’s vacuum energy density
as already realized in [20].
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On the other hand, if we take the order of magnitude of the coupling constants in
the effective potential (11) f1 ∼ f2 ∼ (10−2MPl)

4, then the order of magnitude of
the vacuum energy density of the “early” universe (12) becomes:

U(−) ∼ f 21 / f2 ∼ 10−8M4
Pl , (15)

which conforms to the Planck Collaboration data [21, 22] implying the energy scale
of inflation of order 10−2MPl .

Now, let us performFLRWreductionof theEFaction (9). i.e., restricting themetric
ḡμν to the FLRW form ds2 = ḡμνdxμdxν = −dt2 + a2(t)dx2. Thus we obtain in
the “late” universe, i.e., for large positive “inflaton” ϕ values the following results
for the density, pressure, the Friedmann scale factor (the solution for a(t) below first
appeared in [23]) and the “inflaton” velocity:

ρ = M2
1

4(χ2M2 + M0)
+ πu

a3

[ M1

χ2M2 + M0

] 1
2 + O

(π2
u

a6

)
, (16)

p = − M2
1

4(χ2M2 + M0)
+ O

(π2
u

a6

)
, (17)

a(t) 

( C0

2Λ(+)

)1/3
sinh2/3

(√
3

4
Λ(+) t

)
, (18)

.
ϕ
 const sinh−2

(√
3

4
Λ(+) t

)
, (19)

where πu is the conserved “darkon” canonical momentum, Λ(+) is as in (14) and
C0 ≡ πu

√
M1(χ2M2 + M0)−1.

Relations (16)–(17) straightforwardly show that in the “late” universe we have
explicit unification of dark energy (given by the dynamically generated cosmological
constant (14) – first constant terms on the r.h.sides in (16) and (17), and dark matter
given as a “dust” fluid contribution – second term O(a−3) on the r.h.s. of (16).

A further interesting property under consideration is the existence of a stable
“emergent” universe solution – a creation without Big Bang (cf. Refs. [25, 26]). It
is characterized by the condition on the Hubble parameter H :

H = 0 → a(t) = a0 = const, ρ + 3p = 0,
K

a2
0

= 1

6
ρ (=const), (20)

and the “inflaton” is on the (−) flat region (large negative values of ϕ). Then relations
(20) together with the “inflaton” and “darkon” equations of motion imply that also
“inflaton” velocity

.
ϕ = const and the constant density and pressure read:
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ρ 
 −3χ2b2

16 f2

.
ϕ
4 1

2

.
ϕ
2

(
1 + b f1

2 f2

)
+ f 21

4χ2 f2
, (21)

p 
 −χ2b2

16 f2

.
ϕ
4 1

2

.
ϕ
2

(
1 + b f1

2 f2

)
− f 21

4χ2 f2
. (22)

The truncated Friedmann Eqs. (20) yield exact solutions for the constant “inflaton”
velocity

.
ϕ0 and Friedmann factor a0:

.
ϕ
2
0 = 8 f2

3χ2b2

[
1 + b f1

2 f2
−

√(
1 + b f1

2 f2

)2 − 3b2 f 21
16 f 22

]
, (23)

and a2
0 = 6K/ρ0 where:

ρ0 = f 21
2χ2 f2

− 1

2

.
ϕ
2
0

(
1 + b f1

2 f2

)
. (24)

Studying perturbation a → a + δa(t) of the “emergent” universe condition (20) we

obtain a harmonic oscillator equation for δa(t) (here
.
ϕ
2
0 as in (23), and ρ0 as in (24)):

δ
..
a +ω2δa = 0,

ω2 ≡ ρ0

6

[
3

1
2 (1 + b f1/2 f2)− .

ϕ
2
0 χ2b2/8 f2

.
ϕ
2
0 3χ2b2/8 f2 − 1

2 (1 + b f1/2 f2)
− 1

]
> 0 (25)

for −8(1 − 1
2

√
3) f2

f1
< b < − f2

f1
.

The non-Riemannian volume-form formalism was also successfully applied to
propose an qualitatively new mechanism for a dynamical spontaneous breaking of
supersymmetry in supergravity by constructing modified formulation of standard
minimal N = 1 supergravity as well as of anti-de Sitter supergravity in terms of
non-Riemannian volume elements [7, 24]. This naturally triggers the appearance
of a dynamically generated cosmological constant as an arbitrary integration con-
stant which signifies dynamical spontaneous supersymmetry breakdown. The same
formalism applied to anti-de Sitter supergravity allows us to appropriately choose
the above mentioned arbitrary integration constant so as to obtain simultaneously
a very small effective observable cosmological constant as well as a large physical
gravitino mass as required by modern cosmological scenarios for slowly expanding
universe of the present epoch [27–29].
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3 Dynamical Spacetime Formulation

Let us now observe that the non-Riemannian volume element density Ω = Φ(B)

(3) on a Riemannian manifold can be rewritten using Hodge duality (here D = 4)
in terms of a vector field χμ = 1

3!
1√−g εμνκλ Bνκλ so that Ω becomes Ω(χ) =

∂μ

(√−gχμ
)
, i.e. it is a non-canonical volume element density different from

√−g,
but involving themetric. It can be represented alternatively through aLagrangianmul-
tiplier action term yielding covariant conservation of a specific energy-momentum
tensor of the form T μν = gμνL:

S(χ) =
∫

d4x
√−g χμ;νT μν =

∫
d4x∂μ

(√−gχμ
)(−L)

, (26)

where χμ;ν = ∂νχμ − Γ λ
μνχλ.

The vector field χμ is called “dynamical space time vector”, because the energy
density of T 00 is a canonically conjugated momentum w.r.t. χ0, which is what we
expected from a dynamical time.

In what follows we will briefly consider a new class of gravity-matter theories
based on the ordinary Riemannian volume element density

√−g but involving action
terms of the form (26) where now T μν is of more general form than T μν = gμνL.
This new formalism is called “dynamical spacetime formalism” [10, 11] due to the
above remark on χ0.

Ref. [30] describes a unification between dark energy and dark matter by intro-
ducing a quintessential scalar field in addition to the dynamical time action. The total
Lagrangian reads:

L = 1

2
R + χμ;νT μν − 1

2
gαβφ,αφ,β − V (φ), (27)

with energy-momentum tensor T μν = − 1
2φ

,μφ,ν . From the variation of the Lagra-
ngian term χμ;νT μν with respect to the vector field χμ, the covariant conservation
of the energy-momentum tensor ∇μT μν = 0 is implemented. The latter within the
FLRW framework forces the kinetic term of the scalar field to behave as a darkmatter
component:

∇μT μν = 0 ⇒ φ̇2 = 2Ωm0

a3
. (28)

where Ωm0 is an integration constant. The variation with respect to the scalar field φ

yields a current:

− V ′(φ) = ∇μ jμ, jμ = 1

2
φ,ν(χ

μ;ν + χν;μ) + φ,μ (29)

For constant potential V (φ) = ΩΛ = const the current is covariantly conserved.
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In the FLRW setting, where the dynamical time ansatz introduces only a time
component χμ = (χ0, 0, 0, 0), the variation (29) gives:

χ̇0 − 1 = ξ a−3/2, (30)

where ξ is an integration constant. Accordingly, the FLRW energy density and pres-
sure read:

ρ =
(

χ̇0 − 1

2

)
φ̇2 + V, p = 1

2
φ̇2(χ̇0 − 1) − V . (31)

Plugging the relations (28,30) into the density and the pressure terms (31) yields the
following simple form of the latter:

ρ = ΩΛ + ξΩm0

a9/2
+ Ωm0

a3
, p = −ΩΛ + ξΩm0

2 a9/2
. (32)

In (32) there are 3 components for the “dark fluid”: dark energy with ωΛ = −1,
dark matter with ωm = 0 and an additional equation of state ωξ = 1/2. For non-
vanishing and negative ξ the additional part introduces a minimal scale parameter,
which avoids singularities. If the dynamical time is equivalent to the cosmic time
χ0 = t , we obtain ξ = 0 fromEq. (30), whereupon the density and the pressure terms
(32) coincide with those from the ΛCDM model precisely. The additional part (for
ξ 
= 0) fits more to the late time accelerated expansion data, as observed in Ref. [31].

Ref. [32] shows that with higher dimensions, the solution derived from the
Lagrangian (27) describes inflation, where the total volume oscillates and the original
scale parameter exponentially grows.

The dynamical spacetime Lagrangian can be generalized to yield a diffusive
energy-momentum tensor. Ref. [33] shows that the diffusion equation has the form:

∇μT μν = 3σ jν, jμ

;μ = 0, (33)

where σ is the diffusion coefficient and jμ is a current source. The covariant conser-
vation of the current source indicates the conservation of the number of the particles.
By introducing the vector field χμ in a different part of the Lagrangian:

L(χ,A) = χμ;νT μν + σ

2
(χμ + ∂μ A)2, (34)

the energy-momentum tensor T μν gets a diffusive source. From a variation with
respect to the dynamical space time vector field χμ we obtain:

∇νT μν = σ(χμ + ∂μ A) = f μ, (35)

a current source f μ = σ(χμ + ∂μ A) for the energy-momentum tensor. From the
variation with respect to the new scalar A, a covariant conservation of the current
emerges f μ

;μ = 0. The latter relations correspond to the diffusion equation (33).
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Refs. [35–38] study the cosmological solution using the energy-momentum tensor
T μν = − 1

2gμνφ,λφλ. The total Lagrangian reads:

L = 1

2
R − 1

2
gαβφ,αφ,β − V (φ) + χμ;νT μν + σ

2
(χμ + ∂μ A)2. (36)

The FLRW solution unifies the dark energy and the dark matter originating from one
scalar field with possible diffusion interaction. Ref. [34] investigates more general
energy-momentum tensor combinations and shows that asymptotically all of the
combinations yield ΛCDM model as a stable fixed point.

4 Scale Invariance, Fifth Force and Fermionic Matter

The originally proposed theory with two volume element densities (integration mea-
sure densities) [5, 6], where at least one of them was a non-canonical one and
short-termed “two-measure theory” (TMT), has a number of remarkable properties
if fermions are included in a self-consistent way [6]. In this case, the constraint that
arises in the TMTmodels in the Palatini formalism can be represented as an equation
forχ ≡ Φ/

√−g, inwhich the left side has an order of the vacuumenergydensity, and
the right side (in the case of non-relativistic fermions) is proportional to the fermion
density. Moreover, it turns out that even cold fermions have a (non-canonical) pres-
sure Pnoncan

f and the corresponding contribution to the energy-momentum tensor has
the structure of a cosmological constant term which is proportional to the fermion
density. The remarkable fact is that the right hand side of the constraint coincide with
Pnoncan

f . This allows us to construct a cosmological model [39] of the late universe
in which dark energy is generated by a gas of non-relativistic neutrinos without the
need to introduce into the model a specially designed scalar field.

In models with a scalar field, the requirement of scale invariance of the initial
action [5] plays a very constructive role. It allows to construct a model [40] where
without fine tuning we have realized: absence of initial singularity of the curvature;
k-essence; inflation with graceful exit to zero cosmological constant.

Of particular interest are scale invariant models in which both fermions and a dila-
ton scalar fieldφ are present. Then it turns out that theYukawa coupling of fermions to
φ is proportional to Pnoncan

f . As a result, it follows from the constraint, that in all cases
when fermions are in states which constitute a regular barionic matter, the Yukawa
coupling of fermions to dilaton has an order of ratio of the vacuum energy density
to the fermion energy density [12]. Thus, the theory provides a solution of the 5-th
force problem without any fine tuning or a special design of the model. Besides, in
the described states, the regular Einstein’s equations are reproduced. In the opposite
case, when fermions are very diluted, e.g. in the model of the late Universe filled with
a cold neutrino gas, the neutrino dark energy appears in such a way that the dilaton φ

dynamics is closely correlated with that of the neutrino gas [12].
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A scale invariant model containing a dilaton φ and dust (as a model of matter)
[13] possesses similar features. The dilaton to matter coupling “constant” f appears
to be dependent of the matter density. In normal conditions, i.e. when the matter
energy density is many orders of magnitude larger than the dilaton contribution to
the dark energy density, f becomes less than the ratio of the “mass of the vacuum”
in the volume occupied by the matter to the Planck mass. The model yields this kind
of “Archimedes law” without any special (intended for this) choice of the underlying
action andwithout fine tuning of the parameters. Themodel not only explains why all
attempts to discover a scalar force correction toNewtonian gravity were unsuccessful
so far but also predicts that in the near future there is no chance to detect such
corrections in the astronomical measurements as well as in the specially designed
fifth force experiments on intermediate, short (like millimeter) and even ultrashort (a
few nanometer) ranges. This prediction is alternative to predictions of other known
models.

More recently other authors have rediscovered the important role of scale invari-
ance in the avoidance of a 5-th force [44]. We should point out that our original work
[12, 13] on avoidance of the 5-th force through scale invariance symmetry precedes
that of Ref. [44] by a substantial number of years.

5 Conclusions

In the present paper we describe in some details the principal physically interest-
ing features of a specific class on extended (modified) gravitational theories beyond
the standard Einstein’s general relativity. They are constructed in terms of non-
Riemannian spacetime volume forms (metric-independent non-canonical volume
elements). An important role is also being played by the requirement of global scale
invariance. We present a modified gravity-matter model where gravity is coupled
in a non-canonical way to two scalar fields (“inflaton” and “darkon”) as well as to
the bosonic sector of the standard electroweak model of elementary particle physics.
The “inflaton” scalar field triggers a quintessential inflationary evolution of the Uni-
verse where all energy scales are determined dynamically through free integration
constants arising due to the modified gravitational dynamics because of the non-
Riemannian volume elements. The “darkon” scalar field on its part creates through its
dynamics a unified description of dark energy and dark matter. A particularly notable
feature is the gravity-“inflaton”-assisted dynamical generation of Higgs electroweak
spontaneous symmetry breaking in the post-inflationary epoch and its suppression in
the early-universe stage. Under special initial condition on the Hubble parameter we
find (on classical level) an “emergent universe” solution describing early universe
evolution without spacetime singularities (no “Big Bang”).

Furthermore, we have briefly discussed a parallel alternative non-canonical space-
time volume element approach based on the concept of “dynamical spacetime” and
have demonstrated the appearance of unified description of dark energy and dark
matter with a diffusive interaction among them. Finally we briefly outlined, based on
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our original work [12, 13], how the formalism of non-canonical volume elements in
modified gravity-matter models with fermions provides a resolution of the problem
of “fifth force” without any fine tunings.

In the above constructions we have employed the first-order (Palatini) formal-
ism in the initial gravity actions. Further physically interesting features are obtained
when combining the non-Riemannian spacetime volume element formalism with
the second order (metric) gravity formalism. In particular, in the latter case it was
recently shown [41] that starting with a pure modified gravity in terms of several
non-Riemannian volume elements and without any initial matter fields one creates
dynamically (in the “Einstein frame”) a canonical scalar field with a non-trivial infla-
tionary potential generalizing the classical Starobinsky potential [42] and yielding
results for the cosmological observables (scalar power spectral index and the tensor-
to-scalar ratio) fitting very well to the available observational data [43].
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Non-linear Symmetries in
Maxwell-Einstein Gravity: From
Freudenthal Duality to Pre-homogeneous
Vector Spaces

Alessio Marrani

Abstract We review the relation between Freudenthal duality and U -duality Lie
groups of type E7 in extended supergravity theories, as well as the relation between
the Hessian of the black hole entropy and the pseudo-Euclidean, rigid special
(pseudo)Kähler metric of the pre-homogeneous spaces associated to the U -orbits.

1 Freudenthal Duality

We start and consider the following Lagrangian density in four dimensions,
(cf., e.g., [1]):

L = − R

2
+ 1

2
gi j (ϕ) ∂μϕi∂μϕ j + 1

4
IΛΣ (ϕ) FΛ

μνF
Σ |μν (1)

+ 1

8
√−G

RΛΣ (ϕ) εμνρσ FΛ
μνF

Σ
ρσ ,

describing Einstein gravity coupled to Maxwell (Abelian) vector fields and to a non-
linear sigma model of scalar fields (with no potential); note that L may -but does
not necessarily need to - be conceived as the bosonic sector of D = 4 (ungauged)
supergravity theory. Out of the Abelian two-form field strengths FΛ’s, one can define
their duals GΛ, and construct a symplectic vector:

H := (
FΛ,GΛ

)T
, ∗GΛ|μν := 2

δL
δFΛ|μν

. (2)

We then consider the simplest solution of the equations of motion deriving from
L, namely a static, spherically symmetric, asymptotically flat, dyonic extremal black
hole with metric [2]
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ds2 = −e2U (τ )dt2 + e−2U (τ )

[
dτ 2

τ 4
+ 1

τ 2

(
dθ2 + sin θdψ2

)]
, (3)

where τ := −1/r . Thus, the two-form field strengths and their duals can be fluxed on
the two-sphere at infinity S2∞ in such a background, respectively yielding the electric
and magnetic charges of the black hole itself, which can be arranged in a symplectic
vector Q:

pΛ := 1

4π

∫

S2∞
FΛ, qΛ := 1

4π

∫

S2∞
GΛ, (4)

Q := (
pΛ, qΛ

)T
. (5)

Then, by exploiting the symmetries of the background (3), the Lagrangian (6) can
be dimensionally reduced from D = 4 to D = 1, obtaining a 1-dimensional effective
Lagrangian (′ := d/dτ ) [3]:

LD=1 = (
U ′)2 + gi j (ϕ) ϕi ′ϕ j ′ + e2UVBH (ϕ,Q) (6)

along with the Hamiltonian constraint [3]

(
U ′)2 + gi j (ϕ) ϕi ′ϕ j ′ − e2UVBH (ϕ,Q) = 0. (7)

The so-called “effective black hole potential” VBH appearing in (6) and (7) is defined
as [3]

VBH (ϕ,Q) := −1

2
QTM (ϕ)Q, (8)

in terms of the symplectic and symmetric matrix [1]

M :=
(
I −R
0 I

) (
I 0
0 I−1

) (
I 0

−R I

)
=

⎛

⎝
I + RI−1R −RI−1

−I−1R I−1

⎞

⎠ , (9)

MT = M; MΩM = Ω, (10)

where I denotes the identity, and R (ϕ) and I (ϕ) are the scalar-dependent matrices
occurring in (6); moreover,Ω stands for the symplectic metric (Ω2 = −I). Note that,
regardless of the invertibility of R (ϕ) and as a consequence of the physical consis-
tence of the kinetic vector matrix I (ϕ), M is negative-definite; thus, the effective
black hole potential (8) is positive-definite.

By virtue of the matrixM, one can introduce a (scalar-dependent) anti-involution
S in anyMaxwell-Einstein-scalar theory described by (6) with a symplectic structure
Ω , as follows:

S (ϕ) := ΩM (ϕ) . (11)
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Indeed, by (10),

S2 (ϕ) = ΩM (ϕ) ΩM (ϕ) = Ω2 = −I. (12)

In turn, this allows to define an anti-involution on the dyonic charge vectorQ, which
has been called (scalar-dependent) Freudenthal duality [4–6]:

F (Q;ϕ) := −S (ϕ)Q; (13)

F2 = −I, (∀ {ϕ}). (14)

By recalling (8) and (11), the action of F onQ, defining the so-called (ϕ-dependent)
Freudenthal dual ofQ itself, can be related to the symplectic gradient of the effective
black hole potential VBH :

F (Q;ϕ) = Ω
∂VBH (ϕ,Q)

∂Q . (15)

Through the attractor mechanism [7], all this enjoys an interesting physical inter-
pretation when evaluated at the (unique) event horizon of the extremal black hole (3)
(denoted below by the subscript “H”); indeed

∂ϕVBH = 0 ⇔ lim
τ→−∞ ϕi (τ ) = ϕi

H (Q) ; (16)

SBH (Q) = AH

4
= π VBH |∂ϕVBH=0 = −π

2
QTMH (Q)Q, (17)

where SBH and AH respectively denote the Bekenstein-Hawking entropy [8] and the
area of the horizon of the extremal black hole, and the matrix horizon value MH is
defined as

MH (Q) := lim
τ→−∞M (ϕ (τ)) . (18)

Correspondingly, one can define the (scalar-independent) horizon Freudenthal dual-
ity FH as the horizon limit of (13):

Q̃ ≡ FH (Q) := lim
τ→−∞F (Q;ϕ (τ)) = −ΩMH (Q)Q = 1

π
Ω

∂SBH (Q)

∂Q . (19)

Remarkably, the (horizon) Freudenthal dual of Q is nothing but (1/π times) the
symplectic gradient of the Bekenstein-Hawking black hole entropy SBH ; this latter,
from dimensional considerations, is only constrained to be an homogeneous function
of degree two in Q. As a result, Q̃ = Q̃ (Q) is generally a complicated (non-linear)
function, homogeneous of degree one in Q.

It can be proved that the entropy SBH itself is invariant along the flow in the
charge space Q defined by the symplectic gradient (or, equivalently, by the horizon
Freudenthal dual) of Q itself:
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SBH (Q) = SBH (FH (Q)) = SBH

(
1

π
Ω

∂SBH (Q)

∂Q
)

= SBH
(Q̃)

. (20)

It is here worth pointing out that this invariance is pretty remarkable: the (semi-
classical) Bekenstein-Hawking entropy of an extremal black hole turns out to be
invariant under a generally non-linear map acting on the black hole charges them-
selves, and corresponding to a symplectic gradient flow in their corresponding vector
space.

For other applications and instances of Freudenthal duality, see [9–14].

2 Groups of Type E7

The concept of Lie groups of type E7 was introduced in the 60s by Brown [15], and
then later developed e.g. by [16–20].

Starting from a pair (G,R) made of a Lie group G and its faithful representation
R, the three axioms defining (G,R) as a group of type E7 read as follows:

1. Existence of a unique symplectic invariant structure Ω in R:

∃!Ω ≡ 1 ∈ R ×a R, (21)

which then allows to define a symplectic product 〈·, ·〉 among two vectors in the
representation space R itself:

〈Q1,Q2〉 := QM
1 QN

2 ΩMN = −〈Q2,Q1〉 . (22)

2. Existence of a unique rank-4 completely symmetric invariant tensor (K -tensor)
in R:

∃!K ≡ 1 ∈ (R × R × R × R)s , (23)

which then allows to define a degree-4 invariant polynomial I4 in R itself:

I4 := KMNPQQMQNQPQQ . (24)

3. Defining a triple map T in R as

T : R × R × R → R; (25)

〈T (Q1,Q2,Q3) ,Q4〉 := KMNPQQM
1 QN

2 QP
3 QQ

4 , (26)

it holds that

〈T (Q1,Q1,Q2) , T (Q2,Q2,Q2)〉 = 〈Q1,Q2〉 KMNPQQM
1 QN

2 QP
2 QQ

2 . (27)
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This propertymakes a group of type E7 amenable to a description as an automor-
phism group of a Freudenthal triple system (or, equivalently, as the conformal
groups of an underlying Jordan triple system).

All electric-magnetic duality (U -duality1) groups of N ≥ 2-extended D = 4
supergravity theories with symmetric scalar manifolds are of type E7. Among these,
degenerate groups of type E7 are those in which the K -tensor is actually reducible,
and thus I4 is the square of a quadratic invariant polynomial I2. In fact, in general,
in theories with electric-magnetic duality groups of type E7 holds that

SBH = π
√|I4 (Q)| = π

√∣∣KMNPQQMQNQPQQ
∣∣, (28)

whereas in the case of degenerate groups of type E7 it holds that I4 (Q) = (I2 (Q))2,
and therefore the latter formula simplifies to

SBH = π
√|I4 (Q)| = π |I2 (Q)| . (29)

Simple, non-degenerate groups of type E7 relevant to N ≥ 2-extended D = 4
supergravity theories with symmetric scalar manifolds are reported in Table1.

Semi-simple, non-degenerate groups of type E7 of the same kind are given
byG = SL(2, R) × SO(2, n) andG = SL(2, R) × SO(6, n), withR = (2, 2 + n)

and R = (2, 6 + n), respectively relevant for N = 2 and N = 4 supergravity.
Moreover, degenerate (simple) groups of type E7 relevant to the same class

of theories are G = U (1, n) and G = U (3, n), with complex fundamental repre-
sentations R = n + 1 and R = 3 + n, respectively relevant for N = 2 and N = 3
supergravity [19].

The classification of groups of type E7 is still an open problem, even if some
progress have been recently made e.g. in [31] (in particular, cf. Table D therein).

In all the aforementioned cases, the scalarmanifold is a symmetric cosets G
H , where

H is the maximal compact subgroup (with symmetric embedding) of G. Moreover,
the K -tensor can generally be expressed as [20]

KMNPQ = −n(2n + 1)

6d

[
tαMN tα|PQ − d

n (2n + 1)
ΩM(PΩQ)N

]
, (30)

where dimR = 2n and dimG = d, and tαMN denotes the symplectic representation
of the generators of G itself. Thus, the horizon Freudenthal duality can be expressed
in terms of the K -tensor as follows [4]:

FH (Q)M ≡ Q̃M = ∂
√|I4 (Q)|
∂QM

= ε
2√|I4 (Q)|KMNPQQNQPQQ, (31)

1Here U -duality is referred to as the “continuous” symmetries of [21]. Their discrete versions are
the U -duality non-perturbative string theory symmetries introduced by Hull and Townsend [22].
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Table 1 Simple, non-degenerate groups G related to Freudenthal triple systemsM (J3) on simple
rank-3 Jordan algebras J3. In general,G ∼= Con f (J3) ∼= Aut (M (J3)) (see e.g. [23–25] for a recent
introduction, and a list of Refs.). O , H , C and R respectively denote the four division algebras of
octonions, quaternions, complex and real numbers, and Os , Hs , Cs are the corresponding split
forms. Note that the G related to split forms Os , Hs , Cs is the maximally non-compact (split)
real form of the corresponding compact Lie group. M1,2 (O) is the Jordan triple system generated
by 2 × 1 vectors over O [26]. Note that the STU model, based on J3 = R ⊕ R ⊕ R, has a semi-
simple G4, but its triality symmetry [27] renders it “effectively simple”. The D = 5 uplift of the
T 3 model based on J3 = R is the pure N = 2, D = 5 supergravity. J H

3 is related to both 8 and 24
supersymmetries, because the corresponding supergravity theories are “twin”, namely they share
the very same bosonic sector [26, 28–30].

J3 G4 R N

J O
3

E7(−25) 56 2

J Os
3

E7(7) 56 8

J H
3

SO∗ (12) 32 2, 6

J Hs
3

SO (6, 6) 32 0

JC3
SU (3, 3) 20 2

JCs
3

SL (6, R) 20 0

M1,2 (O)
SU (1, 5) 20 5

J R
3

Sp (6, R) 14′ 2

R ⊕ R ⊕ R

(STU )

SL (2, R)⊗3 (2, 2, 2) 2

R

(T 3)

SL (2, R) 4 2
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where ε := I4/ |I4|; note that the horizon Freudenthal dual of a given symplectic
dyonic charge vectorQ is well defined only whenQ is such that I4 (Q) �= 0. Conse-
quently, the invariance (20) of the black hole entropy under the horizon Freudenthal
duality can be recast as the invariance of I4 itself:

I4 (Q) = I4
(Q̃) = I4

(
Ω

∂
√|I4 (Q)|

∂Q
)

. (32)

In absence of “flat directions” at the attractor points (namely, of unstabilized scalar
fields at the horizon of the black hole), and for I4 > 0, the expression of the matrix
MH (Q) at the horizon can be computed to read

MH |MN (Q) = − 1√
I4

(
2Q̃MQ̃N − 6KMNPQQPQQ + QMQN

)
, (33)

and it is invariant under horizon Freudenthal duality:

FH (MH )MN := MH |MN (Q̃) = MH |MN (Q). (34)

3 Duality Orbits, Rigid Special Kähler Geometry and
Pre-homogeneous Vector Spaces

For I4 > 0, MH (Q) given by (33) is one of the two possible solutions to the set of
equations [32] ⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

MT (Q) ΩM (Q) = εΩ;

MT (Q) = M (Q) ;

QT M (Q)Q = −2
√|I4 (Q)|,

(35)

which describes symmetric, purely Q-dependent structures at the horizon; they are
symplectic or anti-symplectic, depending on whether I4 > 0 or I4 < 0, respectively.
Since in the class of (super)gravity D = 4 theories we are discussing the sign of I4
separates theG-orbits (usually named duality orbits) of the representation spaceR of
charges into distinct classes, the symplectic or anti-symplectic nature of the solutions
to the system (35) is G-invariant, and supported by the various duality orbits of G
(in particular, by the so-called “large” orbits, for which I4 is non-vanishing).

One of the two possible solutions to the system (35) reads [32]

M+(Q) = − 1√|I4|
(
2Q̃MQ̃N − 6εKMNPQQPQQ + εQMQN

)
,
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whose corresponding FH (M+)MN reads

FH (M+)MN := M+|MN (Q̃) = εM+|MN (Q).

For ε = +1 ⇔ I4 > 0, it thus follows that

M+(Q) = MH (Q) , (36)

as anticipated.
On the other hand, the other solution to system (35) reads [32]

M− (Q) = 1√|I4|
(Q̃MQ̃N − 6εKMNPQQPQQ

)
,

whose corresponding FH (M−)MN reads

FH (M−)MN := M−|MN (Q̃) = εM−|MN (Q).

By recalling the definition of I4 (24), it is then immediate to realize that M− (Q) is
the (opposite of the) Hessian matrix of (1/π times) the black hole entropy SBH :

M−|MN (Q) = −∂M∂N
√|I4| = − 1

π
∂M∂N SBH . (37)

The matrix M− (Q) is the (opposite of the) pseudo-Euclidean metric of a non-
compact, rigid special pseudo-Kä hler manifold related to the duality orbit of the
black hole electromagnetic charges (to which Q belongs), which is an example of
pre-homogeneous vector space (PVS) [33]. In turn, the nature of the rigid special
manifold may be Kähler or pseudo-Kähler, depending on the existence of a U (1) or
SO(1, 1) connection.2

In order to clarify this statement, let usmake twoexampleswithinmaximalN = 8,
D = 4 supergravity. In this theory, the electric-magnetic duality group is G = E7(7),
and the representation in which the e.m. charges sit is its fundamental R = 56. The
scalar manifold has rank-7 and it is the real symmetric coset3 G/H = E7(7)/SU (8),
with dimension 70.

1. The unique duality orbit determined by the G-invariant constraint I4 > 0 is the
55-dimensional non-symmetric coset

OI4>0 = E7(7)

E6(2)
. (38)

2For a thorough introduction to special Kähler geometry, see e.g. [34].
3To be more precise, it is worth mentioning that the actual relevant coset manifold is
E7(7)/[SU (8)/Z2], because spinors transform according to the double cover of the stabilizer of
the scalar manifold (see e.g. [35, 36], and Refs. therein).
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Table 2 Non-generic, nor irregular PVS with simple G, of type 2 (in the complex ground field). To
avoid discussing the finite groups appearing, the list presents the Lie algebra of the isotropy group
rather than the isotropy group itself [37]. The interpretation (of suitable real, non-compact slices) in
D = 4 theories of Einstein gravity is added; remaining cases will be investigated in a forthcoming
publication
G V n Isotropy alg. Degree Interpr. D = 4

SL(2,C) S3C2 1 0 4 N = 2, R (T 3)

SL(6,C) Λ3C6 1 sl(3,C)⊕2 4

N = 2, JC3
N = 0, JCs3
N = 5, M1,2(O)

SL(7,C) Λ3C7 1 gC2 7

SL(8,C) Λ3C8 1 sl(3,C) 16

SL(3,C) S2C3 2 0 6

SL(5,C) Λ2C5 3

4

sl(2,C)

0

5

10

SL(6,C) Λ2C6 2 sl(2,C)⊕3 6

SL(3,C)⊗2 C3 ⊗ C3 2 gl(1,C)⊕2 6

Sp(6,C) Λ3
0C

6 1 sl(3,C) 4 N = 2, J R3

Spin(7,C) C8
1

2

3

gC2
sl(3,C) ⊕ so(2,C)

sl(2,C) ⊕ so(3,C)

2

2

2

Spin(9,C) C16 1 spin(7,C) 2

Spin(10,C) C16 2

3

gC2 ⊕ sl(2,C)

sl(2,C) ⊕ so(3,C)

2

4

Spin(11,C) C32 1 sl(5,C) 4

Spin(12,C) C32 1 sl(6,C) 4
N = 2, 6, J H3
N = 0, J Hs3

Spin(14,C) C64 1 gC2 ⊕ gC2 8

GC
2 C7 1

2

sl(3,C)

gl(2,C)

2

2

EC
6 C27 1

2

f C4
so(8,C)

3

6

EC
7 C56 1 eC6 4

N = 2, J O3
N = 8, J Os3

By customarily assigning positive (negative) signature to non-compact (com-
pact) generators, the pseudo-Euclidean signature ofOI4>0 is (n+, n−) = (30, 25).
In this case, M− (Q) given by (37) is the 56 -dimensional metric of the non-
compact, rigid special pseudo-Kä hler non-symmetric manifold

OI4>0 = E7(7)

E6(2)
× R+, (39)
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with signature (n+, n−) = (30, 26), thus with character χ := n+ − n− = 4.
Through a conification procedure (amounting to modding out4 C ∼= SO(2) ×
SO(1, 1) ∼= U (1) × R+), one canobtain the corresponding54-dimensional non-
compact, special pseudo-Kähler symmetric manifold

OI4>0/C ∼= ÔI4>0 := E7(7)

E6(2) ×U (1)
. (40)

2. The unique duality orbit determined by the G-invariant constraint I4 < 0 is the
55-dimensional non-symmetric coset

OI4<0 = E7(7)

E6(6)
, (41)

with pseudo-Euclidean signature given by (n+, n−) = (28, 27), thus with char-
acter χ = 0. In this case, M− (Q) given by (37) is the 56-dimensional metric of
the non-compact, rigid special pseudo-Kähler non-symmetric manifold

OI4<0 = E7(7)

E6(6)
× R+, (42)

with signature (n+, n−) = (28, 28). Through a “pseudo-conification” procedure
(amounting to modding out Cs

∼= SO(1, 1) × SO(1, 1) ∼= R+ × R+), one can
obtain the corresponding 54-dimensional non-compact, special pseudo-Kähler
symmetric manifold

OI4<0/Cs
∼= ÔI4<0 := E7(7)

E6(6) × SO(1, 1)
. (43)

(39) and (42) are non-compact, real forms of E7
E6

× GL(1), which is the type 29
in the classification of regular, pre-homogeneous vector spaces (PVS) worked out
by Sato and Kimura in [37]. From its definition, a PVS is a finite-dimensional vector
space V together with a subgroup G of GL(V ), such that G has a Zariski open
dense orbit in V (thus open and dense in V also in the standard topology). PVS are
subdivided into two types (type 1 and type 2), according to whether there exists an
homogeneous polynomial on V which is invariant under the semi-simple (reductive)
part of G itself. For more details, see e.g. [33, 38, 39].

In the case of E7
E6

× GL(1), V is provided by the fundamental representation space
R = 56 of G = E7, and there exists a quartic E7-invariant polynomial I4 (24) in the
56; H = E6 is the isotropy (stabilizer) group.

Amazingly, simple, non-degenerate groups of type E7 (relevant to D = 4 Ein-
stein (super)gravities with symmetric scalar manifolds) almost saturate the list of
irreducible PVS with unique G-invariant polynomial of degree 4 (cf. Table2); in

4The signature along the R+-direction is negative [32].
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particular, the parameter n characterizing each PVS can be interpreted as the number
of centers of the regular solution in the (super)gravity theory with electric-magnetic
duality (U -duality) group given by G. This topic will be considered in detail in a
forthcoming publication.
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Phase Transitions at High
Supersymmetry Breaking Scale in String
Theory

Hervé Partouche and Balthazar de Vaulchier

Abstract When supersymmetry is spontaneously broken at tree level, the spectrum
of the heterotic string compactified on orbifolds of tori contains an infinite number
of potentially tachyonic modes. We show that this implies instabilities of Minkowski
spacetime, when the scale of supersymmetry breaking is of the order of the string
scale. We derive the phase space structure of vacua in the case where the tachyonic
spectrum contains a mode with trivial momenta and winding numbers along the
internal directions not involved in the supersymmetry breaking.

1 Introduction

Phase transitions occur in various contexts in high energy physics. Themost common
setup describing such effects is the Brout-Englert-Higgs mechanism, which occurs
when a scalar field φ becomes tachyonic.When the squaredmass is negative, φ sits at
a maximum of the scalar potential and therefore condenses. The new vacuum expec-
tation value (vev) of φ minimizes (locally) the potential, and the theory has switched
from a “wrong” to a “true” vacuum. What we review in the present note is that a
similar condensation occurs in string theory, when the scale Msusy of spontaneous
supersymmetry breaking is of the order of the string scale Mstring [1].

To be specific,we consider classical stringmodels inMinkowski spacetime,where
supersymmetry is spontaneously broken. Because there is only one true constant
scale in the theory, which is Mstring, the scale Msusy is a field the tree level potential
V depends on. Our assumption on flatness of the classical background amounts to
saying that minima of V lie at V = 0. It turns out that local supersymmetry implies
the latter to be degenerate, and that one of the flat directions is parameterized by the
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fieldMsusy itself. For this reason, the supergravity models describing the spontaneous
breaking of supersymmetry in flat space are referred as “no-scale models” [2], since
there is no preferred value for the vev 〈Msusy〉 at tree level. In the framework of string
theory, this statement is actually valid up to a critical value Mc of 〈Msusy〉, which is of
the order ofMstring.Above this bound, the condensationof a tachyonic scalar triggers a
second order phase transition from the no-scale phase to a new phase, which is argued
to be associated with a non-critical string theory. Even though this phenomenon is
physically very different from the Hagedorn phase transition encountered in string
theory at finite temperature T , when the latter is of the order of Mstring [3], it turns
out to be similar from a technical point of view [4, 5].

In its usual formulation, string theory is defined in first quantized formalism.
This means that what is known (at least in principle) is the massless and massive
spectrum that is allowed to populate a consistent vacuum described by a conformal
field theory on the worldsheet. In order to find the shape of the potential far from the
vacuum under consideration, one should in principle evaluate an infinite number of
correlation functions, and resum them in order to reconstruct the full expression of
the off-shell tree level potential. Alternatively, we may consider in principle a second
quantized formulation of string theory, i.e. string fields theory, in order to derive the
potential. However, given the fact that we are only interested in the vacuum structure
of the tree level potential, we will analyze the problem at low energy, in the effective
supergravity.

In Sect. 2, we introduce a class of string theory no-scalemodels in four dimensions
that realize theN = 4 → N = 0 spontaneous breaking of supersymmetry. In Sect. 3,
we implement an orbifold action that reduces the initial N = 4 supersymmetry to
N = 1, and we present the necessary ingredients to derive the tree level potential
V in presence of super-Higgs mechanism. The final expression of V is presented in
Sect. 4, where the different phases of the theory are derived. Our conclusions can be
found in Sect. 5.

2 N = 4 → N = 0 Heterotic No-Scale Models

Our starting point is the heterotic string compactified on a 6-dimensional torus,
where supersymmetry is spontaneously broken by a stringy version [6] of the Scherk-
Schwarzmechanism [7, 8]. In field theory, the latter is a refined version of theKaluza-
Klein reduction we first present in its simplest possible realization. Let us consider
a field theory in 4 + 1 dimensions, where the extra coordinate is compactified on a
circle of radius R4. Assuming the existence of a symmetry with conserved charge Q
in 4 + 1 dimensions, we may impose Q-dependent boundary conditions for every
field ϕ, which translate into Kaluza-Klein masses M for its Fourier modes m4 ∈ Z,

ϕ(xμ, x4) = 1√
2πR4

∑

m

ϕm(xμ) ei
m4+eQ

R4
x4 =⇒ M2 =

(
m4 + eQ

R4

)2

. (1)
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In the above formulas, μ ∈ {0, . . . , 3} and we have included a parameter e = 1 or
0 in order to describe both Scherk-Schwarz and Kaluza-Klein cases, respectively.
When the higher dimensional theory is supersymmetric and we choose Q ≡ F

2 +
Qsusy, where F is the fermionic number and Qsusy is a constant charge within each
supermultiplet, the boson/fermion degeneracy in four dimensions is lifted and the
theory describes a super-Higgs mechanism, with scale Msusy = e/(2R4).

In the E8 × E8 heterotic string compactified on a factorized torus T 6 ≡ S1(R4) ×
T 5, the previous mass formula in string units (Mstring = 1) is generalized to [6]

M2 =
(
m4 + eQ − n4

2 e
2

R4
+ n4R4

)2

+ 2
[
(Q − en4)

2 + Q2
2 + Q2

3 + Q2
4 − 1

]
,

(2)
where n4 ∈ Z is the winding number of the string along S1(R4), and Q ≡ (Q, Q2,

Q3, Q4) is a quadruple of charges arising from the fact that for e = 0 the theory is
N = 4 supersymmetric. The above equation applies to the lightest modes, which in
the bosonic sector have (Q, Q2, Q3, Q4) = (±1, 0, 0, 0) or permutations. Notice the
presence of the−1 contribution in the squared brackets,which is the zero point energy
arising from the quantization of the fields on the worldsheet. In the supersymmetric
case (e = 0), we have M2 ≥ 0 for all modes, while in the spontaneously broken case
(e = 1), the dangerous contribution−1 is not canceledwhen Q = n4 = ±1. Looking
at this fact more closely, one finds that the pair of scalar statesm4 = −n4 = −Q = ε,
where ε = ±1, are tachyonic when

√
2 − 1√
2

≡ 1

2Rc
< R4 < Rc ≡

√
2 + 1√
2

. (3)

Therefore, an instability arises in the theory when the supersymmetry breaking scale
Msusy reaches the critical value Mc = 1/(2Rc).

Moreover, taking into account the fact that the tachyonic modes may also have
non-trivial momentum m5 ∈ Z or winding number n5 ∈ Z (but not both, due to the
left/right-level matching) along one more internal direction X5, their mass formula
becomes

M2 = 1

4R2
4

+ R2
4 − 3 +

(m5

R5

)2
or M2 = 1

4R2
4

+ R2
4 − 3 + (n5R5)

2, (4)

where we have assumed for simplicity the internal space to be factorized as T 6 ≡
S1(R4) × S1(R5) × T 4. Therefore, the larger (smaller) R5 is, the larger the number
of tachyonic momentum (winding) states along S1(R5) is, as shown in Fig. 1. One
of our goal is then to see whether the infinity of potentially tachyonic modes yield a
multiphase diagramor not, beside the no-scale-phasewe startedwith. Of course, even
if we will not do so, this question may be considered in the most general case, where
the momenta and winding numbers along the remaining internal radii directions of
T 4 are taken into account.
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Fig. 1 Boundary curves of the regions of the plan (R4, R5), where Kaluza-Klein or winding modes
along S1(R5) are tachyonic

Before concluding this section, let us specify what conserved charges Q may be
used to implement theN = 4 → 0 Scherk-Schwarz breaking of supersymmetry. On
the left-moving supersymmetric side of the heterotic string, we can rotate any pair
of worldsheet fermions ψa, ψb, where a, b ∈ {2, . . . , 9} in light cone gauge. The
charges Q are then the eigenvalues of the generator associated with one of the O(2)
affine algebra currents : ψaψb :. Because allψa’s have identical boundary conditions
on the worldsheet, all pairs (a, b) yield equivalent non-supersymmetric models when
e = 1.

3 GaugedN = 4 Supergravity Truncated to N = 1

Gauged N = 4 supergravity contains a gravity multiplet coupled to an arbitrary
number 6 + k of vector multiplets [9–13]. The scalar content is a complex field
Φ and 6 × (6 + k) real scalars Z S

a , a ∈ {4, . . . , 9}, S ∈ {4, . . . , 15 + k}, defining a
non-linear σ -model with target space

SU (1, 1)

U (1)
× SO(6, 6 + k)

SO(6) × SO(6 + k)
. (5)

The coordinates of the second coset satisfy ηST Z S
a Z

T
b = −δab, where η =

diag(−1, . . . ,−1, 1, . . . ) with 6 entries −1. To diminish the number of degrees
of freedom and simplify the analysis, we implement from now on a Z2 × Z2 orb-
ifold action on the parent supersymmetric heterotic model, which reducesN = 4 to
N = 1. The generators G1,G2 act respectively as twists Xa → −Xa on the direc-
tions X6, X7, X8, X9 and X4, X5, X8, X9, thus reducing T 6 to S1(R4) × S1(R5) ×
T 2 × T 2. In that case, the choice of charge Q must be compatible with the orbifold
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action. A consistent choice amounts to taking the O(2) current with a = 6, b = 8
(i.e. in distinct T 2 tori). To convince ourselves, let us note that the tachyonic modes,
say with pure momenta along T 2 × T 2, transform consistently into each other under
G1 and G2

1:

ψ6 + iεψ8

√
2

eiεX
4
R eip5LX

5
ei

∑9
I=6 pILX

I |0〉NS ⊗ |0̃〉

−→ −(−1)ξ
ψ6 + iεψ8

√
2

eiεX
4
R eip5LX

5
e−i

∑9
I=6 pILX

I |0〉NS ⊗ |0̃〉

−→ ψ6 − iεψ8

√
2

e−iεX4
R e−i p5LX5

ei(p6LX
6+p7LX7−p8LX8−p9LX9)|0〉NS ⊗ |0̃〉. (6)

On the contrary, with (a, b) = (6, 7) or (8, 9), the generator G1 would inconsis-
tently send the tachyons into massive superpartners. In the above formula, we have
introduced a discrete torsion ξ = 1 or 0 that yields two drastically different patterns
of tachyonic modes surviving the G1-orbifold action.2 In the following, we restrict
ourselves to the analysis of the case ξ = 1. Notice that since the O(2) generator
used to implement the Scherk-Schwarz breaking of N = 1 supersymmetry rotates
directions of distinct T 2’s, some of the tori deformation moduli are projected out.

Our goal is to derive the N = 1 supergravity potential V that depends on the
scalar fields whose masses are given in Eq. (4), and on the radii R4, R5 and the
dilaton field. This amounts to freezing (artificially) all remaining moduli, which are
associated with (i) the internal T 2 × T 2 × T 2 (i i) or E8 × E8 Wilson lines, (i i i) or
which arise from the twisted sectors. Moreover, as said before, we do not include
the potentially tachyonic modes with non-trivial momentum or winding numbers
along X6, X7, X8, X9, which we expect would not change the final phase diagram
for the choice of discrete torsion ξ = 1 considered in this work. In that case, we find
convenient to derive the result by truncating suitably theN = 4 gauged supergravity
associated with the parent N = 4 → N = 0 heterotic no-scale model. The non-
linear σ -model reduces to

SU (1, 1)

U (1)
× SO(2, 2)

SO(2) × SO(2)
× SO(2, k+)

SO(2) × SO(k+)
× SO(2, k−)

SO(2) × SO(k−)
, (7)

whose complex dimension is 1 + 2 + k+ + k−. In these cosets, k+ = +∞ is the
number of real scalars m4 = −n4 = −Q = +1 with m5 or n5 arbitrary. Similarly,
k− = +∞ is the number of “anti-tachyons” m4 = −n4 = −Q = −1 with −m5 or
−n5. Due to the Z2 × Z2 orbifold action (see Eq.6), we know that tachyons and
anti-tachyons are identified. Among the coordinates Z S

a , those which do not survive

1In our notations, eipILX
I
L+i pIRX I

R |0〉NS ⊗ |0̃〉 stands for |pL〉NS ⊗ | p̃R〉, where the coordinates and
the generalized momenta are divided into their left- and right-moving contributions, X I = X I

L +
X I
R, pI = pIL + pIR, and where we have set R4 = 1/

√
2 for convenience.

2See the revised version of arXiv:1903.09116 [1].
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the truncation are set to zero. For instance, the third coset is parameterized by Z S
a ,

a ∈ {6, 7}, where the superscript is restricted to S ∈ {12, . . . , 11 + k+} ≡ I, and that
satisfy

∑
S,T∈I ηST Z S

a Z
T
b = −δab.

Once we know the supermultiplet content of theN = 4 supergravity, we need to
specify the gauging, i.e. the non-Abelian interactions between the gauge bosons
belonging to the vector multiplets as well as the 6 graviphotons. This amounts
to determining the structure constants fRST , totally antisymmetric in their indices
R, S, T ∈ {4, . . . , 9 + (2 + k+ + k−)}. By supersymmetry, a potential is generated,
which is [9–14]

V = |Φ|2
4

Z RU Z SV
(
ηTW + 2

3
ZTW

)
fRST fUVW , (8)

where Z RU = Z R
a Z

U
a . To understand how the structure constants can be determined,

it is instructive to consider as an example the supersymmetric case (e = 0), for which
the left- and right-moving generalized momenta and squared mass for m4 = −n4 =
ε, m5 = n5 = 0, Q2 = 1 take the following form:

p4L
R

= ε√
2

( 1

R4
∓ R4

)
, M2 =

( 1

R4
− R4

)2
. (9)

When R4 = 1, two vectors multiplets become massless and satisfy p4L = 0, p4R =
ε
√
2. Recognizing p4R to be the non-Cartan charges of SU (2), one concludes that the

massless vector multiplet enhance the U (1)L ×U (1)R gauge symmetry generated
by the dimensionally reduced metric and antisymmetric tensor, (G + B)μ4, (G −
B)μ4, to U (1)L × SU (2)R. As a result, in a supersymmetric string theory model at
some given point in moduli space, the structure constants in a Weyl-Cartan basis
are nothing but the generalized momenta evaluated in the associated background,
〈pIL〉, 〈pIR〉 [14].

The generalization of this result when supersymmetry is spontaneously broken
(e = 1) is not known. The main difficulty in that within a vector multiplet, the values
of the generalized momenta depend on Q. However, because in our case of interest
all scalar superpartners of the possible tachyons have masses of order Mstring, they
can be safely set to zero and the potential V can be expressed only in terms of the
structure constants associated with the generalizedmomenta of the tachyonic modes.
Labelling the latter by an index A or Ā,

A ≡ (m4 = −n4 = −Q = +1, m5, 0) or (m4 = −n4 = −Q = +1, 0, n5) ,

Ā ≡ (m4 = −n4 = −Q = −1,−m5, 0) or (m4 = −n4 = −Q = −1, 0,−n5),

the non-trivial structure constants involving vector multiplets are, up to antisymme-
try,
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f4AĀ = 〈p4L〉 = 1√
2

( 1

2〈R4〉 − 〈R4〉
)
, f10AĀ = 〈p4R〉 = 1√

2

( 1

2〈R4〉 + 〈R4〉
)

f5AĀ = 〈p5L〉 = m5√
2 〈R5〉

or
n5√
2

〈R5〉 ,

f11AĀ =〈p5R〉 = m5√
2 〈R5〉

or − n5√
2

〈R5〉. (10)

Moreover, the non-Abelian structure of the 6 graviphotons of N = 4 supergravity
must be specified. For this purpose,we consider an ansatz consistentwith theZ2 × Z2

orbifold action,

f468 = eL, f10,68 = eR, f479 = ẽL, f10,79 = ẽR, (11)

where the right hand sides will be determined by imposing the no-scale supergravity
phase to reproduce data of the heterotic model.

4 Tree Level Potential

We are ready to derive the potential of the Z2 × Z2 truncated N = 4 supergravity,
by using all ingredients introduced in the previous sections. In Eq. (7), the last
three cosets can be reparameterized in terms of “constrained” variables φS satisfying
Z ST = 4

(
φSφ̄T + φ̄SφT

)
. In particular, for the second manifold, we define

φ4 = 1 − TU√
y

, φ5 = T +U√
y

, φ10 = 1 + TU√
y

, φ11 = T −U√
y

,

y = −(T − T̄ )(U − Ū ) > 0, (12)

where T,U are “unconstrained” complex coordinates. Similarly, for the third coset,
we take

φ6 = 1

2
√
Y

(
1 +

∑

A

ωA

)
, φ7 = i

2
√
Y

(
1 −

∑

A

ωA

)
, φA = ωA√

Y
,

Y ≡ 1 − 2
∑

A

|ωA|2 +
∣∣∣
∑

A

ω2
A

∣∣∣
2

> 0, (13)

in terms of unconstrained Calabi-Vesentini complex coordinates ωA. Finally, φ8, φ9,

φ Ā can be expressed in terms of unconstrained coordinatesω Ā of the fourthmanifold.
In order to identify tachyons and anti-tachyons, and to set to zero their massive

superpartners (the tachyons belong to chiral multiplets), we impose ω ≡ ω Ā ∈ R.
Moreover, because we restrict our analysis to the case where the compact directions
X4, X5 are factorized circles S1(R4) × S1(R5), we take the supergravity variables
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T,U to be of the form T = iR4R5,U = iR4/R5. In these conditions, the truncated
gauged N = 4 supergravity potential takes the following form [1]

V = |Φ|2
2

(
C (0) + C (2)

A Ω2
A + C (4)

ABΩ2
AΩ

2
B

)
, ΩA ≡ ωA√

Y
, (14)

where C (0),C (2)
A ,C (4)

AB are explicitly given in terms of the moduli R4,R5 and the
structure constants of Eqs. (10), (11). The dictionary between the supergravity vari-
ables and the string theory moduli may not be trivial. Therefore, we introduce real
coefficients γdil, γ4, γ5 such that

|Φ|2 = γdil e
2φdil , R4 = γ4R4, R5 = γ5R5, (15)

where φdil is the string theory dilaton field. Imposing that in the no-scale supergrav-
ity phase, where all ΩA’s vanish, the cosmological constant is zero, and the mass
spectrum matches Eq. (4), we find two solutions (σ = ±1)

eL = 〈p4L + σ
√
3p4R〉 , eR = 〈p4R + σ

√
3p4L〉 , −ẽ2L + ẽ2R = 2 ,

γdil = 1

2
, γ4 = 2 + σ

√
3

〈R4〉 , γ5 = 1

〈R5〉 . (16)

In the end, written in terms of the heterotic string theory moduli fields, the potential
takes the final form,

V = e2φdil 4

{( 1

4R2
4

+ R2
4 − 3

) ∑

A

Ω2
A + 1

R2
5

∑

m5

m2
5 Ω2

A + R2
5

∑

n5

n25 Ω2
A

+
( 1

R2
4

+ 4R2
4

)( ∑

A

Ω2
A

)2

+ 4

R2
5

(∑

m5

m5 Ω2
A

)2 + 4R2
5

( ∑

n5

n5 Ω2
A

)2
}
. (17)

Some remarks are in order. First, we note that the duality transformations
R4 → 1/(2R4) and R4 → 1/R5, which are satisfied by the 1-loop heterotic string
partition function, remain valid off-shell, at least at the lowenergy level, since they are
symmetries of V (as well as of the full effective action). Therefore, for the definition
of the supersymmetry breaking scale to be valid for arbitrary R4, we take

Msusy ≡ 1√
2 e| ln(√2R4)|

. (18)

Second, when the background value 〈R4〉 sits outside the range given in Eq. (3),
because all mass terms in the first line of Eq. (17) are positive, it is clear that the
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no-scale phase of the heterotic model is recovered, with its degenerate vacua and flat
directions:

〈V 〉 = 0 , 〈ΩA〉 = 0 , ∀A , 〈Msusy〉 < Mc , 〈R5〉, φdil arbitrary. (19)

Third, when 〈R4〉 sits in the range of Eq. (3), one finds two degenerate branches of
extrema with respect to the ΩA’s and the radii:

〈ΩA〉 = ±1

2
δm5,0 δn5,0 , 〈R4〉 = 1√

2
, 〈R5〉 arbitrary. (20)

Only one scalar condenses, which is the tachyon with trivial momentum and winding
numbers in all directions other than the Scherk-Schwarz circle S1(R4). Expanding the
condensingmode as±1/2 + δΩ0, and the radius as R4 = 1/

√
2 + δR4, the potential

becomes for small fluctuations of the fields

V = e2φdil

(
− 1 + 8δR2

4 + 16δΩ2
0 + 4

R2
5

∑

m5

m2
5 Ω2

A

+4R2
5

∑

n5

n25 Ω2
A + · · ·

)
. (21)

Therefore, δR4, δΩ0 and all non-condensingΩA’s are massive, while R5 is massless.
However, the dilaton field has a tadpole and cannot be stabilized. Actually, writing
the effective action in string frame, ĝμν = e2φdilgμν , where gμν is the Einstein frame
metric, one obtains

Stree =
∫

d4x
√

−ĝ e−2φdil

(R̂
2

+ 2(∂φdil)
2 + 1 + O(δ) + other fields

)
, (22)

where R̂ is the Ricci curvature. Notice that this expression matches the action of a
non-critical string theory with linear dilaton background φdil = κμXμ + φ0, where
κμ is a constant vector. As a result, it may be that the new phase arising from tachyon
condensation, and which is characterized by a negative potential, is associated with
a new fundamental heterotic string theory in non-critical dimension [1, 4, 5].

5 Conclusion

In this note, we have considered classical heterotic string backgrounds realizing the
spontaneous breaking of N = 1 supersymmetry in Minkowski spacetime, and we
have shown that the scale Msusy cannot exceed some critical value Mc = O(Mstring).
We have restricted our analysis to the case where the condensing tachyon has van-
ishing momentum and winding numbers along the internal directions not involved
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in the Scherk-Schwarz breaking of supersymmetry. However, as can be seen from
Eq.6, another choice of discrete torsion in the model imply all potentially tachyonic
states surviving the orbifold action to have non-trivial momentum orwinding in these
directions. It would be very interesting to apply our approach to this case, in order to
find all different regions in moduli space corresponding to new string theory phases.

Another interesting generalization of our work would be to take into account
all metric and antisymmetric tensor moduli-dependence of the torus of coordinates
X4, X5. In that case, the region in moduli space where the tachyon condensation
takes place is much more involved.

As a conclusion, let us mention that because in the very early universe the super-
symmetry breaking scale is naturally of the order of the string scale, the phenomenon
described in the present workmay yield an alternative paradigm to inflation or bounc-
ing cosmologies.

References

1. Partouche, H., de Vaulchier, B.: JHEP 1908, 155 (2019). arXiv:1903.09116 [hep-th]
2. Cremmer, E., Ferrara, S., Kounnas, C., Nanopoulos, D.V.: Phys. Lett. B 133, 61 (1983)
3. Atick, J.J., Witten, E.: Nucl. Phys. B 310, 291 (1988)
4. Antoniadis, I., Kounnas, C.: Phys. Lett. B 261, 369 (1991)
5. Antoniadis, I., Derendinger, J.P., Kounnas, C.: Nucl. Phys. B 551, 41 (1999). [hep-th/9902032]
6. Ferrara, S., Kounnas, C., Porrati, M., Zwirner, F.: Nucl. Phys. B 318, 75 (1989)
7. Scherk, J., Schwarz, J.H.: Nucl. Phys. B 153, 61 (1979)
8. Porrati, M., Zwirner, F.: Supersymmetry breaking in string derived supergravities. Nucl. Phys.

B 326, 162 (1989)
9. de Roo, M.: Phys. Lett. B 156, 331 (1985)
10. Bergshoeff, E., Koh, I.G., Sezgin, E.: Phys. Lett. B 155, 71 (1985)
11. de Roo, M., Wagemans, P.: Nucl. Phys. B 262, 644 (1985)
12. Wagemans, P.: Phys. Lett. B 206, 241 (1988)
13. Schon, J., Weidner, M.: JHEP 0605, 034 (2006). [hep-th/0602024]
14. Giveon, A., Porrati, M.: Nucl. Phys. B 355, 422 (1991)

http://arxiv.org/abs/1903.09116


Exotic Branes and Exotic Dualities
in Supergravity

Fabio Riccioni

Abstract We show how T-duality in string theory implies the presence of exotic
branes, that is branes of the lower-dimensional theory that do not have a geometric
higher-dimensional origin. We then move to discuss the potentials under which these
branes are electrically charged. We show that these are mixed-symmetry potentials,
andwediscuss the duality relations among these potentials and the standard potentials
of ten-dimensional supergravity. Finally, we discuss how such duality relations can
be naturally described within the framework of double field theory, and we show one
particular physical consequence of this description.

1 Introduction

Duality symmetries play a crucial role in our understanding of various aspects of
string theory. In particular, S and U dualities relate BPS branes with tensions scaling
with different powers of the string dilaton, and therefore allow us to gain information
on non-perturbative aspects of the theory. In general, these duality symmetries act as
discrete subgroups of the global symmetry groups of the low-energy supergravity the-
ory. In this talk we are interested in theories with maximal supersymmetry, that arise
as torus reductions of IIA/IIB string theories. The global symmetry group of the the-
ory in 10 − d dimensions is Ed+1(d+1), and the non-perturbative U-duality symmetry
of the full quantum theory is conjectured to be its discrete subgroup Ed+1(d+1)(Z)

[14].
The T-duality group O(d, d;Z), which is a subgroup of U-duality, is a sym-

metry of the perturbative string spectrum of the theory dimensionally reduced on
T d . Correspondingly, in the low energy supergravity one can consider the maximal
subgroup R

+ × O(d, d) of Ed+1(d+1), where R+ is a symmetry under shifts of the
d-dimensional string dilaton,whileO(d, d) leaves the dilaton invariant and it is there-
fore a perturbative symmetry of the low-energy action. In four dimensions, the R+
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symmetry is enhanced to SL(2,R), while in three dimensions the fullR+ × O(7, 7)
is enhanced to SO(8, 8).

We quickly review how the O(d, d) symmetry acts on the scalar fields of the
maximal supergravity theory in 10 − d dimensions. In particular we are interested in
the scalars coming from the metric and the B field, that parametrise the coset space
O(d, d)/[O(d) × O(d)] by forming the O(d, d) matrix

MMN =
⎛
⎝

gmn −gmpBpn

Bmpgpn gmn − Bmpgpq Bqn

⎞
⎠. (1)

Under an O(d, d) transformation O, this matrix transforms as

M → OTMO. (2)

T-duality is the discrete subgroup O(d, d;Z). That is, given background values for
the G and B scalars, every O(d, d;Z) transformation, that acts on these background
fields as in (2), leaves the string spectrum invariant. One defines the O(d, d) invariant
tensor

ηMN =
(
0 I

I 0

)
, (3)

which identifies the “lightlike” O(d, d) coordinates X and X̃ . The coordinates X
are precisely the coordinates of the d-dimensional torus, and one can ask what is
the physical meaning of the coordinates X̃ . To answer this question, one writes X in
terms of the string coordinates XL(σ, τ ) and XR(σ, τ ) which describe the left and
the right modes respectively, as

X = XL + XR . (4)

The factorised T-duality transformation that maps IIA to IIB inverting the compact-
ification radius corresponds to

Xa
L → Xa

L Xa
R → −Xa

R, (5)

where a is the direction one is T-dualising. On the other hand, such transformation
is the O(d, d) matrix that maps Xa to X̃ a . This means that the coordinates X̃ are the
“winding” coordinates

X̃ = XL − XR . (6)

The fact that T-duality transformations exchange themetric and the B field implies
that in string theory one has to generalise the concept of geometry. In particular one
can consider compactifications ongeneralisedmanifolds such that the transition func-
tions are T-duality transformations [13]. As a simple occurrence of non-geometry, we
can consider the IIB theory compactified to six dimensions on the orbifold T 4/Z2.
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The six-dimensional low-energy theory is N = (2, 0) supergravity coupled to 21
tensor multiplets. Can we interpret this as arising from IIA? We can, but from the
point of view of IIA the Z2 involution will act non-geometrically.

In the following we will first discuss how T-duality implies that in string theory
one has to consider, together with “standard” branes, that are the branes of the 10-
dimensional IIA or IIB theory, also “exotic” branes, that are branes that arise in the
lower-dimensional theory but do not have a clear higher-dimensional origin. We will
then move to study the potentials under which these branes are electrically charged,
and show that these are in general mixed-symmetry potentials related by “exotic”
duality relations to the potentials of the ten-dimensional theories. Finally, we will
show how these duality relations are unified in the framework of double field theory
(DFT), and we will discuss what information can be gained from the DFT picture.

2 Exotic Branes

We start by considering the IIA or IIB theory compactified on a 2-torus to eight
dimensions. In this case the perturbative global symmetry of the supergravity theory
is SO(2, 2), which is isomorphic to SL(2,R) × SL(2,R). This means that the G
and B scalars parametrise the coset manifold (SL(2,R)/SO(2))2. The scalars can
be grouped in two complex scalars τ and ρ each transforming under one of the two
SL(2,R)’s in a linear fractional way. While the scalar τ is made purely in terms of
the metric, the scalar ρ is

ρ = B89 + i
√
detG (7)

and therefore a transformation

ρ → aρ + b

cρ + d
(8)

mixes the B field and the determinant of the internal metric.
The NS5-brane solution in the string frame is

ds2 = ημνdx
μdxν + H(r)dymdym, (9)

where the NS-NS 3-form field strength and the dilaton are related to the harmonic
function H(r) as

Hmnp = εmnpq∂q H(r) eφ = H 1/2(r). (10)

Wewant to T-dualise along the transverse directions 8 and 9. Sowe first have to smear
the NS5 along these directions. After smearing, the harmonic function becomes
logarithmic. The equation for B89 becomes 1

r ∂θ B89 = −∂r H(r). Hence B89 depends
linearly on θ , that is

B89 = θ

2π
, (11)
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and if one rotates around the brane B89 → B89 + 1. That is, the monodromy is the
T-duality transformation

ρ → ρ + 1, (12)

which is a symmetry of the eight-dimensional theory.
One can askwhat happens to this solution after a generic T-duality transformation.

In particular, one can consider the transformation corresponding to two factorised
T-dualities in the directions 8 and 9. The action of such transformation on the scalar
ρ is

ρ → −1/ρ. (13)

Hence, one ends up with a solution with monodromy

β89 → β89 + 1 (14)

where
β89 = Re(−1/ρ) = −B89/(B

2
89 + detG). (15)

Because of the monodromy, the explicit solution [8] is such that the internal metric
is not well-defined. This means that the resulting 5-brane is globally non-geometric,
i.e. it is “exotic”. It is called 522 in the literature, where the top number denotes the
number of isometries (in this case directions 8 and 9), while the bottom number
denotes the scaling of the tension with respect to the dilaton (in this case g−2

S ).
Models constructed introducing these branes had already appeared in the literature
[10] well before the work of [8]. In particular, the model of [10] describes IIA 5-
branes localised on a 2-sphere S2, with monodromy SL(2,Z)ρ × SL(2,Z)τ . If the
monodromy is non-trivial only with respect to SL(2,Z)τ , the model hasN = (1, 1)
supersymmetry and it is geometric, that is it is IIA on K3 where the K3 is elliptically
fibered. If the monodromy is non-trivial only with respect to the other SL(2,Z), the
model hasN = (2, 0) supersymmetry and it is in general non-geometric. Finally, if
the monodromy is non-trivial with respect to both groups, supersymmetry is broken
to N = (1, 0).

In general, using chains of S and T dualities one finds all the non-geometric
solutions of the type of the 522-brane [16]. Moreover, using the same dualities one
derives also the expression for the tension of all such branes as functions of the
string coupling and the compactification radii [9, 17, 18]. Following [17], one can
consider instead of the tension the mass that arises when one compactifies the brane
to a particle in three dimensions. So for instance for the D7-brane one gets mD7 ∼
g−1
s R3...R9, while for its S-dual we havemSD7 ∼ g−3

s R3...R9. The NS5 gives a mass
g−2
s R3...R7 and the 522 gives g

−2
s R3...R7R2

8R
2
9 . The fact that the exotic brane gives a

mass proportional to a power of the radius higher than one is completely general and
implies that the tension of the exotic brane diverges in the decompactification limit.

We want to associate to each brane the potential under which the brane is elec-
trically charged. We use the following notation: if tension scales like g−n

s , with
n = 1, 2, 3, 4..., we denote the potentials with letters C, D, E, F, .... That is, n is
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associated to the order in the alphabet. The indices of these potentials correspond
to the directions contributing to that mass formulae for the three-dimensional parti-
cles above (plus the time direction). This means that the wrapped D7-brane above is
charged with respect to the component C03456789 of the RR 8-form C8, its S-dual is
charged with respect to E03456789, which is a component of the 8-from E8, and the
NS5 gives D034567 (potential D6). The square dependence on the radii R8 and R9 for
the 522 give a potential D03456789,89, which is a component of the mixed-symmetry
potential D8,2 (that is a field in a hook Young Tableau representation made of two
columns, one with 8 boxes and one with 2). This gives a precise mapping between
exotic branes and mixed-symmetry potentials [5]. What we want to analyse in the
following is what are these mixed-symmetry potentials and how can they be related
to the standard potentials of supergravity.

3 Exotic Dualities

We start by considering the NS5-brane. This brane is electrically charged under the
potential D6, which is the electromagnetic dual of the NS-NS 2-form B2. We know
how to dualise the NS-NS 2-form potential Bab. We start from the kinetic term of
the 2-form,

S[B] =
∫

d10x
(

− 1

12
HabcH

abc
)
, (16)

where H3 = dB2, and we write the parent action

S[D, H ] =
∫

d10x
(

− 1

12
HabcH

abc − 1

6
εa1...a6abcd Da1...a6∂aHbcd

)
, (17)

where now the 3-form H3 is treated as an independent field. The equation for D6

gives the Bianchi identity dH3 = 0, which implies H3 = dB2 and plugging this back
into the action (17) gives back Eq. (16). On the other hand, the equation for H3 gives
the duality relation

Ha1...a7 = 7∂[a1Da2...a7] = 1

6
εa1...a7abcHabc, (18)

and solving this for H3 in terms of D6 in Eq. (17) gives the dual action for D6.
In the full supergravity theory, this potential turns out not only to transform with

respect to its own gauge transformations, but also with respect to the gauge trans-
formations of the RR potentials. As a result, the NS5 brane effective action contains
couplings to the RR potentials which give information on which type of brane can
end on the NS5. In particular, in the IIA theory the NS5 Wess-Zumino term has the
form ∫

[D6 + G1C5 + G3C3 + G5C1], (19)



280 F. Riccioni

where G1 and G5 are the field strengths of a world-volume scalar and its dual, while
G3 is the field strength of a world-volume self-dual 2-form. The NS5 in IIA is
the end-point of D0, D2 and D4 branes. Similar considerations apply to the IIB
NS5-brane.

We want to repeat the same analysis in eight dimensions. We want 6-form poten-
tials that couple to the NS5, the KK monopole and the 522. These potentials are
in the (3, 1) ⊕ (1, 3) of SL(2,R) × SL(2,R), which is as we already mentioned
the perturbative symmetry of the eight-dimensional theory, and they come from the
10-dimensional mixed-symmetry potentials

D6 D7,1 D8,2. (20)

We want to identify the last two potentials as dual to the standard fields of the ten-
dimensional theory. As we will show, the D7,1 is the dual of the graviton, while the
D8,2 is the exotic dual of B2.

We first consider the dual graviton. We dualise linearised gravity in the frame
formulation, i.e. we dualise the linearised vielbein eμ

a = δμ
a + hμ

a [22]. One starts
with the linearised EH action written as

SEH[h] =
∫

ddx
[
fab

b f acc − 1
2 fabc f

acb − 1
4 fabc f

abc
]
, (21)

where
fab

c = ∂ahb
c − ∂bha

c. (22)

In terms of f , the linearised Einstein equations are

∂c fc(ab) + ∂(a fb)c
c − ηab ∂c fcd

d = 0, (23)

where f satisfies the Bianchi identity

∂[a fbc]d = 0. (24)

One then moves to a first order formulation and considers the parent action adding
the lagrange multiplier Dd−3,1 that imposes the Bianchi identity,

∫
dd x εa1...ad−3bcd Da1...ad−3,e∂b fcd

e. (25)
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Observe that now you cannot impose that the (d − 3, 1) potential is irreducible:
there is also a completely antisymmetric part. The equation for D gives the Bianchi
identity, while the equation for f gives the duality relation, and using the latter to
solve for f in terms of Dd−3,1 and plugging this back in the action gives the linearised
action for the dual graviton. In ten dimensions the potential is D7,1.

We now move on to discuss the potential D8,2, and show that it is related to B2 by
an exotic duality relation. By suitably integrating by parts, we write the B2 kinetic
action as

S[B] = −1

4

∫
ddx

(
Qa,bcQ

a,bc − 2Qa
abQc

cb

)
, (26)

where Qa,bc = ∂a Bbc (only antisymmetric in bc).We then introduce the parent action

S[Q, D] = −1

4

∫
ddx

(
Qa,bcQa,bc − 2Qa

abQc
cb + εa1...ad−2abDa1...ad−2,cd∂aQb

cd
)

(27)
where the Dd−2,2 potential imposes the Bianchi identity ∂[aQb]cd = 0, and as before
it is in a reducible representation. The equation for D gives the Bianchi identity, while
the equation for Q gives the duality relation, and plugging this back into the action
one then recovers the second order equation for the dual field [6]. In ten dimensions
the exotic dual potential is precisely D8,2.

4 Exotic Dualities in DFT

The duality relations described in the previous section have a natural unified descrip-
tion in the framework of double field theory (DFT) [15, 20, 21]. In DFT the coordi-
nates X and X̃ discussed in the introduction are treated on the same footing, and are
grouped together in XM = (Xm, X̃m), where M is an SO(10, 10) index. The fields
can depend in principle on both sets of coordinates, provided that they satisfy the
section condition, that is on any pair of fields on the doubled space one must impose

ηMN∂M ⊗ ∂N = 0. (28)

We are only interested in linearised field equations, andwe employ the formulation
of [1, 2], which is the DFT extension of the vierbein formulation of gravity. One
introduces the generalised fluxes

FABC = 3 ∂[AhBC] , FA = ∂ BhBA + 2 ∂Aφ, (29)

where A, B, ... are SO(1, 9) × SO(1, 9) indices, hAB is the generalised vierbein and
φ is the dilaton. The linearised action is
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SDFT =
∫

d2d X e−2φ̄

(
SABFAFB + 1

6
SABCDEFFABCFDEF

)
, (30)

where SAB and SABCDEF are invariant tensors of SO(1, 9) × SO(1, 9).
The fluxes obey Bianchi identities, which in a first order formulation we want to

obtain as equations for the dual fields.We thus consider a parent actionwith Lagrange
multipliers DABCD and DAB ,

∫
d2d X [DABCD ∂AFBCD + DAB

(
∂CFCAB + 2 ∂AFB

) + D ∂ AFA], (31)

whose field equations are the linearised Bianchi identities

∂[AFBCD] = 0

∂CFCAB + 2 ∂[AFB] = 0 (32)

∂ AFA = 0.

The equations for the fluxes give the duality relations, and plugging this back in the
parent action gives the linearised action for the dual fields. The potentials D6, D7,1

and D8,2 of the previous section are the components Dabcd , Dabc
d and Dab

cd of the
DFT potential DABCD , and this analysis reproduces exactly the duality relations of
D6, D7,1 and D8,2 [3]. In particular, the standard dualisation and the exotic dualisation
of B2 are unified in DFT.

To go back to the brane effective actions, we want to write down a DFT equivalent
of the WZ term in Eq. (19). To do this, one needs a DFT formulation of the RR
potentials. This formulation was given in [12], and it consists in collecting the RR
potentials in a chiral spinor of SO(10, 10)

χ =
10∑
p=0

1

p!Cm1...mp Γ m1···mp |0〉, (33)

with the Clifford vacuum |0〉 annihilated by all the gamma matrices Γm . The field
strengths of the world-volume potentials describing D-branes ending on the NS5-
brane and their T-duals is also a chiral spinor G, and the DFT expression for the WZ
term is [4]

SW Z =
∫

d6ξ QMNPQ[DMNPQ + GΓ MNPQχ ], (34)

where GΓ MNPQχ is an SO(10, 10) spinor bilinear. The charge QMNPQ selects
the type of brane one is considering. In particular, Qmnpq corresponds to the NS5,
Qmnp

q to the KKmonopole and Qmn
pq to the 522-brane, while the remaining charges

correspond to branes whose solutions are not even locally geometric.
As a nice application of this framework, we can consider the form of this effective

action when the IIA Romans mass [19] is turned on. It is known [7] that massive
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couplings in WZ terms give anomalous creation of branes. For instance, for the
D0-brane, one has in the WZ term:

Smassive D0−brane ∼
∫

m b1 (35)

which implies that when a D0 crosses a D8, a fundamental string is created:

D0 : × − − − − − − − − −
D8 : × × × × × × × × × −
F1 : × − − − − − − − − ×

Similarly, for the NS5-brane, one has

Smassive NS5−brane ∼
∫

m c6 (36)

giving rise to the creation of a D6 brane when a D8 crosses an NS5:

NS5 : × × × × × × − − − −
D8 : × × × × × × × × × −
D6 : × × × × × × − − − ×

What our WZ term shows is that one can similarly consider the T-dual picture, in
which a 522 crosses a D8 giving rise to a D6 [4]:

522 : × × × × × × − − ⊗ ⊗
D8 : × × × × × × × × − ×
D6 : × × × × × × − − × −

To conclude, we have shown that at least at the linearised level one can introduce
mixed-symmetry potentials which couple to exotic branes and are related to the
standard potentials by exotic duality relations.Wehave also shownhowDFTprovides
a unified framework in which standard dualities and exotic dualities are treated on
the same footing. One can then write down unified effective actions. It would be
extremely interesting both from a conceptual point of view and from the point of
view of model building to understand whether this descriptions could be extended at
the interacting level.
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Thermodynamic Information Geometry
and Applications in Holography

H. Dimov, R. C. Rashkov, and T. Vetsov

Abstract In this report we investigate the space of equilibrium states for the three
dimensional warped anti-de Sitter black hole solution (WAdS3) of Topological mas-
sive gravity (TMG). Our considerations include the proper thermodynamic Rieman-
nian metrics on the statistical manifold, spanned by the intensive quantities of the
black hole, namely its temperature and angular velocity. Analyzing the conditions for
thermodynamic stability of the system we identify possible phase transition points
and impose several restrictions on the left and right central charges from the dual
gauge theory. Finally, by considering the thermodynamic length of geodesic paths
we find the optimal paths for quasi-static protocols on the equilibrium statistical
manifold of the warped black hole solution.

1 Introduction

The celebrated AdS/CFT correspondence revealed many important and unexpected
phenomena in various classical and quantum systems. One of its important feature is
that it relates a higher dimensional classical gravitational theory in the bulk of space-
time to a quantum field theory without gravity on a lower-dimensional boundary, and
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vice versa. On the other hand, the correspondence is also a duality between weak and
strong coupling regimes of both theories, allowing one to do perturbative calculations
in one of the theories and consequently translate the results to the non-perturbative
strong coupling part of the other theory. The latter feature lifts the correspondence
to an extraordinary powerful framework.

When one considers a gauge theory in a finite temperature its holographically
dual gravitational theory contains a black hole as a natural thermal source. In this
case, the thermodynamic features of the black hole in the bulk theory can be used to
impose various restrictions on the parameter space of the dual gauge theory. Besides
referring only to the standardBekenstein-Hawking entropy and related quantities one
can resort to more intrinsically geometric methods of Thermodynamic information
geometry (TIG), where one defines a proper Riemannian metrics on the statistical
manifold of the bulk theory. In Sect. 2 we briefly introduce the basic concepts in TIG.

As an example in this report, we will consider the warped three dimensional anti-
de Sitter black hole solution, which is a stable vacuum solution of the 3d Topological
massive gravity (TMG), described by the action [1]1

IT MG = 1

16π

∫
M

d3x
√−g

(
R + 2

L2

)
+ 1

μ
ICS . (1)

In the last expression, the term ICS is the gravitational Chern-Simons action given
by

ICS = 1

32π

∫
M

d3x
√−g ελμν Γ r

λσ

(
∂μΓ σ

rν + 2

3
Γ σ

μτ Γ τ
νr

)
, (2)

and the coupling μ is the mass of the graviton, ελμν = ελμν/
√−g, ε012 = +1.

Although there are classical AdS3 solutions for every value of the coupling μ, the
only stable case is defined by the condition μ L = 1, which leads to a non-negative
energy of the gravitons. However, other stable TMG vacua, namely warped back-
grounds, can be constructed, if one considers non-chiral values of μ L . The latter are
discrete quotients by elements of SL(2, R) ×U (1) of warped AdS3 space. In this
case, the group elements of the quotient define the left and the right temperatures in
the dual gauge theory. With a certain choice for the central charges the density of
states in the gauge theory exactly matches the entropy of the corresponding black
hole solution, thus a duality between both theories can be conjectured.

The structure of the paper is as follows. In Sect. 2 we briefly introduce the basic
concepts of Thermodynamic information geometry. In Sect. 3 we present the relevant
features of theWAdS3 black hole solution and its dual warped gauge theory. In Sect. 4
we investigate the thermodynamic stability of the WAdS3 solution in the space of
intensive thermodynamic parameters (T,Ω), which enables us to identify any phase
transition points of themodel. Consequently,we analyze severalmetric approaches to
the equilibrium of the system and determine the admissible thermodynamic metrics,

1Although it is not relevant for our considerations, one should also note that a certain boundary
term was introduced in [2] in order to make the variational principle well-defined.
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which can be used to describe the statistical manifold of the black hole solution. In
Sect. 5 the thermodynamic length of geodesic paths and the corresponding optimal
quasi static processes on the statistical manifold are considered. Finally, in Sect. 6
we make a brief discussion on our results.

2 Basics of Thermodynamic Information Geometry

The first geometric approaches to thermodynamics of a given systemwere introduced
by Weinhold [3] and Ruppeiner [4]. Weinhold showed that the empirical laws of
equilibrium thermodynamics can be related to the axioms of an abstract metric space.
In his approach the Hessian of the internal energy U with respect to the extensive
parameters of the system plays a central role in defining the proper Riemannian
metric on the space of macro states,

g(W )
ab = ∂a∂bU (E) . (3)

HereE = (E1, E2, . . . , En) are the other extensive parameters of the system besides
U . On the other hand, Ruppeiner developed his Thermodynamic geometry within
fluctuation theory, where the Hessian of the entropy S is used to define the proper
thermodynamic metric:

g(R)
ab = −∂a∂bS(E) . (4)

Of course, due to the relation between the intensive and the extensive parameters for
systems with well defined first law, one can equivalently use the intensive thermo-
dynamic parameters as coordinates on the equilibrium manifold. Sometimes this is
considered even more natural. As it turns out, both Hessian metrics (3) and (4) are
conformally related to each other with the temperature T of the system being the
conformal factor, ds2(R) = ds2(W )/T .

In order to understand why Hessian geometry plays an important role in Ther-
modynamic geometry, let us consider an open finite volume system A enclosed by a
larger thermal reservoir. The system A exchanges energy through fluctuations. The
microcanonical ensemble requires all microstates of A to be selected with equal
probabilities. Therefore, the probability of finding the internal energy u = U/V per
volume of A between u and u + du is proportional to the number of microstates of
A corresponding to this range

P(u, V )du = CΩ(u, V )du, (5)

where Ω is the density of states, and C is a normalization factor. On the other hand,
one has Boltzmann’s expression for the entropy S = kB lnΩ , which yields Einstein’s
relation for the probability (kB = 1)

P(u, V )du = CeS(u,V )du. (6)
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This formula can be easily generalized in the presence of more fluctuating variables
E = (E1, E2, . . . , En):

P(E)dnE = CeS(E)dnE . (7)

The next step is to expand the entropy S up to quadratic terms in Ea :

S(E) − S0 = V

2

∂2S

∂Ea∂Eb
ΔEaΔEb + · · ·

where S0 = S(〈Ea〉) and ΔEa = Ea − 〈Ea〉. At equilibrium ∂a S = 0 and S is max-
imized, thus ∂a∂bS < 0. Now, one can define the quantity

gab = − ∂2S

∂Ea∂Eb
= −Hess(S(E)), (8)

which is theRuppeiner thermodynamic informationmetric (4). Therefore, one arrives
at the Gaussian approximation for the probability

P(E)dnE = 1

2π
exp

(
−V

2
g(R)
ab ΔEaΔEb

) √|g|dnE, (9)

which is useful in calculating the average values of any given quantity. A breakdown
of the Gaussian approximation occurs when

V < |R|, R ∼ ξ d , (10)

where V is the volume of the system, R is the thermodynamic scalar curvature, ξ

is the correlation length of the system, and d is the dimension of the system. In this
case, the singularities of the scalar curvature R correspond to the possible spinodal
curves and phase transition points of the model.

Although Weinhold and Ruppeiner metrics have been successfully applied to
describe the phase structure of condensed matter systems, when utilized for black
holes they do not often agree with each other. One of the reasons is due to the fact that
Hessian metrics are not Legendre invariant, thus they do not preserve the geometric
structure under a change of the thermodynamic potential. For this reason, in Ref.
[5] H. Quevedo considered the (2n + 1)-dimensional thermodynamic phase space,
spanned by the thermodynamic potential Φ, the set of extensive variables E, and the
set of intensive variables I, to find the general Legendre invariant form of the metric
on the space of equilibrium states:

g(Q) = ΩΦ Φ(E) χ b
a

∂2Φ

∂Eb ∂Ec
dEa dEc , (11)

where χ b
a = χa f δ f b is a constant diagonal matrix and ΩΦ ∈ R is the degree of

generalized homogeneity,Φ(λβ1 E1, . . . , λβN EN ) = λΩΦ Φ(E1, . . . , EN ), βa ∈ R.
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In this case, the Euler identity for homogeneous functions should hold

βab E
a ∂Φ

∂Eb
= ΩΦ Φ , (12)

where βab = diag(β1, β2, . . . , βN ). From the first law dΦ = Ia dEa , one notes that
Ia = ∂Φ/∂Ea . When βab = δab, one recovers the standard Euler identity. If we
choose βab = δab, for complicated systems this may lead to some non-trivial confor-
mal factor, which is no longer proportional to the potential Φ. On the other hand, the
choice χab = ηab = diag(−1, 1, . . . , 1) applies to systems with second-order phase
transitions, while the choice χab = δab is suitable for the description of systems with
at least a first order phase transition.

Although theLegendre invariant proposal ofQuevedo is very general, it allows one
to choose from various conformal factors, which can be used to reduce the number of
any redundant singularities in the thermodynamic curvature, coming from working
in non-physical reference frames. A specific proposal in this line, which seems to
work well in many cases, was given in [6], where the authors introduce a special
metric, known as the HPEM metric.

Finally, a recent approach to Thermodynamic geometry was considered by Mirza
and Mansoori in [7–9], which is based on conjugate thermodynamic potentials,
specifically chosen to reflect the relevant thermodynamic properties of system under
consideration.

Some applications of these approaches to different gravitational systems can be
found for example in [10–12]. In order to identify the admissible thermodynamic
metrics for a given black hole solution, a case by case study is required.

3 The WAdS3/WCFT2 Correspondence

The warped AdS3 black hole solution is given by [1]

ds2 = L2
(
dt2 + D(r)dr2 + N (r)dθ2 + 2F(r)dtdθ

)
, (13)

where r ∈ [0,∞], t ∈ [−∞,∞], θ ∼ θ + 2π , and

F(r) = νr − 1

2

√
r+r−(ν2 + 3), D(r) = 1

(ν2 + 3)(r − r+)(r − r−)
, (14)

N (r) = r

4

(
3r(ν2 − 1) + (ν2 + 3)(r+ + r−) − 4ν

√
r+r−(ν2 + 3)

)
. (15)

The horizons are located at r+ and r−, where grr vanishes. Here, we also introduced
the parameter ν = μ L/3. Notice that (13) reduces to the BTZ black hole in a rotating
frame, when ν2 = 1. The physical black hole solutions exist only for ν2 > 1, as long
as r+ and r− stay positive. For ν2 < 1, we always encounter closed time-like curves
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and such geometries posses no interest. Therefore, without loss of generality it is
natural to choose L > 0 and 1 < ν2 < ∞ for the non-chiral case.

The entropy S and the ADT conserved charges M and J of the warped AdS black
hole are given by

M = (ν2 + 3)

24

(
r+ + r− − 1

ν

√
r+ r− (ν2 + 3)

)
, (16)

S = π L

24 ν

(
(9 ν2 + 3) r+ − (ν2 + 3) r− − 4 ν

√
(ν2 + 3) r+ r−

)
, (17)

J = νL(ν2 + 3)

96

[(
r+ + r− − 1

ν

√
r+r−(ν2 + 3)

)2

− (5ν2 + 3)

4ν2
(r+ − r−)2

]
.

(18)

One also has the Hawking temperature and the angular velocity

T =
(
ν2 + 3

)
(r+ − r−)

4π L
(
2 ν r+ −

√(
ν2 + 3

)
r+ r−

) , Ω = 2

L
(
2 ν r+ −

√(
ν2 + 3

)
r+ r−

) .

(19)
In this case, the first law of thermodynamics holds

dM = T dS + Ω d J . (20)

Let us comment on the admissible values of the thermodynamic quantities. Assuming
r+ ≥ r− one can reach S = 0 only if −1 ≤ ν ≤ 1, which is not our case. The same
condition holds forM = 0. Thus,we consider only positive S > 0, M > 0. FromEq.
(19), one notes that the angular velocityΩ never reaches zero, while the temperature
T is zero for coincident horizons, r+ = r−, which is the extremal case. On the other
hand, the laws of thermodynamics forbid us from ever reaching the absolute zero,
thus T > 0.

Instead of r+ and r−, it is more useful to work with the left and right temperatures
from the dual gauge theory, namely

TR = (ν2 + 3)(r+ − r−)

8πL
, TL = ν2 + 3

8πL

(
r+ + r− −

√
(ν2 + 3)r+r−

ν

)
, (21)

and the left and right central charges2

cR = L(5 ν2 + 3)

ν (ν2 + 3)
, cL = 4 ν L

ν2 + 3
, cL − cR = − L

ν
. (22)

2Although we are going to consider only positive central charges throughout the paper, which lead
to unitary CFTs, one should keep in mind that negative charges can play vital role in anomaly
cancellations, when considering the total central charge.
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FromEqs. (22), under the requirement of positive central charges and ν2 > 1, one can
restrict only to ν > 1. Therefore, it immediately follows that cL < L and cR < 2 L .
For large ν → ∞ one has vanishing central charges, which is physically excluded
due to the divergence of the Kretschmann invariant of the metric

K = 18 − 12ν2 + 6ν4

L2
. (23)

Furthermore, the third expression in Eq. (22) clearly forbids the case cL = cR , while
its negative sign suggests that cR > cL . Putting everything together one finds

0 < cL < L , L < cR < 2 L . (24)

On the other hand, from Eq. (22), one finds the ratio of the central charges

cL
cR

= 4 ν2

3 + 5 ν2
. (25)

It depends only on ν and certain limits can be considered. For ν → ∞, the ratio
reaches amaximumvalue of 4/5. One has to exclude this value due to Eq. (23).When
ν = 1, the ratio is 1/2, which is also excluded from our considerations. Therefore,

1

2
<

cL
cR

<
4

5
. (26)

In terms of the dual CFT temperatures and charges the entropy takes the Cardy form

S = π2 L

3
(cL TL + cR TR) . (27)

One can also define the following left and right moving energies,

EL = π2 L

6
cL T

2
L , ER = π2 L

6
cR T

2
R , (28)

which allow us to write the mass M , the angular momentum J and the Hawking
temperature in the following way

M =
√
2 L EL

3 cL
, J = L (EL − ER),

1

T
= 4π ν L

ν2 + 3

TL + TR

TR
. (29)

W have everything to proceed with finding the proper thermodynamic metrics on
the space of equilibrium states of the warped black hole solution.
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4 Thermodynamic Information Geometry of WAdS3

In order to study the thermodynamic properties of the WAdS3 black hole within
the formalism of Thermodynamic information geometry, we express all extensive
parameters (M, S, J ) of the solution in terms of the intensive ones (T,Ω) and the
left and right central charges (cL , cR) from the dual gauge theory, i.e.

M = 1 − πcLT

3cLΩ
, S = π

1 − πT (cL − cR)

3Ω
, J = 1 + πcLT (πT (cL − cR) − 2)

6cLΩ2 .

(30)

One naturally requires S > 0, which is always satisfied due to Eq. (24), while impos-
ing M, J > 0 leads to

T <
1

π
(
cL + √

cLcR
) . (31)

The local thermodynamic stability of the WAdS3 black hole in (T,Ω) space can
be determined by the explicit form of its heat capacities

CΩ = π2cRT

3(πcLTΩ(πT (cL − cR) − 2) + Ω)
, CJ = π2T (cR − cL)

3Ω
, (32)

where imposing CΩ,J > 0 leads to condition (31). The Davies critical points are
given by the singularities of the heat capacities together with the points where they
change sign, namely

Tc = 1

π
(
cL + √

cLcR
) . (33)

This is the same critical temperature found in [11], where the authors consider dif-
ferent equilibrium manifolds.

The simplest metric one can define on the equilibrium manifold is the Ruppeiner
metric given by the Hessian of the entropy with respect to the intensive parameters
(T,Ω):

ĝ(R) = −Hess(S(T,Ω)) =
(

0 (cR−cL )π2

3Ω2

(cR−cL )π2

3Ω2 − 2π((cR−cL )πT+1)
3Ω3

)
. (34)

Due to the probabilistic interpretation of the Hessian thermodynamic metrics we
additionally require their positive definiteness (Sylvetser’s criterion), where all prin-
cipal minors of the metric should be positive,

p1 = g(R)
T T > 0, p2 = g(R)

ΩΩ > 0, p3 = det(ĝ(R)) > 0. (35)

However, one immediately notes that this is not possible for (34) due to the fact that
its third principal minor is always negative, i.e.



Thermodynamic Information Geometry and Applications in Holography 293

p3 = det(ĝ(R)) = − (cL − cR)2π4

9Ω4
< 0. (36)

Therefore, one can suggest that Ruppeiner’s approach is not suitable for the descrip-
tion of the equilibrium space of the warped black hole.

On the other hand, Weinhold’s approach takes the Hessian of the internal energy
of the system instead of the entropy. In the case of black holes their internal energy
is equivalent to the conserved ADT mass M . Therefore

ĝ(W ) = Hess(M(T,Ω)) =
(

0 π
3Ω2

π
3Ω2

2(1−cLπT )

3cLΩ3

)
. (37)

Once again, it is not possible to impose Sylvester’s criterion due to the fact p3 =
det(ĝ(W )) = −π2/(9Ω4) < 0 is negative. Therefore, Weinhold information metric
also fails to produce a viable thermodynamic metric.

One can find similar results for the Hessians of other thermodynamic potential,
thus the conclusion is that the Hessian approach is not powerful enough to describe
the equilibrium manifold of the warped black hole. The latter is also supported by
the fact that the corresponding Hessian thermodynamic curvatures do not account
for the relevant phase transition points of the system.

In order to overcome these issues one can consider Legendre invariant metrics.
For example, choosing χab = ηab = diag(−1, 1), the Quevedo metric (11) in (T,Ω)
space becomes

ĝ(Q) =
(

(cR−cL )π3T ((cL−cR)πT−1)
9Ω2 0
0 πT ((cL−cR)πT−1)(cLπT ((cL−cR)πT−2)+1)

9cLΩ4

)
. (38)

This metric cannot be positive definite for any values of T and Ω , but in this case,
due to the unclear physical meaning of its components, the requirement of positive
definiteness is not necessary, although it would be preferable if a probabilistic inter-
pretation is found to be true. Nevertheless, the thermodynamic curvature accounts
for the relevant phase transition points. However, it also introduces additional ones,
as it is obvious from the denominator of the scalar thermodynamic curvature

den(R(Q)) ∝ T 3(πT (cL − cR) − 1)3(πcLT (πT (cL − cR) − 2) + 1)2, (39)

where only one of the roots of the expression is positive and coincides with the
critical temperature (33).

On the other hand, the HPEM metric in (S, J ) space is given by

ds2(H) = S
∂SM

(∂2
J M)

3 (−∂2
SMdS2 + ∂2

J Md J 2). (40)
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Transforming this metric to (T,Ω) space, one finds

ĝ(H) =
⎛
⎝

cR3π3T ((cR−cL )πT+1)
243c3L (cL−cR)2Ω11 0

0 cR3πT ((cR−cL )πT+1)(cLπT ((cR−cL )πT+2)−1)
243c4L (cL−cR)3Ω13

⎞
⎠ . (41)

In contrast to Quevedo’s case, the HPEMmetric is be positive definite in the region of
local thermodynamic stability (below the critical temperature T < Tc), which makes
it a better choice for a viable thermodynamic metric on the equilibrium manifold.
The denominator of its scalar curvature also accounts for all relevant critical points

den(R(H)) ∝ T 3(πT (cR − cL) + 1)3(πcLT (πT (cR − cL) + 2) − 1)2, (42)

where only one of the roots of the expression is positive and coincides with the
critical temperature (33).

Similar positive definite metric can be constructed via the conjugate potential
K = M − Ω J . In this case, the coefficients of the MM metric can be calculated
easily in (S,Ω) space via

ds2(M) = 1

T

(
−∂2K

∂S2
dS2 + 2

∂2K

∂S∂Ω
dSdΩ + ∂2K

∂Ω2
dΩ2

)
. (43)

The result in (T,Ω) space is given by

ĝ(M) =
(

(cR−cL )π2

3TΩ

π((cL−cR)πT−1)
3TΩ2

π((cL−cR)πT−1)
3TΩ2 − cR

3cL TΩ3(cL−cR)

)
, (44)

where theMMmetric is positive definitewhenT < Tc.Anice feature of this approach
is that by construction it admits only the relevant singularities of the system, as one
can see from its scalar curvature

R(M) = 3cRΩ(3πcLT (πT (cR − cL) + 1) − 1)

π2T (cL − cR)2(πcLT (πT (cL − cR) − 2) + 1)2
. (45)

Let us summarize the results in this section. We have considered Hessian thermo-
dynamic metrics, namely Ruppeiner and Weinhold metrics and established that they
are not suitable for the description of the equilibrium thermodynamic space of the
WAdS3 black hole. On the other hand, considering two Legendre invariant metric
approaches, namely Quevedo and HPEM ones, we found that they correctly account
for the phase structure of the black hole solution. However, only HPEMmetric can be
made positive definite in a subregion of the equilibrium manifold. Finally, using the
method of conjugate thermodynamic potentials, we were able to construct a positive
definite metric, which also correctly describes the thermodynamic features of the
system in equilibrium.
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5 Thermodynamic Length and Quasi-Static Processes

Theviable thermodynamicmetrics, found in the previous section, can beused to study
geodesics on the equilibrium manifold, spanned by the intensive parameters (T,Ω).
This allowsone to calculate the thermodynamic length (the shortest distance) between
two macro states, which can be used to optimize the implementation of quasi-static
protocols3 within a given statistical ensemble. The action for the thermodynamic
geodesics is written by [13]

L =
∫ τ

0

√
gab(λ)

dλa

dt

dλb

dt
dt, (46)

where t is an affine parameter on the geodesics,4 λa(t) = (T (t),Ω(t)) are the set of
intensive thermodynamic parameters. We can vary the action to obtain the system of
coupled geodesic equations

λ̈c(t) + Γ c
ab(ĝ)λ̇

a(t)λ̇b(t) = 0, (47)

where the dot denotes a derivative with respect to t . By definition the solutions of
equations (47) extremizes the thermodynamic length L between two equilibrium
states. The latter given by the on-shell value of the action (46) for the geodesic
curve, connecting those states. We can also define a related quantity, called the
thermodynamic divergence of the path,

J = τ

∫ τ

0
gab(λ)

dλa

dt

dλb

dt
dt, (48)

which is a measure of the energy dissipation or entropy production for a transition
between twoequilibriumpoints at particular rates of changeof the control parameters.
In other words, J measures the efficiency of the quasi-static protocols and satisfies
the following bound

J ≥ L2. (49)

The latter follows from the Cauchy-Schwarz inequality for integrals and provides
a formal definition of the degree of irreversibility of the process5 (see [14] and
references therein). In what follows, we are going to consider only cases, which can
be solved analytically.

3A quasi-static protocol, or a quasi-static process, is a process applied to a given physical system,
which on every step awaits for equilibration of the parameters. Thus, the systems is never taken out
of equilibrium, when going from one macro state to a different one.
4In thermodynamics the parameter t ∈ [0, τ ], where (t = 0, t = τ ) denote the initial and final states,
does not necessarily correspond to time. It can be any well-defined order parameter of the system.
5With reversibility only for J = 0.
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The thermodynamic geodesics in (T,Ω) parameter space for the Quevedo metric
(38) can be solved analytically if one considers a constant temperature profile T (t) =
T = const . In this case, the system of coupled geodesic equations (47) reduces to
one second order ordinary differential equation for the function Ω(t):

Ω(t)Ω ′′(t) − 2Ω ′(t)2 = 0, (50)

and a cubic algebraic equation for the constant temperature T = const :

4π3cL(cL − cR)2T 3 + 9π2cL(cR − cL)T
2 + 2π(3cL − cR)T − 1 = 0. (51)

In the last algebraic equation, the only allowed solutions are real roots with T > 0,
which do not coincide with any critical points of the system. In this particular case,
one notes that the discriminant of the cubic equation (51)

Δ = 4π6cLcR(cL − cR)2
(
27c2L + 9cLcR + 32c2R

)
> 0 (52)

is positive, thus there are always three distinct real roots. The solution to the differ-
ential equation (50) is given by

Ω(t) = Ω2
0

Ω0 − tW0
, Ω(0) = Ω0, Ω ′(0) = W0, (53)

whereΩ(0) = Ω0 andΩ ′(0) = W0 are the initial value and the initial rate of change
of the angular velocity, respectively. Substituting this solution and the metric coef-
ficients in Eqs. (46) and (48) one can compute the geodesic length and the corre-
sponding geodesic divergence between a state at t = 0 and a state at t = τ , namely

L = |W0|√πT ((cL − cR) πT − 1) (cLπT ((cL − cR) πT − 2) + 1)

3Ω2
0
√
cL

τ, (54)

J = πTW2
0 ((cL − cR) πT − 1) (cLπT ((cL − cR) πT − 2) + 1)

9cLΩ4
0

τ. (55)

In this case, for the given geodesic path, one has J = L2, which saturates the bound
in Eq. (49). The latter means that in Quevedo’s case a quasi-static process, along a
constant temperature profile, is the optimal one with smallest energy cost.

Similar analysis can also be conducted in HPEM’s case. Here, the constant tem-
perature geodesic profile leads to the same cubic algebraic equation (51), while the
equation for the angular velocity now becomes

2Ω(t)Ω ′′(t) − 13Ω ′(t)2 = 0. (56)
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Its solution is given by

Ω(t) = Ω0

(
11W0

2Ω0
t − 1

)−2/11

, Ω(0) = Ω0, Ω ′(0) = W0. (57)

The corresponding thermodynamic length and divergence are written by

L = |W0|cR√
cRπT ((cR − cL) πT + 1) (cLπT ((cR − cL) πT + 2) − 1)

9Ω6
0c

2
L(cR − cL)

√
3Ω0(cL − cR)

τ,

(58)

J = πT c3RW2
0 ((cR − cL) πT + 1) (cLπT ((cR − cL) πT + 2) − 1)

243c4L(cL − cR)3Ω13
0

τ. (59)

One notes that for the given geodesic path the bound in Eq. (49) is saturated, which
defines any quasi-static process along a constant temperature profile to be the optimal
one in HPEM’s case.

6 Conclusion

In this report, we have considered the thermodynamic stability over the space of the
intensive parameters for the WAdS3 black hole solution of 3d Topological massive
gravity. Restricting ourselves only to non-chiral values of the graviton’s mass param-
eter, we found several conditions (24) and (26) on the central charges from the dual
warped gauge theory. Consequently, considering positive values of the relevant ther-
modynamic quantities, such as the ADTmass and the Hawking-Beckenstein entropy
of the black hole, we constrained the possible values of the Hawking temperature
only to a subregion in (T,Ω) parameter space, namely Eq. (31). The latter was also
shown to be the condition for local thermodynamic stability of the model.

We have extended our analysis of the WAdS solution by considering several
geometric approaches to its equilibrium thermodynamic space. In this case, we have
shown that the simpler Hessian approaches of Ruppeiner and Weinhold are not
suitable for the description of the equilibrium space of the WAdS3 black hole. On
the other hand, the Legendre invariant metric approaches of Quevedo and HPEM,
and the recent approach based on conjugate thermodynamic potentials (the MM
approach), correctly accounted for the relevant thermodynamic features of the black
hole solution. However, only HPEM and MM metrics can be made positive definite
in a subregion of the equilibrium manifold.

Finally, investigating geodesics on the equilibrium manifold, equipped with
Quevedo and HPEM metrics respectively, we have found analytic solutions (Eqs.
(53) and (57)) to the system of coupled geodesic equations (47) in the case of con-
stant temperature profiles. By calculating the thermodynamic lengths (Eqs. (54) and
(58)) and the corresponding thermodynamic divergences (Eqs. (55) and (59)) in the
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cases mentioned above, we have also shown that the obtained solutions lead to the
implementation of optimal quasi-static protocols (requiring minimal energy cost) on
the space of equilibrium states of the warped black hole solution.
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The Role of the Slope in the
Multi-measure Cosmological Model

Denitsa Staicova

Abstract In this work, we report some results on the numerical exploration of the
model ofGuendelman-Nissimov-Pacheva. Thismodel has been previously applied to
cosmology, but there were open questions regarding its parameters. Here we demon-
strate the existence of families of solutions on the slope of the effective potential
which preserve the duration of the inflation and its power. For this solutions, one
can see the previously reported phenomenon of the inflaton scalar field climbing
up the slope, with the effect more pronounced when starting lower on the potential
slope. Finally we compare the dynamical and the potential slow-roll parameters for
the model and we find that the latter describe the numerically observed inflationary
period better.

1 Cosmology Today

Some of the most defining features of the Universe we live in are that it is isotropic,
homogeneous and flat. They have been confirmed to great precision by cosmolog-
ical probes (WMAP, Planck). Another important observation is that the universe is
currently expanding in an accelerated way (confirmed by the data from SNIa and the
Cepheids) which requires the introduction of dark energy. A model which describe
all of those fundamental properties is theΛ − CDM model, in which different com-
ponents of the energy density contribute to the evolution of the universe as different
powers of the scale factor.

Explicitly, in the Friedman-Lemaitre-Robertson-Walker (FLRW) metric g̃μν =
diag{−1, a(t)2, a(t)2, a(t)2}, we have for the first Friedman equation: H = ȧ

a =
H0

√
Ωma−3 + Ωrada−4 + ΩΛ.

Here H = ȧ(t)/a is the Hubble parameter and a(t) is the scale factor parametriz-
ing the expansion of theUniverse. H0 is the currentHubble constant,Ωm is the critical
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matter density (dark matter and baryonic matter), Ωrad is the critical radiation den-
sity, and ΩΛ is the critical density of the cosmological constant (i.e. dark energy).
In our units (G = 1/16π ), ρcri t = 6H 2

0 , therefore Ωx = ρx/ρcri t = ρx/(6H 2
0 ) for

X = {m, rad,Λ}.
While the Λ − CDM model offers a rather simple explanation of the evolution

of the Universe (the minimal Λ − CDM has only 6 parameters), it still has its
problems. Some of the oldest ones—the horizon problem, the flatness problem, the
missing monopoles problem and the large-structures formation problem, require the
introduction of a new stage of the development of the Universe—the inflation. The
inflation is an exponential expansion of the Universe lasting between 10−36 s and
10−32 s after the Bing Bang, which however increases the volume of the Universe
1070 times.

The simplest way to produce inflation [1] is to introduce a scalar field φ which
is moving in a potential Vin f l(φ). Inflation is generated by the exchange of potential
energy for kinetic energy. In this case, the evolution of the Universe will be described
by two differential equations:

H 2 = 8π

3m2
Pl

(Vin f l(φ) + 1

2
φ̇2) (1)

φ̈ + 3H φ̇ + V ′
in f l(φ) = 0, (2)

where the first one is the Friedman equation and the second is the inflaton equation.
Inflation occurs when ä(t) > 0 which happens in this simple system when φ̇2 <

V (φ), i.e. when the potential energy dominates over the kinetic one. The pressure
and the energy density are:

pφ = φ̇2/2 − Vin f l(φ), ρφ = φ̇2/2 + Vin f l(φ).

One can consider different forms for the effective potential, but those simplistic
inflationary theories have the problem of not being able to reproduce the graceful
transition from inflation to the other observed epochs.

2 The Multimeasure Model

There are different ways to obtain a model with richer structure. Here we follow
the model developed by Guendelman, Nissimov and Pacheva [2–8]. The idea is to
couple two scalar fields (the inflatonφ and the darkon u) to both standardRiemannian
metric and to another non-Riemannian volume form, so that the model can describe
simultaneously early inflation, the smooth exit to modern times, and the existence of
dark matter and dark energy.
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The action of the model: S = Sdarkon+Sin f laton is (for more details [8–10]):

Sdarkon =
∫

d4x(
√−g + Φ(C))L(u, Xu)

Sin f laton =
∫

d4xΦ1(A)(R + L(1)) +
∫

d4xΦ2(B)

(
L(2) + Φ(H)√−g

)

where Φi (Z) = 1
3ε

μνκλ∂μZνκλ for Z = A, B,C, H , are the non-Riemannian mea-
sures, constructed with the help of 4 auxiliary completely antisymmetric rank-3
tensors and we have the following Lagrangians for the two scalar fields u and φ:

L(u) = −Xu − W (u)

L(1) = −Xφ − V (φ), V (φ) = f1e
−αφ

L(2) = −b0e
−αφXφ +U (φ), U (φ) = f2e

−2αφ

where Xc = 1
2g

μν∂μc∂νc are the standard kinetic terms for c = u, φ.
Trough the use of variational principle, for this model, it has been found that there

exists a transformation

g̃μν = Φ(A)√−g
gμν (3)

∂ ũ

∂u
= (W (u) − 2M0)

− 1
2 , (4)

for which for the Weyl-rescaled metric g̃, the action becomes

S(e f f ) =
∫

d4x
√−g̃(R̃ + L(e f f )). (5)

For the rescaled metric g̃ and the derived effective Lagrangian, Lef f , the Einstein
Field equations are satisfied.

The action in the FLRW metric becomes (v = u̇):

S(e f f ) =
∫

dt a(t)3
(

− 6
ȧ(t)2

a(t)2
+ φ̇2

2
− v2

2

(
V + M1 − χ2b0e

−αφφ̇2/2
)

+ v4

4
(χ2(U + M2) − 2M0)

)
.

from which one can obtain the equations of motion in the standard way.
Explicitly, the equations of motion are:

v3 + 3av + 2b = 0 (6)
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ȧ(t) =
√

ρ

6
a(t), (7)

d

dt

(
a(t)3φ̇(1 + χ2

2
b0e

−αφv2)
)

+ a(t)3(α
φ̇2

2
χ2b0e

−αφ + Vφ − χ2Uφ

v2

2
)
v2

2
= 0

(8)

Here a = −1
3

V (φ)+M1− 1
2 χ2be−αφ φ̇2

χ2(U (φ)+M2)−2M0
,b = −pu

2a(t)3(χ2(U (φ)+M2)−2M0)
and

ρ = 1

2
φ̇2(1 + 3

4
χ2be

−αφv2) + v2

4
(V + M1) + 3puv

4a(t)3

is the energy density.

3 The Numerical Solutions

Onecan see that the parameters of this systemare 12: 4 free parameters {α, b0, f1, f2},
5 integration constants {M0, M1, M2, χ2, pu} and 3 initial conditions {a(0),
φ(0), φ̇(0)}.

We use the following initial conditions:

a(0) = 10−10, φ(0) = φ0, φ̇(0) = 0. (9)

To narrow down the parameter-space, we add also {a(1) = 1, ä(0.71) = 0}. The
consequences of these choices are as follow:

1) The initial condition a(0) = 0 introduces a singularity at the beginning of the
evolution.

2) The normalization a(1) = 1 fixes the age of the Universe.
3) The condition ä(0.71) = 0 sets the end of the matter-domination epoch.

Defined like this, we have an initial value problem (Eq.9), which we solve using
the shooting method, starting the integration from t = 0.

It is possible to also start the integration backwards, from t = 1, using as initial
conditions: a(1) = 1, φ(1) = φend , φ̇(1) = 0 and aim for a(0) = 0. Here φ̇(1) =
0 guarantees that the evolution of the inflaton field has stopped and the universe
is expanding in an accelerated fashion. While both approaches work, integrating
forward has the benefit of dealing with the singularity at a(0) = 0 at the beginning
of the integration, rather than at its end. Moving our initial point of integration away
froma(0) = 0 decreases the significance of the term pu/a(t)3. This effectivelymeans
putting pu = 0, which we do not want, because pu is the conserved Noether charge
of the “dust” dark matter current (see [8]).
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The initial velocity of the scalar field φ̇(0) is not a free parameter of the system,
because its value is quickly fixed by the inflaton equation, i.e the results do not depend
on φ̇(0) in a very large interval.

An important feature of the model, is that the type of evolution one would obtain,
depends critically on the starting position on the effective potential. We consider as
physically “realistic” only the evolution with four epochs—short first deceleration
epoch (FD), early inflation (EI), second deceleration (SD) which we interpret as radi-
ation and matter dominated epochs together and finally—slowly accelerating expan-
sion (AE). In terms of the equation of state(EOS) parameter w(t) = p/ρ, those are
solutions for which: 1) wFD → 1/3, corresponding to the EOS of ultra-relativistic
matter, 2) wE I → −1—EOS of dark energy, 3) wSD > −1/3—EOS of matter-radi-
ation domination, 4)wAE < −1/3—accelerating expansion period. One obtains this
type of solution only for specific choice of the parameters and when starting on the
slope of the effective potential. Starting anywhere else results in a non-physical solu-
tion (with less epochs). Here we will work only with the “realistic” solutions.

Numerically, the times of the different epochs are defined by the three points
in which second derivative of the scale factor becomes zero, i.e. ä(ti ) = 0 for ti =
tE I , tSD, tAE . In the units we use, tSD ∼ 10−50 and tAE ∼ 0.71. We have already
reported [11] a study on how the choice of the parameters affects tSD. Here we will
discuss some additional features of the model.

In [11] we used the parameter b0 to set tAE ∼ 0.71 and parameter f1 to ensure
a(1) = 1. Changing f1 however changes the effective potential defined by:

Uef f (φ) = 1

4

( f1e−αφ + M1)
2

χ2( f2e−2αφ + M2) − 2M0
. (10)

thus making it harder to study how the solutions depend on the starting position on
the slope.

In the current article, we will go a different route and we will use b0 to set
tAE ∼ 0.71 and pu to ensure a(1) = 1. This will simplify our problem significantly,
since now we will have only 3 parameters to consider {b0, pu, φ0}. It will also enable
us to study how the solutions depend on φ0, as the effective potential does not depend
on b0 and pu .

Numerically, we work with the following solution:

{χ2 = 1, M0 = −0.034, M1 = 0.8, M2 = 0.01, α = 2.4, f1 = 5, f2 = 10−5}.
For these values of the parameters, the effective potential is step-like, as seen on

Fig. 1(a) . The effective potential reaches its asymptotic values for the plateaus for
φ− <−4.5, φ+ > 1.7 (i.e. where U ′

e f f → 0). The slope can be defined as the region
φ ∈ (−2.5,−1.2), with an inflexion point at φ0 = −1.87.

For this effective potential, one can find different sets of solutions. A family of
solutions is shown on Fig. 1(b). One can see the different branches of the solutions
corresponding to different φ0 (in this case φ0 ∈ [−1.5,−1.45]). As we have men-
tioned, we require from our solutions to fulfill a′′(0.71) = 0, i.e. tAE = 0.71. The
points on Fig. 1(b) do that with precision of 10−2, the diamonds show the points
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ba

Fig. 1 On the panels one can see: a the effective potential d the plane pu(b0), the different branches
correspond to different φ0, the points are solutions, the diamonds are solutions with tAE = 0.709 −
0.711

ba

Fig. 2 On the panels is a the dependence φ0(b0) b the dependence N (φ0)

which satisfy it with precision of 10−3 and the different branches correspond to dif-
ferent φ0. From this plot, one can gain insight on the dependence of b0(pu) for the
solutions (here different points on the branches correspond to tAE = 0.705..0.715)
and how solutions corresponding to different φ0 depend on tAE which increases with
the decrease of b0 along each branch.

On Fig. 2(a) we show the dependence φ0(b0) for solutions with tAE = 0.71 with
precision of 10−3. We do not show the dependence φ0(pu) as it appears chaotic.

A very interesting feature of these solutions, plotted on Fig. 2(a) and (b), is that
they keep tE I and tSD approximately constant. I.e. while moving up and down the
slope, we do not change the physical properties of our solutions. This can be seen on
Fig. 2(b), where we have plotted the e-folds parameter defined as N = ln (aSD/aE I )

for the solutions corresponding to different φ0. One can see that it remains more or
less the same under the precision we are working with. In our results, only φ(t) is
sensitive to the changes in φ0.
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ba

Fig. 3 Zoom in on the evolution in the interval t ∈ (0, 0.1) of: a the inflaton field φ(t), b the
equation of state w(t) = p(t)/ρ(t). Here φ0 = −1.2,−1.6,−2 are with dashed, dashed-dotted
and solid lines respectively

OnFig. 3(a) and (b)wehaveplottedhoww(t) andφ(t)vary forφ0 = {−1.2,−1.6,
−2} andwe have zoomed on the interval t = 0..0.1where inflation should take place.
One can see that there is very little difference in the times of inflation (corresponding
to w(t) = −1), but there is more visible difference in the evolution of φ(t). This,
however leads to a very small deviation in φ(t = 1)—less than 5% from the lowest
to the highest point on the slope. This result is highly unexpected since one could
expect that the power of the inflation and end values of a(t), φ(t) will depend more
strongly on φ0, which we do not observe here. Note, we could not integrate further
up than φ0 = −2.05 which is far from the upper end of the slope φ = −2.5. This
is because after this point, φ̈(t) becomes infinite and the numerical system hits a
singularity.

Finally, an important note to make is that on Fig. 3(a) one can see the reported
before [11, 12] climbing up the slope. Somewhat unexpectedly, it is strongest for
points with lowest φ0. For them, the highest value of φ(t) is reaching φ = −3.10
which corresponds to the upper plateau. This is a further confirmation of our obser-
vation in [11] that the movement of the inflaton doesn’t correspond to the classical
exchange of potential energy for kinetic one, but instead it is closer to the stability
of the L4 and L5 Lagrange points.

This follows from the fact that the effective potential does not bring the kinetic
energy in standard form (Eq.2). In the slow roll approximation (neglecting the terms
∼ φ̇2, φ̇3, φ̇4) the inflaton equation has the form:

(A + 1)φ̈ + 3H(A + 1)φ̇ +U ′
e f f = 0, (11)

where A = 1
2b0e

−αφ V+M1
U+M2

.
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ba

Fig. 4 A zoom in on the slow-roll parameters (a ε and b η) in the interval where infation occurs
(t = 0.00138..0.04953).With a solid black line are plotted the dynamical parameters, with the black
dashed one—the potential ones. The values of {b0, pu , φ0} are {0.76 × 10−6, 0.53 × 10−19,−1.2}

For this reason, we find it interesting to compare the kinetic slow-roll parameters
(also called dynamical) defined as:

εH = − Ḣ

H 2
, ηH = − φ̈

H φ̇
(12)

with the potential slow-roll parameters which can be derived to be [4, 13] (Note that
our A is different from the one used in [4]):

εV = 1

1 + A

(
U ′

e f f

Uef f

)2

, ηV = 2

1 + A

U ′′
e f f

Uef f
(13)

On Fig. 4 we present an example of the evolution of the “slow-roll” parameters for
both the kinetic and the potential definitions [4, 13]. One can see from the plots that
the two definitions in this interval are very similar—both give mostly very small val-
ues of the slow-roll parameters. One also notices that the intervals on t for which the
slow-roll parameters of both kinds are very small (say, | < 0.1|) are shorter than the
numerically obtained one, given by tE I ..tSD .1 In general, it seems that the potential
slow-roll parameters give intervals closer to the numerical ones. However, the con-
clusion is that if the slow-roll parameters are used to estimate inflation theoretically,
those small deviations in the intervals may lead to misestimations of N .

Finally, a note on the e-folds parameter, whichmeasures the power of the inflation.
The theoretical estimation for the number of e-folds needed to solve the horizon
problem is model-dependent but is N > 70. In our example, we get N ≈ 15. It is
important to note, that there is a numerical maximum of the number of e-folds of
about N ≈ 22, due to the fact we are starting our integration at a(0) ∼ 10−10. In

1To be precise, the intervals are: for εV : 0.0012..0..0473, for εH : 0.0034..0.0481 for ηV :=
0.0021..0.041 for ηH : 0.013..0.033.
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order to get a higher N , one needs to start with smaller a(0), but to do so, we need to
improve significantly the precision of the integration. Parameters-wise, the best way
to get powerful early inflation is trough increasing α or decreasing f2 [11].

4 Conclusions

In this work, we have explored numerically the model of Guendelman-Nissimov-
Pacheva in a specific part of its parametric space related to the different initial con-
ditions on the slope of the effective potential. Even though it is impossible to study
the entire parameter space, we have shown some important properties of the model.

Most importantly, we have shown that there exist families of solutions on the slope
which preserve the initial and the ending times of the inflation and also, that they
give similar number of e-folds. Furthermore, one can see that the main difference
between starting at the top of the slope and at its bottom is the behavior of the inflaton
scalar field, which climbs up all the way to the top of the slope before entering in
inflation regime. This mechanism requires further study.

Finally, we have considered the dynamical and the potential slow-roll parameters
for the model and we have shown that the potential slow-roll parameters seem to
describe the inflationary period better. They, however, do not match entirely with the
numerically obtained duration of the inflation.
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Gauge Theory of Gravity Based
on the Correspondence Between
the 1st and the 2nd Order Formalisms

D. Benisty, E. I. Guendelman, and J. Struckmeier

Abstract A covariant canonical gauge theory of gravity free from torsion is stud-
ied. Using a metric conjugate momentum and a connection conjugate momentum,
which takes the form of the Riemann tensor, a gauge theory of gravity is formulated,
with form-invariant Hamiltonian. Through the introduction of the metric conjugate
momenta, a correspondence between the Affine-Palatini formalism and the metric
formalism is established. When the dynamical gravitational Hamiltonian H̃Dyn does
not depend on themetric conjugatemomenta, ametric compatibility is obtained from
the equations of motion and the equations of motion correspond to the solution is
the metric formalism.

1 Introduction

General Relativity is one of the well tested theories in physics, with many excellent
predictions. A search of a rigorous derivation of General Relativity on the basis of
the action principle and the requirement that the description of any system should
be form-invariant under general space time transformations has been constructed in
the framework of the Covariant Canonical Gauge theory of Gravity.

The Covariant Canonical Gauge theory of Gravity [1, 2, 7] is formulated within
the framework of the covariant Hamiltonian formalism of classical field theories.
The latter ensures by construction that the action principle is maintained in its form
requiring all transformations of a given system to be canonical. The imposed require-
ment of invariance of the original action integral with respect to local transformations
in curved space time is achieved by introducing additional degrees of freedom, the
gauge fields. In the basis of the formulation there are two independent fields: the met-
ric gαβ , which contains the information about lengths and angles of the space time,
and the connection γ λ

αβ , which contains the information how a vector transforms
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under parallel displacement. In this formulation, these two fields are assumed to be
independent dynamical quantities in the action and referred to as the Affine-Palatini
formalism (or the 1st order formalism).

Using the structure of metric and the affine connection independently, with their
conjugate momenta, yields a new formulation of gauge theories of gravity. In [1] the
discussionwaswith the presenceof torsion, andherewediscuss about the formulation
with no torsion from the beginning, that has a link between the metric affine and the
metric formalism [3].

2 A Basic Formulation

The Covariant Canonical Gauge theory of Gravity is a well defined formulation
derived from the canonical transformation theory in the covariantHamiltonianpicture
of classical field theories [1]. It identifies two independent fundamental fields, which
form the basis for a description of gravity: the metric gαβ and the connection γ λ

αβ .
In the Hamiltonian description, any fundamental field has a conjugate momentum:
the metric conjugate momentum is k̃αλβ and the connection conjugate momentum is
q̃ αξβ

η :

S =
∫
R

(
k̃ αλβ gαλ,β − 1

2 q̃
αξβ

η γ
η

αξ,β − H̃0

)
d4x (1)

where the “tilde” sign denotes a tensor density, which multiplies the tensor with√−g. As the conjugate momentum components of the fields are the duals of the
complete set of the derivatives of the field, the formulation is referred to as “covariant
canonical”. A closed description of the coupled dynamics of fields and space-time
geometry has been derived in [1], where the gauge formalism yields:

S =
∫
R

(
k̃ αλβ gαλ;β − 1

2 q̃
αξβ

η Rη

αξβ − H̃Dyn(q̃, k̃, g)
)
d4x (2)

As a result of the gauge procedure, all partial derivatives of tensors in Eq. (1) reap-
pear as covariant derivatives. The partial derivative of the (non-tensorial) connection
changes into the tensor Rη

αξβ , which was shown to be the Riemann-Christoffel cur-
vature tensor:

Rη

αξβ = ∂γ
η

αβ

∂xξ
− ∂γ

η

αξ

∂xβ
+ γ τ

αβ γ
η

τξ − γ τ
αξ γ

η

τβ . (3)

The “dynamics” Hamiltonian H̃Dyn—which is supposed to describe the dynamics
of the free (uncoupled) gravitational field—is to be built from a combination of the
metric conjugate momentum, the connection conjugate momentum, and the metric
itself.
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3 A Correspondence Between the 1st and the 2nd Order
Formalism

In addition to the foundations of the gauge theory of gravity, it turned out that the
part of the action: k̃αβγ gαβ;γ , which contains the metric conjugate momentum, has a
strong impact as a connector between the affine-Palatini formalism (or the 1st order
formalism) and the metric formalism (or the 2nd order formalism):

L (g, γ ) 1order + kαβγ gαβ;γ ⇔ L (g) 2order (4)

In the 1st order formalism, one assumes that there are two independent fields: the
metric gμν and the connection γ

μ
αβ . In contrast to that, in the 2

nd order formalism the
connection is assumed to be the Levi Civita or Christoffel symbol:

γ ρ
μν =

{
ρ

μν

}
= 1

2
gρλ(gλμ,ν + gλν,μ − gμν,λ) (5)

and appears in the action directly in this way. In general, only for Lovelock theo-
ries, which includes Einstein Hilbert action, both formulations will yield the same
equations of motion and the connection will be in both cases the Christoffel symbol.
In Ref [3], it was proved that for any general action which starts in the 1st order
formalism in addition to the term kαβγ gαβ;γ the energy momentum tensor will be the
same as it would be calculated in the 2nd order formalism. The main reason for that
correspondence is the metric compatibility constraint. The variation with respect to
kαβγ gives the metricity condition:

gαβ;γ = 0 ⇒ γ ρ
μν =

{
ρ

μν

}
, (6)

which cause the connection to be the Christoffel symbol. The variation with respect
to the connection gives the tensors:

δ

δγ
ρ
μν

kαβγ gαβ;γ = −kαμνgρα − kανμgρα (7)

with a symmetrization between the components μ and ν. The variation with respect
to the metric is:

δ

δgμν

kαβγ gαβ;γ = −kμνλ

;λ. (8)

Because of the new contribution to the field equation kμνλ

;λ , the complete field
equation will contains additional terms which make the first order field equations
to be equivalent to the field equation under the second order formalism. Indeed,
isolating the tensor kμνλ and inserting it back into Eq. (8) gives the relation:
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∂L (κ)

∂gσν

= 1

2
∇μ

(
gρσ ∂L (κ)

∂γ
ρ
μν

+ gρν ∂L (κ)

∂γ
ρ
μσ

− gρμ ∂L (κ)

∂γ
ρ
νσ

)
(9)

whereL (κ) = kαβγ gαβ;γ . The terms in the right hand side represents the additional
terms that appear in the second order formalism. One option for obtain the contribu-
tions into the field equation is to solve kαβγ . The direct way is by using this equation,
that gives the new contributions for the second order formalism into the field equa-
tion, from the variation with respect to the connection γ ρ

μν . An application for this
correspondence is from the Covariant Canonical Gauge theory of gravity action (2).

4 Path to Gauge Theories

From the correspondence between the 1st and the 2nd order formalisms theorem, we
obtain a basic link between the dependence of the HDyn with the metric conjugate
momentum k̃αβγ and the structure of the metric energy momentum tensor. In the first
case, HDyn does not depend on the metric conjugate momentum k̃αβγ . A variation
with respect to the metric conjugate momentum k̃αβγ gives the metric compatibility
condition. According to the theorem (4) the gravitational energymomentum tensor is
the same as the gravitational energymomentum tensor in the second order formalism.
In the second case HDyn does depend on the metric conjugate momentum k̃αβγ . A
variation with respect to the metric conjugate momentum k̃αβγ breaks the metric
compatibility condition. This basic framework is not a special feature only for the
Covariant Canonical Gauge Theory of Gravity, but leads to a fundamental correlation
for many options of HDyn .

In analogy to the definition of the metric energy-momentum tensor density of
the given system Hamiltonian, the metric energy-momentum tensor density is being
define as the variation of the L̃m with respect to the metric:

T μν = − 2√−g

∂L̃m

∂gμν

(10)

Therefore the complete action takes the form:

L̃ = k̃αβγ gαβ;γ − 1

2
q̃ αβγ

λ Rλ
αβγ − H̃dyn(q̃, k̃, g) + L̃m (11)

The variation with respect to the metric conjugate momenta:

gαβ;γ = ∂ H̃Dyn

∂ k̃αβγ
(12)
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which presents the existence of non-metricity ifHDyn depends on kαβγ . The second
variation is the variation with respect to the connection:

−
(
k̃αμν + k̃ανμ

)
gαρ = 1

2
∇β

(
q̃ μβν

ρ + q̃ νβμ
ρ

)
, (13)

which contracts the relation between the momenta of the metric and the connection.
The third variation is with respect to the connection conjugate momentum q̃ μνρ

σ ,
which gives:

∂ H̃Dyn

∂q̃ μνρ
σ

= −1

2
Rσ

μνρ (14)

If H̃Dyn is not dependon q̃ , theRiemann tensorwill be zero.Therefore the contribution
for the stress energy tensor comes from the Dynamical Hamiltonian and from the
metric conjugate momenta:

T μν = gμν(kαβγ gαβ;γ − 1

2
qαβγ

λ Rλ
αβγ ) − 2kμνγ

;γ + 2√−g

∂H̃Dyn

∂gμν

(15)

From the variationwith respect the connection (13), the value of themomentum k̃αβγ .
As an example, we consider aDynamical Hamiltonianwhich has no dependencewith
the metric conjugate momentum.

5 Sample H̃dyn Without Breaking Metricity

Our starting point is a dynamical Hamiltonianwith the connection conjugatemomen-
tumup to the secondorder,without a dependence on themetric conjugatemomentum:

H̃dyn = 1

4g1
q̃ αεβ

η q ητλ
α gετ gβλ − g2 q̃

ατβ
η gαβδη

τ + g3
√−g (16)

This Hamiltonian was investigated in [4] under the original formalism for non-zero
torsion (which is finally set to zero), and led to resolving the cosmological constant
problem. In our case, assuming that there is no torsion, the formalism demands that
the energy momentum tensor is covariantly conserved, as is supposed to be in the
second order formalism.

The variationwith respect to themetric conjugatemomenta k̃αβγ give themetricity
condition. The variation with respect to the connection conjugate momenta q̃ μνρ

σ

gives

qηαεβ = g1
(
Rηαεβ − R̂ηαεβ

)
(17)
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where:
R̂ηαεβ = g2

(
gηεgαβ − gηβgεα

)
(18)

refers to the ground state geometry of space-time which is the de Sitter (dS) or the
anti-de Sitter (AdS) space-time for the positive or the negative sign of g2, respectively.
The last variation is with respect to the metric. In order to isolate the tensor kμνγ one
can use the following process: First, we multiply by the metric gρσ and sum over the
index σ :

− k̃σμν − k̃σνμ = 1

2
∇α (q̃ σμαν + q̃ σναμ) (19)

Switching the indices σ ↔ ν and the indices μ ↔ ν gives a new combination of the
kαβγ tensor. By summing the Eqs. the isolated value gives:

− k̃σνμ = 1

2
∇α (q̃σμαν + q̃νμασ ) (20)

Therefore, the contribution for the stress energymomentumcomes from the covariant
derivative of (20):

T μν = −1

2
gμνq αβγ

λ Rλ
αβγ + ∇γ ∇α (qμγ να + qνγμα) + 2√−g

∂H̃Dyn

∂gμν

(21)

Plugging in the value of the tensor qαβγ δ from Eq. (17) gives the result:

T μν = 1

8πG
Gμν + gμνΛ

+g1

(
Rμαβγ Rν

αβγ − 1

4
gμνRαβγ δRαβγ δ + (∇α∇β + ∇β∇α)Rμανβ

) (22)

where Gμν is the Einstein tensor. The coupling constants relate to the physical quan-
tities with the relations:

g1g2 = 1

16πG
, 6g1g

2
2 + g3 = Λ

8πG
(23)

This stress energy momentum tensor is exactly the same metric energy momentum
tensor if our starting point was the effective Lagrangian:

L = g1R
αβγ δRαβγ δ − 1

16πG
(R − 2Λ) (24)

and the stress energy momentum tensor is the same stress energy momentum tensor
for this Lagrangian in the second order formalism. One from the big benefits of this
formulation is common in many gauge theories of gravity [5], where the starting
point is with additional variables with no higher derivatives in the action, and the
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equations of motion are equivalent to actions with higher derivatives of metric. In
this specific case, the starting point is with the quartic momentum q and at the end
is equivalent to an action with quadratic Riemann term.

6 Discussion

In this paper we investigated the formulation of the covariant canonical gauge theory
of gravity free from torsion.Diffeomorphisms appear as canonical transformations.A
tensor fieldwhich plays the role of the canonical conjugate of themetric is introduced.
It enforces the metricity condition provided that the “Dynamics” Hamiltonian does
not depend on this field. The resulting theory has a direct correspondence with our
recent work concerning the correspondence between the first order formalism and
the second order formalism through the introduction of a Lagrange multiplier field
which in this case corresponds with the field that is used to provide the metric
with a canonically conjugate momentum. The procedure is exemplified by using
a “Dynamics” Hamiltonian which consists of a quadratic term of the connection
conjugate momentum. The effective stress energy momentum tensor that emerged
from the canonical equations of motion were equivalent to Einstein Hilbert tensor
in addition to quadratic Riemann term. [8] derives the complete combination for the
quadratic theories of gravity with R2 and RμνRμν . [9] derives inflation from fermios
based on theCovariant Canonical Gauge theories ofGravity approach to spinors [10].
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Nested Bethe Ansatz for RTT–Algebra
of Uq

(
sp(2n)

)
Type

Č. Burdík and O. Navrátil

Abstract We study the highest weight representations of the RTT–algebras for the
R–matrix of spq(2n) type by the nested algebraic Bethe ansatz. It is a generalization
of our study for R–matrix of sp(2n) and so(2n) type.

1 Introduction

The formulation of the quantum inverse scatteringmethod, or algebraic Bethe ansatz,
by the Leningrad school [1] provides eigenvectors and eigenvalues of the transfer
matrix. The latter is the generating function of the conserved quantities of a large
family of quantum integrable models. The transfer matrix eigenvectors are con-
structed from the representation theory of the RTT–algebras. In order to construct
these eigenvectors, one should first prepare Bethe vectors, depending on a set of
complex variables. The first formulation of the Bethe vectors for the gl(n)–invariant
models was given by P.P. Kulish and N.Yu. Reshetikhin in [2] where the nested alge-
braic Bethe ansatz was introduced. These vectors are given by recursion on the rank
of the algebra. Our calculation is some q–generalization of the construction which
we published in recent works [3–6] for the non-deformed case of sp(2n), so(2n) and
sp(4).

Our construction of Bethe vectors used the new RTT–algebra Ãn which is defined
in Sect. 3 and is not the RTT–subalgebra of spq(2n).
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This algebra has two RTT–subalgebras of glq(n) type and the study of the nested
Bethe ansatz for this RTT–algebra is in progress. The simplest case for n = 2 was
really solved and we will publish in the next paper.

Our construction of Bethe vectors is in any sense a generalization of Resheti-
khin’s results [7]. Another approach to the nested Bethe ansatz for very special
representations of RTT–algebras of sp(2n) type was given by Martin and Ramas [8].

In this note, due to the lack of space, we omit the proofs of many claims. Mostly,
it is possible to prove them similarly as the corresponding claims in [6].

2 Basic Definitions and Notation

Let indices go trough the set {±1,±2, . . . ,±n}. We will denote by Ek
i the matrices

that have all elements equal to zero with the exception of the element on the i-th

row and k-th column that is equal to one. Then I =
n∑

k=−n
Ek
k is the unit matrix and

Ek
i Es

r = δkr Es
i is valid.

We will consider the R–matrix of Uq
(
sp(2n)

)
which has the shape

R(x) = 1

α(x)

( ∑

i,k; i �=±k
Ei
i ⊗ Ek

k + f (x)
∑

i
Ei
i ⊗ Ei

i

+ f (x−1q−n−1)
∑

i
Ei
i ⊗ E−i

−i + g(x)
∑

k<i
Ei
k ⊗ Ek

i − g(x−1)
∑

i<k
Ei
k ⊗ Ek

i

− g(xqn+1)
∑

k<i
qk−iεiεkEi

k ⊗ E−i
−k + g(x−1q−n−1)

∑

i<k
qk−iεiεkEi

k ⊗ E−i
−k

)

where εi = sign(i) and

f (x) = xq − x−1q−1

x − x−1
, g(x) = x(q − q−1)

x − x−1
, α(x) = 1 + q − q−1

x − x−1
.

This R–matrix satisfies the Yang-Baxter equation

R1,2(x)R1,3(xy)R2,3(y) = R2,3(y)R1,3(xy)R1,2(x)

and is invertible.
The RTT–algebra ofUq

(
sp(2n)

)
type is an associative algebraAwith unit, which

is generated by T i
k (x), for which the monodromy operator

T(x) =
n∑

i,k=−n
Ek
i ⊗ T i

k (x)

fulfills the RTT–equation
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R1,2(xy
−1)T1(x)T2(y) = T2(y)T1(x)R1,2(xy

−1) .

From the invertibility of the R–matrix we have that the operator

H(x) = Tr
(
T(x)

) =
n∑

i=−n
T i
i (x)

fulfills the equation H(x)H(y) = H(y)H(x) for any x and y.

We suppose that in the representation spaceW of the RTT–algebraA there exists
a vacuum vector ω ∈ W , for which W = Aω and

T i
k (x)ω = 0 pro i < k , T i

i (x)ω = λi (x)ω pro i = ±1, ±2, . . . , ±n .

In the vector space W = Aω, we will look for eigenvectors of H(x).

3 RTT–Algebra Ãn

In theRTT–algebraA, we have theRTT–subalgebrasA(+) andA(−) that are generated
by the elements T i

k (x) and T−i
−k (x), where i, k = 1, 2, . . . , n. First, we will study

the subspace
W0 = A(+)A(−)ω ⊂ W = Aω .

Lemma 1. For any i, k = 1, 2, . . . , n and any Ω ∈ W0 T
−i
k (x)Ω = 0 is valid.

Lemma 2. If we denote

T(+)(x) =
n∑

i,k=1
Ek
i ⊗ T i

k (x) , T(−)(x) =
n∑

i,k=1
E−k

−i ⊗ T−i
−k (x) ,

then on the space W0 for any ε1, ε2 = ±

R(ε1,ε2)
1,2 (xy−1)T(ε1)

1 (x)T(ε2)
2 (y) = T(ε2)

2 (y)T(ε1)
1 (x)R(ε1,ε2)

1,2 (xy−1) (1)
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where

R(+,+)
1,2 (x) = 1

f (x)

( n∑

i,k=1; i �=k
Ei
i ⊗ Ek

k + f (x)
n∑

i=1
Ei
i ⊗ Ei

i

+ g(x)
∑

1≤k<i≤n
Ei
k ⊗ Ek

i − g(x−1)
∑

1≤i<k≤n
Ei
k ⊗ Ek

i

)

R(−,−)
1,2 (x) = 1

f (x)

( n∑

i,k=1; i �=k
E−i

−i ⊗ E−k
−k + f (x)

n∑

i=1
E−i

−i ⊗ E−i
−i

+g(x)
∑

1≤i<k≤n
E−i

−k ⊗ E−k
−i − g(x−1)

∑

1≤k<i≤n
E−i

−k ⊗ E−k
−i

)

R(+,−)
1,2 (x) =

n∑

i,k=1; i �=k
Ei
i ⊗ E−k

−k + f (x−1q)
n∑

i=1
Ei
i ⊗ E−i

−i

− g(xq−1)
∑

1≤k<i≤n
qk−iEi

k ⊗ E−i
−k + g(x−1q)

∑

1≤i<k≤n
qk−iEi

k ⊗ E−i
−k

R(−,+)
1,2 (x) =

n∑

i,k=1; i �=k
E−i

−i ⊗ Ek
k + f (x−1q−n−1)

n∑

i=1
E−i

−i ⊗ Ei
i

− g(xqn+1)
∑

1≤i<k≤n
qi−kE−i

−k ⊗ Ei
k + g(x−1q−n−1)

∑

1≤k<i≤n
qi−kE−i

−k ⊗ Ei
k

is valid.

Proposition 1. If we define

R̃1,2(x) = R(+,+)
1,2 (x) + R(+,−)

1,2 (x) + R(−,+)
1,2 (x) + R(−,−)

1,2 (x)

T̃(x) = T(+)(x) + T(−)(x) ,

the RTT–equation

R̃1,2(xy
−1)T̃1(x)T̃2(y) = T̃2(y)T̃1(x)R̃1,2(xy

−1)

is valid on the space W0.
Also, the R–matrix R̃(x) fulfills the Yang–Baxter equation

R̃1,2(x)R̃1,3(xy)R̃2,3(y) = R̃2,3(y)R̃1,3(xy)R̃1,2(x)

and has the inverse matrix

(
R̃1,2(x)

)−1 = (
R(+,+)

1,2 (x)
)−1 + (

R(+,−)
1,2 (x)

)−1 + (
R(−,+)

1,2 (x)
)−1 + (

R(−,−)
1,2 (x)

)−1
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where

(
R(+,+)

1,2 (x)
)−1 = 1

f (x−1)

( n∑

i,k=1; i �=k
Ei
i ⊗ Ek

k + f (x−1)
n∑

i=1
Ei
i ⊗ Ei

i

− g(x)
∑

1≤k<i≤n
Ei
k ⊗ Ek

i + g(x−1)
∑

1≤i<k≤n
Ei
k ⊗ Ek

i

)

(
R(−,−)

1,2 (x)
)−1 = 1

f (x−1)

( n∑

i,k=1; i �=k
E−i

−i ⊗ E−k
−k + f (x−1)

n∑

i=1
E−i

−i ⊗ E−i
−i

− g(x)
∑

1≤i<k≤n
E−i

−k ⊗ E−k
−i + g(x−1)

∑

1≤k<i≤n
E−i

−k ⊗ E−k
−i

)

(
R(+,−)

1,2 (x)
)−1 =

n∑

i,k=1; i �=k
Ei
i ⊗ E−k

−k + f (xq−n−1)
n∑

i=1
Ei
i ⊗ E−i

−i

+ g(xq−n−1)
∑

1≤k<i≤n
qi−kEi

k ⊗ E−i
−k − g(x−1qn+1)

∑

1≤i<k≤n
qi−kEi

k ⊗ E−i
−k

(
R(−,+)

1,2 (x)
)−1 =

n∑

i,k=1; i �=k
E−i

−i ⊗ Ek
k + f (xq)

n∑

i=1
E−i

−i ⊗ Ei
i

+ g(xq)
∑

1≤i<k≤n
qk−iE−i

−k ⊗ Ei
k − g(x−1q−1)

∑

1≤k<i≤n
qk−iE−i

−k ⊗ Ei
k

The validity of the RTT–equation is Lemma 2. The Yang–Baxter equation that is
equivalent to the equations

R(ε1,ε2)
1,2 (x)R(ε1,ε3)

1,3 (xy)R(ε2,ε3)
2,3 (y) = R(ε2,ε3)

2,3 (y)R(ε1,ε3)
1,3 (xy)R(ε1,ε2)

1,2 (x) (2)

and the conditions for the inverse R–matrix, i.e. the relations

R(ε1,ε2)
1,2 (x)

(
R(ε1,ε2)

1,2 (x)
)−1 = Iε1 ⊗ Iε2 , where I+ =

n∑

i=1
Ei
i , I− =

n∑

i=1
E−i

−i ,

can be shown by direct calculation.

Definition. We denote the RTT–algebra defined by the R–matrix R̃(x) as Ãn .

We find out by the standard procedure from the RTT–equation (1) that in the
RTT–algebra Ãn mutually commutate not only the operators H̃(x) and H̃(y), where

H̃(x) = Tr(+,−)

(
T̃(x)

) = Tr+
(
T(+)(x)

) + Tr−
(
T(−)(x)

) =
n∑

i=1

(
T i
i (x) + T−i

−i (x)
)

but also all operators H̃ (±)(x) a H̃ (±)(y), where

H̃ (+)(x) = Tr+
(
T(+)(x)

) =
n∑

i=1
T i
i (x) ,

H̃ (−)(x) = Tr−
(
T(−)(x)

) =
n∑

i=1
T−i

−i (x) .
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4 General Shape of Eigenvectors

Let u = (u1, u2, . . . , uM) be an ordered set of mutually different complex numbers.
We will look for eigenvectors in the form

V(u) =
n∑

i1,...,iM ,k1,...,kM=1
T i1

−k1
(u1)T

i2
−k2

(u2) . . . T iM
−kM

(uM)Φ
k1,k2,...,kM
i1,i2,...iM

where Φ
k1,k2,...,kM
i1,i2,...iM

∈ W0. Let us denote

B(u) =
n∑

i,k=1
ei ⊗ f−k ⊗ T i

−k(u) ∈ V+ ⊗ V∗
− ⊗ A

where ei is the basis of the space V+ and f−k is the basis of the space V∗− and define

B1,...,M(u) = B1(u1) ⊗ B2(u2) ⊗ . . . ⊗ BM(uM)

=
n∑

i1,...,kM

ei1 ⊗ . . . ⊗ eiM ⊗ f−k1 ⊗ . . . ⊗ f−kM ⊗ T i1
−k1

(u1) . . . T iM
−kM

(uM)

If fr is the dual basis with respect to ei in the space V∗+ and e−s is the dual basis with
respect to f−k in the space V− and we denote

� = ∑

r1,...,rM ,s1,...,sM
fr1 ⊗ . . . ⊗ frM ⊗ e−s1 ⊗ . . . ⊗ e−sM ⊗ �s1,...,sM

r1,...,rM

we can write the general shape of Bethe vectors in the form

V(u) =
〈
B1,...,M(u),�

〉
.

5 Commutation Relations T(±)
0 (x)B1,...,M(u)

On the space V0 ⊗ V∗
1+ ⊗ V1− ⊗ A we define

T̂(+)

0;1 (x; u) = (
R̂(+,+)

0,1∗ (xu−1)
)−1

T(+)
0 (x)R̂(+,−)

0,1 (xu−1)

T̂(−)

0;1 (x; u) = (
R̂(−,+)

0,1∗ (xu−1)
)−1

T(−)
0 (x)R̂(−,−)

0,1 (xu−1)
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where

(
R̂(+,+)

0,1∗ (x)
)−1 = 1

f (x−1)

( n∑

i,k=1; i �=k
Ei
i ⊗ Fk

k ⊗ I− + f (x−1)
n∑

i=1
Ei
i ⊗ Fi

i ⊗ I−

+ g(x−1)
∑

1≤i<k≤n
Ei
k ⊗ Fk

i ⊗ I− − g(x)
∑

1≤k<i≤n
Ei
k ⊗ Fk

i ⊗ I−
)

(
R̂(−,+)

0,1∗ (x)
)−1 =

n∑

i,k=1; i �=k
E−i

−i ⊗ Fk
k ⊗ I− + f (xq)

n∑

i=1
E−i

−i ⊗ Fi
i ⊗ I−

+ g(xq)
∑

1≤i<k≤n
qk−iE−i

−k ⊗ Fi
k ⊗ I−

− g(x−1q−1)
∑

1≤k<i≤n
qk−iE−i

−k ⊗ Fi
k ⊗ I−

R̂(+,−)
0,1 (x) =

n∑

i,k=1; i �=k
Ei
i ⊗ I∗+ ⊗ E−k

−k + f (x−1q)
n∑

i=1
Ei
i ⊗ I∗+ ⊗ E−i

−i

+ g(x−1q)
∑

1≤i<k≤n
qk−iEi

k ⊗ I∗+ ⊗ E−i
−k

− g(xq−1)
∑

1≤k<i≤n
qk−iEi

k ⊗ I∗+ ⊗ E−i
−k

R̂(−,−)
0,1 (x) = 1

f (x)

( n∑

i,k=1; i �=k
E−i

−i ⊗ I∗+ ⊗ E−k
−k + f (x)

n∑

i=1
E−i

−i ⊗ I∗+ ⊗ E−i
−i

+ g(x)
∑

1≤i<k≤n
E−i

−k ⊗ I∗+ ⊗ E−k
−i − g(x−1)

∑

1≤k<i≤n
E−i

−k ⊗ I∗+ ⊗ E−k
−i

)

Lemma 3. In the RTT–algebra of Uq
(
sp(2n)

)
type the relations

T(+)
0 (x)

〈
B1(u), fr ⊗ e−s

〉
= f (x−1u)

〈
B1(u), T̂(+)

0;1 (x; u)
(
I ⊗ fr ⊗ e−s

)〉

+ g(xu−1)
〈
B1(x), T̂(+)

0;1 (u; u)
(
I ⊗ fr ⊗ e−s

)〉

T(−)
0 (x)

〈
B1(u), fr ⊗ e−s

〉
= f (xu−1)

〈
B1(u), T̂(−)

0;1 (x; u)
(
I ⊗ fr ⊗ e−s

)〉

− g(xu−1))
〈
B1(x), T̂(−)

0;1 (u; u)
(
I ⊗ fr ⊗ e−s

)〉

are valid.

For ordered M–tuples u = (u1, . . . , uM), let u denote the set u = {u1, . . . , uM }.
We define

uk = (u1, . . . , uk−1, uk+1, . . . , uM) ,

uk = u \ {uk} = {u1, . . . , uk−1; uk+1, . . . , uM } ,

F(x; u−1) =
M∏

k=1
f (xu−1

k ) , F(x−1, u) =
M∏

k=1
f (x−1uk) .
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and introduce operators

T̂(+)

0;1,...,M(x; u) = (
R̂(+,+)

0,1∗ (xu−1
1 )

)−1
. . .

(
R̂(+,+)

0,M∗ (xu−1
M )

)−1
T(+)
0 (x)

R̂(+,−)
0,M (xu−1

M ) . . . R̂(+,−)
0,1 (xu−1

1 )

T̂(−)

0;1,...,M(x; u) = (
R̂(−,+)

0,1∗ (xu−1
1 )

)−1
. . .

(
R̂(−,+)

0,M∗ (xu−1
M )

)−1
T(−)
0 (x)

R̂(−,−)
0,M (xu−1

M ) . . . R̂(−,−)
0,1 (xu−1

1 )

Bk;1,...,M(x; uk) = Bk(x) ⊗ B1(u1) ⊗ . . . ⊗ Bk−1(uk−1)

⊗ Bk+1(uk+1) ⊗ . . . ⊗ BM(uM)

Proposition 2. The following relationships are applied:

T(+)
0 (x)

〈
B1,...,M(u),�

〉
= F(x−1; u)

〈
B1,...,M(u), T̂(+)

0;1,...,M(x; u)�
〉

+ ∑

uk∈u
g(xu−1

k )F(u−1
k ; uk)

〈
Bk;1,...,M(x; uk),

(
R̂(+,+)

1∗,...,k∗(u)
)−1

R̂(−,−)
1,...,k (u)T̂(+)

0;1,...,M(uk; u)�
〉

T(−)
0 (x)

〈
B1,...,M(u),�

〉
= F(x; u−1)

〈
B1,...,M(u), T̂(−)

0;1,...,M(x; u)�
〉

− ∑

uk∈u
g(xu−1

k )F(uk; u−1
k )

〈
Bk;1,...,M(x; uk),

(
R̂(+,+)

1∗,...,k∗(u)
)−1

R̂(−,−)
1,...,k (u)T̂(−)

0;1,...,M(uk; u)�
〉

where

R̂(+,+)
1∗,...,k∗(u) = R̂(+,+)

(k−1)∗,k∗(uk−1u
−1
k ) . . . R̂(+,+)

2∗,k∗ (u2u
−1
k )R̂(+,+)

1∗,k∗ (u1u
−1
k )

R̂(−,−)
1,...,k (u) = R̂(−,−)

1,k (u1u
−1
k )R̂(−,−)

2,k (u2u
−1
k ) . . . R̂(−,−)

k−1,k (uk−1u
−1
k )

R̂(+,+)
1∗,2∗ (x) = 1

f (x)

( n∑

i,k=1; i �=k
Fi
i ⊗ Fk

k + f (x)
n∑

i=1
Fi
i ⊗ Fi

i

− g(x−1)
∑

1≤i<k≤n
Fi
k ⊗ Fk

i + g(x)
∑

1≤k<i≤n
Fi
k ⊗ Fk

i

)

6 Bethe Conditions and Eigenvectors of the Operator H(x)

Let us denote by T̂ i
k (x; u) and T̂−i

−k (x; u) the operators defined by the relations

T̂(+)

0;1,...,M(x; u) =
n∑

i,k=1
Ek
i ⊗ T̂ i

k (x; u) ,

T̂(−)

0;1,...,M(x; u) =
n∑

i,k=1
E−k

−i ⊗ T̂−i
−k (x; u) .
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The following statement, which gives part of the Bethe conditions, follows from the
previous part.

Theorem 1. Let � be common eigenvector of the operators

Ĥ (+)
1,...,M(x; u) = Tr0

(
T̂(+)

0;1,...,M(x; u)
)
,

Ĥ (−)
1,...,M(x; u) = Tr0

(
T̂(−)

0;1,...,M(x; u)
)

with eigenvalues Ê (+)
1,...,M(x; u) and Ê (−)

1,...,M(x; u). If for each uk ∈ u the relations

Ê (+)
1,...,M(uk; u)F(u−1

k ; uk) = Ê (−)
1,...,M(uk; u)F(uk; u−1

k ) (3)

are true, then
〈
B1,...,M(u),�

〉
is the eigenvector of the operator H(x) = H (+)(x) +

H (−)(x), where H (±)(x) = Tr
(
T(±)
0 (x)

)
with the eigenvalue

E1,...,M(x; u) = Ê (+)
1,...,M(x; u)F(x−1; u) + Ê (−)

1,...,M(x; u)F(x; u−1) .

Thus, to find the eigenvectors of the operators H(x), it is sufficient to find common
eigenvectors of the operators Ĥ (+)

1,...,M(x; u) and Ĥ (−)
1,...,M(x; u).

Theorem 2. The operators T̂(±)

0;1,...,M(x; u) fulfill the RTT–equation

R(ε,ε′)
0,0′ (xy−1)T̂(ε)

0;1,...,M(x; u)T̂(ε′)
0′;1,...,M(y; u)

= T̂(ε′)
0′;1,...,M(y; u)T̂(ε)

0;1,...,M(x; u)R(ε,ε′)
0,0′ (xy−1)

for any u and ε, ε′ = ±. Thus, they generate RTT–algebra Ãn .

Theorem 3. The vector

	̂ = f1 ⊗ . . . ⊗ f1︸ ︷︷ ︸
M×

⊗ e−1 ⊗ . . . ⊗ e−1︸ ︷︷ ︸
M×

⊗ω

is a vacuum vector for representation of the RTT–algebra Ãn with the weights

μ1(x; u) = λ1(x)F(x−1q; u) ,

μ−1(x; u) = λ−1(x)F(xq; u−1) ,

μk(x; u) = λk(x)F(xq−1; u−1) , k = 2, . . . , n ,

μ−k(x; u) = λ−k(x)F(x−1q−1; u) , k = 2, . . . , n .
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So to find eigenvectors of the operators H(x) for the RTT–algebra ofUq
(
sp(2n)

)

type, it is enough to formulate the Bethe ansatz for the RTT–algebra Ãn .
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Equivalence Groupoid and Enhanced
Group Classification of a Class
of Generalized Kawahara Equations

Olena Vaneeva, Olena Magda, and Alexander Zhalij

Abstract Transformation properties of a class of generalized Kawahara equations
with time-dependent coefficients are studied. We construct the equivalence groupoid
of the class and prove that this class is not normalized but can be presented as a union
of two disjoint normalized subclasses. Using the obtained results and properly gaug-
ing the arbitrary elements of the class, we carry out its complete group classification,
which covers gaps in the previous works on the subject.

1 Introduction

The equations of Kawahara type are important models appearing in solitary waves
theory. In the usual sense, solitary waves are nonlinear waves of constant formwhich
decay rapidly in their tail regions. The rate of this decay is usually exponential. How-
ever, under critical conditions in dispersive systems (e.g., themagneto-acousticwaves
in plasmas, the waves with surface tension, etc.), unexpected rise of weakly nonlocal
solitary waves occurs. These waves consist of a central core which is similar to that
of classical solitary waves, but they are accompanied by copropagating oscillatory
tails which extend indefinitely far from the core with a nonzero constant amplitude.
In order to describe and clarify the properties of these waves Kawahara introduced
generalized nonlinear dispersive equations which have a form of the KdV equation
with an additional fifth order derivative term, namely,
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ut + αuux + βuxxx + σuxxxxx = 0,

where α, β and σ are nonzero constants [4]. This equation was heavily studied from
various points of view (see the related discussion and references in [6]). We note
that neither the classical Kawahara equation nor its generalization adduced below
are integrable by the inverse scattering transform method [9].

Generalized constant coefficient models related to the Kawahara equation have
appeared later. For example, long waves in a shallow liquid under ice cover in the
presence of tension or compression were described in [7, 17] by the equation

ut + ux + αuux + βuxxx + σuxxxxx = 0.

This equation is similar to the classical Kawahara equation with respect to the simple
changes of variables: x̃ = x − t , where t and u are not transformed, or ũ = 1 + αu,
where t and x are not transformed. So, all results on symmetries, conservation laws
and exact solutions for this equation can be easily derived from the analogous results
for the classical Kawahara equation.

Generalized and formal symmetries as well as local conservation laws of the
constant coefficient Kawahara equations with arbitrary nonlinearity

ut + f (u)ux + βuxxx + σuxxxxx = 0, fuβσ �= 0,

were classified recently in [20].
In the last years special attention is paid to variable coefficient models of the

Kawahara type. This is due to the fact that variable coefficient equations model
certain real-world phenomena with more accuracy than their constant coefficient
counterparts. To the best of our knowledge, Lie symmetries of variable coefficient
Kawahara equations were studied for the first time in [3]. Namely, the equations

ut + α(t)unux + β(t)uxxx + σ(t)uxxxxx = 0, nαβσ �= 0,

for n = 1 and n = 2were considered therein. The presence of four arbitrary elements,
n, α(t), β(t), and σ(t), made the problem of classifying Lie symmetries too difficult
to get complete results without usage of equivalence transformations. Due to this
reason a limited progress was made in [3]. It was shown in [6] that right choice of
gauging the arbitrary elements by equivalence transformations is a cornerstone for
the complete solution of the problem. As a result, the extended group analysis of the
above equations for arbitrary n �= 0 was performed in [6], in particular, admissible
transformations, Lie symmetries and Lie reductions were classified exhaustively as
well as some solutions and local conservation laws were found therein.

Lie symmetries and local conservation laws of generalized Kawahara equations
with arbitrary nonlinearity and time-dependent coefficients,

ut + α(t) f (u)ux + β(t)uxxx + σ(t)uxxxxx = 0, fuαβσ �= 0, (1)
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where f , α, β and σ being smooth nonvanishing functions of their variables, were
studied recently in [1]. The gauging σ = 1 was performed therein to simplify the
problem, however the complete classification of Lie symmetries was not derived,
in particular, because the gauging σ = 1 is not optimal. It was shown in [18] that
knowledge of normalization properties of a class of PDEs allows one to choose
the optimal gauging not by guessing but algorithmically. That is why we begin our
investigationwith the study of the equivalence groupoid and normalization properties
of the class (1) (Sect. 2). Then the optimal gauging of the arbitrary elements of the
class is performed (Sect. 3). Finally, the complete Lie symmetry classification of such
equations is carried out (Sect. 4).

2 Equivalence Groupoid

It is widely known that there is no general theory for integration of nonlinear partial
differential equations (PDEs). Nevertheless, many special cases of complete inte-
gration or finding particular exact solutions are related to appropriate changes of
variables. The transformation methods, which include in particular Lie symmetry
method, are among the most powerful analytical tools currently available for the
study of nonlinear PDEs.

The systematic study of transformation properties of classes of nonlinear PDEs
was initiated in 1991 by J.G. Kingston and C. Sophocleous [5]. These authors later
named the transformations related two particular equations in a class of PDEs form-
preserving transformations, because such transformations preserve the form of the
equation in a class and change only its arbitrary elements. Only a year later in 1992
J.P. Gazeau andP.Winternitz also began to investigate such transformations in classes
of PDEs calling them allowed transformations [21]. Rigorous definitions and devel-
oped theory on the subject was proposed later by R.O. Popovych [13, 15]. As for-
malization of notion of form-preserving (allowed) transformations the term admissi-
ble transformations was proposed. In brief, an admissible transformation is a triple
consisting of two fixed equations from a given class and a nondegenerate transfor-
mation that links these equations. The set of admissible transformations considered
with the standard operation of composition of transformations is also called equiva-
lence groupoid [14]. Equivalence groupoids can be used not only in group classifica-
tion problems but also in other problems related to classes of PDEs like, for example,
finding exact solutions and conservation laws, the study of integrability [16, 19].

Equivalence transformations, which are invaluable tools of group analysis of dif-
ferential equations, generate a subset in a set of admissible transformations. It is
important that admissible transformations are not necessarily related to a group
structure, but equivalence transformations always form a group. An equivalence
transformation applied to any equation from the class always maps it to another
equation from the same class, while an admissible transformation may exist only for
a specific pair of equations from the class under consideration.
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By L.V. Ovsiannikov, the equivalence group consists of the nondegenerate point
transformations of the independent and dependent variables and of the arbitrary ele-
ments of the class, where transformations for independent and dependent variables
are projectable on the space of these variables [12]. After appearance of other kinds
of equivalence group the one with properties described above is called now usual
equivalence group. If the transformations for independent and/or dependent vari-
ables involve arbitrary elements, then the corresponding equivalence group is called
generalized equivalence group [8]. If new arbitrary elements appear to depend on old
ones in a nonlocal way (e.g., new arbitrary elements are expressed via integrals of
old ones), then the corresponding equivalence group is called extended equivalence
group [2]. Simultaneously weakening the conditions of locality and projectability,
leads to the notion of extended generalized equivalence group. The notion of effec-
tive generalized equivalence group was proposed recently in [11], this is a minimal
subgroup of the entire generalized equivalence group of a given class of PDEs which
generates the same equivalence subgroupoid of the class as the entire group does.

If any admissible transformation in a given class is induced by a transformation
from its usual equivalence group, then this class is called normalized in the usual
sense. In analogous way, the notions of normalization of a class in generalized,
extended and extended generalized senses are formulated [15]. If a given class is
normalized in the generalized sense, then its effective generalized equivalence group
generates the equivalence groupoid of the class.

Once it is proved that certain class is normalized, finding the equivalence
groupoids of its subclasses becomes essentially simpler since they are always sub-
groupoids of the equivalence groupoid of the initial class. It was shown in [19] that
the class

ut = F(t)un + G(t, x, u, u1, . . . , un−1), (2)

where F �= 0,Guiun−1 = 0, i = 1, . . . , n − 1, n � 2, un = ∂nu
∂xn , F andG are arbitrary

smooth functions of their variables, is normalized in the usual sense. The transfor-
mation components for the variables t , x and u of admissible transformations for the
class (2) are of the form

t̃ = T (t), x̃ = X1(t)x + X0(t), ũ = U 1(t, x)u +U 0(t, x), (3)

where T , X1, X0, U 1 and U 0 are arbitrary smooth functions of their variables with
Tt X1U 1 �= 0.

As class (1) is a subclass of class (2) with n = 5, transformation components for
the variables t , x , and u of admissible transformations in (1) can be sought in the
form (3). Following the direct method [5], we suppose that Eq. (1) is similar to an
equation from the same class,

ũ t̃ + α̃(t̃) f̃ (ũ)ũ x̃ + β̃(t̃)ũ x̃ x̃ x̃ + σ̃ (t̃)ũ x̃ x̃ x̃ x̃ x̃ = 0, (4)

and these two equations are connected by a nondegenerate point transformation of
the form (3). Rewriting (4) in terms of the untilded variables, we further substitute
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ut = −α(t) f (u)ux − β(t)uxxx − σ(t)uxxxxx to the derived equation. Splitting the
obtained identity with respect to the derivatives of u leads to the determining equa-
tions on the functions T , X1, X0,U 1 andU 0, which result in the system

U 1
x = 0, β̃Tt − β(X1)3 = 0, σ̃Tt − σ(X1)5 = 0, (5)

U 0
x α f +U 1

t u + σU 0
xxxxx + βU 0

xxx +U 0
t = 0, (6)

α̃ f̃ Tt = α f X1 + X1
t x + X0

t . (7)

At first we find usual equivalence group of the class (1). The following assertion
is true.

Theorem 1. The usual equivalence group of the class (1) consists of the transfor-
mations

t̃ = T (t), x̃ = δ1x + δ2, ũ = δ3u + δ4,

f̃ = δ0 f, α̃ = δ1

δ0Tt
α, β̃ = δ1

3

Tt
β, σ̃ = δ1

5

Tt
σ,

where δ j , j = 0, 1, . . . , 4, are arbitrary constants with δ0δ1δ3 �= 0, and T (t) is an
arbitrary smooth function with Tt �= 0.

We proceed with the classification of all admissible transformations in the
class (1). Equation (6) implies that such transformations essentially differ for the
cases fuu �= 0 and fuu = 0.

I. If f (u) is a nonlinear function, then Eqs. (6), (7) imply the conditions

U 0
x = U 0

t = U 1
t = X1

t = 0, α̃ f̃ Tt = α f X1 + X0
t .

Solving these equations together with Eqs. (5) we find that X0
t is proportional to the

arbitrary element α, so the explicit form of x-component of admissible transforma-
tions for the subclass of the class (1) singled out by the condition fuu �= 0 will be
nonlocal with respect to the arbitrary elementα. To keep equivalence transformations
to be point and well defined, we extend the tuple of arbitrary elements ( f, α, β, σ )

with the additional arbitrary element A, that satisfies the auxiliary condition At = α.
We derive the following statement.

Theorem 2. The subclass of the class (1) singled out by the constraint fuu �= 0 is
normalized in the extended generalized sense. Its extended generalized equivalence
group Ĝ∼ consists of the transformations

t̃ = T (t), x̃ = δ1(x + δ2A) + δ3, ũ = δ4u + δ5,

f̃ = δ0 ( f + δ2) , α̃ = δ1

δ0Tt
α, Ã = δ1

δ0
A + ε0, β̃ = δ1

3

Tt
β, σ̃ = δ1

5

Tt
σ,
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where ε0 and δ j , j = 0, 1, . . . , 5, are arbitrary constants with δ0δ1δ4 �= 0, and T (t)
is an arbitrary smooth function with Tt �= 0. The additional arbitrary element A
satisfies the auxiliary equation At = α.

Remark 1. The group Ĝ∼ is also the extended generalized equivalence group for the
entire class (1), which is not normalized in contrast to its subclass with fuu �= 0. The
effective generalized equivalence group Ĝ∼ for reparameterized class (1) with the
extended tuple of arbitrary elements ( f, α, β, σ, A) is a nontrivial extended general-
ized equivalence group for the initial class (1). Indeed, this group induces themaximal
subgroupoid in the equivalence groupoid of the class (1) among all the equivalence
groups of possible reparameterizations of this class. Moreover, the x-components of
transformations from Ĝ∼ depend on the new arbitrary element A.

II. If f (u) = au + b, where a is a nonzero constant and b is an arbitrary constant,
then we can set a = 1 by a simple gauging transformation of the arbitrary elements,
namely, the transformation f̃ = δ0 f , α̃ = α/δ0 with δ0 being a nonzero constant.
Without loss of generality we further consider the class

ut + α(t)(u + b)ux + β(t)uxxx + σ(t)uxxxxx = 0, (8)

where the real constant b and the nonvanishing smooth functions α(t), β(t) and σ(t)
are arbitrary elements. In this case splitting of Eqs. (6) and (7) with respect to u
results in the following conditions

U 0
x α +U 1

t = 0, U 0
x αb +U 0

t = 0, α̃U 1Tt = αX1,

α̃Tt (U 0 + b̃) = αbX1 + X1
t x + X0

t .

Solving these equations together with Eqs. (5) we get the statement.

Theorem 3. The class (8) is normalized in the extended generalized sense. Its
extended generalized equivalence group Ĝ∼

1 is constituted by the transformations
of the form

t̃ = T (t), x̃ = ε2x + ε1A + ε0

δ2A + δ1
, ũ = ε2

Δ
((δ2A + δ1)u − δ2x + δ2bA + ε3) ,

Ã = δ′
2A + δ′

1

δ2A + δ1
, α̃ = Δ

Tt (δ2A + δ1)2
α, β̃ = ε2

3

Tt (δ2A + δ1)3
β,

σ̃ = ε2
5

Tt (δ2A + δ1)5
σ, b̃ = 1

Δ
(bδ1ε2 + δ1ε1 − δ2ε0 − ε3ε2) ,

where δ j , δ
′
j j = 1, 2, and εi , i = 0, 1, 2, 3, are arbitrary constants defined up to a

nonzero multiplier, with Δ = δ′
2δ1 − δ′

1δ2 �= 0 and ε2 �= 0. The additional arbitrary
element A satisfies the auxiliary equation At = α.

The equivalence groupoid of the subclass of the class (1) singled out by the
condition fuu �= 0 (resp. of the class (8)) is generated by its extended generalized
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equivalence group Ĝ∼ (resp. Ĝ∼
1 ). Therefore, the class (1) is not normalized but

it can be partitioned into two disjoint normalized subclasses each of which is
normalized. Note that we have found only effective generalized equivalence groups
of the corresponding reparameterized classes. The question whether these groups are
entire generalized equivalence groups of these classes needs an additional study.

Using the results of Theorems2 and 3 we derive the criterion of reducibility
of variable coefficient generalized Kawahara equations to their constant coefficient
counterparts. The following statement is true.

Proposition 1. An equation from the class (1) with variable coefficients α, β and σ

is reducible to a constant coefficient equation from the same class if and only if the
coefficients satisfy the conditions

(
β

α

)
t

=
(

σ

α

)
t

= 0, for fuu �= 0,

(
1

α

(
β

α

)
t

)
t

= 0,

(
σα2

β3

)
t

= 0, for fuu = 0.

3 Gauging of Arbitrary Elements

The presence of the arbitrary function T (t) in the equivalence transformations from
the group Ĝ∼ of the entire class (1) allows one to gauge either α or β or σ to a
simple constant value, e.g., to 1. An important question is which one of the three
potential gaugings is the optimal one. It was shown in [6, 18] how to choose the
optimal gauging using the normalization property of the class under consideration.
The classes normalized in the usual sense are most convenient for investigation and
the classes normalized in the extended generalized sense is most complicated among
normalized classes. If the class is not normalized one should look for the possibility
of a partition of such class into normalized subclasses. In our case the class (1) that is
not normalized can be partitioned into two normalized subclasses singled out by the
conditions fuu �= 0 and fuu = 0. Gauging of the arbitrary elementswill be performed
separately in each subclass.

I. If fuu �= 0, then Theorem2 implies that the subclasses of the class (1) singled
out by the conditions β = 1 or σ = 1 will stay normalized only in the extended
generalized sense, since equivalence transformations for such subclasses will still
involve A. After gauging α = 1 in the subclass of (1) with fuu �= 0 we obtain the
class normalized in the usual sense, as in this case up to gauging equivalence trans-
formations we can set A = t and this nonlocality disappears.

The gauging α = 1 is realized by the family of point transformations from the
equivalence group Ĝ∼ with t̃ = ∫ t

t0
α(y) dy, x̃ = x , ũ = u, that maps equations from

the class (1) with fuu �= 0 to equations from the same class with α̃ = 1, β̃ = β/α

and σ̃ = σ/α. All results on symmetries, conservation laws, classical solutions and
other related objects for Eqs. (1) with fuu �= 0 can be found using the similar results
derived for equations from its subclass
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ut + f (u)ux + β(t)uxxx + σ(t)uxxxxx = 0, fuuβσ �= 0. (9)

We derive the equivalence groupoid of the class (9) and formulate the following
statement.

Theorem 4. The class (9) is normalized in the usual sense. Its usual equivalence
group G∼ consists of the transformations

t̃ = δ1t + δ2, x̃ = δ3x + δ4t + δ5, ũ = δ6u + δ7,

f̃ = 1

δ1
(δ3 f + δ4) , β̃ = δ3

3

δ1
β, σ̃ = δ3

5

δ1
σ,

where δ j , j = 1, . . . , 7, are arbitrary constants with δ1δ3δ6 �= 0.

II. If fuu = 0, then Theorem3 implies that after the gauging α = 1 the respective
subclass of the class (8) will be normalized in the generalized sense, since the depen-
dence on the constant arbitrary element b will remain in the transformations. So, the
optimal gauging in this case is the simultaneous gauging of two arbitrary elements,
α = 1 and b = 0. This gauging is performed by the family of point transformations
from the equivalence group Ĝ∼

1 with t̃ = ∫ t
t0
α(y) dy, x̃ = x , ũ = u + b, that maps

equations from the class (8) to equations from the same class with α̃ = 1, b̃ = 0,
β̃ = β/α and σ̃ = σ/α. Without loss of generality we can restrict ourselves with the
investigation of the following class

ut + uux + β(t)uxxx + σ(t)uxxxxx = 0, (10)

instead of its superclass (8).
The study of the equivalence groupoid of the class (10) results in the following

assertion.

Theorem 5. The class (10) is normalized in the usual sense. Its usual equivalence
group G∼

1 consists of the transformations of the form

t̃ = δ4t + δ3

δ2t + δ1
, x̃ = ε2x + ε1t + ε0

δ2t + δ1
, ũ = ε2(δ2t + δ1)u − ε2δ2x + ε1δ1 − ε0δ2

Δ
,

β̃ = ε2
3

(δ2t + δ1)Δ
β, σ̃ = ε2

5

(δ2t + δ1)3Δ
σ,

where εi , i = 0, 1, 2, and δ j , j = 1, . . . , 4, are arbitrary constants defined up to a
nonzero multiplier; ε2 �= 0 and Δ = δ1δ4 − δ2δ3 �= 0.

In the next section we demonstrate that the chosen gaugings allow us to solve
exhaustively the group classification problems for both derived normalized sub-
classes of the class (1).
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4 Group Classification

As in previous section we consider separately two normalized subclasses of the
class (1), that are singled out by the conditions fuu �= 0 and fuu = 0.

I. The group classification problem for the class (1) with fuu �= 0 up to
Ĝ∼-equivalence reduces to the similar problem for the class (9) up toG∼-equivalence.
The group classification of the class (9) is performed using the classical algo-
rithm based on direct integration of the determining equations implied by the
infinitesimal invariance criterion [10, 12]. The symmetry generators of the form
Q = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u must satisfy the criterion of infinites-
imal invariance,

Q(5){ut + f (u)ux + β(t)uxxx + σ(t)uxxxxx }
∣∣∣
ut= f (u)ux+β(t)uxxx+σ(t)uxxxxx

= 0,

where Q(5) is the fifth prolongation of the vector field Q [10, 12].
The infinitesimal invariance criterion implies the determining equations simplest

of which result in the following forms of τ , ξ , and η,

τ = τ(t), ξ = ξ 1(t)x + ξ 0(t), η = (
2ξ 1(t) + μ(t)

)
u + η0(t, x),

where τ , ξ 1, ξ 0, μ and η0 are arbitrary smooth functions of their variables.
Then the rest of the determining equations have the form

η0
x f + (2ξ 1

t + μt )u + η0
t + η0

xxxβ + η0
xxxxxσ = 0, (11)(

(2ξ 1 + μ)u + η0
)
fu = (ξ 1 − τt ) f + ξ 1

t x + ξ 0
t , (12)

τσt = (5ξ 1 − τt )σ, τβt = (3ξ 1 − τt )β. (13)

Below we give the sketch of the proof. To find the kernel A∩ of the maximal Lie
invariance algebras Amax of Eqs. (9) we split the determining equations with respect
to the arbitrary elements and their derivatives, which results in τ = η = 0, ξ = c1,
where c1 is an arbitrary constant. Therefore, A∩ is the one-dimensional algebra 〈∂x 〉
(Case 0 of Table1). At the next step we assume that f is arbitrary and look for
specifications of β and σ for which Eqs. (9) possess Lie symmetry extensions. These
are the cases (β, σ ) = (λ, δ) and (β, σ ) = (λ(pt + q)2, δ(pt + q)4), where λ, δ, p
and q are constants and λδp �= 0. Using equivalence transformations from the group
G∼ we can set δ = ±1, p = 1 and q = 0. The respective bases of the maximal Lie
invariance algebras are adduced in Cases 1 and 2 of Table1.

As fuu �= 0, Eq. (11) impliesη0
x = η0

t = 0, so,η0 = c0 andμ = −2ξ 1 + c1,where
c0 and c1 are arbitrary constants. Then Eq. (12) leads to the condition ξ 1

t = 0 and
reduces to

(c1u + c0) fu = (ξ 1 − τt ) f + ξ 0
t . (14)
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Table 1 The group classification of the class ut + α(t) f (u)ux + β(t)uxxx + σ(t)uxxxxx = 0,
fuuαβσ �= 0.

No. f (u) β(t) σ (t) Basis of Amax

0 ∀ ∀ ∀ ∂x

1 ∀ λt2 δt4 ∂x , t∂t + x∂x
2 ∀ λ δ ∂x , ∂t

3 ln u ∀ ∀ ∂x , t∂x + u∂u

4 ln u λt2 δt4 ∂x , t∂x + u∂u , t∂t + x∂x
5 ln u λ δ ∂x , t∂x + u∂u , ∂t

6 un λtρ δt
5ρ+2
3 ∂x , 3nt∂t + (ρ + 1)nx∂x + (ρ − 2)u∂u

7 un λet δe
5
3 t ∂x , 3n∂t + nx∂x + u∂u

8 eu λtρ δt
5ρ+2
3 ∂x , 3t∂t + (ρ + 1)x∂x + (ρ − 2)∂u

9 eu λet δe
5
3 t ∂x , 3∂t + x∂x + ∂u

Here α(t) = 1 mod Ĝ∼, ρ and n are arbitrary constants, n �= 0, 1; δ and λ are nonzero constants,
δ = ±1 mod Ĝ∼.

The equations from the class (9) possess Lie symmetry extensions, when f takes
one of the following forms: f = ν(au + b)n + κ , n �= 0, 1, f = νeau + κ , and
f = ν ln(au + b) + κ , where ν and a are nonzero constants, κ and b are arbitrary
constants. Up to the G∼-equivalence this list is exhausted by the cases 1. f = un ,
n �= 0, 1, 2. f = eu and 3. f = ln u. Each of these forms of f should be substituted
to Eq. (14), then the final forms of the coefficients τ , ξ , and η are found and the
classifying Eqs. (13) give the possible forms of β and σ for which Eqs. (9) possess
Lie symmetry extensions. The detailed proof for the case f = un, n �= 0, was given
in [6]. The consideration of the other cases is analogous. Due to the luck of space we
omit the detailed proof for these cases and formulate the final result in the following
statement.

Theorem 6. The kernel of the maximal Lie invariance algebras of equations from
the class (1) with fuu �= 0 coincides with the one-dimensional algebra 〈∂x 〉. All
possible Ĝ∼-inequivalent cases of extension of the maximal Lie invariance algebras
are exhausted by Cases 1–9 of Table1.

II. In the previous section we have shown that the group classification problem for
the class (8) up to Ĝ∼

1 -equivalence reduces to such a problem for the class (10) up to
G∼

1 -equivalence. The group classification of the class (10) up toG
∼
1 -equivalence was

carried out exhaustively in [6]. So we use the results derived therein and formulate
the following statement.

Theorem 7. The kernel of themaximal Lie invariance algebras of equations from the
class (8) coincideswith the two-dimensional algebra 〈∂x , t∂x + ∂u〉. All possible Ĝ∼

1 -
inequivalent cases of extension of the maximal Lie invariance algebras are exhausted
by Cases 1–4 of Table2.
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Table 2 The group classification of the class ut + α(t)(u + b)ux + β(t)uxxx + σ(t)uxxxxx = 0,
αβσ �= 0.

No. β(t) σ (t) Basis of Amax

0 ∀ ∀ ∂x , t∂x + ∂u

1 λtρ δt
5ρ+2
3 ∂x , t∂x + ∂u , 3t∂t + (ρ +

1)x∂x + (ρ − 2)u∂u

2 λet δe
5
3 t ∂x , t∂x + ∂u , 3∂t + x∂x + u∂u

3 λ δ ∂x , t∂x + ∂u , ∂t

4
λ(t2 + 1)

1
2

e3ν arctan t
δ(t2 + 1)

3
2

e5ν arctan t
∂x , t∂x + ∂u , (t2 + 1)∂t + (t −
ν)x∂x + (x − (t + ν)u)∂u

Here α = 1 mod Ĝ∼
1 , b = 0 mod Ĝ∼

1 , ρ and ν are arbitrary constants, ρ � 1/2 mod Ĝ∼
1 ,

ν � 0 mod Ĝ∼
1 ; δ and λ are nonzero constants, δ = ±1 mod Ĝ∼

1 .

The presented group classification reveals equations of the form (1) that are of
more potential interest for applications and for which the classical Lie reduction
method can be used. The complete result was achieved using the knowledge of
transformation properties of the class namely due to partition of the class into two
normalized subclasses and choosing the optimal gauging for each of these subclasses.
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Interplay between Minimal Gravity
and Intersection Theory

Chaiho Rim

Abstract We present the relation between the two-dimensional minimal quantum
gravity with boundaries and open intersection theory. The boundary minimal gravity
is defined in terms of boundary cosmological constant μB and the open intersection
theory in terms of boundary marked point generating parameter s. It is demonstrated
that a generating function of a theory is the Laplace transform of the other, if the
right solution is to be carefully chosen among many others.

1 Introduction

The role of the KdV hierarchy was proposed in [1] and proved in [2] between the
two-dimensional minimal quantum gravity (MG) and intersection theory (IT) on the
moduli spaces of closed Riemann surfaces. Recently, similar relation holds on the
Riemann surfaces with boundaries [3–5], i.e. between boundary minimal gravity
(BMG) and open intersection theory (OIT) [6]. We sketch some of the recent results,
details of which can be found in [3–5].

This paper is organized as follows. Section 2 is to compare the KdV hierarchy and
string equation of one theory with the other on the Riemann surfaces with/without
boundaries. Section 3 provides an elegant way to find generating function of OIT
from BMG using the Laplace transform. Section 4 is the conclusion.

2 KdV Hierarchy

We summarize KdV hierarchy and string equation of IT and of MG on the Riemann
surfaces with/without boundaries.
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2.1 Riemann Surfaces Without Boundary

The generating function (GF) Fc of intersection theory on the moduli space of
Riemann surfaces depends on the infinitely many parameters, t = (t0, t1, · · · ), and
also satisfies the KdV hierarchy and the string equation [1]:

1

λ2

2n + 1

2

∂3Fc

∂t20 ∂tn
= ∂2Fc

∂t20

∂3Fc

∂t20 ∂tn−1
+ 1

2

∂3Fc

∂t30

∂2Fc

∂t0∂tn−1
+ 1

8

∂5Fc

∂t40 ∂tn−1
(1)

∂Fc

∂t0
=

∑

n≥0

tn+1
∂Fc

∂tn
+ t20

2λ2
. (2)

Fc has the natural expansion in λ, the genus expansion parameter:

Fc =
∞∑

g=0

λ2g−2Fc
(g). (3)

Theminimal quantumgravity (MG) is described by the scaling limit of one-matrix
model [7, 8] for the Lee-Yang series M(2, 2p + 1) on the closed Riemann surface.
MG also satisfies the KdV hierarchy and the string equation in terms of p number of
parameters τ0, · · · , τp−1 [9–12], which are the same as (1) and (2) if ti is identified
with τi but is truncated: tk = 0 for k > p − 1 except tp+1 = 1. We will reserve the
notation F for the GF of IT and F for MG when two distinction is necessary. It is
noted thatMG is also described by Liouville field theory coupled to conformalmatter
[13] but its correlation number looks different due to the resonance transformations
(so called Liouville frame in contrast with the KdV frame) [14, 15].

Even though GF satisfies the similar KdV and string equation, the explicit form
of GF of one theory differs from the other. This can be clearly seen in the lowest
genus case (g = 0). The KdV hierarchy becomes the dispersionless limit and has the
simple form

∂3F c
(0)

∂τn∂τ 2
0

= ∂v

∂τn
= vn

n!
∂v

∂τ0
for 1 ≤ n ≤ p − 1. (4)

Here F c
(0) is the GF on the fluctuating sphere and v ≡ ∂2F c

(0)/∂τ 2
0 . Then the string

equation together with the KdV hierarchy can be reduced to a polynomial equation
of v,

P(τ, v) = 0; P(τ, v) ≡
p−1∑

m=0

τm
vm

m! + v p+1

(p + 1)! . (5)

Here τp−1 ∝ μ is the basic parameter where μ is the bulk cosmological constant. If
one switches off all the other parameters except μ, then, the right solution is chosen
as v = √−τp−1.
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The equation and solutions are compared with those of IT. For comparison, we
restrict ourselves to the subspace t = (t0, t1, · · · tp−1) of the parameters of IT by
demanding tn = 0 (n ≥ p). Then, the string polynomial equation for IT is obtained
from by the above described between τ and t ,

P(t, v) = 0; P(t, v) =
p−1∑

m=0

tm
vm

m! − v, (6)

where the linear power of v is added due to the t1 shift. In this case, t0 becomes
the basic parameter and the others are treated as deformation parameters, so that the
un-deformed solution is v = t0.

In addition, note that v p+1-term in (5) and v-term in (6) is not coupled to the
parameter ti or τi . This allows the different gravitation scaling to the parameter. As
a result, the KdV parameters of IT couple to the gravitational descendants in topo-
logical gravity and the parameters of MG couple to the primary operators of the
Lee-Yang series [5].

2.2 Riemann Surfaces with Boundaries

The intersection theory on themoduli space of the Riemann surfaces with boundaries
was developed in [6], see also [16, 17]. The GF, which depends on the KdV param-
eters tk and an additional parameter s, associated with the insertion of the marked
points on the boundary, has a natural topological expansion

Fo =
∞∑

ḡ=0

λḡ−1Fo
(ḡ). (7)

Here ḡ is the genus of the doubled Riemann surface. This expansion is equivalent to
the expansion of powers of the Euler characteristic χ = 2 − 2g − k in the presence
of boundaries, where g ≥ 0 is the number of handles, k ≥ 1 the number of boundaries
and therefore, one has ḡ as ḡ = 1 − χ .

A generalization of the Virasoro constraints introduces a parameter s, a generator
of mark-points on the boundary and reduces to the open KdV hierarchy [6];

2n + 1

2

∂Fo

∂tn
= λ

∂Fo

∂s

∂Fo

∂tn−1
+ λ

∂2Fo

∂s∂tn−1
+ λ2

2

∂Fo

∂t0

∂2Fc

∂t0∂tn−1
− λ2

4

∂3Fc

∂t20 ∂tn−1
(8)

and open string equation

∂Fo

∂t0
=

∑

n≥0

tn+1
∂Fo

∂tn
+ s

λ
. (9)
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One may find an additional consistent s-flow equation [18]:

∂Fo

∂s
= λ

{
1

2

(
∂Fo

∂t0

)2

+ 1

2

∂2Fo

∂t20
+ ∂2Fc

∂t20

}
, (10)

which provides a useful check for the solution of the open KdV hierarchy.
On the other hand, GF of BMG satisfies the similar open KdV hierarchy which

has no s parameter but instead μB parameter:

2n + 1

2

∂Fo

∂τn
= −μB

∂Fo

∂τn−1
+ λ2

2

∂Fo

∂τ0

∂2F c

∂τ0∂τn−1
− λ2

4

∂3F c

∂τ 2
0 ∂τn−1

for n ≥ 1.

(11)
The open string equation becomes

0 =
∑

n≥0

τn+1
∂Fo

∂τn
+ ∂Fo

∂μB
. (12)

In addition, the s-flow equation has a new form in the μB-space:

−μB = λ

{
1

2

(
∂Fo

∂τ0

)2

+ 1

2

∂2Fo

∂τ 2
0

+ ∂2F c

∂τ 2
0

}
, (13)

which we call boundary condition equation (BCE), noting that the boundary cosmo-
logical constant plays a role of the boundary condition.

GF of OIT turns out to be the Laplace (or Fourier) transform of the one of BMG
[4]:

eF
o(s) = 1√

2πλ

∫
dμB e

− sμB
λ eF

o(μB ). (14)

To avoid confusion we indicate explicitly the variable s or μB . Here we continue
to use the notation F after the Laplace transform and, depending on the context,
we assume it to depend on the KdV parameters τ or t , the reason of which is that
we expect this relation still to hold beyond the proper parameter range of the OIT
indicated in [6]. Furthermore, as we will show in the following section, the right GF
of OIT is to be carefully chosen to be a very particular Fo(μB), which corresponds
to a certain topological branch of BMG.
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3 Boundary Minimal Gravity and Open Intersection
Theory

We provide a simple example how to find GF of OIT from GF of BMG on a disk.

3.1 GF of BMG on a Disk

We start with the GF of BMG on a disk

Fo
(0)(τ, μB) = i√

2π

∫ ∞

0

dl

l3/2
e−lμB

∫ ∞

τ0

dx e−lw(x), (15)

which is symbolically the same as 〈Tr log(μB + Q2)〉 [19]. Here, w(x) is a solution
of the string polynomial equation (5) with τ0 replaced by x . We select the solution
w(x) ∝ √

μ as noted in (5). We encode the choice of the solution more explicitly
by changing the integration variable x to v and by including the string polynomial
P(τ, v) in (5) to the integral representation (15):

Fo
(0)(τ, μB) = − i√

2π

∫ ∞

0

dl

l3/2
e−lμB

∫ ∞

w

dvP (1)(τ, v) e−lv. (16)

Here P (1)(τ, v) = dP/dv plays the role of the Jacobian factor dx/dv = −dP/dv.

3.2 GF of OIT on a Disk

One may find the GF of OIT using the open KdV hierarchy (8) and the open string
Eq. (9) with the initial conditions

Fo(t0, ti>0 = 0, s) = 1

λ

(
st0 + s3

3!
)

. (17)

It turns out that its solution is unique [20].We, however, adopt a different but powerful
method, the Laplace transform (14) to find the GF of OIT from that of BMG.

Note that the Laplace transform (14) reduces to the Legendre transform when
ḡ = 0 [4]:

Fo
(0)(t, s) = Fo

(0)(t, μB) − sμB, (18)

and the boundary parameters, s and μB , are related through
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s = ∂Fo
(0)(t, μB)

∂μB
or μB = −∂Fo

(0)(t, s)

∂s
. (19)

To find the right GF, one needs to make sure that GF of OIT satisfies the its open
string Eq. (9) whereas GF of BMG satisfies the its open string Eq. (12). This can be
done by replacing P(τ, v) in (16) with P(τ, v) of (6):

Fo
(0)(t, μB) = − i√

2π

∫ ∞

0

dl

l3/2
e−lμB

∫ ∞

w

dv P(1)(t, v) e−lv. (20)

Here w is the right solution of P(t, v) = 0.
Let us check if this OIT solution coincides with the GF in s-space. If one tries

with p = 1 case, then one notes P (1) = −1 and w = t0. Thus, (20) has the simple
form:

Fo
(0)(t0, μB) = i√

2π

∫ ∞

0

dl

l5/2
e−l(μB+w). (21)

Note that this integral depends only on the sum μB + w but is divergent as l → 0,
which needs regularization. By differentiating the integral, we have a finite result:

∂2Fo
(0)

∂μ2
B

= i√
2π

∫ ∞

0

dl

l1/2
e−l(μB+t0) = i√

2
(μB + w)−1/2. (22)

After integration over μB once, we have s = ∂Fo
(0)/∂μB = i

√
2(μB + w)1/2 where

wediscardμB independent term.Likewise, onemore integrationgives Fo
(0)(t0, μB) =

i 2
√
2

3 (μB + w)3/2 which reproduces the initial condition (17) after the Legendre
transformation (18).

For general p, we need more complicated algebraic manipulation. One has the
relation between μB and s from (23)

s = ∂Fo
(0)

∂μB
= √

2 i
p−2∑

n=0

(−2)nξn+1(μB + w)n+1/2

(2n + 1)!! . (23)

We may put μB in power series of s. Putting h0 = −2ξ 2
1 (μB + w)/s2 and zi =

s2iξi+1/
(
(2i + 1)!!ξ 2i+1

1

)
, we represent (23) as follows:

1

h0
=

(
1 +

p−2∑

n=1

zn h
n
0

)2

(24)

which has the power series of zk’s:

h0 =
∑

nk≥0

an1,··· ,np−2 z
n1
1 · · · znp−2

p−2 , (25)
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where an1,n2,...,np−2 = 2 (−1)n1+n2+···+n p−2 (1+3n1+5n2+···+(2p−3)np−2)!
n1! n2! ... np−2! (2+2n1+4n2+···+2(p−2) np−2)! .

Fo
(0)(t, μB) is obtained by integrating (23) over μB :

Fo
(0)(t, μB) = −√

2 i
p−2∑

n=0

(−2)n+1ξn+1(μB + w)n+3/2

(2n + 3)!! (26)

or in the power series of zk’s,

Fo
(0)(t, s) = sw + s3

2ξ 2
1

∞∑

ni=0

an1,··· ,np−2 z
n1
1 · · · znp−2

p−2

(3 + 2n1 + 4n2 + · · · + 2(p − 2) np−2)
. (27)

To get the complete GF of OIT one extends p to infinity in (27). One may obtain
the special case by restricting t0 → 0, GF of the following form:

Fo
(0)

∣∣∣
t0=0

=
∞∑

ni=0

bn1,n2,···
s3+2n1+4n2+...

(1 − t1)2+3n1+5n2+...

∞∏

j=1

(
t j+1

n j !(2 j + 1)!!
)n j

. (28)

where bn1,n2,··· = (1+3n1+5n2+... )!
(1−t1)2+3n1+5n2+... . This provides the correlation numbers

〈Oα1 . . . Oα	
σ k〉o0 = ∂	+k Fo

(0)

∂tα1 . . . ∂tα	
∂sk

∣∣∣∣
(t,s)=0

= (1 + ∑	
i=1(2αi − 1))!

∏	
i=1(2αi − 1)!! (29)

where k is the number of marked points on the boundary and is related with αi ,
k = 3 + ∑	

i=1 2(αi − 1).

4 Conclusion

We demonstrate that GF of OIT and GF of BMG are related through the Laplace
transform, with the emphasis on the choice of the right solution to the open KdV and
open string equation. As an explicit example, we present how to find the right GF of
OIT on a disk using GF of BMG. One may extend the calculation straightforwardly
to higher genus expansion as can be found in [5]
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Generalized Macdonald Functions, AGT
Correspondence and Intertwiners of
DIM Algebra

Yusuke Ohkubo

Abstract In this paper, we explain the 5D AGT correspondence using the Ding-
Iohara-Miki algebra (DIM algebra) and generalized Macdonald functions. Further-
more, we describe a certain duality formula for the intertwining operators of the DIM
algebra. This paper is based on the presentation by the author in the International
Workshop “Lie Theory and its applications in physics” held in Varna.

1 Introduction

In 2009, Alday, Gaiotto and Tachikawa proposed a surprising relationship between
2D conformal field theories and 4D gauge theories (AGT correspondence). The orig-
inal AGT correspondence states that the 4-point Virasoro conformal block coincides
with theNekrasov partition function of 4-dimensionalN = 2 supersymmetric SU (2)
gauge theory with 4 matters [1]. To understand this relationship, Alba, Fateev, Litvi-
nov andTarnopolsky gave a significant basis (AFLT basis) in the representation space
of the tensor product of the Virasoro algebra and some Heisenberg algebra [2]. The
matrix elements of the Primary field are factorized with respect to the AFLT basis,
and they correspond to the Nekrasov factors. Therefore, the expansion of the con-
formal block (with respect to the algebra (Virasoro) ⊗ (Heisenberg)) by the AFLT
basis naturally reproduces the Nekrasov partition functions.

In this paper, We give a q-deformation of this context in the case of the WN

algebra, which was conjectured in [3] and proved in [4]. The tensor product of the
q-deformed WN algebra and the Heisenberg algebra is derived from some represen-
tation of the DIM algebra. The q-deformation of the AFLT basis can be regarded
as a generalization of Macdonald functions. Furthermore, our main operator can be
realized by intertwining operators of the DIM algebra. Let us also mention that their
intertwining operators reproduce Iqbal, Kozcaz and Vafa’s or Awata and Kanno’s
refined topological vertices [5].
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This paper is organized as follows. In Sect. 2, we start with the definition and
representations of the DIM algebra. In Sect. 3, the generalized Macdonald functions
are defined, and the q-deformedAGT correspondence is explained. At last, in Sect. 4,
we briefly describe a certain duality formula for intertwining operators of the DIM
algebra.

2 Ding-Iohara-Miki Algebra and Its Representation

First of all, we explain the definition of the DIM algebra [6, 7].

Definition 1. Letq and t begeneric complexparameters. TheDIMalgebra is the uni-
tal associative algebra generatedby the four currents x±(z) = ∑

n∈Z x±
n z

−n ,ψ±(z) =∑
±n∈Z≥0

ψ±
n z

−n and central elements γ ±1/2 satisfying the defining relations

G∓(z/w)x±(z)x±(w) = G±(z/w)x±(w)x±(z),

[x+(z), x−(w)] = (1 − q)(1 − 1/t)

1 − p

(
δ(γ −1 z

w
)ψ+(γ

1
2 w) − δ(γ

z

w
)ψ−(γ − 1

2 w)
)
,

ψ±(z)ψ±(w) = ψ±(w)ψ±(z), ψ+(z)ψ−(w) = g(γ +1w/z)

g(γ −1w/z)
ψ−(w)ψ+(z),

ψ+(z)x±(w) = g(γ ∓1/2w/z)∓1x±(w)ψ+(z),

ψ−(z)x±(w) = g(γ ∓1/2z/w)±1x±(w)ψ−(z).

Here g(z) := G+(z)/G−(z),G±(z) := (1 − q±1z)(1 − t∓1z)(1 − p∓1z) and δ(z) =∑
n∈Z zn .

Remark 1. Wemay include the Serre-like relations with respect to x±
n in the defining

relations. Actually, Miki introduced the algebra divided by the Serre relations [7].
However, our results are not affected by them because the representations used in this
paper automatically satisfy the Serre relations. Hence, we omit them in this paper.

The DIM algebra is a Hopf algebra. Let us omit the formulas for the coproduct,
counit and antipode. We only explain the following formulas for the coproduct Δ

required in this paper:

Δ(x+(z)) = x+(z) ⊗ 1 + ψ−(γ
1/2
(1) z) ⊗ x+(γ(1)z), Δ(γ ) = γ ⊗ γ.

Here, γ(1) := γ ⊗ 1, γ(2) := 1 ⊗ γ . Note that ψ±
0 are also central elements. A rep-

resentation ρ of the DIM algebra is called level (n,m) representation if γ
ρ�→

(t/q)
n
2 , (ψ+

0 /ψ−
0 )1/2

ρ�→ (q/t)
m
2 . In this paper,we use a level (1,m) representation,

which is a free field representation by the following Heisenberg algebra. Let {an}
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be the Heisenberg algebra satisfying [an, am] = n
1 − q |n|

1 − t |n| δn+m,0. The Fock space

generated by the vacuum state |0〉 (an |0〉 = 0 (∀n ≥ 0)) is denoted by F .

Definition 2. Define

η(z) := exp
( ∞∑

n=1

1 − t−n

n
zna−n

)
exp

(
−

∞∑

n=1

1 − tn

n
z−nan

)
,

ξ(z) := exp
(

−
∞∑

n=1

1 − t−n

n
(t/q)n/2zna−n

)
exp

( ∞∑

n=1

1 − tn

n
(t/q)n/2z−nan

)
,

ϕ±(z) := exp
(

∓
∞∑

n=1

1 − t±n

n
(1 − tnq−n)(t/q)−n/4z∓na±n

)
.

Fact 3 ([8]). Let u be an indeterminate. The following homomorphism ρ(1,m)
u is a

representation of the DIM algebra:

x+(z) �→ uz−m(t/q)m/2 · η(z), x−(z) �→ u−1zm(t/q)−m/2 · ξ(z),

ψ±(z) �→ (q/t)±m/2 · ϕ±(z), γ �→ (t/q)1/2.

The Fock space endowed with the level (1,m) module structure is denoted by
F (1,m)

u . Hereafter, we mainly treat the m = 0 case. Moreover, we can extend this
representation to the level (N , 0) representation by using the coproduct.

Definition 4. For an N -tuple of parameters u = (u1, . . . , uN ), define

ρ(N ,0)
u := (ρ(1,0)

u1 ⊗ ρ(1,0)
u2 ⊗ · · · ⊗ ρ(1,0)

uN
) ◦ Δ(N ),

Δ(1) := id, Δ(N ) := (id ⊗ · · · ⊗ id︸ ︷︷ ︸
N−2

⊗Δ) ◦ · · · ◦ (id ⊗ Δ) ◦ Δ, N ≥ 2.

In what follows, we fix a positive integer N , and write for short Fu = F (1,0)
u1 ⊗

· · · ⊗ F (1,0)
uN

. In this spaces Fu, a sort of W-algebra can be obtained.

Definition 5. Set the generators X (i)(z) = ∑
n X

(i)
n z−n (i = 1, . . . , N ) by

Λi (z) = ϕ−((q/t)−
1
4 z) ⊗ · · · ⊗ ϕ−((q/t)−

2i−3
4 z) ⊗ η((q/t)−

N−i
2 z) ⊗ 1 ⊗ · · · ⊗ 1

X (i)(z(q/t)
i−1
2 ) :=

∑

1≤ j1<···< ji≤N

: Λ j1(z) · · · Λ ji ((q/t)i−1z) : u j1 · · · u ji .
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Note that X (1)(z) = ρ(N ,0)
u (x+(z)). The algebra generated by X (i)

n can be regarded
as the tensor product of the deformed WN algebra and some Heisenberg algebra [9].
The structure of representation of the algebra 〈X (i)

n 〉 say the PBW type basis and
singular vectors, is investigated in [10].

3 Generalized Macdonald Functions and AGT
Correspondence

The generalized Macdonald functions are defined to be the eigenfunctions of
X (1)
0 . The eigenvalues of X (1)

0 are parametrized by N -tuples of partitions λ =
(λ(1), . . . , λ(N )), and it is known that they are in the form

ελ =
N∑

i=1

ui
(
1 + (t − 1)

∑

k≥1

(qλ
(i)
k − 1)t−i

)
.

Definition 6. Define |Pλ〉 ∈ Fu by two conditions:

• X (1)
0 |Pλ〉 = ελ |Pλ〉 ;

• |Pλ〉 = 1 · |mλ〉 + · · · .

Here, |mλ〉 := |mλ(1)〉 ⊗ · · · ⊗ |mλ(N )〉 ∈ Fu is the tensor product of vectors corre-
sponding to the monomial symmetric functions.

Remark 2. The existence theorem of |Pλ〉 follows from the triangulation of the oper-
ator X (1)

0 similarly to the ordinary Macdonald functions. The triangulation of X (1)
0

can be proved by choosing the tensor product of the ordinary Macdonald functions
as a basis. Then, the triangulation and the fact that the eigenvalues are not degenerate
show that there exists an unique function |Pλ〉 satisfying the above condition. For
more details, see [11].

In the N = 1 case, |Pλ〉’s correspond to the ordinary Macdonald functions. In the
case of general N , |Pλ〉 are called generalized Macdonald functions. Furthermore,
we give the following renormalization.

Definition 7. Define |Kλ〉 ∈ Fu by

|Kλ〉 := (monomial) ·
∏

1≤i< j≤N

Nλ(i),λ( j) (qui/tu j ) ·
N∏

k=1

cλ(k) · |Pλ〉 ,

cλ :=
∏

(i, j)∈λ

(1 − qaλ(i, j)t
λ(i, j)+1),

Nλμ(u) :=
∏

(i, j)∈λ

(
1 − uqaλ(i, j)t
μ(i, j)+1

) ∏

(i, j)∈μ

(
1 − uq−aμ(i, j)−1t−
λ(i, j)

)
.
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where (monomial)means a certainmonomial in parameters q, t and ui , but let us omit
an explicit form. aλ(i, j) and 
λ(i, j) are the arm length and leg length, respectively.

This renormalization is obtained by a conjecture about relationship between |Kλ〉
and the PBW type basis of the algebra 〈X (i)

n 〉 [4, Conjecture 3.38]. Moreover, define
〈Kλ| similarly.

Now, we explain the 5D AGT correspondence. Firstly, we defined an operator
corresponding to the q-deformation of the Primary field.

Definition 8. Define the linear operator V(w) = V
(v
u ;w

)
: Fu → Fv by

(
X (i)
n − wX (i)

n−1

)
V(w) = V(w)

(
X (i)
n − (t/q)iwX (i)

n−1

)
(i = 1, . . . , N ),

and 〈0|V(w) |0〉 = 1.

We showed that this operator exists uniquely and proved the following formula
for the matrix elements [4].

Theorem 1.

〈Kλ|V
(v
u ; x

)
|Kμ〉 = (monomial) ×

N∏

i, j=1

Nλ(i),μ( j) (qvi/tu j ).

This formula was conjectured in [3]. The proof is given by a realization of V(z)
in terms of screened vertex operators and Kajihara and Noumi’s transformation for-
mula for the q-multiple hypergeometric series [12]. By virtue of the above theorem,
inserting the identity 1 = ∑

λ
|Kλ〉〈Kλ|
〈Kλ|Kλ〉 , we obtain

〈0|V
(w
v ; z1

)
V

(v
u ; z2

)
|0〉

=
∑

λ

(
u1 · · · uN z2
v1 · · · vN z1

)|λ| N∏

i, j=1

N∅,λ( j) (qwi/tv j )Nλ(i),∅(qvi/tu j )

Nλ(i),λ( j) (qvi/tv j )
.

This equation is a 5D AGT correspondence, i.e., the LHS can be regarded as
q-deformation of the 4-point conformal block, and the RHS is the Nekrasov par-
tition function of the 5-dimensional U (N ) gauge theory with 2N -matters.

4 Intertwiners of the DIM Algebra

At last, we describe a certain duality formula for intertwining operators of the DIM
algebra. Due to the number of pages, we will give only pictorial explanation. For
more details, see [4]. To introduce intertwining operators of the DIM algebra, we
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require the level (0, 1) representation [5]. This representation is defined over the
space F (0,1)

u = Spann{|λ〉 |λ : partition}, where |λ〉’s are abstract vectors labeled by
partitions, and u is some spectral parameter. Let us omit its definition in this paper.
By these two representations, we can construct intertwining operators of the DIM
algebra.

Fact 9 ([5]). There exists an unique intertwiner Φ : F (0,1)
w ⊗ F (1,0)

u → F (1,1)
−wu such

that aΦ = ΦΔ(a) for all elements a in the DIM algebra. Similarly, there exists an
unique intertwiner Φ∗ : F (1,1)

−vw → F (1,0)
v ⊗ F (0,1)

w such that Δ(a)Φ∗ = Φ∗a (∀a)
These operators are often expressed by the following trivalent diagrams. In this

paper, we denote Φ∗ ◦ Φ by the cross diagram for simplicity.

u
(1, 0)

w, (0, 1)

−uw, (1, 1)

Φ =

w, (0, 1)

v
(1, 0)

−vw, (1, 1)

Φ∗ = =

We consider the compositions of this cross diagram and take the matrix elements.

Then V
(v
u ; x

)
corresponds to the operator in the LHS of the picture below, and we

can prove the following duality formula, which corresponds to the S-duality of the
string theory:

x, ∅

v1

v2

v3

vN

u1

u2

u3

uN

∅

〈
Pλ

∣∣∣∣
∣∣∣∣Pμ

〉
∼ x

v1 v2 v3 vN
λ(1) λ(2) λ(3) λ(N)

u1 u2 u3 uN

μ(1) μ(2) μ(3) μ(N)

〈0| |0〉
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Closures of K -orbits in the Flag Variety
for Sp(2n,R)

William M. McGovern

Abstract We give a pattern avoidance criterion to classify the orbits of GL(n,C)

on the flag variety of Sp(2n,C) with smooth or rationally smooth closure, showing
that orbits whose clans avoid the bad patterns have closures which fiber in a nice
way over an orbit closure in a smaller flag variety.

1 Introduction

Suppose G is a complex connected reductive algebraic group and let θ denote an
involutive automorphism of G. Write K (or K ′ or K ′′) for the fixed points of θ , and
B for variety of Borel subalgebras of the Lie algebra g of G. (Henceforth we call this
variety simply the flag variety of G and identify it with G/B, B a Borel subgroup
of G.) Then K acts with finitely many orbits on B via the restriction of the adjoint
action.

In previous work we have considered the special casesG = GL(p + q,C), K ′ =
GL(p,C) × GL(q,C) and G = Sp(2p + 2q,C, K ′′ = Sp(2p,C) × Sp(2q,C)

(corresponding to the real forms U (p, q) and Sp(p, q) of GL(p + q,C) and
Sp(2p + 2q,C), respectively [3, 4]. Here we treat the case G = Sp(2n,C), K =
GL(n,C), corresponding to the split real form Sp(2n,R) of G. The pattern avoid-
ance characterization of rationally smooth K -orbit closures that we will give is very
similar to that of [4], but in this setting smoothness and rational smoothness of orbit
closures are not equivalent; we give a pattern avoidance characterization of smooth-
ness as well. We also take this opportunity to correct an error in [3] and [4].
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2 Preliminaries

We begin by recalling that K -orbits in G/B are parametrized by skew-symmetric
clans of length 2n, that is, by sequences c = c1 . . . c2n such that each ci is either
a sign (+ or −) or a natural number, every natural number occurs either exactly
twice among the ci or not at all, and we have c2n+1−i = −ci if ci is a sign, while
ci = c j ∈ N if and only if c2n+1−i = c2n+1− j ∈ N [10, §3].We identify any two clans
if they have the same signs in the same positions and pairs of equal numbers in the
same positions, regardless of the sizes of the numbers; thus for example the clan
1 + −1 is identified with 2 + −2. The dimension of the orbit Oc corresponding to
the clan c is given [10, §3.4] by

d(c) = n(n − 1)

2
+ C1

2
+ C2

2
(1)

where

C1 =
∑

ci=c j∈N,i< j

( j − i − #{k ∈ N : cs = ct = k for some s < i < t < j}) (2)

and
C2 = #{t ∈ N : cs = ct ∈ N and s ≤ n < t ≤ 2n + 1 − s} (3)

while the clan corresponding to the open orbit is

γ0 = (1, . . . , n, n . . . , 1). (4)

We have the action defined on [5] of noncompact imaginary root reflections sα on
clans. Given a clan c = c1, . . . , c2n with corresponding orbitOc, the rootα = ei − e j
is noncompact imaginary if and only if either ci and c j are opposite signs or they are
unequal natural numbers with (ci , c j ) = (c2n+1− j , c2n+1−i ); in the first case sα · Oc

corresponds to the clan obtained from c by replacing ci and c j by equal natural
numbers and c2n+1−i , c2n+1− j by a different pair of equal numbers (where in both
cases the numbers do not appear elsewhere in c); in the second case sα · Oc is obtained
from c by interchanging ci , c j ) but not c2n+1−i , c2n+1− j ) [8]. Similarly, β = ei + e j
is noncompact imaginary forOc if and only if ci and c2n+1− j are opposite signs, and
in that case sβ · Oc corresponds to the clan obtained from c by replacing ci , c2n+1− j

by a pair of equal numbers and c2n+1−i , c j by a different pair of equal numbers (again
not appearing elsewhere in c). Finally, the root γ = 2ei is noncompact imaginary for
Oc if and only if ci , c2n+1−i are opposite signs, in which case sγ · Oc corresponds
to the clan obtained from c by replacing ci , c2n+1−i by a pair of equal numbers not
occurring elsewhere in c.

In all cases the orbit sα · Oc, sβ · Oc, or sγ · Oc lies aboveOc in the partial order by
containment of closures. The general description of this order was given byWyser for
K ′-orbits inGL(p + q,C)/B [9]; using ideas from [10] we can extend it to K -orbits
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inG/B, as follows. Following the discussion before [9, Theorem1.2], define γ (i : +)

for every clan γ = c1 . . . c2n and every index i ≤ n to be the total number of plus
signs and pairs of equal natural numbers among c1 . . . ci ; similarly define γ (i;−)

to be the total number of minus signs and pairs of equal natural numbers among
c1 . . . ci . For all indices i < j let γ (i : j) be the number of pairs of equal natural
numbers cs, ct with s ≤ i < j < t . Finally, for every index i > n let γ (i) be the
number of pairs of equal natural numbers cs, ct with s < n < t ≤ 2n + 1 − s, s ≤ i .
Partially ordering clans by containment of the corresponding orbit closures, we then
have

Theorem 1 We have γ ≤ τ in the above partial order if and only if the conditions
γ (i : +) ≥ τ(i : +), γ (i : −) ≥ τ(i : −), γ (i; j) ≤ τ(i : j), and γ (i) ≤ τ(i), hold
for all indices i, j in the appropriate range.

The proof follows that of [9, Theorem 1.2] closely, in particular using the list of
“moves” generating the partial order on skew-symmetric clans given in [9, Theorem
2.8] for the corresponding order on ordinary clans (parametrizing K ′-orbits in the flag
variety for GL(p + q,C)), but with some modifications and additions. Specifically,
the moves replacing a pattern +11− or −11+ by 1212 must be added to the list
whenever the pairs +−,−+, or 11 in the patterns on the left occur symmetrically
about themidpoint of the clan, that is, in positions i, 2n + 1 − i ,where 2n is the length
of the clan. Similarly, the move replacing a pattern + − +− or − + −+ by 1212
must be added whenever the outermost and innermost pairs of opposite signs in the
patterns on the left occur symmetrically about the midpoint of the clan. Furthermore,
whenever one of Wyser’s moves is applied to a pair of entries not symmetric about
the midpoint, the same move must simultaneously be applied to the corresponding
pair of entries on the other side of the midpoint so as to preserve the skew-symmetry
of the clan. The additional moves are justified by exhibiting a smooth curve of flags
indexed by a parameter t ∈ C∗ lying in the first clan whose limit as t → 0 lies in the
second, as in Cases 1 − 9 of the proof of [9, Theorem 1.2].

Wenowcorrect themain results of [3] and [4]. Recall (asmentioned in the previous
paragraph) that K ′-orbits in the flag variety of GL(p + q,C) are parametrized by
(ordinary) clans of length p + q and signature (p, q); that is, by sequences c =
c1 . . . cp+q such that each ci is either a sign or a natural number, every natural number
occurs exactly twice among the ci or not at all, and the number of pairs of equal
numbers and+ signs among the ci is p (so that the number of pairs of equal numbers
and—signs among the ci is q) [10, §2.2]. No further symmetry or skew-symmetry
conditions on the ci are imposed. The dimension of the orbit Oc corresponding to
the clan c = c1 . . . cp+q is given by

dp,q +
∑

ci=c j∈N,i< j

( j − i − #{k ∈ N : cs = ct = k for some s < i < t < j}). (5)

where dp,q = 1
2 (p(p − 1) + q(q − 1)), the dimension of all closed orbits. Further-

more, K ′′-orbits in the flag variety for Sp(2p + 2q,C) are parametrized by sym-
metric clans of length 2p + 2q, that is, by clans c = c1 . . . c2p+2q such that ci =
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c2p+2q+1−i whenever ci is a sign and if ci = c j ∈ N, then j �= 2p + 2q + 1 − i and
c2p+2q+1−i = c2p+2q+1− j ∈ N. The dimension of the orbit Oc corresponding to the
clan c is given by the same formula as in the K -orbit case above. Define pattern
inclusion and avoidance as in [4, Definition 2.1].

Theorem 2 The K ′-orbit Oc corresponding to the (ordinary) clan c has rationally
smooth closure if and only if it has smooth closure, or if and only if c avoids the
patterns 1 + −1, 1 − +1, 1212, 1 + 221, 1 − 221, 122 + 1, 122 − 1, and 122331.
The K ′′-orbitOc corresponding to the symmetric clan c has rationally smooth closure
if and only if it has smooth closure, or if and only if there are nonnegative integers
p′, r, q ′, s such that p′ + r = p, q ′ + s = q, and c takes the form γ1γ0γ

r
1 , where γ1

is an ordinary clan of signature (r, s) avoiding all bad patterns, γ r
1 is obtained from

γ1 by reversing it as a string and replacing every pair of equal numbers by a pair of
different equal numbers, and the clan γ0 is the one parametrizing the open orbit in
the flag variety for Sp(2p′ + 2q ′,C) ([4, Equation (13)]); it is empty if p′ = q ′ = 0.

The last badpattern 122331 ismissing from the list in both [3, §3] and [4,Theorems
3.2, 4.2]; I would like to thank Ben Wyser for bringing it to my attention.

Proof We proceed as in [3] and [4]: if c is an ordinary clan and contains one of
the bad patterns, replace every pair of equal numbers in the bad pattern by −+, in
that order and in the same positions; replace every other pair of equal numbers by
+−, in that order. We obtain a clan γ corresponding to a closed orbit Oγ in the
partial order. In the action of noncompact root reflections on closed orbits (which
is the same as in the K -orbit case described above) we easily check that more than
dimOc − dp,q such reflections send Oγ to another orbit lying between it and Oc,
whence the closure of Oc is not rationally smooth [7, 3.2, 3.3]. The same is true for
symmetric clans c containing a bad pattern but not of the form specified above, by the
proof of [4, Theorem 3.2]. If conversely c avoids all bad patterns and c is ordinary,
then the intervals [s, t] of indices s, t with cs = ct ∈ N either have one contained in
the other or are disjoint. All signs lying between a pair of equal numbers in c are
the same. If a sign lies between a pair of equal numbers, then it also lies between
every pair of equal numbers enclosed by the first pair. Finally, if one pair of equal
numbers lies inside another, then the pairs of equal numbers lying inside this pair
form a single nested chain. The orbit Oc must then be a derived functor orbit in the
sense of [3] and so has smooth closure. A similar argument applies if instead c is
symmetric and takes the above form, by the proof of [4, Theorem 3.2]; in this case
the closure Ōc of Oc is a fiber bundle with smooth fiber over a partial flag variety
and so is smooth. If c does not take the above form then the criterion of [7, 3.2, 3.3]
applies, as in [4], and shows that Ōc is not rationally smooth. 	


Similarly, the list of bad patterns in the statement of [4, Theorem 4.2] should be
amended to include 122331 as well.
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3 Main Result

Our main result is a characterization of smooth and rationally smooth K -orbits in
G/B, very much along the lines of the previous result.

Theorem 3 The closure Ōc of the K -orbit corresponding to the skew-symmetric
clan c has rationally smooth closure if and only if c takes the form γ1γ0γ

r
1 , where γ0

is either empty, 1 + −1, 1 − +1, or 1212, γ1 avoids the bad patterns of Theorem 2.2,
and γ r

1 is obtained from the ordinary clan γ1 by reversing it as a string, changing
all the signs, and replacing every pair of equal numbers by a pair of different equal
numbers. There is no restriction on the signature of γ1. The closure Ōc is smooth if
and only if it is rationally smooth and γ0 is either empty or 1212.

ProofWe argue as in [4] to show that Ōc is rationally singular if c does not take the
above form. If it does take this form thenonce again Ōc is seen to be afiber bundlewith
smooth fiber of the closure of the orbit with clan γ0. By the Leray-Hirsch Theorem
[6, p. 258] it suffices to verify the conclusion for the three nonempty possibilities
for γ0 itself. So take G = Sp(4,C) and fix a basis {e1, e2} for a maximal isotropic
subspace ofC4, equipped with a nondegenerate skew-symmetric bilinear form (·, ·).
Let { f1, f2} be the corresponding basis of an isotropic dual to this space, so that
(ei , f j ) = δi j . ThenG/B may be identified with the space of maximal isotropic flags
0 ⊂ V1 ⊂ V2 in C

4. First let Ōγ be the orbit closure corresponding to the clan γ =
1 + −1. The set ofmaximal isotropic flags forwhich V1 is spanned by e1 + a f1 + b f2
and V2 is spanned by V1 and ce2 + bc f1 + d f2 for some affine coordinates a, b ∈ C

2

and projective coordinates c, d ∈ P
2 is a slice in the sense of [2, Definition 2.1] to

Ōγ at the point corresponding to a = b = d = 0, c = 1 if the coordinates a, b, c, d
are constrained to satisfy the equation ad − b2c = 0. A similar argument of course
applies to the clan γ ′ = 1 − +1. Finally, the orbit closure Ō′′

γ corresponding to the
clan γ ′′ = 1212 admits such a slice with the constraint ad − b2c = 0 replaced by
a = 0. Then the result follows by inspection. 	


In particular we see that smoothness and rational smoothness are not equivalent
for K -orbit closures. Wyser has shown that orbit closures corresponding to clans
avoiding the pattern 1212 are Richardson varieties (intersections of Schubert vari-
eties and opposite Schubert varieties) [8] Billey and Lakshmibai have characterized
smooth and rationally smooth Schubert varieties in type C (and all other classical
types) in [1].
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Action of the Restricted Weyl Group on
the L-Invariant Vectors of a
Representation

Ilia Smilga

Abstract This note constitutes a brief survey of our recent work on the problem
of determining, for a given real Lie group G, the set of representations V in which
the longest element w0 of the restricted Weyl group W acts nontrivially on the
subspace V L of V formed by vectors that are invariant by L , the centralizer of a
maximal split torus of G.

1 Introduction

1.1 Basic Notations and Statement of Problem

Let G be a semisimple real Lie group, g its Lie algebra, gC the complexification of g.
We start by establishing the notations for some well-known objects related to g.

• We choose in g a Cartan subspace a (an abelian subalgebra of g whose elements
are diagonalizable over R and which is maximal for these properties).

• We choose in gC a Cartan subalgebra hC (an abelian subalgebra of gC whose
elements are diagonalizable and which is maximal for these properties) that
contains a.

• We denote L := ZG(a) the centralizer of a in G, and l its Lie algebra.
• Let Δ be the set of roots of gC in (hC)∗. We shall identify (hC)∗ with hC via
the Killing form. We call h(R) the R-linear span of Δ; it is given by the formula
h(R) = a ⊕ it, where t is the orthogonal complement of a in hC ∩ g.

• We choose on h(R) a lexicographical ordering that “puts a first”, i.e. such that
every vector whose orthogonal projection onto a is positive is itself positive. We
call Δ+ the set of roots in Δ that are positive with respect to this ordering, and
we let Π = {α1, . . . , αr } be the set of simple roots in Δ+. Let �1, . . . ,�r be the
corresponding fundamental weights.

• We introduce the dominant Weyl chamber
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h+ := {X ∈ h | ∀i = 1, . . . , r, αi (X) ≥ 0} ,

and the dominant restricted Weyl chamber

a+ := h+ ∩ a.

• We introduce the restricted Weyl group W := NG(a)/ZG(a) of G. Then a+ is a
fundamental domain for the action ofW on a. We define the longest element of the
restricted Weyl group as the unique element w0 ∈ W such that w0(a

+) = −a+.

Our goal is to study the action ofW , andmore specifically ofw0, on various repre-
sentations V ofG. Note however that this action is ill-defined: indeed a representative
w̃0 ∈ NG(a) ∈ G of the abstract element w0 ∈ W = NG(a)/ZG(a) is defined only
up to multiplication by an element of ZG(a) = L , whose action on V can of course
be nontrivial.

This naturally suggests the idea of restricting to L-invariant vectors. Given a
representation V of g, we denote

V L := {v ∈ V | ∀l ∈ L , l · v = v}

the L-invariant subspace of V : thenW , and in particularw0, has a well-defined action
on V L . Now our goal is to solve the following problem:

Problem 1. Given a semisimple real Lie group G, characterize the representations
V of G for which the action of w0 on V L is nontrivial.

In this note, we shall present our recent work on this problem.

1.2 Background and Motivation

This problem arose from the author’s work in geometry. The interest of this particular
algebraic property is that it furnishes a sufficient, and presumably necessary, condi-
tion for another, geometric property of V . Namely, the author obtained the following
result:

Theorem 1. [15] Let G be a semisimple real Lie group, V a representation of G.
Suppose that the action of w0 on V L is nontrivial. Then there exists, in the affine
group G � V , a subgroup Γ whose linear part is Zariski-dense in G, which is free of
rank at least 2, and acts properly discontinuously on the affine space corresponding
to V .

He, and other people, also proved the converse statement in some special cases:

Theorem 2. The converse holds, for irreducible V :

• [14] if G is split, but not of type An (n ≥ 2), D2n+1 or E6;
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• [14] if G is split, has one of these types, and V satisfies a very restrictive additional
assumption (see [14] for the precise statement);

• [3] if G = SO(p, q) for arbitrary p and q, and V = R
p+q is the standard repre-

sentation.

Moreover, it seems plausible that, by combining the approaches of [14] and [3], we
might prove the converse in all generality. This geometric property is related to the
so-called Auslander conjecture [4], which is an important conjecture that has stood
for more than fifty years and generated an enormous amount of work: see e.g. [2, 6,
7, 11, 12] and many many others. For the statement of the conjecture as well as a
more comprehensive survey of past work on it, we refer to [1].

The author would like to acknowledge the support of the European Research
Council (ERC) under the European Union Horizon 2020 research and innovation
programme, grant 647133 (ICHAOS).

2 Basic Properties

2.1 Reduction from Groups to Algebras

First of all, note that, without loss of generality, we may restrict our attention to
irreducible representations: indeed, plainly, the condition w0|V L �= Id holds for a
direct sum V = V1 ⊕ V2 if and only if it holds for either V1 or V2.

Let us start by recalling the classification of the irreducible representations of
G, g and gC. We introduce the notation P (resp. Q) for the weight lattice (resp.
root lattice), i.e. the abelian subgroup of h(R) (or, technically, its dual) generated by
�1, . . . ,�r (resp. by Δ).

Theorem 3 (see e.g. [9, Theorem 5.5] or [8, Theorems 9.4 and 9.5]). To every
irreducible representation of gC we may associate, in a bijective way, a vector λ ∈
P ∩ h+ called its highest weight.

Theorem 4 (see e.g. [9, Proposition 7.15]). The restriction map ρ 	→ ρ|g induces
a bijection between irreducible representations of gC and those of g.

Theorem 5. Every irreducible representation of G yields, by derivation, an irre-
ducible [9, Proposition 7.15] representation of g. The converse is true if G = G̃ is
simply-connected. For arbitrary G, the representation ρλ(g) lifts to G if and only if
[9, § 5.8] λ lies in some lattice ΛG satisfying Q ⊂ ΛG ⊂ P.

For every dominant weight λ ∈ P ∩ h+, we denote by Vλ the representation of gC,
of g or (if it exists) of G with highest weight λ.

To reformulate Problem 1 in terms of algebras, it remains to note two things.
First, we note that the action of w0 on V l depends only on g, not on G: indeed G
is in general the quotient of the (unique) simply-connected group G̃ with algebra g
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by some subgroup of its center; but the center of G̃ is in particular contained in the
centralizer L of a, so is irrelevant when acting on V L . Second, it is easy to see that
the space V L always coincides with the space

V l := {v ∈ V | ∀X ∈ l, X · v = 0}

of l-invariant vectors of V . So Problem 1 is in fact equivalent to the following:

Problem 2. Given a semisimple real Lie algebra g, characterize the set of weights
λ ∈ P ∩ h+ for which the action of w0 on the l-invariant subspace V l

λ of the repre-
sentation Vλ of g with highest weight λ is nontrivial.

2.2 Additivity Properties

A first step towards the solution of Problem 2 is given by the following characteri-
zation:

Proposition 1.

(i) The set of weights λ ∈ P ∩ h+ such that V l
λ �= 0 is contained in Q ∩ h+.

(ii) The set of weights λ such that V l
λ �= 0 is in fact a submonoid of the additive

monoid Q ∩ h+, i.e.

∀λ,μ ∈ Q ∩ h+,

{
V l

λ �= 0

V l
μ �= 0

=⇒ V l
λ+μ �= 0.

(iii) In this monoid, the subset of weights λ such that w0|V l
λ

�= ±Id is an ideal, i.e.

∀λ,μ ∈ Q ∩ h+,

{
w0|V l

λ
�= ±Id

V l
μ �= 0

=⇒ w0|V l
λ+μ

�= ±Id.

Proof. Point (i) is straightforward: indeed, since h is an abelian algebra containing a,
we have h ⊂ l, hence V l

λ is contained in V
h
λ , which is just the zero-weight space of Vλ.

By well-known theory (see e.g. [8], Theorem 10.1), the latter is nontrivial, or in other
terms 0 is a weight of Vλ, if and only if λ lies in the root lattice Q.

Points (ii) and (iii) rely on the following classical theorem. Let G be a simply-
connected complex Lie group with Lie algebra gC, let N be a maximal unipotent
subgroup of G. Let C[G/N ] denote the space of regular (i.e. polynomial) functions
on G/N . Pointwise multiplication of functions is G-equivariant and makes C[G/N ]
into aC-algebra without zero divisors (asG/N is irreducible as an algebraic variety).
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Theorem 6 (see e.g. [13, (3.20)–(3.21)]). Each finite-dimensional irreducible rep-
resentation of G (or equivalently of its Lie algebra gC) occurs exactly once as a
direct summand of the representation C[G/N ]. The C-algebra C[G/N ] is graded
by the highest weight λ, in the sense that the product of a vector in Vλ by a vector
in Vμ lies in Vλ+μ (where Vλ stands here for the subrepresentation of C[G/N ] with
highest weight λ).

For given λ andμ, we call Cartan product the induced bilinear map
 : Vλ × Vμ →
Vλ+μ. Given u ∈ Vλ and v ∈ Vμ, this defines u 
 v ∈ Vλ+μ as the projection of u ⊗ v
∈ Vλ ⊗ Vμ = Vλ+μ ⊕ . . . . Since C[G/N ] has no zero divisor, u 
 v �= 0 whenever
u �= 0 and v �= 0. We may now finish the proof:

Proof. [Proof of Proposition 1, continued]

(ii) Let λ andμ be two weights with this property. Choose any two nonzero vectors
u1 and u2 in V l

λ1
and V l

λ2
respectively. Then the vector u1 
 u2 is in Vλ1+λ2 , is

invariant by l, and is still nonzero.
(iii) Letλ be such that w0|V l

λ
�= ±Id, andμbe such thatV l

μ �= 0.We can then choose
nonzero vectors u+ and u− in V l

λ such that w0 · u+ = u+ and w0 · u− = −u−,
and a nonzero vector v ∈ V l

μ such thatw0 · v = ±v for some sign (indeed since
w2

0 = Id in the Weyl group and the action of the Weyl group on V l is well-
defined, w0|V l

μ
is a linear involution). Then u+ 
 v and u− 
 v are nonzero

elements of V l
λ+μ on which w0 acts by opposite signs.

2.3 Reduction from Semisimple to Simple Algebras

Proposition 1 suggests the decomposition of Problem 2 into two subproblems, as
follows:

Problem 3. Given a semisimple Lie algebra g and a weight λ ∈ P ∩ h+, give a
simple necessary and sufficient condition for having V l

λ �= 0.

Problem 4. Given a semisimple Lie algebra g and a weight λ ∈ P ∩ h+, assuming
that V l

λ �= 0, give a simple necessary and sufficient condition for having w0|V l
λ

= Id.

Let us now reduce these two problems to the case where g is simple. This can be
done by using the following theorem, whose proof is straightforward:

Theorem 7. Let g = g1 ⊕ · · · ⊕ gk be a semisimple Lie algebra. Let λ = λ1 +
· · · + λk be a weight of g, with every component λi lying in the Cartan subal-
gebra of gi . Then we have, with the obvious notations: l = l1 ⊕ · · · ⊕ lk; V l

λ =
V l1
1,λ1

⊗ · · · ⊗ V lk
k,λk

; W = W1 × · · · × Wk; w0 = w0,1 · · ·w0,k; and w0|V l
λ

=
w0,1

∣∣
V

l1
1,λ1

⊗ · · · ⊗ w0,k

∣∣
V

lk
k,λk

.
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So Problem 3 completely reduces to the simple case, as V l
λ is nontrivial if and only if

each of its factors V li
i,λi

is nontrivial. For Problem 4, things are slightly more subtle:
if the tensor product of k linear maps is the identity map, this does not imply that
all factors are identity maps—only that all factors are scalars, with the coefficients
having product 1. Since w2

0 = Id in the Weyl group, these coefficients can only be
±1. So Problem 4 reduces to the following, slightly more general problem in the
simple case:

Problem 5. Given a simple Lie algebra g and a weight λ ∈ P ∩ h+, assuming that
V l

λ �= 0, give a simple necessary and sufficient condition for having w0|V l
λ

= ±Id,
as well as a criterion to determine the actual sign.

3 Known Results

3.1 Case Where g is Split

We start by focusing on the particular case where g is split. In this case, we have
a = h hence l = h = a (by maximality of h), so that V l

λ is simply the zero-weight
space of Vλ, that we shall denote by V 0

λ . As for the restrictedWeyl group, it coincides
in this case with the ordinary Weyl group. So we may actually forget that g is a real
Lie algebra, and simply work over C.

Problem 3 then becomes trivial: in fact, the containment given in Proposition 1 (i)
now becomes an equality, so the condition is just that λ ∈ Q.

As for Problem 5, it has been solved by the author together with Le Floch; this
was the work presented at the conference talk from which this proceedings paper is
derived. We proved the following result:

Theorem 8. [10] Let g be a simple Lie algebra, λ ∈ Q ∩ h+ a dominant weight of g
that lies in the root lattice.

• Suppose that λ is of the form λ = kpi�i , where �i is one of the fundamental
weights of g, pi is the smallest positive integer such that pi�i ∈ Q, and k does
not exceed some constant mi ∈ {0, 1, 2,+∞} depending on g and �i .
Then w0|V 0

λ
= σ k

i Id, where σi is some sign depending on g and �i . The specific
values of the constants pi , mi and σi are all listed in Table1 of [10].

• If λ does not have this form, then w0|V 0
λ

�= ±Id.

3.2 Case Where g is Arbitrary

In the general case, Problem 3 has just recently been solved by the author [16]. The
answer is as follows:
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Theorem 9. [16] Let g be a real simple Lie algebra. Then the set X of dominant
weights λ ∈ P ∩ h+ such that V l

λ �= 0 has one of the following forms:

X = Q ∩ C or X = Λ ∩ C or X = (Q ∩ h+ \ C ) ∪ (Λ ∩ C ),

where C is a closed polyhedral convex cone (i.e. a set determined by a finite number
of inequalities of the form φi (λ) ≥ 0 where each φi is a linear form) contained in the
dominant Weyl chamber h+, and Λ (when applicable) is a sublattice of Q of index 2.

We refer to [16] for an exhaustive table listing the setsC andΛ for all the real simple
Lie algebras. Here we will just give a brief overview:

• The sublattice Λ intervenes only when g is isomorphic to some so(p, q) with
p + q odd. In all other cases, we simply have X = Q ∩ C .

• For split groups, quasi-split groups, all non-compact exceptional groups and some
of the classical groups, C is actually the whole dominant Weyl chamber.

• However in the remaining cases,C does not always have nonempty interior. In fact,
often C is the intersection of the dominant Weyl chamber with a vector subspace
of h. When g is compact (and only then), we have C = {0}.
For Problem 4, we only have experimental results so far. Explicit computation of

w0|V l for all sufficiently low-dimensional representations V of all sufficiently low-
rank simple Lie algebras, combined with Proposition 1. (iii), suggests the following
generalization of Theorem 8:

Conjecture 1. Let g be any simple real Lie algebra of rank r , and λ ∈ Q ∩ h+ a
dominant weight of g that lies in the root lattice. Let us decompose λ into its coordi-
nates on the basis formed by the fundamental weights: λ = ∑r

i=1 ci�i . Suppose that
V l

λ �= 0: then w0|V l
λ

= ±Id can happen only when at most K of the coordinates ci
are nonzero, where K = 3.

(Compare this with the split case, where this statement holds for K = 1.) Moreover,
these experimental results allow us to conjecture an explicit description of the set of
weights satisfying this property, for almost all simple Lie groups g. Here are a few
examples.

Conjecture 2. Let g and λ = ∑r
i=1 ci�i be as previously, with the fundamental

weights �1, . . . ,�r labelled in the Bourbaki ordering [5]. Then:

(i) If g = so(2, q) with q = 7 or q ≥ 9, then [16] tells us that V l
λ �= 0 if and

only if λ ∈ Q and ci = 0 for all i > 4; and assuming this is the case, we
have w0|V l

λ
= ±Id if and only if λ = x�i + y�4 with i ∈ {1, 2, 3} and x, y

arbitrary nonnegative integers.
(ii) If g = E IV (the real form of E6 with maximal compact subalgebra F4, also

known as E−26
6 ), then [16] tells us that V l

λ �= 0 always holds for λ ∈ Q; and
then w0|V l

λ
= ±Id if and only if λ = x�i + y�2 with i ∈ {1, 3, 5, 6} and x, y

arbitrary nonnegative integers.
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(iii) If g is the Lie algebra variously called sp(12, 4) (by some authors, such as
Bourbaki [5]) or sp(6, 2) (by some authors, such as Knapp [9]), then [16] tells
us that V l

λ �= 0 always holds for λ ∈ Q; and then we have w0|V l
λ

= ±Id if and
only if λ = x�i + y�8 with 1 ≤ i ≤ 7 and x, y some nonnegative integers,
with the additional condition x ≤ 2 if i = 3, 4 or 5.

However, there are a few pairs (g, V ) where the dimension of V is so large that
brute-force computations become intractable, but where analogous representations
in smaller rank are not sufficiently well-behaved to establish a general pattern. For
instance, take g = sp(9, 3) (or sp(18, 6) with the other convention) and λ = 4�11.
We know, from [16], that we then have V l

λ �= 0; but we do not currently know (and
cannot easily guess) whether w0|V l

λ
is scalar or not.
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1 Introduction

The q-deformed Jacobi identities observed for the q-deformed algebras in physics,
along with q-deformed versions of homological algebra and discrete modifications
of differential calculi have been an initial motivation for the general quasi-Hom-Lie
quasi-deformations and discretizations of Lie algebras of vector fields using more
general σ-derivations (twisted derivations) developed in [3] and introduction of the
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algebras, and also several other interesting classes of Hom-Lie admissible algebras
generalising some non-associative algebras have been introduced. Moreover in [8]
some classes of low-dimensional Hom-Lie algebras have been described initiating
the investigation of the classification problems for Hom-Lie algebras of a given
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Hom-Lie algebras are generalizations of Lie algebras with a twistα, a linearmapping
twisting Jacobi identity. The algebraic varieties of such structures can be defined by
a system of polynomial equations in terms of their structure constants [3, 11]. In
[11] it was proven that any 3-dimensional skew-symmetric algebra admits a Hom-
Lie algebra structure by considering the kernel space of matrix involving sums of
structure constants of the bilinear map. In [9], the authors independently proceed
with constructing such linear maps and give a condition for the kernel space to be of
minimum dimension 6 for 3-dimension case. The result on having non-trivial vector
subspace of endomorphisms α for given skew-symmetric bilinear map is also given
in [2] where 3-dimensional complex Hom-Lie algebras are studied. The authors in
[2] also classify 3-dimensional complex Hom-Lie algebras by beginning with repre-
sentatives of the skew-symmetric bilinear map and give a complete set of canonical
forms for linear maps α which lead to a Hom-Lie algebra. The space of such linear
maps that turn any skew-symmetric algebra into a Hom-Lie algebra forms a vector
subspace, known as the space of Hom-Lie structures, consisting of all such twisting
linear maps that make the product to satisfy Hom-Jacobi identity, the generalised ver-
sion of Jacobi identity. In [11], it is proved that every 3-dimensional skew-symmetric
algebra can be turned into a Hom-Lie algebra. Hom-Lie structures in 3-dimensional
case have also been studied in [10] and [9]. In [10] some results obtained showing
correspondence between the dimension of the space of Hom-Lie structures and the
rank of a 3 × 3 matrix having structure constants of the bilinear map. However, not
all complex 4-dimensional skew-symmetric algebras can be turned into a Hom-Lie
algebra. An example of such a non-Lie algebra is given in [11].

This work considers complex 4-dimensional Lie algebras as a step towards classi-
fying Hom-Lie structures on complex 4-dimensional skew-symmetric algebras. The
first section gives preliminaries and polynomial equations arising from the Hom-
Jacobi identity for the dimension 4 case and a list of all representatives of classifi-
cation for 4-dimensional Lie algebras. In the second section we give the values of
α that turn the Lie algebras into a Hom-Lie algebra and their respective automor-
phism groups. The third section gives non-isomorphic forms of Hom-Lie structures
for some of the Lie algebras. These forms are constructed via group action of the
automorphism groups on the Hom-Lie structures.

2 Preliminaries

We begin by giving the definition of a Hom-Lie algebra.

Definition 1 A Hom-Lie algebra is a triple (V, [·, ·],α) consisting of a linear space
V, bilinear map [·, ·] : V × V −→ V and a linear space homomorphismα : V → V
satisfying

[x, y] = −[y, x] (skew − symmetry) (1)

[α(x), [y, z]] + [α(y), [z, x]] + [α(z), [x, y]] = 0 (Hom − Jacobi identi t y)
(2)

for all x, y, z ∈ V .
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Let the structure constants associated to both the bilinear product and linear map be
given by {Ck

i j }i< j and {ait } respectively. We have the following equations involving
the structure constants in general for n-dimensional case:

[ei , e j ] =
n∑

s=1

Cs
i j es and α(ei ) =

n∑

t=1

ait et (3)

Hom-Lie structures, is the linear space of all linear endomorphisms that satisfy
the Hom-Jacobi identity for some skew-symmetric algebra L with bilinear map
μ, that is HomLie(μ) = {α ∈ End V | �x,y,z μ(α(x),μ(y, z)) = 0} where �x,y,z=
μ(α(x),μ(y, z)) + μ(α(y),μ(z, x)) + μ(α(z),μ(x, y)). Thus the following system
of polynomial equations arise for 4-dimensional case:

4∑

m,n=1
m<n

(
�i, j,k (aimC

n
jkC

r
mn − ainC

m
jkC

r
mn)

)
= 0 for r = 1, 2, 3, 4 (4)

where the symbol �i, j,k denotes a summation over the cyclic permutation on i, j, k
with i, j, k = 1, 2, 3, 4.We end upwith 16 equations after expanding each of the four
Hom-Jacobi identity expressions. Equation (4) linear in ai j is given as;

ai1(C
2
jkC

r
12 + C3

jkC
r
13 + C4

jkC
r
14) + a j1(C

2
kiC

r
12 + C3

kiC
r
13 + C4

kiC
r
14)

+ak1(C
2
i jC

r
12 + C3

i jC
r
13 + C4

i jC
r
14) + ai2(−C1

jkC
r
12 + C3

jkC
r
23 + C4

jkC
r
24)

+a j2(−C1
kiC

r
12 + C3

kiC
r
23 + C4

kiC
r
24) + ak2(−C1

i jC
r
12 + C3

i jC
r
23 + C4

i jC
r
24)

+ai3(−C1
jkC

r
13 − C2

jkC
r
23 + C4

jkC
r
34) + a j3(−C1

kiC
r
13 − C2

kiC
r
23 + C4

kiC
r
34)

+ak3(−C1
i jC

r
13 − C2

i jC
r
23 + C4

i jC
r
34) + ai4(−C1

jkC
r
14 − C2

jkC
r
24 − C3

jkC
r
34)

+a j4(−C1
kiC

r
14 − C2

kiC
r
24 − C3

kiC
r
34) + ak4(−C1

i jC
r
14 − C2

i jC
r
24 − C3

i jC
r
34) = 0

Complex 4-dimensional Lie algebras have been classified in [1]. We use the list of
representatives to describe the Hom-Lie structures on 4-dimensional non-abelian Lie
algebras with basis {e1, e2, e3, e4}.
Lemma 1 ([1]) Every complex 4-dimensional Lie algebra (non-abelian) is isomor-
phic to one and only one Lie algebra of the following list.
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Table 1 Classification of complex 4-dimensional Lie algebras

L Lie brackets

n3(C) ⊕ C [e1, e2] = e3
t2(C) ⊕ C

2 [e1, e2] = e1
t3(C) ⊕ C [e1, e2] = e2, [e1, e3] = e1 + e3
t3,λ(C) ⊕ C [e1, e2] = e2, [e1, e3] = λe3, λ ∈ C, 0 <

|λ| ≤ 1

t2(C) ⊕ t2(C) [e1, e2] = e1, [e3, e4] = e3
sl2(C) ⊕ C [e1, e2] = e3, [e1, e3] = −2e1, [e2, e3] = 2e2
n4(C) [e1, e2] = e3, [e1, e3] = e4
g1(γ) [e1, e2] = e2, [e1, e3] = e3, [e1, e4] =

γe4, γ ∈ C
∗

g2(γ,β) [e1, e2] = e3, [e1, e3] = e4, [e1, e4] =
γe2 − βe3 + e4, γ ∈ C

∗,β ∈ C or γ,β = 0

g3(γ) [e1, e2] = e3, [e1, e3] = e4, [e1, e4] =
γ(e2 + e3), γ ∈ C

∗

g4 [e1, e2] = e3, [e1, e3] = e4, [e1, e4] = e2
g5 [e1, e2] = 1

3 e2 + e3, [e1, e3] = 1
3 e3, [e1, e4] =

1
3 e4

g6 [e1, e2] = e2, [e1, e3] = e3, [e1, e4] =
2e4, [e2, e3] = e4

g7 [e1, e2] = e3, [e1, e3] = e2, [e2, e3] = e4
g8(γ) [e1, e2] = e3, [e1, e3] = −γe2 + e3, [e1, e4] =

e4, [e2, e3] = e4, γ ∈ C

3 Hom-Lie Structures and Automorphisms

Let Aut (L) denote the automorphism group of representative Lie algebra L,
that is Aut (L) = {g ∈ GL(4,C)| g[ei , e j ] = [g(ei ), g(e j )], 1 ≤ i < j ≤ 4}, where
g(ei ) = ∑4

k=1 gikek . For each of the representatives given in Table 1, we give the
values of α that turn the Lie algebras into a Hom-Lie algebra and the automorphism
group g ∈ Aut (L).
n3(C) ⊕ C

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

g11 g12 g13 g14
g21 g22 g23 g24
0 0 g11g22 − g12g21 0
0 0 g43 g44

⎞

⎟⎟⎠ ,
g44 �= 0

g12g21 �= g11g22
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t2(C) ⊕ C
2

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a22 a23 a24
a31 0 a33 a34
a41 0 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

g11 0 0 0
g21 1 g23 g24
0 0 g33 g34
0 0 g43 g44

⎞

⎟⎟⎠ ,
g11 �= 0

g34g43 �= g33g44

t3(C) ⊕ C

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 0 0 g14
0 g22 0 0
0 g32 1 −g14
0 0 0 g44

⎞

⎟⎟⎠ , g22g44 �= 0

t3,λ(C) ⊕ C

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g22 0 0
0 0 g33 0
0 0 0 g44

⎞

⎟⎟⎠ , g22g33g44 �= 0

t2(C) ⊕ t2(C)

α =

⎛

⎜⎜⎝

a11 a12 a13 0
a21 a22 a23 0
a31 0 a33 a34
a41 0 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

g11 0 0 0
g12 1 0 0
0 0 g33 0
0 0 g43 1

⎞

⎟⎟⎠ , g11g33 �= 0

sl(2,C) ⊕ C

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a11 a23 a24
2a23 2a13 a33 a34
0 0 0 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

g11 0 0 g14
0 1

g11
0 g24

0 0 1 g34
0 0 0 g44

⎞

⎟⎟⎠ , g11, g44 �= 0

n4(C)

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a22 a23 a24
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

g11 g12 g13 g14
0 g33

g11
g23 g24

0 0 g33 g23
0 0 0 g11g33

⎞

⎟⎟⎠ , g11g33 �= 0

g1(γ)

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g22 g23 g24
0 g32 g33 g23
0 0 0 g44

⎞

⎟⎟⎠ ,
g44 �= 0

g23g32 �= g22g33

g2(γ,β), γ,β = 0

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a22 a23 a24
a21 a32 a33 a34
a21 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g33 g23 g44 − g23 − g33
0 0 g33 g44 − g33
0 0 0 g44

⎞

⎟⎟⎠ , g33g44 �= 0
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g2(γ,β), γ �= 0,β = 0

α =

⎛

⎜⎜⎝

a11 a12 a13 0
0 a22 a23 a24
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g44 − g34 g34 − g24 g24
0 g24γ g44 − g34 g34
0 g34γ g24γ g44

⎞

⎟⎟⎠ , det g �= 0

g2(γ,β), γ,β �= 0

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23

(γ−β)a14
β

0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g44 − g34 + g24β g34 − g24 g24
0 g24γ g44 − g34 g34
0 g34γ g24γ − g34β g44

⎞

⎟⎟⎠ ,

det g �= 0
g3(γ)

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 a14
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g44 − g24γ g34 g24
0 g24γ g44 g34
0 g34γ (g24 + g34)γ g44

⎞

⎟⎟⎠ , det g �= 0

g4

α =

⎛

⎜⎜⎝

a11 a12 a13 0
0 a22 a23 a24
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g22 g23 g24
0 g24 g22 g23
0 g23 g24 g22

⎞

⎟⎟⎠ , det g �= 0

g5

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g22 g23

3 g34
2

0 0 g22 g34
0 0 g43 g44

⎞

⎟⎟⎠ , g22 �= 0, g43g34 �= g22g44

g6

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 2a11 − a22 a34
0 0 0 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g22 g23 g13g22 − g12g23
0 g32 g33 g13g32 − g12g33
0 0 0 g22g33 − g23g32

⎞

⎟⎟⎠ ,
g23g32 �=
g22g33

g7

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 −a23 a33 a34
0 0 0 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 g22 g23 g12g22 − g13g32
0 g32 g22 g12g32 − g13g22
0 0 0 g222 − g232

⎞

⎟⎟⎠ , g32 �= g22
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g8(γ), γ = 0

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a22 a23 0
a21 a22 − a11 a33 a34
0 a21 0 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 0 g13 g14
0 g22 −g22 + g33 g13g22 + g34
0 0 g33 g34
0 0 0 g22g33

⎞

⎟⎟⎠ , g22g33 �= 0

g8(γ), γ �= 0

α =

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22

a11−a22+a32
γ

0
0 a32 a33 a34
0 0 0 a44

⎞

⎟⎟⎠ ; g =

⎛

⎜⎜⎝

1 g12 g13 g14
0 −g23 + g33 g23

−g12g33−g13g23γ
γ

0 −g23γ g33
−g12g33+(g12g23−g13g33)γ

γ

0 0 0 g223γ + g233 − g22g33

⎞

⎟⎟⎠ ,

det g �= 0

Remark 1 The limit of some parametric Lie algebras approach other non-isomorphic
Lie algebras as the parameter tends to zero. We observe that such Lie algebras
also have coinciding automorphism groups. For example, g3(γ) → n4(C) as γ → 0
and Aut(g3(γ)) ⊆ Aut (n4(C)) when γ = 0. The two automorphism groups coin-
cide when g11 = 1. Also, g1(γ) → t3,1(C) ⊕ C as γ → 0 and Aut(g1(γ)) ⊆ Aut
(t3,λ(C) ⊕ C). The two automorphism groups coincide when g23, g24, g32 = 0.

If two skew-symmetric algebras (L ,μ) and (L ′,μ′) are isomorphic, then HomLie
(μ) is isomorphic to HomLie(μ′) (see [10]). Let φ : L → L ′ be the isomorphism of
the algebras. Let α ∈ HomLie(μ) and β ∈ HomLie(μ′). The isomorphism between
theHom-Lie structuresϕ : HomLie(μ) → HomLie(μ′) is defined byβ = ϕ(α) :=
φ ◦ α ◦ φ−1. Given x, y, z ∈ L , then there exists x ′, y′, z′ ∈ L ′ as images under the
isomorphismφ, that isφ(x) = x ′,φ(y) = y′ andφ(z) = z′.β = φ ◦ α ◦ φ−1 implies
β(x ′) = φ(α(x)),β(y′) = φ(α(y)) and β(z′) = φ(α(z)). If α ∈ HomLie(μ), then
β ∈ HomLie(μ′) since

μ′(β(x ′),μ′(y′, z′)) + μ′(β(y′),μ(z′, x ′)) + μ′(β(z′),μ′(x ′, y′))
= μ′(φ(α(x)),μ′(φ(y),φ(z)) + μ′(φ(α(y)),μ(φ(z),φ(x)) + μ′(φ(α(z)),μ′(φ(x),φ(y))
= φ[μ((α(x)),μ(y, z) + μ((α(y)),μ(z, x) + μ((α(z)),μ(x, y)] = 0

In particular, we can use the representatives of the isomorphism classes of algebras
to describe the dimension of the space of possible linear endomorphisms that turn
any skew-symmetric algebras, including Lie algebras, into a Hom-Lie algebra.

Proposition 1 Let (L ,μ) be a 4-dimensional complex Lie algebra. Then 9 ≤ dim
Hom-Lie (μ) ≤ 16.

4 Non-isomorphic Forms of Hom-Lie Structures

The Hom-Lie algebras that arise from the 4-dimensional complex Lie algebra repre-
sentatives are infinitely many. Such Hom-Lie algebras are isomorphic if and only if
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their respective linear maps α are pairwise equivalent up to conjugation. We give the
non-isomorphic forms of only two Hom-Lie structures of 4-dimensional complex
Lie algebras under the left Aut (L)-action given by

α �→ g · α := g ◦ α ◦ g−1, g ∈ Aut (L), α ∈ Hom-Lie(μ)

Proposition 2 We have the following non-isomorphic forms of Hom-Lie structures
for the following Lie algebra representatives. For Lie algebra (t3(C) ⊕ C,μ), any
α ∈ Hom-Lie(μ) can be decomposed into the following non-isomorphic forms.
⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 a42 a43 a44

⎞

⎟⎟⎠ , a43 �= 0 ;

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 a42 0 a44

⎞

⎟⎟⎠ , a43 = 0, a23, a42 �= 0

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 0 0
0 a32 a33 a34
0 a42 0 a44

⎞

⎟⎟⎠ ,
a23, a43 = 0
a42 �= 0

;

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 a23 0
0 a32 a33 a34
0 0 0 a44

⎞

⎟⎟⎠ , a23 �= 0, a42, a43 = 0

⎛

⎜⎜⎝

a11 a12 a13 a14
0 a22 0 0
0 a32 a33 a34
0 0 0 a44

⎞

⎟⎟⎠ , a23, a42, a43 = 0

For Lie algebra, (t2(C) ⊕ C
2,μ), any α ∈ Hom-Lie(μ) can be decomposed into

the following non-isomorphic forms:
⎛

⎜⎜⎝

a11 a12 a13 a14
a21 a22 a23 a24
a31 0 a33 a34
a41 0 a43 a44

⎞

⎟⎟⎠ , a12 �= 0;

⎛

⎜⎜⎝

a11 0 a13 a14
a21 a22 a23 a24
a31 0 a33 a34
a41 0 a43 a44

⎞

⎟⎟⎠ , a12 = 0
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Multiplet Classification and Invariant
Differential Operators over the Lie
Algebra F′

4

V. K. Dobrev

Abstract In the present paper we continue the project of systematic construction
of invariant differential operators on the example of the non-compact exceptional
Lie algebra F ′

4 which is split real form of the exceptional Lie algebra F4. We con-
sider induction from a maximal parabolic algebra. We classify the reducible Verma
modules over F4 which are compatible with this induction. Thus, we obtain the
classification of the corresponding invariant differential operators.

1 Introduction

Invariant differential operators play very important role in the description of physical
symmetries. The general scheme for constructing these operators was given some
time ago [1]. In recent papers [2, 3] we started the systematic explicit construction
of the invariant differential operators.

The first task in the construction is to make the multiplet classification of the
reducible Verma modules over the algebra in consideration following [4]. Such clas-
sification provides the weights of embeddings between the Verma modules via the
singular vectors, and thus, by [1], the weights of the invariant differential operators.

We have done the multiplet classification for many real non-compact algebras,
first from the class of algebras that have discrete series representations, see [5]. In
the present paper we focus on the complex exceptional Lie algebra F4 and on its
split real form algebra F ′

4. Our scheme requires that we use induction from parabolic
subalgebras. In the present paper we choose a parabolic subalgebra containing the
factorM ⊕ A, whereM = sl(3, R) ⊕ sl(2, R),A = o(2). This choice is motivated
by the fact that the complexification ofM ⊕ A and the corresponding compact form
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Mc ⊕ Ac = su(3) ⊕ su(2) ⊕ u(1) have applications in physics being theLie algebra
symmetry of the standard model of elementary particles [6] (see also [7]).1

We present the multiplet classification of the reducible Verma modules over F4

which are compatible with the chosen parabolic of F ′
4. We give also the weights of

the singular vectors between these modules. By the scheme of [1] these singular
vectors will produce the invariant differential operators.

2 Preliminaries

2.1 Lie Algebra

We start with the complex exceptional Lie algebra GC = F4. We use the stan-
dard definition of GC given in terms of the Chevalley generators X±

i ,Hi, i =
1, 2, 3, 4(=rankF4), by the relations:

[Hj , Hk ] = 0 , [Hj , X
±
k ] = ±ajkX

±
k , [X+

j , X−
k ] = δjk Hj , (1)

∑n
m=0 (−1)m

( n
m

) (
X±
j

)m
X±
k

(
X±
j

)n−m = 0 , j �= k , n = 1 − ajk ,

where

(aij) =

⎛

⎜
⎜
⎝

2 −1 0 0
−1 2 −1 0
0 −2 2 −1
0 0 −1 2

⎞

⎟
⎟
⎠ ; (2)

is the Cartan matrix of GC, α∨
j ≡ 2αj

(αj,αj)
is the co-root of αj , (·, ·) is the scalar prod-

uct of the roots, so that the nonzero products between the simple roots are: (α1, α1) =
(α2, α2) = 2(α3, α3) = 2(α4, α4) = 2, (α1, α2) = −1, (α2, α3) = −1, (α3, α4) =
−1/2. The elements Hi span the Cartan subalgebra H of GC, while the elements
X±
i generate the subalgebras G±. We shall use the standard triangular decomposition

GC = G+ ⊕ H ⊕ G− , G± ≡ ⊕
α∈Δ±

Gα , (3)

where Δ+, Δ−, are the sets of positive, negative, roots, resp. Explicitly we have that
there are roots of two lengths with length ratio 2 : 1. The long roots of length 2 in
terms of the simple roots are:

1More precisely the symmetry is presented on the group level as :G = SU (3) × SU (2) ×U (1)/Z ,
where Z belongs to the center of G.
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α1, α2, α12 ≡ α1 + α2, α23+3 ≡ α2 + 2α3, α13+3 ≡ α1 + α2 + 2α3, (4)

α13+23 ≡ α1 + 2α2 + 2α3, α24+34 ≡ α2 + 2α3 + 2α4,

α14+34 ≡ α1 + α2 + 2α3 + 2α4, α14+24 ≡ α1 + 2α2 + 2α3 + 2α4,

α14+24+3+3 ≡ α1 + 2α2 + 4α3 + 2α4, α14+24+23+3 ≡ α1 + 3α2 + 4α3 + 2α4,

α14+14+24+3 ≡ 2α1 + 3α2 + 4α3 + 2α4

where we have introduced short-hand notation that will be useful below.
The short roots have length 1 and they are:

α3, α4, α34 ≡ α3 + α4, α23 ≡ α2 + α3, α13 ≡ α1 + α2 + α3, (5)

α24 ≡ α2 + α3 + α4, α14 ≡ α1 + α2 + α3 + α4, α24+3 ≡ α2 + 2α3 + α4,

α14+23 ≡ α1 + 2α2 + 2α3 + α4, α14+3 ≡ α1 + α2 + 2α3 + α4,

α14+23+3 ≡ α1 + 2α2 + 3α3 + α4, α14+24+3 ≡ α1 + 2α2 + 3α3 + 2α4

(Note that the short roots are exactly those which contain α3 and/or α4 with odd
coefficient, while the long roots contain α3 and α4 with even coefficients).

Thus, F4 is 52–dimensional (52 = |Δ|+ rank F4).
In terms of the normalized basis ε1, ε2, ε3, ε4 we have:

Δ+ = {εi, 1 ≤ i ≤ 4; εj ± εk , 1 ≤ j < k ≤ 4;
1

2
(ε1 ± ε2 ± ε3 ± ε4), all signs}. (6)

The simple roots are:

π = {α1 = ε2 − ε3, α2 = ε3 − ε4, α3 = ε4, α4 = 1

2
(ε1 − ε2 − ε3 − ε4)}. (7)

Note that the 16 roots on the first line of (6) form the positive root system of B4

with simple roots εi − εi+1 , i = 1, 2, 3, ε4 .
The Weyl group of F4 is the semidirect product of S3 with a group which itself is

the semidirect product of S4 with (Z/2Z)3, thus, |W | = 27 32 = 1152.

2.2 Verma Modules

Let us recall that a Verma module VΛ is defined as the HWM over GC with high-
est weight Λ ∈ H∗ and highest weight vector v0 ∈ VΛ, induced from the one-
dimensional representation V0

∼= Cv0 of U (B), where B = H ⊕ G+ is a Borel sub-
algebra of GC, such that:

X v0 = 0, ∀X ∈ G+
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Hv0 = Λ(H )v0 , ∀H ∈ H (8)

Verma modules are generically irreducible. A Verma module VΛ is reducible [8]
iff there exists a root β ∈ Δ+ and m ∈ N such that

(Λ + ρ, β∨) = m (9)

holds, where ρ = 1
2

∑
α∈Δ+ α, (ρ = 8α1 + 15α2 + 21α3 + 11α4).

If (9) holds then the reducible Vermamodule VΛ contains an invariant submodule
which is also a Vermamodule VΛ′

with shifted weightΛ′ = Λ − mβ. This statement
is equivalent to the fact that VΛ contains a singular vector vs ∈ VΛ, such that vs �=
ξv0 , (0 �= ξ ∈ C), and:

X vs = 0, ∀X ∈ G+
Hvs = Λ′(H )vs , Λ′ = Λ − mβ, ∀H ∈ H (10)

More explicitly, [1],
vs
m,β = Pm,β v0 . (11)

The general reducibility conditions (9) for VΛ spelled out for the simple roots in
our situation are:

m1 ≡ mα1 = (Λ + ρ, α1), m2 ≡ mα2 = (Λ + ρ, α2), (12)

m3 ≡ mα3 = (Λ + ρ, 2α3), m4 ≡ mα4 = (Λ + ρ, 2α4)

The numbers mi from (12) corresponding to the simple roots are called Dynkin
labels, while the more general Harish-Chandra parameters are:

mβ = (Λ + ρ, β∨), β ∈ Δ+ (13)

2.3 Structure Theory of the Real Form

The split real form of F4 is denoted as F ′
4 , sometimes as F4(4) . This real form has

discrete series representations since rankF ′
4 = rankK, where K is the maximal

compact subalgebra K = sp(3) ⊕ su(2). Its complexification KC maybe embedded
most easily in F4 as the Lie algebra generated by the subalgebras with simple
roots {α2, α3, α4} and {α1}. The long roots of sp(3, C) in this embedding are:
α2, α2 + 2α3, α2 + 2α3 + 2α4. The short roots are: α3, α4, α2 + α3, α3 + α4,
α2 + α3 + α4, α2 + 2α3 + α4.
For F ′

4 , we can use the same basis as for F4 (but over R) and the same root system.
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The Iwasawa decomposition of the real split form G ≡ F ′
4 , is:

G = K ⊕ A0 ⊕ N0 , (14)

the Cartan decomposition is:
G = K ⊕ Q, (15)

where we use: the maximal compact subgroup K ∼= sp(3) ⊕ su(2), dimR Q = 28,
dimR A0 = 4, N0 = N+

0 , or N0 = N−
0

∼= N+
0 , dimR N±

0 = 24.
Since G is maximally split, then the centralizer M0 of A0 in K is zero, thus,

the minimal parabolic P0 and the corresponding Bruhat decomposition are:

P0 = A0 ⊕ N0 , G = A0 ⊕ N+
0 ⊕ N−

0 (16)

The importance of the parabolic subgroups comes from the fact that the repre-
sentations induced from them generate all (admissible) irreducible representations
of the group under consideration [9–11].

We recall that in general a parabolic subalgebra P = M ⊕ A ⊕ N is any subal-
gebra of G which contains a minimal parabolic subalgebra M0 . In general, M con-
tains the subalgebraM0, while A is contained in A0, N is contained in N0.

On the other extreme are themaximal parabolic subalgebras forwhich dimA = 1.

2.4 Elementary Representations

Further, let G,K,P,M ,A,N are Lie groups with Lie algebras G0,K,P,M,A,N .
Let ν be a (non-unitary) character of A, ν ∈ A∗. Let μ fix a finite-dimensional

(non-unitary) representation Dμ of M on the space Vμ . In the case when M is
cuspidal then we may use also the discrete series representation ofM with the same
Casimirs as Dμ. (We ignore a possible discrete center ofM since its representations
are not relevant for the construction of invariant differential operators [5]).

We call the induced representation χ = IndGP (μ ⊗ ν ⊗ 1) an elementary repre-
sentation of G [12]. (These are called generalized principal series representations
(or limits thereof) in [13]). Their spaces of functions are:

Cχ = {F ∈ C∞(G, Vμ) | F(gman) = e−ν(H ) · Dμ(m−1)F(g)} (17)

where a = exp(H ) ∈ A, H ∈ A , m ∈ M , n ∈ N . The representation action is the
left regular action:

(T χ (g)F)(g′) = F(g−1g′) , g, g′ ∈ G . (18)
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An important ingredient in our considerations are the highest/lowest weight rep-
resentations of G. These can be realized as (factor-modules of) Verma modules
VΛ over G, where Λ ∈ (H)∗, the weight Λ = Λ(χ) being determined uniquely
from χ [1].

As we have seen when a Verma module is reducible and (9) holds then there is a
singular vector (11). Relatedly, then there exists [1] an invariant differential operator

Dm,β : Cχ(Λ) −→ Cχ(Λ−mβ) (19)

given explicitly by:
Dm,β = Pm,β (̂N−) (20)

where N̂− denotes the right action on the functions F .
Actually, since our ERs are induced from finite-dimensional representations of

M the corresponding Verma modules are always reducible. Thus, it is more conve-
nient to use generalised Verma modules ṼΛ such that the role of the highest/lowest
weight vector v0 is taken by the (finite-dimensional) space Vμ v0 .

Algebraically, the above is governed by the notion of M-compact roots of GC.
These are the roots of GC which can be identified as roots of MC as the latter is a
subalgebra of GC. The consequence of this is that (9) is always fulfilled for the M-
compact roots ofGC. That is whywe consider generalisedVermamodules. Relatedly,
the invariant differential operators corresponding to M-compact roots are trivial.

3 Invariant differential operators for F′
4

The real formF ′
4 has several parabolic subalgebras [2].We shall consider themaximal

parabolic subalgebra [2]:

P = M ⊕ A ⊕ N ,

M = sl(3, R) ⊕ (2, R) , (21)

dimA = 1, dimN = 20

such that the embedding of M and MC in GC is given by:

sl(3, R)C : {α3, α4, α34 = α3 + α4}, sl(2, R)C : {α1} (22)

Remark:Note thatF ′
4 has a anothermaximal parabolic subalgebra that is alsowritten

as (21) but the embedding of M and MC flips the short and long roots [2]:

sl(3, R)C : {α1, α2, α12 = α1 + α2}, sl(2, R)C : {α4} (23)

That case is also very interesting and was considered in [14]. ♦
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Furtherwe classify the generalizedVermamodules (GVM) relative to themaximal
parabolic subalgebra (21). This also provides the classification of the P-induced ERs
with the same Casimirs. The classification is done as follows.We group the reducible
Verma modules (also the corresponding ERs) related by nontrivial embeddings in
sets called multiplets [1, 4]. These multiplets may be depicted as a connected graph,
the vertices of which correspond to the GVMs and the lines between the vertices
correspond to the GVM embeddings (and also the invariant differential operators
between the ERs). The explicit parametrization of the multiplets and of their Verma
modules (and ERs) is important for understanding of the situation.

The result of our classification is a follows. The multiplets of GVMs (and ERs)
induced from (21) are parametrized by four positive integers χ = [m1,m2,m3,m4].
Each multiplet contains 96 GVMs (ERs).

(The positive integers {m1,m2,m3,m4} parametrize the finite-dimensional
nonunitary irreps of F ′

4 (also the unitary finite-dimensional irreps of the compact
Lie algebra f4)).

The explicit parametrization of the signatures χ(Λ) of the generalized Verma
modules VΛ in the multiplets is given below. For each GVM module we give also
the GVM(s) that are embedded in it by the corresponding arrow onwhich we indicate
the level of the embedding mn β. (Recall that Λ′ = Λ − mn β (10)). Explicitly, we
have:

χ−
0 = [m1,m2,m3,m4] →m2α2 χ−

1 (24)

χ−
1 = [m12,−m2,m23 + m2,m4] →m3α23 χ−

2,1, →m1α12 χ−
2,2

χ−
2,1 = [m13,−m23,m23 + m2,m34] →m1α12 χ−

3 , →m4α24 χ−
3,1,

→m2α23+2 χ−
3,2

χ−
2,2 = [m2,−m12,m13 + m12,m4] →m3α23 χ−

3

χ−
3 = [m23,−m13,m13 + m12,m34] →m4α24 χ−

4,1, →m2α13+23 χ−
4,2

χ−
3,1 = [m14,−m24,m24 + m2,m3] →m1α12 χ−

4,1, →m2α23+2 χ−
4,3

χ−
3,2 = [m13 + m2,−m23,m3,m24 + m2] →m4α24 χ−

4,3, →m1α13+23 χ−
4,4

χ−
4,1 = [m24,−m14,m14 + m12,m3] →m2α13+23 χ−

5

χ−
4,2 = [m23,−m13 − m2,m13 + m12,m24 + m2] →m4α24 χ−

5 ,

→m3α13 χ−
5,1, →m1α23+2 χ−

5,2

χ−
4,3 = [m14 + m2,−m24,m34,m23 + m2] →m1α13+23 χ−

5,3,

→m3α24+3 χ−
5,4

χ−
4,4 = [m13 + m2,−m13,m3,m14 + m12] →m2α12 χ−

5,2, →m4α24 χ−
5,3
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χ−
5 = [m24,−m14 − m2,m14 + m12,m23 + m2] →m3α14+23 χ−

6,1,

→m1α23+2 χ−
6,2

χ−
5,1 = [m2,−m13 − m2,m13 + m12,m24 + m23] →m1α23+2 χ−

6,3,

→m4α14+23 χ−
6,4

χ−
5,2 = [m13,−m13 − m2,m2 + m23,m14 + m12] →m4α24 χ−

6,2,

→m3α13 χ−
6,3

χ−
5,3 = [m14 + m2,−m14,m34,m12 + m13] →m2α12 χ−

6,2, →m3α24+3 χ−
6,5

χ−
5,4 = [m14 + m23,−m24,m4,m23 + m2] →m1α13+23 χ−

6,5,

→m2α24+34 χ−
6,6

χ−
6,1 = [m24,−m14 − m23,m14 + m13,m23 + m2] →m1α23+2 χ−

7 ,

→m4α13 χ−
7,1, →m2α14+24 χ−

7,2

χ−
6,2 = [m14,−m14 − m2,m24 + m2,m13 + m12] →m3α14+23 χ−

7

χ−
6,3 = [m12,−m13 − m2,m23 + m2,m14 + m13] →m2α13+3 χ−

7,4,

→m4α14+23 χ−
7,5

χ−
6,4 = [m2,−m14 − m2,m14 + m12,m24 + m23] →m3α24 χ−

7,1,

→m1α23+2 χ−
7,5

χ−
6,5 = [m14 + m23,−m14,m4,m12 + m13] →m2α14+24+23+3 χ−

7,3

χ−
6,6 = [m14 + m23 + m2,−m24,m4,m3] →m1α14+24+23+3 χ−

7,6

χ−
7 = [m14,−m14 − m23,m24 + m23,m13 + m12] →m2α14+24+23+3 χ−

8,1,

→m4α13 χ−
8,2

χ−
7,1 = [m23,−m14 − m23,m14 + m13,m24 + m2] →m1α23+2 χ−

8,2,

→m2α14+24 χ−
8,7

χ−
7,2 = [m24,−m14 − m23 − m2,m14 + m13 + 2m2,m3]

→m1α14+24+23+3 χ−
8,6, →m4α13 χ−

8,7

χ−
7,3 = [m14 + m23 + m2,−m14 − m2,m4,m12 + m13] →m3α14+23 χ−

8,3,

→m1α24+34 χ−
8,4

χ−
7,4 = [m1,−m13,m3,m14 + m13 + 2m2] →m4α14+23 χ−

8,5

χ−
7,5 = [m12,−m14 − m2,m24 + m2,m14 + m13] →m3α24 χ−

8,2

→m2α13+3 χ−
8,5

χ−
7,6 = [m14 + m13 + m2,−m14,m4,m3] →m2α13+23 χ−

8,4
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χ−
8,1 = [m14 + m2,−m14 − m23 − m2,m24 + m23,m13 + m12]

→m4α13 χ−
9 , →m3α24+3 χ−

9,1, →m1α14+24 χ−
9,3

χ−
8,2 = [m13,−m14 − m23,m24 + m23,m14 + m12] →m2α14+24+23+3 χ−

9

χ−
8,3 = [m14 + m23 + m2,−m14 − m23,m34,m12 + m13] →m2α12 χ−

9,1,

→m4α14+23+3 χ−
9,4, →m1α24+34 χ−

9,7

χ−
8,4 = [m14 + m13 + m2,−m14 − m2,m4,m23 + m2] →m3α14+23 χ−

9,7

χ−
8,5 = [m1,−m14,m34,m14 + m13 + 2m2] →m3α14+23+3 χ−

9,2

χ−
8,6 = [m14,−m14 − m13 − m2,m14 + m13 + 2m2,m3] →m2α23+3 χ−

9,3,

→m4α13 χ−
9,6

χ−
8,7 = [m23,−m14 − m23 − m2,m14 + m13 + 2m2,m34] →m3α14 χ−

9,5,

→m1α14+24+23+3 χ−
9,6

χ−
9 = [m13 + m2,−m14 − m23 − m2,m24 + m23,m14 + m12]

→m3α14+23+3 χ−
10,1, →m1α14+24 χ+

10,1

χ−
9,1 = [m14 + m23,−m14 − m23 − m2,m24 + m2,m12 + m13]

→m4α14+23+3 χ−
10,3, →m1α14+24 χ+

10,3

χ−
9,2 = [m1,−m14,m4,m14 + m13 + m23 + m2] →m2α14+24+23+3 χ+

10,4

χ−
9,3 = [m14 + m2,−m14 − m13 − m2,m14 + m13,m23 + m2]

→m4α13 χ+
10,1, →m3α24+3 χ+

10,3

χ−
9,4 = [m14 + m23 + m2,−m14 − m23,m3,m14 + m12] →m1α24+34 χ−

10,2,

→m2α12 χ−
10,3

χ−
9,5 = [m2,−m14 − m23 − m2,m14 + m13 + m23 + m2,m4]

→m1α14+24+23+3 χ−
10,4

χ−
9,6 = [m13,−m14 − m13 − m2,m14 + m13 + 2m2,m34] →m3α14 χ−

10,4,

→m2α23+3 χ+
10,1

χ−
9,7 = [m14 + m13 + m2,−m14 − m23,m34,m23 + m2]

→m4α14+23+3 χ−
10,2, →m2α14+24 χ+

10,2

χ−
10,1 = [m13 + m2,−m14 − m23 − m2,m24 + m2,m14 + m13]

→m1α14+24 χ+
9 , →m4α24+3 χ+

9,3, →m2α13+3 χ+
9,6

χ−
10,2 = [m14 + m13 + m2,−m14 − m23,m3,m24 + m2] →m2α14+24 χ+

9,7

χ−
10,3 = [m14 + m23,−m14 − m23 − m2,m23 + m2,m14 + m12]

→m1α14+24 χ+
9,1, →m3α13 χ+

9,3

χ−
10,4 = [m12,−m14 − m13 − m2,m14 + m13 + m23 + m2,m4]

→m2α14+14+23+3 χ+
9,2
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χ+
10,1 = [m13 + m2,−m14 − m13 − m2,m14 + m13,m24 + m2]

→m3α14+23+3 χ+
9

χ+
10,2 = [m14 + m13 + m2,−m14 − m23 − m2,m24 + m2,m3] →m1α12 χ+

9,4,

→m4α14+23+3 χ+
9,7

χ+
10,3 = [m14 + m23,−m14 − m13 − m2,m14 + m12,m3 + 2m2]

→m4α14+23+3 χ+
9,1, →m2α24+34 χ+

9,4

χ+
10,4 = [m12,−m14 − m2,m4,m14 + m13 + m23 + m2]

→m1α14+14+23+3 χ+
9,5, →m3α24 χ+

9,6

χ+
9 = [m13 + m2,−m14 − m13 − m2,m14 + m12,m24 + m23]

→m4α24+3 χ+
8,1, →m2α14+14+23+3 χ+

8,2

χ+
9,1 = [m14 + m23,−m14 − m13 − m2,m13 + m12,m24 + m2]

→m3α13 χ+
8,1, →m2α24+34 χ+

8,3

χ+
9,2 = [m1,−m14 − m13 − m2,m14 + m13 + m23 + m2,m4]

→m3α14+23+3 χ+
8,5

χ+
9,3 = [m14 + m2,−m14 − m23 − m2,m23 + m2,m14 + m13]

→m1α14+24 χ+
8,1, →m2α13+3 χ+

8,6

χ+
9,4 = [m14 + m23 + m2,−m14 − m13 − m2,m14 + m12,m3]

→m4α14+23+3 χ+
8,3

χ+
9,5 = [m2,−m14 − m2,m4,m14 + m13 + m23 + m2] →m3α24 χ+

8,7

χ+
9,6 = [m13,−m14 − m23,m34,m14 + m13 + 2m2]

→m4α24+3 χ+
8,6, →m1α14+14+23+3 χ+

8,7

χ+
9,7 = [m14 + m13 + m2,−m14 − m23 − m2,m23 + m2,m34]

→m1α12 χ+
8,3, →m3α14+24+3 χ+

8,4

χ+
8,1 = [m14 + m2,−m14 − m13 − m2,m13 + m12,m24 + m23]

→m2α14+14+23+3 χ+
7

χ+
8,2 = [m13,−m14 − m13 − m2,m14 + m12,m24 + m23] →m4α24+3 χ+

7

→m1α13+3 χ+
7,1, →m3α14 χ+

7,5

χ+
8,3 = [m14 + m23 + m2,−m14 − m13 − m2,m12 + m13,m34]

→m3α14+24+3 χ+
7,3

χ+
8,4 = [m14 + m13 + m2,−m14 − m23 − m2,m23 + m2,m4]

→m1α12 χ+
7,3, →m2α14+24+3+3 χ+

7,6
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χ+
8,5 = [m1,−m14 − m13 − m2,m14 + m13 + 2m2,m34]

→m4α14+24+3 χ+
7,4, →m2α23+3 χ+

7,5

χ+
8,6 = [m14,−m14 − m23,m3,m14 + m13 + 2m2] →m1α14+14+23+3 χ+

7,2

χ+
8,7 = [m23,−m14 − m23,m34,m14 + m13 + 2m2] →m2α14+24 χ+

7,1,

→m4α23+3 χ+
7,2

χ+
7 = [m14,−m14 − m13 − m2,m13 + m12,m24 + m23]

→m1α13+3 χ+
6,1, →m3α14+24+3 χ+

6,2

χ+
7,1 = [m23,−m14 − m23 − m2,m24 + m2,m14 + m13]

→m4α24+3 χ+
6,1, →m3α14 χ+

6,4

χ+
7,2 = [m24,−m14 − m23,m3,m14 + m13 + 2m2] →m2α14+24 χ+

6,1

χ+
7,3 = [m14 + m23 + m2,−m14 − m13 − m2,m12 + m13,m4]

→m2α14+14+23+3 χ+
6,5

χ+
7,4 = [m1,−m14 − m13 − m2,m14 + m13 + 2m2,m3] →m2α23+3 χ+

6,3

χ+
7,5 = [m12,−m14 − m13 − m2,m14 + m13,m24 + m2]

→m4α14+24+3 χ+
6,3, →m1α13+3 χ+

6,4

χ+
7,6 = [m14 + m13 + m2,−m14 − m23,m3,m4] →m1α14+14+23+3 χ+

6,6

χ+
6,1 = [m24,−m14 − m23 − m2,m23 + m2,m14 + m13] →m3α14+24+3 χ+

5

χ+
6,2 = [m14,−m14 − m13 − m2,m13 + m12,m24 + m2]

→m1α13+3 χ+
5 , →m4α14 χ+

5,2, →m2α24+34 χ+
5,3

χ+
6,3 = [m12,−m14 − m13 − m2,m14 + m13,m23 + m2]

→m1α13+3 χ+
5,1, →m3α24+3 χ+

5,2

χ+
6,4 = [m2,−m14 − m23 − m2,m24 + m23,m14 + m12] →m4α14+24+3 χ+

5,1

χ+
6,5 = [m14 + m23,−m14 − m13 − m2,m12 + m13,m4]

→m3α13 χ+
5,3, →m1α14+24+3+3 χ+

5,4

χ+
6,6 = [m14 + m23 + m2,−m14 − m23,m3,m4] →m2α12 χ+

5,4

χ+
5 = [m24,−m14 − m23 − m2,m23 + m2,m14 + m12]

→m2α14+24+3+3 χ+
4,1, →m4α14 χ+

4,2

χ+
5,1 = [m2,−m14 − m23 − m2,m24 + m23,m13 + m12] →m3α24+3 χ+

4,2
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χ+
5,2 = [m13,−m14 − m13 − m2,m14 + m12,m2 + m23]

→m1α13+3 χ+
4,2, →m2α24+34 χ+

4,4

χ+
5,3 = [m14 + m2,−m14 − m13 − m2,m12 + m13,m34]

→m1α14+24+3+3 χ+
4,3, →m4α14 χ+

4,4

χ+
5,4 = [m14 + m23,−m14 − m23 − m2,m23 + m2,m4] →m3α13 χ+

4,3

χ+
4,1 = [m24,−m14 − m23,m3,m14 + m12]

→m4α14 χ+
3 , →m1α24+34 χ+

3,1

χ+
4,2 = [m23,−m14 − m23 − m2,m24 + m2,m13 + m12] →m2α14+24+3+3 χ+

3

χ+
4,3 = [m14 + m2,−m14 − m23 − m2,m23 + m2,m34]

→m2α13+3 χ+
3,1, →m4α14 χ+

3,2

χ+
4,4 = [m13 + m2,−m14 − m13 − m2,m14 + m12,m3] →m1α14+24+3+3 χ+

3,2

χ+
3 = [m23,−m14 − m23,m34,m13 + m12]

→m1α24+34 χ+
2,1, →m3α14+3 χ+

2,2

χ+
3,1 = [m14,−m14 − m23,m3,m24 + m2] →m4α14 χ+

2,1

χ+
3,2 = [m13 + m2,−m14 − m23 − m2,m24 + m2,m3] →m2α13+3 χ+

2,1

χ+
2,1 = [m13,−m14 − m23,m34,m23 + m2] →m3α14+3 χ+

1

χ+
2,2 = [m2,−m14 − m2,m4,m13 + m12] →m1α24+34 χ+

1

χ+
1 = [m12,−m14 − m2,m4,m23 + m2] →m2α14+34 χ+

0

The multiplets are presented also on Fig. 1. Since the figure is overcrowded on
each arrowwe havemarked only the number n, n = 1, 2, 3, 4, from the level mn β of
the embedding.

Next we point out to an additional symmetry w.r.t. to the central point of the
diagrammarked by a bullet. It is relevant for the ERs and marks integral intertwining
Knapp-Stein (KS) operators acting between the ERs. Due to this symmetry in the
actual parametrization we use the conformal weight d = 5/2 + c, actually the
parameter c, instead of the non-compact Dynkin label m2. The parameter c is
more convenient since the KS operators flip its sign. The KS operators also involve
sl(3) flip of the Dynkin labels m3,m4 (see below). Thus, the entries are:

χ = {n1, c, n3, n4] (25)
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so that for the top ER (GVM) on the figure Λ−
0 we have:

χ−
0 = {n1 = m1, c = − 1

2 (m1 + 2m2 + m3 + m4), n3 = m3, n4 = m4] (26)

The mentioned sl(3) flip (n3, n4)± will be given below by:

(n3, n4)
+ = (n3, n4), (n3, n4)

− = (n4, n3) (27)

Thus, we can give more compactly the parametrization of the multiplet:

χ∓
0 = {m1,∓ 1

2 (m14 + m2), (m3,m4)
± } (28)

χ∓
1 = {m12,∓ 1

2m14, (m23 + m2,m4)
± }

χ∓
2,1 = {m13,∓ 1

2m14, (m23 + m2,m34)
± }

χ∓
2,2 = {m2,∓ 1

2m24, (m13 + m12,m4)
± }

χ∓
3 = {m23,∓ 1

2m24, (m13 + m12,m34)
± }

χ∓
3,1 = {m14,∓ 1

2m13, (m24 + m2,m3)
± }

χ∓
3,2 = {m13 + m2,∓ 1

2 (m14 + m2), (m3,m24 + m2)
± }

χ∓
4,1 = {m24,∓ 1

2m23, (m14 + m12,m3)
± }

χ∓
4,2 = {m23,∓ 1

2m24, (m13 + m12,m24 + m2)
± }

χ∓
4,3 = {m14 + m2,∓ 1

2 (m13 + m2), (m34,m23 + m2)
± }

χ∓
4,4 = {m13 + m2,∓ 1

2 (m14 + m2), (m3,m14 + m12)
± }

χ∓
5 = {m24,−m14 − m2,m14 + m12,m23 + m2 }

χ∓
5,1 = {m2,∓ 1

2m24, (m13 + m12,m24 + m23)
± }

χ∓
5,2 = {m13,∓ 1

2m14, (m2 + m23,m14 + m12)
± }

χ∓
5,3 = {m14 + m2,∓ 1

2 (m13 + m2), (m34,m12 + m13)
± }

χ∓
5,4 = {m14 + m23,∓ 1

2 (m13 + m2), (m4,m23 + m2)
± }

χ∓
6,1 = {m24,∓ 1

2m2, (m14 + m13,m23 + m2)
± }

χ∓
6,2 = {m14,∓ 1

2m13, (m24 + m2,m13 + m12)
± }

χ∓
6,3 = {m12,∓ 1

2m14, (m23 + m2,m14 + m13)
± }

χ∓
6,4 = {m2,∓ 1

2m23, (m14 + m12,m24 + m23)
± }

χ∓
6,5 = {m14 + m23,∓ 1

2 (m13 + m2), (m4,m12 + m13)
± }

χ∓
6,6 = {m14 + m23 + m2,∓ 1

2m13, (m4,m3)
± }

χ∓
7 = {m14,∓ 1

2m12, (m24 + m23,m13 + m12)
± }

χ∓
7,1 = {m23,∓ 1

2m2, (m14 + m13,m24 + m2)
± }
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χ∓
7,2 = {m24,± 1

2m2, (m14 + m13 + 2m2,m3)
± }

χ∓
7,3 = {m14 + m23 + m2,∓ 1

2m13, (m4,m12 + m13)
± }

χ∓
7,4 = {m1,∓ 1

2 (m14 + m2), (m3,m14 + m13 + 2m2)
± }

χ∓
7,5 = {m12,∓ 1

2m13, (m24 + m2,m14 + m13)
± }

χ∓
7,6 = {m14 + m13 + m2,∓ 1

2m23, (m4,m3)
± }

χ∓
8,1 = {m14 + m2,∓ 1

2m1, (m24 + m23,m13 + m12)
± }

χ∓
8,2 = {m13,∓ 1

2m12, (m24 + m23,m14 + m12)
± }

χ∓
8,3 = {m14 + m23 + m2,∓ 1

2m12, (m34,m12 + m13)
± }

χ∓
8,4 = {m14 + m13 + m2,∓ 1

2m23, (m4,m23 + m2)
± }

χ∓
8,5 = {m1,∓ 1

2 (m13 + m2), (m34,m14 + m13 + 2m2)
± }

χ∓
8,6 = {m14,± 1

2m12, (m14 + m13 + 2m2,m3)
± }

χ∓
8,7 = {m23,± 1

2m2, (m14 + m13 + 2m2,m34)
± }

χ∓
9 = {m13 + m2,∓ 1

2m1, (m24 + m23,m14 + m12)
± }

χ∓
9,1 = {m14 + m23,∓ 1

2m1, (m24 + m2,m12 + m13)
± }

χ∓
9,2 = {m1,∓ 1

2 (m13 + m2), (m4,m14 + m13 + m23 + m2)
± }

χ∓
9,3 = {m14 + m2,± 1

2m1, (m14 + m13,m23 + m2)
± }

χ∓
9,4 = {m14 + m23 + m2,∓ 1

2m12, (m3,m14 + m12)
± }

χ∓
9,5 = {m2,± 1

2m23, (m14 + m13 + m23 + m2,m4)
± }

χ∓
9,6 = {m13,± 1

2m12, (m14 + m13 + 2m2,m34)
± }

χ∓
9,7 = {m14 + m13 + m2,∓ 1

2m2, (m34,m23 + m2)
± }

χ∓
10,1 = {m13 + m2,∓ 1

2m1, (m24 + m2,m14 + m13)
± }

χ∓
10,2 = {m14 + m13 + m2,∓ 1

2m2, (m3,m24 + m2)
± }

χ∓
10,3 = {m14 + m23,∓ 1

2m1, (m3 + 2m2,m14 + m12)
± }

χ∓
10,4 = {m12,± 1

2m13, (m14 + m13 + m23 + m2,m4)
± }

The integral intertwining KS operators act between the spaces Cχ∓ in opposite
directions:

G+
KS : Cχ− −→ Cχ+ , G−

KS : Cχ+ −→ Cχ− (29)

4 Concluding Remarks

We expect that the discrete series are contained in the representation χ+
0 since

it is dual to χ−
0 where are contained the finite-dimensional (non-unitary) irreps.

Following the Harish-Chandra criterion we must check which M-non-compact
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entries are negative. We recall that the M-compact entries are m′
1,m

′
3,m

′
4,m

′
34 , all

other are non-compact. We give the Harish-Chandra parameters of χ+
0 in the same

order as the roots in (4) and (5)

m1, − m14, − m24, − m13, − m13, − m14 − m23, − m12, (30)

−m2, − m14, − m13 − m2, − m14 − m13 − m2, − m14 − m23 − m2,

m4, m3, m34, − m14 − m13, − m14 − m23, m14 − m12, (31)

−m14 − m2, − m13 − m12, − 2m14 − m23 − m2,

− m23 − m2, − m14 − m13 − m23 − m2, − m14 − m13 − 2m2

It is easy to see that all the M-non-compact entries of χ+
0 are negative. (We repeat

that the compact entries are the first one in (30) and the first three in (31)).
The discrete series irrep with lowest possible conformal weight d = 5 (c =

5/2) is contained in χ+
0 for m1 = m2 = m3 = m4 = 1. It corresponds to the one-

dimensional irrep contained in χ−
0 with d = 0 (c = −5/2).

Acknowledgments The author has received partial support from Bulgarian NSF Grant DN-18/1.

References

1. Dobrev, V.K.: Rept. Math. Phys. 25, 159–181 (1988). First as ICTP Triestepreprint IC/86/393
(1986)

2. Dobrev, V.K.: Rev. Math. Phys. 20, 407–449 (2008). hep-th/0702152
3. Dobrev, V.K.: J. High Energy Phys. 02, 015 (2013). arXiv:1208.0409
4. Dobrev, V.K.: Lett. Math. Phys. 9, 205–211 (1985)
5. Dobrev, V.K.: Invariant Differential Operators, Volume 1: Noncompact Semisimple Lie Alge-

bras and Groups. De Gruyter Studies in Mathematical Physics, vol. 35. De Gruyter, Berlin
(2016)

6. Weinberg, S.: The Quantum Theory of Fields, vol. 2. Cambridge University Press, Cambridge
(1996)

7. Dubois-Violette, M., Todorov, I.: Nucl. Phys. B 938, 751–761 (2019). arXiv:1808.08110
[hep-th]

8. Bernstein, I.N., Gel’fand, I.M., Gel’fand, S.I.: Structure of representations generated by highest
weight vectors. Funkts. Anal. Prilozh. 5(1), 1–9 (1971). English translation: Funct. Anal. Appl.
5, 1–8 (1971)

9. Langlands, R.P.: On the classification of irreducible representations of real algebraic groups. In:
Mathematical Surveys and Monographs, vol. 31. AMS (1988). First as IAS Princeton preprint
(1973)

10. Zhelobenko, D.P.: Harmonic Analysis on Semisimple Complex Lie Groups. Nauka, Moscow
(1974). (In Russian)

11. Knapp, A.W., Zuckerman, G.J.: Classification theorems for representations of semisimple
groups. In: Lecture Notes in Mathematics, vol. 587, pp. 138-159. Springer, Berlin (1977)

12. Dobrev, V.K., Mack, G., Petkova, V.B., Petrova, S.G., Todorov, I.T.: Harmonic analysis on
the N-dimensional Lorentz groupand its applications to conformal quantum field theory. In:
Lecture Notes in Physics, no. 63, 280 p. Springer, Heidelberg (1977)

13. Knapp, A.W.: Representation Theory of Semisimple Groups (An Overview Based on Exam-
ples). Princeton University Press, Princeton (1986)

14. Dobrev, V.K.: Invited talk at Workshop on Quantum Geometry, Field Theory and Gravity,
Corfu, 18–25 September 2019, to appear in Proceedings of Corfu Summer Institute

http://arxiv.org/abs/1208.0409
http://arxiv.org/abs/1808.08110


An Exceptional Symmetry Algebra for
the 3D Dirac–Dunkl Operator

Alexis Langlois-Rémillard and Roy Oste

Abstract We initiate the study of an algebra of symmetries for the 3D Dirac–Dunkl
operator associated with the Weyl group of the exceptional root system G2. For this
symmetry algebra, we give both an abstract definition and an explicit realisation. We
then construct ladder operators, using an intermediate result we prove for the Dirac–
Dunkl symmetry algebra associated with arbitrary finite reflection group acting on a
three-dimensional space.

1 Introduction

In the present paper, we initiate the study of an algebra of symmetries for the Dirac–
Dunkl operator associatedwith the exceptional root systemG2. The latter is primarily
known from the classification of simple Lie algebras. The associated Lie group and
algebra continue to spark interest, see for instance the recent paper of Dobrev [4]
and references therein. Our purpose is related instead to the action of theWeyl group
associated with G2 on a (two-dimensional subspace of a) three-dimensional space.
ThoughG2 is indeed a root system of rank 2, the arising symmetry algebra associated
with three-dimensional space portrays interesting non-trivial relations, which are not
present when considering the two-dimensional analogue.

We will briefly recall how the symmetry algebra in question arises. For a finite
reflection group W acting on a finite dimensional vector space, there exists a ratio-
nal Cherednik algebra (RCA) [6] that can be viewed as a deformation of the alge-
bra of polynomial differential operators on the vector space. An explicit realisation
is given by means of differential-difference operators called Dunkl operators [5].
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A generalisation of the Dirac operator is defined abstractly inside the tensor product
of the RCA and a Clifford algebra, or explicitly by using Dunkl operators in lieu of
partial derivatives in the ordinary definition of the Dirac operator.

In this way, the Dirac–Dunkl operator squares to a Dunkl version of the Laplace
operator whose invariance is restricted to the groupW as opposed to the full orthog-
onal invariance of its classical counterpart. Moreover, together with its dual partner,
the Dirac–Dunkl operator generates a Lie superalgebra isomorphic to osp(1|2). The
latter’s (super)centraliser inside the tensor product of RCA andClifford algebra gives
an algebra of symmetries (super)commuting with the Dirac–Dunkl operator. Struc-
turally it can be seen as a deformation of the orthogonal Lie algebra representing
total angular momentum in the non-deformed case.

In previouswork [1], explicit expressions for the elements of the symmetry algebra
and the generated algebraic structure were determined for arbitrary finite reflection
group. Subsequently, the study was specialised to the A2 root system with Coxeter
group S3 acting on a three-dimensional Euclidean space [2]. In this case it was
possible to classify all irreducible representations and give conditions for when they
are unitarisable. An important tool was the construction of ladder operators.

A natural follow-up question is whether this approach extends to settings with
other reflection groups. The existence of ladder operators will in general depend
on the root system under consideration. One of our aims is to work out in detail
the conditions for their existence. The full analysis goes beyond the scope of this
contribution; here we will already present some preliminary results pertaining to
three-dimensional spaces and focus in particular on the exceptional root system G2,
embedded herein.

In Sect. 2 the required definitions of the exceptional root system G2 and Dirac–
Dunkl operator are introduced and we present the symmetry algebra both abstractly
and as an explicit realisation. In Sect. 3, we prove an intermediate result for arbitrary
root system in R

3 and show that this leads to the existence of ladder operators for
the symmetry algebra associated with G2.

2 An Exceptional Symmetry Algebra

We consider the Euclidean space R3 with coordinates x1, x2, x3. The 2-dimensional
root system G2 is realised in a plane and is generated by two simple roots α1 =
(0, 1,−1) and α2 = (1,−2, 1). The Coxeter group linked toG2 is the dihedral group
D2·6 that we will present by: D12 = 〈σ1, σ2 | σ 2

1 = σ 2
2 = (σ1σ2)

6 = (σ2σ1)
6 = 1〉

with the reflections σ1 connected to the short root α1, and σ2 to the long root α2.
Their actions on R

3 are expressed matricially by:

σ1 =
⎛
⎝
1 0 0
0 0 1
0 1 0

⎞
⎠ , σ2 =

⎛
⎝

2/3 2/3 −1/3
2/3 −1/3 2/3

−1/3 2/3 2/3

⎞
⎠ . (1)
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A set of positive roots is given by

R+ = {α1 = (0, 1,−1), α2 = (1,−2, 1), α3 = (1,−1, 0),

α4 = (1, 1,−2), α5 = (1, 0,−1), α6 = (2,−1,−1)} .
(2)

To each root αi , a reflection σi is paired. The reflections have the following decom-
positions in terms of the simple reflections σ1, σ2:

σ3 = σ2σ1σ2, σ4 = σ1σ2σ1, σ5 = σ1σ2σ1σ2σ1, σ6 = σ2σ1σ2σ1σ2. (3)

We introduce a D12-invariant weight function κ : G2 → C, which is defined by
two complex numbers κ1 and κ2 linked respectively to the short and long roots. With
this, it is possible to define Dunkl operators [5] for the root system G2; for example
the one associated with the coordinate x2 is given by

D2 = ∂

∂x2
+ κ1

(
1 − σ1

x2 − x3
+ 1 − σ3

x1 − x2

)

+ κ2

(
−2

1 − σ2

x1 − 2x2 + x3
+ 1 − σ4

x1 + x2 − x3
− 1 − σ6

2x1 − x2 − x3

)
,

(4)

while D1 and D3 are defined similarly.
Next, we consider the Clifford algebra with three anticommuting generators

e1, e2, e3 that all square to ε ∈ {+1,−1}. The Dirac–Dunkl operator associated with
our embedding of G2 in R

3 is realised explicitly by D = D1e1 + D2e2 + D3e3.
Together with its dual partner x1e1 + x2e2 + x3e3, it generates a realisation of
osp(1|2). For ease of notation, we shall not make explicit mention of the tensor
product, trusting the reader to add it whenever Clifford elements ei are involved.

The elements of the symmetry algebra were obtained in previous work [1] (that
they indeed generate the full centraliser is the subject of [8]) and we will go over
them now. First, we need a double cover of the Weyl group D12. The orthogonal
group O(3) has two non-isomorphic double covers. These correspond to the two
choices of ε in the definition of the Clifford algebra [7]. For either choice of ε, we
obtain a double cover D̃ε

12 by viewing D12 as a subgroup of the orthogonal group
O(3), through the pullback of the projection of the Pinε(3) double cover onto O(3).
In this way, we obtain the D̃ε

12 elements (together with their additive inverses):

σ̃1 = σ1(e2 − e3)√
2

, σ̃3 = σ3(e1 − e2)√
2

, σ̃5 = σ5(e1 − e3)√
2

,

σ̃2 = σ2(e1 − 2e2 + e3)√
6

, σ̃4 = σ4(e1 + e2 − 2e3)√
6

, σ̃6 = σ6(2e1 − e2 − e3)√
6

.

Note that the group relations depend on the choice of ε. By direct computation
wefind D̃ε

12 = 〈̃σ1, σ̃2 | σ̃ 2
1 = σ̃ 2

2 = ε, (̃σ1σ̃2)
6 = (̃σ2σ̃1)

6 = −1〉,which also follows
from [7, Thm 4.2]. The order of this group is 24, and for ε = +1 it is again a dihedral



402 A. Langlois-Rémillard and R. Oste

group, while for ε = −1 it is a dicyclic group. Regardless of the choice of ε, all
elements of D̃ε

12 will supercommute with the Dunkl-Dirac operator when taking
into account the Z2-grading inherited from the Clifford algebra. Both D and ±σi

are odd elements with respect to this grading, so they will in fact anticommute. In
the following, we will use the standard notation for anticommutator ({−,−}) and
commutator ([−,−]).

Furthermore, there are three analogues of the total angular momentum operators
that commute with the Dirac operator: O12, O23, O13. Classically (non-Dunkl) they
generate a realisation of the orthogonal Lie algebra so(3), though here it will be a
deformation thereof. An explicit realisation is given by

Oi j = Li j + εei e j/2 + Oie j − Ojei , (5)

where Li j = xiD j − x jDi is aDunkl analogue of angularmomentum, and for ease of
notation we denote some specific linear combinations of elements of D̃ε

12 as follows:

O1 = κ1(̃σ3 + σ̃5) + κ2(̃σ2 + σ̃4 + 2σ̃6),

O2 = κ1(̃σ1 − σ̃3) + κ2(−2σ̃2 + σ̃4 − σ̃6),

O3 = κ1(−σ̃1 − σ̃5) + κ2(̃σ2 − 2σ̃4 − σ̃6).

(6)

It is immediate to see that the sum O1 + O2 + O3 = 0. Moreover, we will denote
E = [O1, O2], and by direct but slightly tedious computations, we can also see that
[O2, O3] = E = − [O1, O3]. From the realisation (5), it is clear that Oi j = −Oji ,
and it is convenient to abide by this convention also when defining the algebra
elements abstractly.

The interaction of the two simple reflections σ̃1 and σ̃2 with the two-index sym-
metries of equation (5) are given by:

σ̃1O12 = O13σ̃1, σ̃2O12 = (−2/3O12 + 2/3O13 + 1/3O23)̃σ2,

σ̃1O13 = O12σ̃1, σ̃2O13 = (2/3O12 + 1/3O13 + 2/3O23)̃σ2,

σ̃1O23 = −O23σ̃1, σ̃2O23 = (1/3O12 + 2/3O13 − 2/3O23)̃σ2;
(7)

from which the entire action of D̃ε
12 follows.

The final generator of our symmetry algebra is a central element O123, of which
an explicit realisation is given by

O123 = εe1e2e3 + O1e2e3 − O2e1e3 + O3e1e2 + L12e3 − L13e2 + L23e1. (8)

As a consequence of the relations in the general case, see [1, Thm 3.12] or [2,
eq. (1.7)], the two-index symmetries (5) respect

[O13, O12] = O23 + 2O123O1 + E ;
[O23, O12] = −O13 + 2O123O2 + E ;
[O23, O13] = O12 + 2O123O3 + E .

(9)
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These relations can be proved specifically for the G2 case, in a similar manner as
was done for S3 [3].

In the right-hand sides of (9) appear the linear combinations of elements of D̃ε
12

given by (6) and E . When the deformation parameters κ1, κ2 are chosen to be zero,
these all vanish and the relations (9) reduce to those of the orthogonal Lie algebra
so(3).

3 Ladder Operators

The result we prove next holds for arbitrary root system in R
3. Hereto, one should

use the appropriate definitions for O1, O2, O3 as given in [1, eq. (3.8) and Ex. 4.2]
and the relations analogous to (9) given by [2, eq. (1.7)]. What we obtain in this way
are not yet the desired ladder operators, though we will show that they do lead to
ladder operators for the G2 case at hand.

Proposition 1. Let ω = e2iπ/3 and consider the following linear combinations:

O0 = −i/
√
3(O12 + O23 − O13),

O+ = −i
√
2/3(O12 + ωO23 − ω2O13),

O− = −i
√
2/3(O12 + ω2O23 − ωO13).

(10)

Denoting ω+ = ω and ω− = ω2, they satisfy

[
O0, O±

] = ±O± ∓ i
√
2/3(2O123(O3 + ω±O1 + ω∓O2)

+ [O1, O2] + ω± [O2, O3] + ω∓ [O3, O1]);[
O+, O−

] = 2O0 − 2i/
√
3(2O123(O1 + O2 + O3)

+ [O1, O2] + [O2, O3] + [O3, O1]).

(11)

Proof. Using the definitions (10) and grouping the terms appropriately we obtain

[
O0, O±

] = −√
2/3

(
(1 − ω±) [O23, O12]

+ (ω∓ − 1) [O12, O31] + (ω± − ω∓) [O31, O23]
)
.

Noticing that (ω± − ω∓) = ±i
√
3, and (1 − ω±) = 3/2 ∓ i

√
3/2 = ±i

√
3ω∓, and

(ω∓ − 1) = −3/2 ∓ i
√
3/2 = ±i

√
3ω±, and applying [2, eq. (1.7)] results in

= ∓i
√
2/

√
3
(
ω∓(O31 + {O123, O2} + [O3, O1])

+ ω±(O23 + {O123, O1} + [O2, O3])

+ O12 + {O123, O3} + [O1, O2]
)
,
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and finally using again the definition (10) one arrives at the desired expression.
In the same manner for the second equation, we find

[
O+, O−

] = −2/3(ω − ω2) ([O23, O12] + [O12, O31] + [O31, O23])

= −2i/
√
3 (O31 + {O123, O2} + [O3, O1] + O23 + {O123, O1} + [O2, O1]

+ O12 + {O123, O1} + [O1, O2])

= 2O0 − 2i/
√
3 ({O123, O1 + O2 + O3} + [O1, O2] + [O2, O3] + [O3, O1]) .

As O123 is central, this proves the second equality. �	
When the root system satisfies some specific properties, we can use the previous

result to obtain ladder operators.

Proposition 2. For the root system G2, the elements O0, O+ and O− satisfy

[
O0, O±

] = ±O± ∓ 2i
√
2/3 O123

(
O3 + ω±O1 + ω∓O2

) ;
[
O+, O−

] = 2O0 − 2i
√
3E .

(12)

Moreover, the quadratic elements K± = 1/2{O0, O±} fulfill the ladder operator
relations [O0, K±] = ±K±.

Proof. Starting from the relations (11), we can use 1 + ω + ω2 = 0, and O1 + O2 +
O3 = 0, while [O1, O2] = [O2, O3] = [O3, O1] = E , to arrive at (12).

In addition, we have
[
O0, K±

] = 1/2
[
O0, {O0, O±}] = 1/2

{
O0,

[
O0, O±

]}
.

By the first relation (12), this becomes

[
O0, K±

] = ±1/2 {O0, O±} ∓ i
√
2/3

{
O0, O123(O3 + ω±O1 + ω∓O2)

} = ±K±.

In the last step we used the fact that O123 is central, and that all elements of D̃ε
12

anticommute with O0, which is clear from the action (7). �	
These ladder operators can now be used in the study of the representation theory

of the symmetry algebra in a similar vein as was done in the S3 case [2], which we
aim to do in future work. In addition, we will investigate the construction of ladder
operators for other reflection groups.
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Graphene Dots via Discretizations
of Weyl-Orbit Functions

Jiří Hrivnák and Lenka Motlochová

Abstract The application of two fundamental discretizations of Weyl-orbit func-
tions to an electron propagation on the graphene triangular dots are presented. Sym-
metries of the point and label sets inside dual weight and root lattices of root systems
are provided by affine and extended affine Weyl groups. The discrete orthogonality
relations of the Weyl-orbit functions over the dual weight and root point sets induce
four types of complex discrete Fourier-Weyl transforms. Subtractively combining
the transforms of the A2 group induces two types of extended Weyl-orbit functions
and their corresponding discrete transforms on the fragment of the honeycomb lat-
tice. Special types of extendedWeyl-orbit functions represent stationary states of the
electron propagation on the triangular graphene dot with armchair boundaries.

1 Extensions of Weyl Groups

The current notation is based on papers [2, 4, 5]. Each simple Lie algebra from
the four series An (n ≥ 1), Bn (n ≥ 3),Cn (n ≥ 2), Dn (n ≥ 4) and each exceptional
algebra E6, E7, E8, F4 and G2 determine their root system Π together with the set
Δ = {α1, . . . , αn} ⊂ Π of the simple roots [1]. The set of simple roots Δ spans the
Euclidean space R

n with the scalar product 〈 , 〉. For simple Lie algebras with two
different root-lengths, the set Δ is disjointly decomposed into the set of short simple
roots Δs and the set of long simple roots Δl . The following quantities are standardly
deduced [1] from the entire root system Π : the Cartan matrix C , the highest root
ξ = m1α1 + · · · + mnαn , the root lattice Q = Zα1 + · · · + Zαn , the dual weight lat-
tice P∨ = Zω∨

1 + · · · + Zω∨
n , the dual root lattice Q∨ = Zα∨

1 + · · · + Zα∨
n , where
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α∨
i = 2αi/〈αi , αi 〉 and the weight lattice P = Zω1 + · · · + Zωn . The set of vectors

Δ∨ = {α∨
1 , . . . , α∨

n } also constitutes a root system and determines the highest dual
root η = m∨

1 α∨
1 + · · · + m∨

n α∨
n .

The Weyl group W is generated by n reflections rα , α ∈ Δ and the affine Weyl
group is expressed as the semidirect productW aff = Q∨

� W that induces the retrac-
tion homomorphismψ : W aff → W . The fundamental domain F ⊂ R

n ofW aff con-
tains exactly one point from each W aff−orbit. The dual affine Weyl group W aff

Q is
also given as a semidirect product,W aff

Q = Q � W, and its dual fundamental domain
FQ that contains exactly one point from each W aff

Q −orbit is given explicitly by

FQ = {
b1ω1 + · · · + bnωn | b0 + b1m

∨
1 + · · · + bnm

∨
n , bi ≥ 0, i = 0, . . . , n

}

The discrete counting ε− and h−functions are defined for a ∈ R
n and M ∈ N via

relations,

ε(a) = |W | · |StabW aff (a)|−1,

hM(a) =
∣∣∣StabW aff

Q

( a

M

)∣∣∣ .

The n + 1 numbers that determine each point b ∈ FQ are Kac coordinates b =
[b0, . . . , bn]. The extended dual affineWeyl group extends the dual affineWeyl group
W aff

Q via the following semidirect product,

W aff
P = P � W,

and induces the dual retraction homomorphism ψ̂ : W aff
P → W .

The finite abelian subgroup Γ ⊂ W aff
P contains maps which stabilize the funda-

mental domain FQ ,
Γ = {

γ ∈ W aff
P | γ · FQ = FQ

}
.

The group Γ acts on the fundamental domain FQ and its magnified version
MFQ , M ∈ N as a certain permutation on the Kac coordinates [b0, . . . , bn] and
[Mb0, . . . , Mbn]. Considering the lexicographic ordering >lex on the Kac coordi-
nates [b0, . . . , bn], the set FP ⊂ R

n defined in [2] by

FP = {
b ∈ FQ | b = max>lexΓ b

}
,

forms a fundamental domain of W aff
P . Examples of the tiling of the space R

3 by the
shifted copies of the domains WFP are depicted in Fig. 1.



Graphene Dots via Weyl-Orbit Functions 409

Fig. 1 The tiling of the space R
3 by the shifted copies of the domains WFP for the root systems

of algebras A3 (left) and B3 (right)

2 Discretizations of Weyl-Orbit Functions

The four sign homomorphisms 1, σ e, σ s, σ l : W → {±1} that are utilized in [4]
and given on the generators of the Weyl group W by

1(rα) = 1, σ e(rα) = −1,

σ s(rα) =
{
1, α ∈ Δl ,

−1, α ∈ Δs,
σ l(rα) =

{
1, α ∈ Δs,

−1, α ∈ Δl

induce the signed fundamental domains Fσ ⊂ F , Fσ
Q ⊂ FQ and Fσ

P ⊂ FP by
relations

Fσ = {
a ∈ F

∣∣ σ ◦ ψ (StabW aff (a)) = {1}} ,

Fσ
Q =

{
b ∈ FQ

∣∣ σ ◦ ψ̂
(
StabW aff

Q
(b)

)
= {1}

}
,

Fσ
P =

{
b ∈ FP | σ ◦ ψ̂(StabW aff

P
(b)) = {1}

}
.

For any sign homomorphism σ ∈ {1, σ e, σ s, σ l} and any weight b ∈ P , the Weyl-
orbit complex functions ϕσ

b : R
n → C are given by [1, 6, 7]

ϕσ
b (a) =

∑

w∈W
σ(w) e2π i〈wb, a〉, a ∈ R

n.

The point set Fσ
P∨,M of the dual weight discretization contains points from the refined

dual weight lattice and labels are taken from the set Λσ
Q,M ,
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Fσ
P∨,M = 1

M
P∨ ∩ Fσ ,

Λσ
Q,M = P ∩ MFσ

Q .

Theorem 1 (Discrete orthogonality on Fσ
P∨,M [4, 5]). For any b, b′ ∈ Λσ

Q,M it
holds that ∑

a∈Fσ
P∨ ,M

ε(a)ϕσ
b (a)ϕσ

b′(a) = detC · |W | MnhM(b) δb,b′ .

The point set Fσ
Q∨,M of the dual root lattice discretization contains points from

refined dual root lattice and labels are taken from the set Λσ
P,M ,

Fσ
Q∨,M = 1

M
Q∨ ∩ Fσ ,

Λσ
P,M = P ∩ MFσ

P .

Theorem 2 (Discrete orthogonality on Fσ
Q∨,M [2]). For any b, b′ ∈ Λσ

P,M it holds
that ∑

a∈Fσ
Q∨ ,M

ε(a)ϕσ
b (a)ϕσ

b′(a) = |W | Mn

∣∣∣∣StabW aff
P

(
b

M

)∣∣∣∣ δb,b′ .

3 Triangular Armchair Graphene Dots

For the description of the armchair graphene dots, the root system A2 with its two sign
homomorphisms σ = 1, σ e is considered [3]. Note that the dual roots α∨

1 , α∨
2 and

dual weights ω∨
1 , ω∨

2 coincide with the roots α1, α2 and weights ω1, ω2, respectively.
Armchair fragment of the honeycomb lattice Hσ

P∨,M is given subtractively as

Hσ
P∨,M = Fσ

P∨,M \ Fσ
Q∨,M .

The triangular graphene dot is also described classically as a union of its two sublat-
tices Hσ

P∨,M = H (σ,1)
P∨,M ∪ H (σ,2)

P∨,M ,

H (σ,1)
P∨,M = 1

M (ω∨
1 + Q∨) ∩ Fσ ,

H (σ,2)
P∨,M = 1

M (ω∨
2 + Q∨) ∩ Fσ .

The explicit form of the weight set Λ1
Q,M for A2 is the following,

Λ1
Q,M = {

λ1ω1 + λ2ω2 | λ0, λ1, λ2 ∈ Z
≥0, λ0 + λ1 + λ2 = M

}
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3

3

ω∨
2

ω∨
1

0

F

1

1

1

3

(a)

Λfix
6

6ω2

(b)

6

6ω1

0

2

γ2λ

γ1λ

λ 2

Fig. 2 (a) The fundamental domain F of A2 contains 18 nodes of the point set H1
P∨,6. The points of

the set H1
P∨,6, without the twelve dotted points on the boundary of F , form the point set Hσ e

P∨,6. The
brown lines depict possible jumps of the electron between two points of the graphene dot. (b) The
magnified fundamental domain 6FQ contains the red kite-shaped magnified fundamental domain
6FP . The domain 6FP contains the nine red nodes of the weight set L1

P,6. The weights of the set

L1
P,6, without the six dotted weights, form the weight set Lσ e

P,6

and action of the group Γ = {1, γ1, γ2} on a weight in Kac coordinates [λ0, λ1, λ2] ∈
Λ1

Q,M is given cyclically as

γ1[λ0, λ1, λ2] = [λ2, λ0, λ1],
γ2[λ0, λ1, λ2] = [λ1, λ2, λ0].

The subset Λfix
M ⊂ Λ1

P,M that contains the fixed Dirac point,

Λfix
M = {

λ ∈ Λ1
P,M | Γ λ = λ

}
,

is utilized to define the weight set Lσ
P,M ⊂ Λσ

P,M as

Lσ
P,M = Λσ

P,M \ Λfix
M .

The honeycomb point and weight sets are for M = 6 depicted in Fig. 2.
Extended Weyl-orbit functions ϕ

σ,±
λ , λ ∈ Lσ

P,M ,

ϕ
σ,±
λ (x) = μ

±,0
λ ϕσ

λ (x) + μ
±,1
λ ϕσ

γ1λ
(x) + μ

±,2
λ ϕσ

γ2λ
(x)

admit non-constant values of the extension coefficients μ
±,0
λ , μ

±,1
λ , μ

±,2
λ ∈ C,
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μ
±,0
λ = Re

{
(3 + √

3 i)ϕ1
λ

(
ω∨
1
M

)}
,

μ
±,1
λ = 0,

μ
±,2
λ = Re

{
(3 − √

3 i)ϕ1
λ

(
ω∨
1
M

)}
± 3

∣∣∣ϕ1
λ

(
ω∨
1
M

)∣∣∣ .

The normalization functions μ± are introduced as

μ±(λ) = 9
∣∣∣ϕ1

λ

(
ω∨
1
M

)∣∣∣
(
2

∣∣∣ϕ1
λ

(
ω∨
1
M

)∣∣∣ ± Re
{
(1 − √

3 i)ϕ1
λ

(
ω∨
1
M

)})
.

Theorem 3 (Discrete orthogonality on Hσ
P∨,M [3]). For any λ, λ′ ∈ Lσ

P,M it holds
that

∑

a∈Hσ
P∨ ,M

ε(a)ϕ
σ,±
λ (a)ϕ

σ,±
λ′ (a) = 12M2hM(λ)μ±(λ)δλλ′,

∑

a∈Hσ
P∨ ,M

ε(a)ϕ
σ,±
λ (a)ϕ

σ,∓
λ′ (a) = 0.

The scalar product of two complex discrete functions f, g : Hσ
P∨,M → C is given as

〈 f, g 〉Hσ
P∨ ,M

=
∑

a∈Hσ
P∨ ,M

ε(a) f (a)g(a)

and determines the finite-dimensional Hilbert spaces of complex valued functions
Hσ

P∨,M . The first orthonormal basis |a〉, a ∈ Hσ
P∨,M of Hσ

P∨,M is formed by the
functions

|a〉a′ = ε− 1
2 (a) δa,a′ , a′ ∈ Hσ

P∨,M .

The second orthonormal basis |λ〉σ,±, λ ∈ Lσ
P,M is formed by the functions

|λ〉σ,±a′ = (12M2hM(λ)μ±(λ))−
1
2 ϕ

σ,±
λ (a′), a′ ∈ Hσ

P∨,M .

The A2 triangular armchair graphene electron propagation model is illustrated
in Fig. 2. The points from the sets Hσ

P∨,M represent atoms of the graphene dot with
armchair boundaries and the set of possible positions of an electron. Jumps of the
electron between the nearest atoms are possible with the amplitude i A/� per unit
time. Each base state |a〉 represents the electron positioned at the atom a ∈ Hσ

P∨,M .
For the identity homomorphism σ = 1, the boundaries of F represent ideal mirrors
and for σ = σ e the boundaries of F represent ideal barriers. The refined orbits of
the fundamental weights ω∨

1 and ω∨
2 are given as
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O(ω∨
1 , M) = 1

M
{ω∨

1 ,−ω∨
1 + ω∨

2 ,−ω∨
2 },

O(ω∨
2 , M) = 1

M
{ω∨

2 , ω∨
1 − ω∨

2 ,−ω∨
1 }.

For any a ∈ R
n there exists a′ ∈ F and waff(a) ∈ W aff such that a = waff(a)a′.

The function χσ : R
n → {−1, 0, 1} is given by

χσ (a) =
{

σ ◦ ψ
(
waff(a)

)
, σ ◦ ψ (StabW aff (a)) = {1},

0, σ ◦ ψ (StabW aff (a)) = {±1}.

The matrix elements of the Hamiltonian Ĥσ
P∨,M , a ∈ H (σ,k)

P∨,M are determined via
relation

〈
a

∣∣Ĥσ
P∨,M

∣∣ a′ 〉 = −A ε
1
2 (a)ε− 1

2 (a′)
∑

ν∈W affa′∩(a+O(ω∨
k ,M))

χσ (ν).

The Schrödinger equation admits the stationary solutions |λ〉σ,±, λ ∈ Lσ
P,M , i.e.

Ĥσ
P∨,M |λ〉σ,± = Eσ,±

P∨,M(λ) |λ〉σ,±,

with the eigenenergies Eσ,±
P∨,M(λ) determined as

Eσ,±
P∨,M(λ) = ±1

2
A

∣∣∣∣ϕ
1
λ

(
ω∨
1

M

)∣∣∣∣ , λ ∈ Lσ
P,M .

The case of the triangular graphene dot surrounded by barriers, σ = σ e, is detailed
in a different approach already in [8] and yields similar stationary solutions and the
same eigenenergies.
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A Construction of (g, K )-modules over
Commutative Rings

Takuma Hayashi

Abstract This manuscript is a summary of the author’s work [6] and [7] on (g, K )-
modules over commutative rings.

1 Introduction

A (g, K )-module over the field C of complex numbers is a complex vector space,
equippedwith compatible actions of a complexLie algebra g and a complex algebraic
group K , which is an algebraic model of a representation of a real reductive Lie
group. For example, let G be a real reductive Lie group. Let g (resp. K ) be the
complexification of the Lie algebra (resp. a maximal compact subgroup) of G. Then
g and K form a Harish-Chandra pair (g, K ) overC. The subspace of K -finite vectors
of an admissible Hilbert representation of G is a (g, K )-module in a natural way.

In representation theory of real reductive Lie groups, cohomological induction is
one of the most important ways to construct (g, K )-modules. To explain it, we start
with induction of representations of finite groups. LetG be a finite group, H be a sub-
group of G, and V be a representation of H overC. Then the induction IndGH V is the
space of H -invariant V -valued functions on G. The point is that IndGH V satisfies the
adjointness property HomH (−, V ) ∼= HomG(−, IndGH V ). Similarly, for amorphism
(q, M) → (g, K ) of Harish-Chandra pairs, the forgetful functor from the category of
(g, K )-modules to that of (q, M)-modules has a right adjoint functor I g,K

q,M . Unlike the

finite group setting, we have a nontrivial right derived functorRI g,K
q,M . Roughly speak-

ing,RI g,K
q,M is called cohomological induction. The important fact is that cohomolog-

ical induction produces the Aq(λ)-modules which form a special class of irreducible
unitary (g, K )-modules. See [12] for the precise definitions and details.
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During the 2010s works on two new directions in the theory of (g, K )-modules
over commutative rings appeared. For applications to rationality (integrality) of spe-
cial values of automorphic L-functions and Rankin-Selberg L-functions, M. Harris,
G. Harder, and F. Januszewski work over number fields and localization of their rings
of integers (see [3, 4, 9–11]). Motivated by mathematical physics, J.
Bernstein,N.Higson,andE.Subag introducedcontractionfamiliesasHarish-Chandra
pairs over the polynomial ringC [z] (or the complex projective line P1) in [1] and [2].
As an application, Subag (resp. Higson and Subag) explained how the hidden sym-
metry of the Schrödinger equation of dimension 2 (resp. 3) can be obtained from the
contraction family in [13] (resp. [8]).More primitively, towork over polynomial rings
C [z1, z2, · · · , zn] shouldgiveaclear insight intogenericpropertiesof representations
with continuous parameters like principal series representations.

In [6] and [7], the author studied general theory of (g, K )-modules over commu-
tative rings. He introduced basic definitions, and constructed the functor I g,K

q,M in his

general setting.Explicitlycalculating themodules that areobtainedviaRI g,K
q,M is anon-

trivial task. In [6], theauthorproved that the i thderived functor Ri I g,K
q,M commuteswith

flat base change functors under certain conditions which should be satisfied in prac-
tice. This is called the flat base change theorem. This result is helpful when we study
generic properties of families of (g, K )-modules. In thismanuscript, we outline them.

2 Basic Definitions

Fix a ground commutative ring k. In principle, we can define the notions of Harish-
Chandra pairs and (g, K )-modules over k in a similar way to the complex case.
However, we have technical remarks on working over commutative rings. Let K be
an affine group scheme over k. We denote the category of representations of K by
K -mod. Then K -mod does not have nice properties in general. For example, kernels
of K -mod are not necessarily the kernels in the category of k-modules unless K is
flat over k. Another issue is about the definition of the adjoint representation. This
happens since the normal k-module might have a bad behavior with respect to base
changes. See [7] Example 2.1.4. We can avoid it when K is flat and finitely presented
over k. To describe a more general condition, let K be a flat affine group scheme
over k. Let ωK/k = Ie/I 2e be the conormal k-module along the unit, where Ie is the
kernel of the counit of the coordinate ring of K . Recall that the Lie algebra of K is
the dual of ωK/k as a k-module. For a flat affine group scheme, we denote its Lie
algebra by the corresponding small German letter.

Definition 1 ([6]Condition 1.1.4, Condition 1.1.6).We say that a flat affine group
scheme K over k satisfies (♥) if K enjoys the following conditions:

1. For every flat commutative k-algebra R, the canonical homomorphism

Homk(ωK/k, k) ⊗k R → Homk(ωK/k, R)

is an isomorphism.
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2. For every k-module W and every flat commutative k-algebra R , the canonical
homomorphism

Homk(k,W ) ⊗k R → Homk(k,W ⊗k R)

is an isomorphism.

If a flat affine group scheme K satisfies condition 1, we can define the adjoint rep-
resentation on k (see [7] Sect. 2.1 and [6] Lemma 2.2.1). Condition 2 is helpful for
the proof of Theorem 1 3. In the rest, we put the adjoint action on k unless otherwise
noted.

For the action map φ of a representation of K , we denote its differential by dφ.
For a homomorphism f : K → L of flat affine group schemes, let d f : k → l denote
the differential of f .

Definition 2 ([6] Sect. 1.1, [7] Sect. 2.1).

1. A Harish-Chandra pair is a pair of a flat affine group scheme K over k satisfying
(♥) and a Lie algebra over k, equipped with an action φ of K on g preserving
the Lie bracket and a K -equivariant Lie algebra homomorphismψ : k → g such
that dφ(ξ) = [ψ(ξ),−] for every ξ ∈ k.

2. A map (g, K , φ, ψ) → (h, L , φ′, ψ ′) of Harish-Chandra pairs consists of a
group scheme homomorphism fk : K → L and a K -equivariant Lie algebra
homomorphism fa : g → h such that fa ◦ ψ = ψ ′ ◦ d fk , where h is regarded as
a representation of K for the restriction of the action along fk .

Example 1 ([1, 2]). Let (g, K ) be a Harish-Chandra pair over C, equipped with a
K -equivariant involution θ of g. Let gθ=1 (resp. gθ=−1) denote the eigenspace of
θ with eigenvalue 1 (resp. −1). Assume that the Lie algebra k of K is contained in
gθ=1. Then g = g ⊗ C [z] is a Lie algebra overC [z] for the bracket summand wisely
defined by

[
ηzm, ξ zn

] =
{
[η, ξ ] zm+n+1 (η, ξ ∈ gθ=−1)

[η, ξ ] zm+n (otherwise).

Then g and K ⊗ C [z] form a Harish-Chandra pair over C [z] which is called the
contraction family.

Definition 3 ([6] Sect. 1.1, [7] Sect. 2.1). For a Harish-Chandra pair (g, K ) over
k, a (g, K )-module is a representation (V, ν) of K , equipped with a K -equivariant
action π of g such that dν = π ◦ ψ . We denote the category of (g, K )-modules by
(g, K ) -mod.

Let f = ( fa, fk) : (q, M) → (g, K ) be a map of Harish-Chandra pairs, and (V, π2,

ν2) be a (g, K )-module. Then it is easy to see that V is a (q, M)-modules for π1 =
π2 ◦ fa and ν1 = ν2 ◦ fk . This determines a functor

Fq,M
g,K : (g, K ) -mod → (q, M) -mod .
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Theorem 1 ([6] Lemma 1.1.9, [7] Theorem 1.2.2, Corollary 2.2.11).

1. The category (g, K ) -mod is a Grothendieck abelian category whose small col-
imits and finite limits are computed in the category of k-modules.

2. The functor Fq,M
g,K admits a right adjoint functor I g,K

q,M .

3. If K = M and fa is the identity map, the functor Fq,M
g,M admits a left adjoint

functor indgq.

For the proof, we replace g by a k-algebra A through A = U (g) the enveloping
algebra of g. We then think of similar assertions for weak (A, K )-modules which are
defined by dropping the condition dν = π ◦ ψ . They formally follow from general
theory of monoidal categories since the notion of weak (A, K )-modules and all
statements can be described in terms of the closed symmetric monoidal category of
representations of K (and that of M). Finally, we deduce Theorem 1 by showing that
the canonical embedding of (A, K ) -mod to the category of weak (A, K )-modules
has left and right adjoint functors.

3 Flat Base Change Theorems

In this section, fix a Noetherian commutative ring k.

Theorem 2 ([6] Theorem D). Let k ′ be a flat k-algebra, and (q, M) → (g, K ) be
a map of Harish-Chandra pairs over k. Suppose that the following conditions are
satisfied:

1. The summation map k ⊕ q → g is surjective.
2. k and q are finitely generated as k-modules.

Then there is a canonical isomorphism

(RI g,K
q,M−) ⊗k k

′ 
 RI g⊗k k ′,K⊗k k ′
q⊗k k ′,M⊗k k ′ (− ⊗k k

′)

on the derived category D+(q, M) of cochain complexes bounded below of (q, M)-
modules.

Theorem 3 ([6] Proposition 4.1.3). Let ( fa, fk) : (q, M) → (g, M) be a map of
pairs over k, and Z be a (q, M)-module. Suppose that the following conditions are
satisfied:

1. The map fa is injective, and fk is the identity map.
2. For x ∈ g, we have [x, x] = 0. This holds if 2 is a unit of k.
3. There is an M-invariant Lie subalgebra u− ⊂ g such that the summation map

q ⊕ u− → g is an isomorphism of k-modules.
4. There are free bases of q and u−.
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5. Regard U (u−) as a representation of M in the canonical way. Then there
exist finitely generated subrepresentationsU (u−)O ⊂ U (u−) such thatU (u−) =
⊕OU (u−)O.

6. For anyfinitely generated M-module Q,HomM(Q,Hom(U (u−)O, Z)) vanishes
for all but finitely many O.

Then we have an isomorphism as an M-module

progq(Z) ∼= ⊕O Homk(U (u−)O, Z).

In particular, the base change formula progq(Z) ⊗ k ′ ∼= prog⊗k ′
q⊗k ′(Z ⊗ k ′) along a ring

homomorphism k → k ′ between Noetherian rings holds if either

1. the homomorphism k → k ′ is flat, or
2. for any finitely generated M ⊗ k ′-module Q, HomM⊗k ′(Q,Hom(U (u−)O ⊗

k ′, Z ⊗ k ′)) vanishes for all but finitely many O.

Theorem 2 follows from the flat base change theorem of Hom which is essentially
reduced to the following elementary fact: for a finitely presented k-module V , a k-
moduleW , and a flat k-algebra k ′, there is a canonical isomorphismHomk(V,W ) ⊗k

k ′ ∼= Homk ′(V ⊗k k ′,W ⊗k k ′). The basic idea for Theorem 3 is that every finitely
generated representation ofM contributes to only finitely many entries in the product∏

O Homk(U (u−)O, Z) as a representation of M by conditions 5 and 6.

4 Contraction Analog of Cohomological Induction

We end this manuscript with an application of the above results to the contraction
setting. See [6] Example 1.2.3 and Theorem H for applications to integral models of
(g, K )-modules overC. Let (g, K ) be a reductive pair in the sense of [12] Definition
4.30, and θ be its Cartan involution. We regard (g, K ) as a Harish-Chandra pair
over C in our sense by identifying K with its complexification. Let (q, KL) be a θ -
stable parabolic subpair in the sense of [12]. Remark that we implicitly assume that q
contains a θ -stable real Cartan subalgebra. We denote the Levi part (resp. nilradical)
of q by l (resp. u). Notice that (l, KL) ⊂ (q, KL) are stable under θ in (g, K ). Since
q is a θ -stable parabolic subalgebra, u is stable under θ in g. Therefore we obtain
maps of contraction families

(l, KL ⊗ C [z]) ← (q, KL ⊗ C [z]) → (g, K ⊗ C [z]).

We call RIg,K⊗C[z]
q,KL⊗C[z]Fq,KL⊗C[z]

l,KL⊗C[z] (− ⊗C[z] ∧dim uu) the contraction analog of coho-
mological induction. Note that progq is exact by [5]. Let Z be a torsion-free
(l, KL ⊗ C [z])-module. Fix a fundamental Cartan subalgebra of l, and let hρ(u)

be as in [12] Proposition 4.70. Suppose that the element hρ(u) acts on Z by a scalar.
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If Z ⊗ C(z) is admissible, cohomological induction enjoys the flat base change for-
mula to the algebraic closure C(z) of the field of rational functions C(z)

RIg,K⊗C[z]
q,KL⊗C[z](Fq,KL⊗C[z]

l,KL⊗C[z] (Z ⊗C[z] ∧dim uu)) ⊗ C(z)

∼= RI g⊗C(z),K⊗C(z)
q⊗C(z),KL⊗C(z)

Fq⊗C(z),KL⊗C(z)
l⊗C(z),KL⊗C(z)

(Z ⊗ ∧dim uu ⊗ C(z)).

Acknowledgements The author encountered many great researchers and had stimulating discus-
sions with them during this conference. He is grateful to the organizers for giving him this oppor-
tunity. He also thanks many participants for helping him during this conference.

References

1. Bernstein, J., Higson, N., Subag, E.: Contractions of representations and algebraic families of
harish-chandra modules. Int. Math. Res. Not. IMRN (2018)

2. Bernstein, J., Higson, N., Subag, E.: Algebraic families of Harish-Chandra Pairs. Int. Math.
Res. Not. IMRN (2018)

3. Harder, G., Raghuram, A.: Eisenstein Cohomology for GLN and the Special Values of Rankin-
Selberg L-Functions. Annals of Mathematics Studies, vol. 203. Princeton University Press,
Princeton (2019)

4. Harris, M.: Beilinson-Bernstein localization over Q and periods of automorphic forms. Int.
Math. Res. Not. IMRN 9, 2000–2053 (2013)

5. Hayashi, T.: Integral models of Harish-Chandra modules of the finite covering groups of
PU(1,1). arXiv:1712.07336 (2017)

6. Hayashi, T.: Flat base change formulas for (g, K )-modules over Noetherian rings. J. Algebra
514, 40–75 (2018)

7. Hayashi, T.: Dg analogues of the Zuckerman functors and the dual Zuckerman functors I. J.
Algebra 540, 274–305 (2019)

8. Higson, N., Subag, E.: Symmetries of the hydrogen atom. arXiv:1908.01905 (2019)
9. Januszewski, F.: On period relations for automorphic L-functions II. arXiv:1604.04253 (2016)
10. Januszewski, F.: Rational structures on automorphic representations. Math. Ann. 370(3–4),

1805–1881 (2018)
11. Januszewski, F.: On period relations for automorphic L-functions I. Trans. Am. Math. Soc.

371(9), 6547–6580 (2019)
12. Knapp, A.W., Vogan Jr., D.A.: Cohomological Induction and Unitary Representations. Prince-

ton Mathematical Series, vol. 45. Princeton University Press, Princeton (1995)
13. Subag, E.M.: Symmetries of the hydrogen atom and algebraic families. J. Math. Phys. 59(7),

071702 (2018)

http://arxiv.org/abs/1712.07336
http://arxiv.org/abs/1908.01905
http://arxiv.org/abs/1604.04253


Lie Groups Actions on Non Orientable
Klein Surfaces

Ilie Barza and Dorin Ghisa

Abstract It is known that any Lie Group is an orientable manifold. Thus, a non-
orientable surface cannot have a structure of Lie group. However, actions of Lie
groups on non-orientableKlein surfaces exist.Wedeal in this paperwith such actions.

1 Introduction

We dealt in [2] with Lie groups actions on the Möbius strip. The rationals of such
a study resided in the fact that non orientable surfaces became lately an important
topic in surface topology due to the numerous applications they have found in some
fields of science like quantum physics, chemistry and biology. At every instance
their presence was related to some “energetic reasons” implying the existence of
potential functions related to them. It is known that a minimal condition for a surface
to support harmonic functions is that the respective surface has a dianalytic structure.
Abstract surfaces with this property are known as Klein surfaces. The category of
Klein surfaces includes that of (bordered and border free) Riemann surfaces. Klein
surfaces can be orientable, as well as non orientable. Any Klein surface can be
obtained factorizing a symmetric Riemann surface, i.e. a Riemann surface endowed
with an antianalytic involution k, by the two element group < k > generated by
k. The dianalytic structure obtained in this way is, in particular, real analytic and
therefore it make sense to consider analytic actions of Lie groups on Klein surfaces.
The case of Möbius strip we treated in [2] is just a particular example, yet it can be
used as a guide in dealing with more general situations. This gives us the motivation
to reiterate those results as an introduction to a more general theory. We also believe
that it is useful to present some basic notions on Lie groups we will use in the next
paragraphs.
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2 Basic Notions on Lie Groups

We introduce in this section some basic notions and results on Lie groups which will
be used in what follows. The proofs of the affirmations made here can be found for
example in [3, 4] and [5].

Definition 1. A Lie group over R is a group G endowed with a structure of C∞
differentiablemanifold overR such that the group operation (x, y) → xy fromG × G
to G and the mapping x → x−1 from G to G are C∞ mappings.

If G1 and G2 are two Lie groups, a mapping f : G1 → G2 is called a Lie group
homomorphism if it is simultaneously an isomorphism of abstract groups and a
diffeomorphism of manifolds.

Definition 2. A left action of a Lie group G on a differentiable manifold X is a C∞
mapping

α : G × X → X such that :

(i) If e is the identity of G, then α(e, x) = x for every x ∈ X
(ii) For every x ∈ X and every couple g1, g2 ∈ G we have α(g1, α(g2, x)) =

α(g1g2, x)

Right actions are mappings (x, g) → α(g−1, x)where α is a left action ofG onX .

For every Lie group G the mappings L(g, x) = gx and R(g, x) = xg−1, g, x ∈ G,

represent left (respectively right) actions of the group on itself. They are called
actions by left (and right) translations.

A left action α ofG onX induces a homomorphism tα : g → α(g) from the group
G to the group DiffX of diffeomorphisms of X such that (g, x) → α(g)x is of class
C∞. If tα is injective we say that the action is effective. If gx = x for some x ∈ X
implies g = e, then we say that the action is free. If there is x ∈ X such that {α(g, x)
| g ∈ G} = X we say that α is transitive.

A discrete Lie group is a countable set with the discrete topology endowed with
group operation. For a discrete group Γ to verify that α : Γ × X → X is a Lie group
action it is sufficient to show that αγ is a diffeomorphism for every γ ∈ Γ.

Definition 3. A discrete group Γ is said to act properly discontinuously on a man-
ifold X if the action is of class C∞ and:

(i) Every x ∈ X has a neighborhood U such that the set {γ ∈ Γ | γU ∩U �= ∅} is
finite

(ii) If x1, x2 ∈ X are such that for every γ ∈ Γ , x2 �= γ x1, then there are neighbor-
hoods U1 and U2 of x1 and x2 such that U1 ∩ ΓU2 = ∅.

It is known that any discrete subgroup of a Lie group G acts freely and properly
discontinuously on G by left (and by right) translations.
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3 A Group of Bi-Möbius Transformations

Let us deal with the following function defined on C × C

f (z1, z2) = Az1z2 + a(1 − z1 − z2)

a(z1z2 − z1 − z2) + A
, z1, z2 ∈ C, a ∈ C\{0, 1},A = a2 − a + 1,

(1)

f (z,∞) = f (∞, z) = (a − 1 + 1/a)z − 1

z − 1
, f (∞,∞) = a − 1 + 1/a

Theorem 1. The function f (z1, z2) satisfies the following relations:

(a) f (z1, z2) = f (z2, z1) for every z1, z2 ∈ C

(b) z1 → f (z1, z2) and z2 → f (z2, z1) are Möbius transformations for every z2 ∈
C\{a, 1/a}, respectively z1 ∈ C\{a, 1/a}.

For this reason we call f (z1, z2) a bi-Möbius transformation.

(c) f (z1, 1) = z1, f (1, z2) = z2 for every z1 ∈ C, respectively every z2 ∈ C

(d) f (z, 1
z ) = 1 for every z ∈ C

(e) f ( 1
z1

, 1
z2

) = 1
f (z1,z2)

for every z1, z2 ∈ C

(f) f (z1, f (z2, z3)) = f ( f (z1, z2), z3) for every z1, z2, z3 ∈ C

(g) f (z, a) = f (a, z) = a and f (z, 1/a) = f (1/a, z) = 1/a for every z ∈ C

Proof. The proof requires only elementary computation, although for (f) it may look
quite tedious �.

It results that the composition law z1 ◦ z2 = f (z1, z2) defines a structure ofAbelian
group on C with the unit element 1 and such that the inverse element of every z ∈ C

is 1/z. Moreover:

Theorem 2. If for a z ∈ C we define gz(w) = f (z, w) then G = {gz | z ∈

C\{a, 1/a}} with the composition law gz × gζ = gz◦ζ is a group of Möbius

transformations.
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Proof. The formula (1) implies:

gz(w) = (Az − a)w − a(z − 1)

a(z − 1)w + A − az
(2)

and (Az − a)(A − az) + a2(z − 1)2 �= 0 as long as z �= a, and z �= 1/a, hence gz
is a Möbius transformation, as stated in Theorem 1 (b).

Moreover, by Theorem 2 we have gz(w) × g1(w) = gz◦1(w) = gz(w), there-
fore the unit of this composition law is e = g1. Also gz(w) × g1/z(w) = gz◦ 1

z
(w) =

g1(w) = e, i.e. every element gz has an inverse, which is g1/z. We have as well
gz(w) × gζ (w) = gz◦ζ (w) = gζ◦z(w) = gζ (w) × gz(w) and finally, [gz(w) × gζ

(w)] × gη(w) = gz◦ζ (w) × gη(w) = g(z◦ζ )◦η(w) = gz◦(ζ◦η)(w) = gz(w) × gζ◦η
(w) = gz(w) × [gζ (w) × gη(w)], thus G with this composition law is an Abelian
group �.

It can be easily checked that themapping z → gz ofC\{a, 1/a} intoG is bijective,
hence it confers to G a Lie group structure.

The actions by left and right translations of G on itself are defined as:
L(gz, gζ ) = gz◦ζ , respectively R(gz, gζ ) = gζ◦z−1.

Theorem 1 implies that G acts freely and transitively on itself by left and by right
translations.

Let z ∈ C be arbitrary and for every n ∈ Z we denote

z(n+1) = z(n) ◦ z, where z(0) = 1. (3)

It is obvious that for every n,m ∈ Z we have z(n) ◦ z(m) = z(n+m), therefore
gz(n) × gz(m) = gz(n+m)

In particular gz(n) × gz(−n) = gz(0) = g1 = e, hence the group < gz > generated by
gz is a subgroup of G.

Theorem 3. For every z ∈ C \{a, 1/a} the group < gz > is a discrete subgroup
of G.

Proof. Let us notice that gz(w) = w if and only if w = a or w = 1/a. In partic-
ular if z /∈ {a, 1/a} an easy induction argument shows that z(n+1) = gz(zn) �= z(n).

By repeating this argument we find that for every m, n ∈ Z, z(m) �= z(n), hence
gz(m) �= gz(n) . In other words the terms of the sequence {gz(n)} are all distinct. Suppose
that for a given z /∈ {a, 1/a} we have limn→∞ z(n) = z0. Then z0 = limn→∞ z(n+1) =
limn→∞ gz(n) (z) = gz0(z) �= z0, which is a contradiction. Thus the set < gz > has no
cluster point �.

Corollary. For every z ∈ C \{a, 1/a}, < gz > acts freely and properly discontinu-
ously on G by left (and by right) translations.
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4 Dianalytic Structures on Möbius Strip and on the Real
Projective Plane

It is known (see [2] that any annulus A = {z ∈ C|0 < R1 < |z| < R2} is conformal
equivalent with AR = {z ∈ C|1/R < |z| < R}, where R = √

R1/R2. The antianalytic
involution k(z) = −1/z maps AR onto itself and ds defined by

ds(z) = 1

2
(1 + 1

|z|2 )|dz| (4)

is a conformal metric on AR, which is symmetric with respect to k, i. e. ds(z) =
ds(k(z)) for every z ∈ AR. It is also known (see [1]) that every conformal metric on
a oriented surface induces a conformal structure on that surface. The annulus AR can
be considered as a bordered Riemann surface with the conformal structure induced
by the conformal metric ds. A Riemann surface S endowed with an antianalytic
involution k is called symmetric Riemann surface and if < k > is the two element
group generated by k, then S/ < k > has a dianalytic structure , i. e. a structure such
that any transitionmapping is either conformal or has a conformal complex conjugate
on every connected component of its domain. Such a surface is called Klein surface.
Thus

MR = AR/ < k > (5)

which is the Möbius strip, endowed with the dianalytic structure induced by ds is a
non orientable bordered Klein surface.

Similarly, ds induces on C/ < k > a dianalytic structure and the non orientable
Klein surface obtained is the real projective plane.

For every zk ∈ AR, zk = ρkeiθk , 1/R < ρk < R, k = 1, 2, let us define

z1 ∗ z2 = f (ρ1, ρ2)e
i(θ1+θ2) (6)

where f is the function defined by (1) with a = R > 1. Then it can be easily checked
that 1/R < f (ρ1, ρ2) < R and therefore z1 ∗ z2 ∈ AR.

Theorem 4. The operation ∗ defines a structure of Abelian group on AR.

Proof. Since f (ρ1, ρ2) = f (ρ2, ρ1) we have that z1 ∗ z2 = z2 ∗ z1. Moreover, for
z = ρeiθ ∈ AR we have by Theorem 1 (c) that z ∗ 1 = f (ρ, 1)eiθ = ρeiθ = z, hence
1 ∈ AR. is the unit of this operation. Then, if z = ρeiθ ∈ AR, we have by Theorem
1 (d) that z ∗ 1

z = f (ρ, 1/ρ) = 1, hence 1/z is the inverse element of z. Finally,
for zk = ρkeiθk ∈ AR, k = 1, 2, 3 Theorem 1 (f) implies z1 ∗ (z2 ∗ z3) = ρ1eiθ1 ∗
[f (ρ2, ρ3)ei(θ2+θ3)] = f (ρ1, f (ρ2, ρ3))ei(θ1+(θ2+θ3)) = f (f (ρ1, ρ2), ρ3)ei(θ1+θ2)+θ3)

= (z1 ∗ z2) ∗ z3 �

Let us denote by G1 = {gz | z ∈ AR}, where gz(w) = z ∗ w for every z ∈ AR.
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Theorem 5. G1 is a Lie group acting freely and transitively on itself by left (and
by right) translations.

Proof. Indeed AR with the topology induced by the complex plane is a C∞ manifold
and the mapping z → gz from AR to G1 is bijective since it is obviously surjective
and gz1 = gz2 implies z1 ∗ w = z2 ∗ w for every w ∈ AR, hence z−1

1 ∗ (z1 ∗ w) =
z−1
1 ∗ (z2 ∗ w), i.e. (z−1

1 ∗ z1) ∗ w = (z−1
1 ∗ z2) ∗ w, or w = (z−1

1 ∗ z2) ∗ w, which
means (z−1

1 ∗ z2) = 1 and finally z1 = z2. Then, by Theorem 4, G1 is a Lie group.
Its action on itself by left translations defined by L(gz1 , gz2) = gz1∗z2 is free, since
gz∗w = gw for a z ∈ AR implies z = 1, i.e. gz = e. It is also transitive sinceG1gz = G1

for every z ∈ AR.The case of right translations action can be treated similarly.�

Given z ∈ AR let us denote z[0] = 1 and for every integer n, z[n+1] = z[n] ∗ z.Then,
by Theorem 4, [gz] = {gz[n] | n ∈ Z}, where gz[n](w) = z[n] ∗ w, w ∈ AR is a discrete
subgroup of G1. Indeed, by Theorem 2, this subgroup has no cluster point in AR.

Theorem 6. For every z ∈ AR , z �= 1, the group [gz] acts freely and properly
discontinuously on G1 by left (and by right) translations.

Proof. Since G1 acts freely on itself by left (and right) translations, so does [gz].
Being discrete, [gz] acts properly discontinuously on G1 by left (and right) transla-
tions. If z = eiθ , then gz are rotations of AR, and [gz] is still a discrete subgroup of
G1. When θ is congruent to 0 modulo an integer divisor of 2π this subgroup is a
cyclic one.�

5 Lie Groups Acting on the Möbius Strip

The elements z̃ ∈ MR are defined as couples {z, k(z)}, z ∈ AR. Let H = {z ∈ AR |
|z| > 1, or |z| = 1 and 0 ≤ arg z < π} and K = AR \ H . Then z ∈ H if and only if
k(z) ∈ K . We make the convention to always denote by z that element of the couple
{z, k(z)} which belongs to H . Then we can define an internal operation on MR as
follows. Given z̃j ∈ MR, j = 1, 2 we denote

z̃1 · z̃2 = ˜z1 ∗ k(−z2) (7)

It is obvious that z2 ∈ AR implies k(−z2) ∈ AR and by Theorem 4, z1 ∗ k(−z2) ∈
AR and finally z̃1 · z̃2 ∈ MR, hence indeed this is an internal operation on MR. The

identity of this operation is˜1 = (1,−1) since z̃ ·˜1 = ˜z ∗ k(−1) = z̃ ∗ 1 = z̃. Let us

show that the inverse element of z̃ is˜z.We have z̃·˜z = ˜z ∗ k(−z) = ˜z ∗ (−1/ − z) =
˜z ∗ (1/z) =˜1.Wedo not expect this operation to be transitive, since in the affirmative

case it would makeMR into a non orientable Lie group, and such a thing, by [4] (page
140), does not exist. However, we can prove:
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Theorem 7. The mapping α : G1 × MR → MR defined by

α(gz, w̃) = z̃ ∗ w, w ∈ H (8)

represents a left action of the Lie group G1 on the Möbius strip MR. If z2/z1 /∈ R

then for every w̃ ∈ MR we have that α(gz1, w̃) �= α(gz2 , w̃). Moreover, the action is
transitive.

Proof. Obviously, α is a C∞ mapping. Since the unit element of G1 is e = g1, we
have

α(g1, w̃) = g̃1 ∗ w = w̃ (9)

and for arbitrary z1, z2 ∈ AR the following equalities are true:

α(gz1 , α(gz2 , w̃)) = α(gz1 , z̃2 ∗ w) = ˜z1 ∗ (z2 ∗ w) = ˜(z1 ∗ z2) ∗ w (10)

= α(gz1∗z2 , w) = α(gz1gz2 , w)

and indeed (8) represents a left action of G1 onMR.

Suppose that α(gz, w̃1) = α(gz, w̃2), i.e. z̃ ∗ w1 = z̃ ∗ w2. Then z ∗ w1 = z ∗ w2

or z ∗ w1 = −1/(z ∗ w2). If z = ρeiθ and wk = rkeiϕk then the first equality implies
f (ρ, r1)ei(θ+ϕ1) = f (ρ, r1)ei(θ+ϕ2) i.e. f (ρ, r1)/f (ρ, r2) = ei(ϕ2−ϕ1) and the second
equality implies f (ρ, r1)ei(θ+ϕ1) = eii(θ+ϕ2+π)

f (ρ,r2)
, or f (ρ, r1)f (ρ, r2) = ei(ϕ2−ϕ1+π). In

both of these equalities, on the left hand side we have real numbers, hence ϕ2 − ϕ1 ≡
0(mod π), i.e. z2/z1 ∈ R.

Having in view that G1w = AR for every w ∈ AR, we conclude that {α(gz, w̃) |
z ∈ AR} = MR, hence α acts transitively onMR. �

Corollary. For every z ∈ AR, |z| �= 1, the left (and right) action of [gz] onMR is free
and properly discontinuous.

Theorem 8. For every z ∈ AR, |z| �= 1, the space AR / [gz] (respectivelyMR / [gz])
is isomorphic to a torus (respectively a Klein bottle).

One can find the proof of this theorem in [2].

6 A Lie Group Acting on the Non Orientable Real
Projective Plane

The conformal metric (4) defined on the Riemann sphere C induces a structure of
Riemann surface onC.An analytic atlas on this Riemann surface is, for example, the
atlas formedwith two charts :ϕ1 : C → C defined byϕ1(z) = z andϕ2 : C\{0} → C
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defined by ϕ2(z) = 1/z . The Riemann sphere is a symmetric Riemann surface with
respect to the symmetry k(z) = −1/z. The points z and k(z) belong to different
hemispheres and if we denote again by H = {z ∈ C | |z| > 1 or |z| = 1 and 0 ≤
arg z < π}, K = C \ H then z ∈ H if and only if k(z) ∈ K . We continue to keep the
notation z for that element of the couple z̃ = {z, k(z)} which belongs to H and the
notation < k > for the two element group generated by k. The real projective plan
℘2 is the non orientable Klein surface obtained factorizing C by < k > . The points
of ℘2 are z̃ = {z, k(z)}, z ∈ H and the topology of ℘2 is the trace topology of C,

hence ℘2 is a C∞ differentiable manifold. By˜0 we understand {0,∞}.
We define, as forMR, an internal operation on℘2 by z̃1 ∗ z̃2 = z̃1z2,where z1, z2 ∈

H . This operation is commutative. Indeed, z̃1 ∗ z̃2 = z̃1z2 = z̃2z1 = z̃2 ∗ z̃1. It has the
unit element ˜1 since for every z̃ ∈ ℘2 we have z̃ ∗˜1 = ˜z1 = z̃ and the inverse of

z̃ is ˜1/z since z̃ ∗ ˜1/z = z̃(1/z) =˜1. Due to the fact that ℘2 is non orientable, the
operation ∗ cannot be associative.

Let us notice that C \ {0} with the usual multiplication is a Lie group G2 with
the identity element 1 and the inverse of z ∈ C \ {0} being 1/z. We can prove the
following:

Theorem 9. The mapping α : G2 × ℘2 → ℘2, α(z, w̃) = z̃ · w is a left action

of the group G2 on the non orientable manifold ℘2 .

Proof. Themappingα is obviously of classC∞.Moreover,α(1, w̃) = 1̃ · w = w̃ for

every w̃ ∈ ℘2.Finally,α(z1, (α(z2, w̃)) = α(z1, z̃2 · w) = ˜z1 · (z2 · w) = ˜(z1 · z2) · w

= α(z1 · z2, w̃) �
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Quantum Diagonal Algebra and
Pseudo-Plactic Algebra

Todor Popov

Abstract The subalgebra of diagonal elements of a quantum matrix group has been
conjectured by Daniel Krob and Jean-Yves Thibon to be isomorphic to a cubic
algebra, coined the quantumpseudo-plactic algebra.Wepresent a functorial approach
to the conjecture through the quantum Schur-Weyl duality between the quantum
group and the Hecke algebra. The relations of the quantum diagonal subalgebra are
found to be the image of the braid relations of the underlying Hecke algebra by an
appropriate Schur functor which gives a straightforward proof of the conjecture.

1 Introduction

The diagonal elements of a quantum matrix group C[GLq(V )] form a subalgebra
which is the noncommutative avatar of the algebra of the functions on the torus.
The resulting quantum diagonal algebra C[GLq(V )]Δ ⊂ C[GLq(V )] provides a
noncommutative character theory of quantum group comodules which is a lifting
of the commutative symmetric functions. We identify the functions on the quantum
torus T with the subspace of End(V )∗ stable by the transposition τ , τ(xij ) = x j

i .
Krob and Thibon conjectured [4] that the algebra C[GLq(V )]Δ spanned by xii ∈
C[GLq(V )] is isomorphic to the quantum pseudo-plactic algebra defined as the
quotient PPq(T) ∼= C(q) 〈T〉 /(LΔ

q (T)) of the free diagonal algebra C(q) 〈T〉 by
the ideal (LΔ

q (T)) generated by

LΔ
q
i1,i2
i3

:= [[xi1i1 , xi3i3 ], xi2i2 ] with i1 < i2 < i3

LΔ
q
i1,i1
i2

:= [[xi1i1 , xi2i2 ], xi1i1 ]q2 with i1 < i2

LΔ
q
i1,i2
i2

:= [xi2i2 , [xi1i1 , xi2i2 ]]q2 with i1 < i2

. (1)
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Stated differently, the ideal of relations of the diagonal subalgebra C[GLq(V )]Δ is
generated by the cubic relations (1) and there are no relations in higher order which
are independent from the cubic ones, Eq. (1).

We introduce a Schur bifunctor from the tower of Hecke algebras Hq
r into the

coordinate ring of the quantum group C[GLq(V )]. It maps (Hq
r ,Hq

r )-modules into
(Uqgl (V ),Uqgl (V ))-modules. The polarization functor denoted by �������� is the
adjoint functor of the Schur bifunctor. The polarization of the diagonal subalgebra
C[GLq(V )]Δ is defined to be the diagonal Hecke algebra HqΔ

The quantum Weyl action [6] is stabilizing the diagonal C[GLq(V )]Δr in

C[GLq(V )]r . It has a counterpart, an “adjoint” Hq
r -action on Hq

r
Δ
. We consider

also the polarization PPq of the quantum pseudo-plactic algebra PPq(T) which
we refer to as the pre-plactic algebra defined as a factor algebra. We prove that the
ideal of PPq induced by the unique polarized pseudo-plactic relation, namely

LΔ
q = [[x11 , x33 ], x22 ] ⇔ LΔ

q = (x11 x
3
3 x

2
2 − x33 x

1
1 x

2
2 ) − (x22 x

1
1 x

3
3 − x22 x

3
3 x

1
1) (3)

contains all relations of the diagonal Hecke algebra HqΔ, that is, one has the iso-
morphism of Hq -modules between the pre-plactic algebra and the diagonal Hecke
algebra

PPq
∼= HqΔ

.

The pre-plactic relation (3) is the difference of the polarized Knuth relations of the
plactic monoid [5] therefore the pre-plactic algebra PPq is a lifting of the Poirier-
Reutenauer algebra [13]. Both Poirier-ReutenauerPR and pre-plactic algebraPPq

[15] are Hopf algebra quotients of the Malvenuto-Reutenauer algebraMR [10]

PR ⊂ PPq ⊂ MR .

There exists also a Schur functor PSq [9] mapping the q-deformation of PR
to q-deformation PSq(V ) of the plactic algebra (deformed parastatistics algebra
[2, 8]).

In Chap.4 by applying a Schur bifunctor to the Hq -modules PPq
∼= HqΔ we

prove the conjecture of Krob and Thibon

PPq(T) ∼= C[GLq(V )]Δ .

The cubic relations LΔ
q (T) = 0 are playing a role similar to the Knuth relations of

the plactic algebra in the theory of noncommutative symmetric functions. Moreover
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the pre-plactic relation LΔ
q = 0 acquire in the process of our proof clear geometrical

meaning, it is nothing but the braid relation of the Hecke algebra.

2 Schur Functor and its Adjoint

The algebra of functions on the quantum group C[GLq(V )] coacts on itself, it is
a naturally a (C[GLq(V )], C[GLq(V )])-comodule. The “regular representation” of
C[GLq(V )] according to the Peter-Weyl theorem has a decomposition into a product
of left and right irreducible [GLq(V )]-comodules

C[GLq(V )]r ∼=
⊕

λ	r
Sλ(V

∗) ⊗ Sλ(V ) .

In their seminal paper Faddeev-Reshetikhin-Takhtajan [3] defined the algebra of
functions on the general linear quantum group C[GLq(V )] as the commutant of the
action of the Hecke algebra H2(q). The Hecke algebra H2(q) is represented by the
Drinfeld-Jimbo quantum R-matrix R̂q ∈ End(V⊗2)

C[GLq(V )] = C(q)
〈
W ∗〉 /(R̂qW ⊗ W − W ⊗ W R̂q) W = End(V )∗ ∼= V ∗ ⊗ V

(4)
In other words the homogeneous elements of C[GLq(V )] are the coinvariants of the
natural Hq

r -action

C[GLq(V )]r ∼= (W⊗r )H
q
r ∼= (V ∗)⊗r ⊗Hq

r
V⊗r .

Here the decorated tensor product ⊗Hq
r
stands for the quotient relating the right and

leftHq
r -action, e.g. (W⊗2)H

q
2 := W⊗2/(W ⊗ W R̂q − R̂qW ⊗ W ).

By duality the two-sided comodules C[GLq(V )]r are bimodules of the quantum
universal enveloping algebra Uq(g). The quantum Schur-Weyl duality is the dou-
ble commutant property of the action of the quantum universal enveloping algebra
Uqgl (V ) and the action of the Hecke algebraHq

r . The Schur-Weyl duality allows to
build the Schur functorwhichmaps the category of representations of theHecke alge-
braHq

r − mod to the category of representations of the quantumuniversal enveloping
algebra Uqgl (V ) − mod.

Orthogonal Idempotents in Hq
r . An orthogonal idempotent eλ(T ) in Hq

r is
parametrized by a partition λ of r , λ 	 r and a Standard Young Tableau T with
shape λ, T ∈ STab(λ). Different idempotents are orthogonal

eλ(T )eμ(T ′) = eλ(T )δλμδT T ′ .



434 T. Popov

A system of orthogonal idempotents provides a partition of unity

∑

λ	r

∑

sh(T )=λ

eλ(T ) = 11Hq
r
.

An irreducible rightHq
r -module is constructed as the ideal given bymultiplication

with an idempotent eλ from the left, Sλ = eλHq
r . Idempotents eλ(T ) and eλ(T ′) with

different Young Tableaux T, T ′ ∈ STab(λ) having same shape λ lead to isomorphic
Hq

r -modules Sλ ∼= Sλ(T ) ∼= Sλ(T ′), so we often suppress T .
The Schur functor Sλ(V ) = Sλ ⊗Hq

r
V⊗r maps the irreducible right Hq

r -module
Sλ = eλHq

r into an irreducible rightUqgl (V )-module. Similarly on defines and irre-
ducible leftHq

r -module Sλ = Hq
r eλ and irreducible leftUqgl (V )-module Sλ(V ∗) =

V ∗⊗r ⊗Hq
r
Sλ. The polarization is a functor adjoint to the Schur functor, it maps a

Uqgl (V )-module Sλ(V ) with |λ| = r into its underlying Hq
r -module Sλ.

The coordinate ring is N
d -bigraded by the weight1 of the multi-indices A and B

C[GLq(V )] Ar B ∼=
⊕

λ	r
SA

λ (V ∗) ⊗Hq
r
Sλ
B(V ) A, B ∈ {1, . . . , d = dim V }r .

The polarization of [GLq(V )]r is its component of weight 1r (we suppose that
we have chosen V such that dim V = r ). Equivalently the multi-indices α and
β of weight 1r are words of permutations α, β ∈ Sr . The polarization of the
(Uqgl (V ),Uqgl (V ))-moduleC[GLq(V )]r is isomorphic to the (Hq

r ,Hq
r )-bimodule

Hq
r yielding the decomposition of the regular representation ofHq

r

(Hq
r )

α
β := C[GLq(V )]α

r β =
⊕

λ	r
Sα

λ ⊗Hq
r
Sλ

β . (5)

Every left (right) Hq
r -module Sλ (Sλ) appears in the regular representation with

multiplicity equal to its dimension fλ = dim Sλ.
For generic q the regular representation Hq

r is isomorphic to its specialization at
q = 1, i.e., to the regular representation of C[Sr ]. Hence C[Sr ] can be seen as the
polarization of the commutative algebra C[GL(V )]. A permutation α ∈ Sr is given
by the two row bijective correspondence (with commuting biletters) or equivalently
by its word

α =
(

1 . . . r
α1 . . . αr

)
α = (α1 . . . αr ) .

The inverse permutation α−1 is simply obtained by exchanging the two rows

α−1 =
(

α1 . . . αr

1 . . . r

)
=

(
1 . . . r

α−1
1 . . . α−1

r

)

1The weight of the multi-index A is the d-dimensional vector (w1(A), . . . , wd (A)) defined as
wi (A) = #{ak = i |1 ≤ k ≤ r}.
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in which we have rearranged the commuting biletters. More generally any two row
bijection yields a permutation representable as a product

(
α

β

)
=

(
α1 . . . αr

1 . . . r

) (
1 . . . r

β1 . . . βr

)
= α−1β . (6)

The permutation α−1β can be thought as an element in the double coset where the
rightC[Sr ]-action is byplace permutation and the leftC[Sr ]-action is by substitution

α−1β =
(

α

β

)
∈ C[Sr ] ∼= C[Sr ] ⊗C[Sr ] C[Sr ] .

The commutativity of the biletters is expressed by the coset notation ⊗C[Sr ].
We now come back to the Hecke algebra Hq

r isomorphic to the permutation
group algebra Hq

r
∼= C[Sr ] for generic q. It has a basis Tσ ∈ Hq

r indexed by the
permutations σ ∈ Sr . We introduce another basis T σ := Tσ−1

In parallel with C[Sr ] one has the double coset for (Hq
r )

α
β , cf. Eq. (5) with basis

T α
β ∈ Hq

r
∼= Hq

r ⊗Hq
r
Hq

r T α
β := T α ⊗Hq

r
Tβ = Tα−1 ⊗Hq

2
Tβ α, β ∈ Sr .

(7)
Polarization of C[GLq(V )] Relations. By evaluation of the Drinfeld-Jimbo R-

matrix R̂q with indices i, j running in the range 1 ≤ i, j ≤ d = dim V

R̂q =
∑

i, j

qδi j eij ⊗ e j
i + (q − q−1)

∑

i< j

eij ⊗ eij eij ∈ gl(V ) . (8)

we get the Faddeev-Reshetikhin-Takhtajan relations [3] R̂qW ⊗ W = W ⊗ W R̂q of
the coordinate ring of the quantum group C[GLq(V )]

x j
k x

i
k = qxik x

j
k xkj x

k
i = qxki x

k
j j > i

x j
l x

i
k = xik x

j
l + (q − q−1)xil x

j
k x j

k x
i
l = xil x

j
k j > i l > k

. (9)

These relations span an ideal which is also a coideal for the coactionΔxij = ∑
k x

i
k ⊗

xkj . By duality it is a (Uqgl (V ),Uqgl (V ))-module. The polarization of the ideal

generators R̂qW ⊗ W − W ⊗ W R̂q , that is, the weight 12 relations of C[GLq(2)],
yields a (Hq

2 ,Hq
2)-module Hq

2

T 21
21 = T 12

12 + (q − q−1)T 12
21 T 12

21 = T 21
12 . (10)

With the help of the identification (7) one has T 12
12 = 11 ⊗ 11

T 21
21 = Ts1 ⊗Hq

2
Ts1 = 11 ⊗Hq

2
(Ts1)

2 T 12
21 = 11 ⊗Hq

2
Ts1 = Ts1 ⊗Hq

2
11 = T 21

12 .
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Hence the polarization (10) of Eq. (9) is equivalent to the two factorizations of the
Hecke relation (taken together)

(q−111 + Ts1) ⊗Hq
2
(q11 − Ts1) = 0 = (q11 − Ts1) ⊗Hq

2
(q−111 + Ts1) (11)

Hence by applying the polarization functor to the quantummatrix groupC[GLq(V )]
relations R̂qW ⊗ W − W ⊗ W R̂q one gets the relations of the Hecke algebra Hq

2 .
Conversely, the normalization of the factorization of the Hecke relations, cf. Eq.

(11) (after division by [2] = q + q−1 
= 0 for q2 
= −1) leads to two orthogonal
idempotents inHq

2

e2e12 = 0 = e12e2 (11Hq
2
= e2 + e12)

where the q-symmetrizer and the q-antisymmetrizer are respectively

e2 := 1

[2]
(
q−111 + Ts1

)
, e12 := 1

[2]
(
q11 − Ts1

)
.

Half of the relations of the quantum matrix group C[GLq(V )], cf. Eq. (4) are
obtained through the Schur bifunctors

e2W ⊗ We12 = S2(V
∗) ⊗ S1

2
(V ) = V ∗⊗2 ⊗Hq

2
S2 ⊗ S1

2 ⊗Hq
2
V⊗2

where S1
2
(V ) = e12V⊗2 = S1

2 ⊗Hq
2
V⊗2 and S2(V ∗) = V ∗⊗2e2 = V⊗2 ⊗Hq

2
S2.

The Hq
2 -action ρ of the projectors e2 and e12 is through the multiplication by the

R-matrix Eq.(8), ρ(Ts1) = R̂q ∈ End(V⊗2). The other half of the relations in Eq. (4),
(the “missing relation” after Yuri Manin [11])

e12W ⊗ We2 = S12(V
∗) ⊗ S2(V ) = V ∗⊗2 ⊗Hq

2
S12 ⊗ S2 ⊗Hq

2
V⊗2 .

The above relations define the so called left and right quantum semi-groups [11],
respectively. Taken together they span the ideal of the quantum group relations Eq.
(4). Equivalently one has the short exact sequence of (Uqgl (V ),Uqgl (V ))-modules

0 → (S2(V
∗) ⊗ S1

2
(V ) ⊕ S12(V

∗) ⊗ S2(V )) → C(q)
〈
W ∗〉 → C[GLq(V )] → 0

(12)
whose polarization yields the short exact sequence of (Hq

r ,Hq
r )-modules

0 → (S2 ⊗ S1
2 ⊕ S12 ⊗ S2) → Hq

r ⊗ Hq
r

p→ Hq
r

∼= Hq
r ⊗Hq

r
Hq

r → 0 .
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The projection p : Hq
r ⊗ Hq

r →Hq
r acts by p(T α ⊗ Tβ) = T α ⊗Hq

r
Tβ . Clearly

p(S2 ⊗ S1
2
) = S2 ⊗Hq

2
S1

2 = 0 = p(S12 ⊗ S2). Theone-dimensionalHq
2 -bimodules

S2 ⊗ S1
2
and S12 ⊗ S2 can be visualized by the braid diagrams 2

= + q − q−1 and = − q−1 + q .

3 Quantum Diagonal Algebra C[GLq(V )]Δ

Definition 1. The quantum diagonal algebra C[GLq(V )]Δ is the subalgebra of the
quantum matrix algebra C[GLq(V )] generated by the elements x11 , x

2
2 , . . . , x

d
d .

The restriction of the commutative ring C[GL(V )] to the subring of the diagonal
matrix elements xii yields C[T], the commutative functions on the torus T. We now
derive the relations in the restriction C[GLq(V )]Δ to the diagonal of the noncom-
mutative ring C[GLq(V )].
Lemma 1. Let T

∗ = ∑d
i=1 Cxii = WΔ be the span of the diagonal generators in

C[GLq(V )]. The subspace LΔ
q (T) ⊂ T

∗⊗3 of the cubic relations of the quantum
diagonal algebra C[GLq(V )]Δ is generated by the pseudo-plactic relations (1). Its

dimension is dimLΔ
q (T) =

(
d
3

)
+ 2

(
d
2

)
where d = dim V .

Proof. By expanding xii x
j
j x

k
k =: xi jki jk in a basis xi jk := x1i x

2
j x

3
k of monomials in

C[GLq(V )]3 one gets the linear dependences between the elements inC[GLq(V )]Δ,
the nontrivial solutions of the equation xσ

σ c
σ = 0 .

Expanding the diagonal monomials xi jki jk in the basis xi jk yields the matrix

⎛

⎜⎜⎜⎜⎜⎜⎝

x123123
x132132
x213213
x231231
x312312
x321321

⎞

⎟⎟⎟⎟⎟⎟⎠
=

⎛

⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
1 ω 0 0 0 0
1 0 ω 0 0 0
1 0 ω 0 0 ω

1 ω 0 0 0 ω

1 ω ω ω2 ω2 ω3 + ω

⎞

⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎝

x123
x132
x213
x231
x312
x321

⎞

⎟⎟⎟⎟⎟⎟⎠
ω = q − q−1 . (13)

Thus one has a transformation with a singular matrix, xσ
σ = xρMρ

σ with ρ, σ ∈ S3.
Since the monomials xρ are a true basis in 13-graded part of C[GLq(V )]3 we have

xσ
σ c

σ = 0 ⇔ Mρ
σ c

σ = 0 KerM = LΔ
q
12

3
= C [[x11 , x33 ], x22 ] ,

2The span S12 ⊗ S2 ⊕ S12 ⊗ S2 is equivalent to the Hecke relations eqs. (10,19), see also [12].
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where the combination of columns (rows in Eq. (13)) of Mρ
σ yields the nontrivial

solution c132 = c231 = −c312 = −c213 = 1 and c123 = 0 = c321 .
For xσ

σ ∈ C[GLq(V )]Δ of weight (2, 1) we have a basis x112 := x112112 and x121 :=
x112121 . Hence by expanding the diagonal elements we get a 3 × 2 matrix M

⎛

⎝
x112112
x121121
x211211

⎞

⎠ =
⎛

⎝
1 0
1 ω

1 (q2 + 1)ω

⎞

⎠
(
x112
x121

)
KerM = LΔ

q
11

2
= C [[x11 , x22 ], x11 ]q2

Similarly from xσ
σ ∈ C[GLq(V )]Δ of weight (1, 2) one obtains KerM = LΔ

q
12

2
. �

Remark. The origin of the kernel of M is the existence of two “homotopic”
expressions of maximal element x321 whose difference [[x11 , x33 ], x22 ]ω−1 ∈ LΔ

q
1,2

3

x123321 = x13 x
3
1 x

2
2 = [x33 , x11 ]x22ω−1 x123321 = x22 x

1
3 x

3
1 = x22 [x33 , x11 ]ω−1 . (14)

In the same vein, the maximal element of weight (2, 1), that is, x112211 while expressed
in C[GLq(V )]Δ can be written in two different ways

x112211 = q−1x121211 = q−1[x22 , x11 ]x11ω−1 x112211 = qx112121 = qx11 [x22 , x11 ]ω−1 (15)

and the difference of two expressions yields −ω−1q−1[[x11 , x22 ], x11 ]q2 ∈ LΔ
q
1,1

2
. Sim-

ilarly the maximal element of weight (1, 2), i.e., x122221 forks and leads to LΔ
q
1,2

2
.

4 A Functorial Way to the Diagonal Algebra C[GLq(V )]Δ

Definition 2. Let C[GLq(V )]Δ be the diagonal algebra generated by xii ∈
C[GLq(V )]. The diagonal Hecke algebra HqΔ = ⊕

r Hq
r

Δ is the polarization of
C[GLq(V )]Δ

C[GLq(V )]Δr =
∑

A∈{1,...,d}r
C(q)x A

A
�������� Hq

r
Δ =

∑

α∈Sr

C(q)T α
α .

We fix a partition of the unit in 11Hq
3
by orthogonal idempotents

11Hq
3
= e3 + e+

21 + e−
21 + e13

the two idempotents e±
21 corresponding to the two Standard Young Tableaux with

shape λ = 21, dim S21 = 2. The idempotent e+
21 is a deformation of the Eulerian

idempotent e[1]
3 considered by Jean-Louis Loday [7]. Eulerian idempotents e[1]

n split
the Harisson homology from the Hochschild homology.
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Lemma 2 ([8]). The splitting of the central idempotent E21 = e+
21 + e−

21 into two
minimal idempotents e+

21e
−
21 = 0 is uniquely chosen by the θ -multiplication eigen-

values
θe±

21 = ±e±
21 = e±

21θ θ = Ts1Ts2Ts1 . (16)

These minimal idempotents are polynomials of Tσ ∈ Hq
3 (for details see [8])

e±
21 = 1

[3]
(
T123 − 1

2
(T231 ± T213 ± T132 + T312) ± T321

)
(17)

+ ω

2[3] (T213 ∓ T312 ∓ T231 + T132) ω = q − q−1 .

The projector e−
21 is obtained from e+

21 by the involution Tσ → (−1)σTσ , q → q−1.

We prove in the appendix the following important Lemma

Lemma 3. ([14]). Let us denote by L±
q (W ) the Uqgl (V )-bimodule

L±
q (W ) = e±

21W
⊗3e∓

21 = S±
21(V

∗) ⊗ S21∓ (V ) .

The relations of the quantum pseudo-plactic algebra PPq(T) are the image of the
restriction of L±

q (W ) to the diagonal T
∗

LΔ
q (T) = L+

q (W )|T∗ = L−
q (W )|T∗ . (18)

Definition 3. The pre-plactic algebra PPq is the graded algebra PPq = ⊕
r≥0

PPq(r) with degrees given by the quotient

PPq(r) ∼= (Hq
r ⊗ Hq

r )
Δ/(LΔ

q )r

where (LΔ
q )r stays for the degree r of the ideal (LΔ

q ) generated by the polarization
of the pseudo-plactic relations LΔ

q (T) cf. Eq. (18)

LΔ
q := [[13]2] := T̃ 132

132 − T̃ 312
312 − T̃ 213

213 + T̃ 231
231 T̃ α

α := T α ⊗ Tα .

It is clear that the pre-plactic algebraPPq ⊂ Hq = ⊕
r≥0 Hq

r is the polarization of
the quantum pseudo-plactic algebra PPq(T). We obtain now the key result;

Theorem 1. The diagonal Hecke algebra (Hq)Δ = ⊕
r≥0(Hq

r )
Δ is isomorphic to

the pre-plactic algebra PPq = ⊕
r≥0 PPq(r)

(Hq)Δ ∼= PPq .
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Proof. The r ! elements T̃ α
α := T α ⊗ Tα freely generate the diagonal space

(Hq
r ⊗ Hq

r )
Δ :=

⊕

α∈Sr

C(q)T̃ α
α .

We are going to show now that LΔ
q is the unique combination in (Hq

3 ⊗ Hq
3)

Δ which
is projected out by p : Hq

3 ⊗ Hq
3 → Hq

3 ⊗Hq
3
Hq

3 , by a pictorial proof

p(LΔ
q ) = T 132

132 − T 312
312 − T 213

213 + T 231
231 = 0

We attach to each generator in (H3(q) ⊗ H3(q))Δ its braid using coset notation
(6) putting the left factor in the upper half-plane (above the horizon) and right factor
under the horizon

T 132
132 = T 132

123 ⊗ T 123
132 = Ts2 ⊗ Ts2 =

T 312
312 = T 312

123 ⊗ T 123
312 = Ts2s1 ⊗ Ts1s2 =

T 231
231 = T 231

123 ⊗ T 123
231 = Ts1s2 ⊗ Ts2s1 =

T 213
213 = T 213

123 ⊗ T 123
213 = Ts1 ⊗ Ts1 =

These braids are symmetric with respect to the horizon, the left factor being the braid
indexed by the inverse permutation of the right. The projection p is gluing the upper
and the lower braids allowing generators to flow across the tensor product

p(T̃ α
α ) = Tα−1 ⊗Hq

3
Tα = 11 ⊗Hq

3
Tα−1Tα

and allows to reduce the number of crossings, by reducing the word written with
braid generators. For instance, in the Hecke relation T 2

s1 = 11 + (q − q−1)Ts1 , the
“bubble” (Ts1)

2 being reduced to braids inHq with lower length number of crossings

= + ω := = ω = (q − q−1) (19)

a move that we are referring as Hecke move.
The “standardized” pseudo-plactic relation is pictorially represented by sum of

“diagonal” diagrams
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T 132
132 − T 312

312 − T 213
213 + T 231

231 = − + − =

which we simplify by reducing terms T 312
312 and T 231

231

− − ω + ω + − .

The rightmost and leftmost terms with bubbles are homotopic and cancel hence

T 132
132 − T 312

312 − T 213
213 + T 231

231 = −(q − q−1)

⎛

⎝ −
⎞

⎠ = 0

and we got the transparent result: the pre-plactic relationLΔ
q is equivalent to the braid

relation. The reduced word 321 has two representatives and the two braids cancel

p(LΔ
q ) = ω(Ts1Ts2Ts1 − Ts2Ts1Ts2) = 0 .

Lemma 4. All symmetric elements in (Hq ⊗ Hq)Δ with vanishing projection in
HqΔ belong to the ideal generated by the braid relation (LΔ

q ),

(LΔ
q ) = {x ∈ (Hq ⊗ Hq)Δ|p(x) = 0} .

Proof of the Lemma. Reducing a generator x in HqΔ ⊂ Hq to its minimal length
is a “normal ordering” such that we can’t apply the Hecke moves the braid diagram
of x any more. Any non-zero element in HqΔ is represented by a combination of
reduced words, but there is a remaining “gauge freedom”, Tsi si+1si ∼ Tsi+1si si+1 which
is the “mutation” of the reduced word with respect to the braid relation.

Assume that in degree n > 3 we have a relation HqΔ not generated by LΔ
q . We

conclude that there exists an independent relation between the reduced words inHq

which is of degree higher than 3 which is a contradiction since any reduced word
can be brought to any other by a sequence of braiding mutations Tsi si+1si ∼ Tsi+1si si+1 .
The Lemma is proved.

When restricted to the diagonal T the sequence of (Uqgl (V ),Uqgl (V ))-modules
cf. Eq. (12) yields the sequence of spaces

0 → (LΔ
q (T))r → C(q) 〈T〉 → C[GLq(V )]Δ → 0 . (20)
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These spaces are stable under the quantumWeyl action [6] (see also [1]) which lives
in a completion Ûqgl(V ).

Thediagonal restriction (Hq⊗Hq)Δ := ⊕
r≥0

(∑
α∈Sr

CT̃ α
α

)
of theHq -bimodule

Hq ⊗ Hq is aHq -module with a left action

Tρ · T̃ σ
σ := Tρ−1Tσ−1 ⊗ TσTρ (similarly for T σ

σ ∈ HqΔ
) .

The polarization of this sequence of Ûqgl(V )-modules provides the sequence of
Hq

r -modules
0 → (LΔ

q )r → (Hq
r ⊗ Hq

r )
Δ p→ Hq

r
Δ → 0 . (21)

According to Lemma 4 the sequence of Hq
r -modules cf. (21) is exact for all r ≥ 0.

The exactness implies the isomorphism (Hq)Δ ∼= PPq . The theorem is proven. �
Theorem 1 implies the conjecture of Daniel Krob and Jean-Yves Thibon [4].

Corollary 1. The diagonal algebra C[GLq(V )]Δ is isomorphic to the quantum
pseudo-plactic algebra

C[GLq(V )]Δ ∼= PPq(T) .

The isomorphismPPq(T) ∼= C[GLq(V )]Δ holds true if and only if the sequence of

Ûqgl(V )-modules (20) is exact

C[GLq(V )]Δ ∼= C(q) 〈T〉 /(LΔ
q (T)) .

By functoriality the exactness of the sequence of Ûqgl(V )-modules (20) follows
from the exactness of the sequence of Hq

r -modules (21). The latter exactness is due
the isomorphism PPq

∼= HqΔ (Theorem 1).
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Appendix

Proof of Lemma 3. By abuse of notation we will write e∓
21 for the image in the

Hq
3 -representation π(e∓

21), i.e., a polynomial of the matrices π(Ts1) = (R̂q)12 and
π(Ts2) = (R̂q)23 in End(V⊗3). The matrices π(Tsi ) commute with quantum matrix
elements

(R̂q)12W
⊗3 = W⊗3(R̂q)12 (R̂q)23W

⊗3 = W⊗3(R̂q)23

thus the orthogonality e+
21e

−
21 = 0 implies p(L±

q (W )) = p(e+
21W

⊗3e−
21) = 0.
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The proof is by brute force, a direct check using the n3 × n3 matrix [e±
21]i1i2i3j1 j2 j3

.
The grading of the Drinfeld-Jimbo matrix Eq. (8) implies that the matrices in

End(V⊗3) have zero entries [e±
21]i1i2i3j1 j2 j3

= 0 if {i1i2i3} 
= { j1 j2 j3} as multisets thus it
is enough to restrict our attention to dim V = 3. The matrix of the idempotent [e±

21]
has 6 × 6 blocks for 3 different indices and 3 × 3 blocks for 2 different indices. The
6 × 6 blocks are indexed by σ, ρ ∈ {123, 132, 213, 231, 312, 321}

[e±
21]σρ = 1

[3]

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1 ω∓1
2

ω∓1
2 − 1±ω

2 − 1±ω
2 ±1

ω∓1
2

ω2∓ω+2
2 − 1±ω

2 ±1 ∓ω2+1
2 − 1∓ω

2
ω∓1
2 − 1±ω

2
ω2∓ω+2

2 ∓ω2+1
2 ±1 − 1∓ω

2

− 1±ω
2 ±1 ∓ω2+1

2
ω2±ω+2

2 − 1∓ω
2 −ω±1

2

− 1±ω
2 ∓ω2+1

2 ±1 − 1∓ω
2

ω2±ω+2
2 −ω±1

2±1 − 1∓ω
2 − 1∓ω

2 −ω±1
2 −ω±1

2 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

while the 3 × 3 blocks are indexed by λ,μ ∈ {112, 121, 211} or {122, 212, 221}.

[e±
21]λμ = 1

2(q + q−1 ± 1)

⎛

⎝
q −1 ∓ q ±1

−1 ∓ q q ± 2 + q−1 −1 ∓ q−1

±1 −1 ∓ q−1 q−1

⎞

⎠

Applying the Einstein summation convention over repeating indices k and l but
not on i’s we get the sum

L±
q (W )

i1i2i3
i1i2i3

= [e±(q)]i1i2i3k1k2k3
xk1l1 x

k2
l2
xk3l3 [e∓(q)]l1l2l3i1i2i3

no summation on i1, i2, i3 .

For multi-indices 1 = i1 < i2 = i3 = 2 of weight (1, 2) we get

L±
q (W )122122 = [e±(q)]122abcx

a
i x

b
j x

c
k [e∓(q)]i jk122 = [2]

4ω[3] [x
2
2 , [x11 , x22 ]]q2 ∈ LΔ

q (T)
12

2

where the off-diagonal terms have replaced by the substitutions

x122221 → qx122212 x221122 → qx212122 x122212 → [x22 , x11 ]x22/ω
x221212 → x212221 x212122 → x122212 x212221 → x22 [x22 , x11 ]/ω . (22)

By similar substitutions for indices of weight (2, 1) we get L±
q (W )112112 ∈ LΔ

q (T)
11

2
.

For multi-indices of weight (1, 1, 1) we ”diagonalize" the expression

L±
q (W )123123 = [e±(q)]123σ xσ

ρ [e∓(q)]ρ123 σ, ρ ∈ S3

by rewriting it in diagonal monomials xσ
σ := xii x

j
j x

k
k ∈ (T∗)⊗3 where σ ∈ S3 is the

word i jk of the permutation σ(1) = i, σ (2) = j, σ (3) = k. The restriction to the
diagonal subalgebra LΔ

q (T) can be done by the substitutions
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x213321 → x123231 + ωx213231 x132321 → x123312 + ωx132312 x231312 → x123231 + ωx213231
x213312 → x123132 + ωx123312 x312231 → x123312 + ωx123321 x321213 → x123312 + ωx231213
x312213 → x132123 + ωx132213 x231132 → x213123 + ωx123312 x132231 → x123213 + ωx123231

x132213 → x123231 x321132 → x123132 + ωx123312 x213132 → x123312
x321123 → x231213 x312123 → x123231 x231123 → x123312

where the terms in RHS are either lowest in lexicographical order , i.e., x123abc or with
one rightmost (leftmost) diagonal entry , xik x

k
i x

j
j and x j

j x
i
k x

k
i . In the latter case one

can systematically replace the off-diagonal terms by commutators of diagonal terms

xik x
k
i x

j
j → [xii , xkk ]x j

j /ω x j
j x

i
k x

k
i → x j

j [xii , xkk ]/ω .

For instance, the terms x213 := x123213 and x132 := x123132 which are also lowest in lexi-
cographical order are rewritten as

x123213 = [x22 , x11 ]x33/ω x123132 = x11 [x33 , x22 ]/ω . (23)

After imposing all substitution above we are left with only three non-diagonal terms
x123231 , x

123
312 and x123321 .

The last equation in the system (13) is the only one containing x123231 and x123312

x321312 − x123123 − ωx123213 − ωx123132 − (ω3 + ω)x123321 = ω2(x123231 + x123312)

hence it provides an obstruction of an expression to be reducible to a sum of xii x
j
j x

k
k ∈

(T∗)⊗3: it is clear that a sum
∑

σ∈S3 dσ x123σ ∈ (T∗)⊗3 if and only if d231 = d312.
The direct check shows that indeed in the sum L±

q (W )123123 the coefficient of x
123
231

is the same as the coefficient of x123312 thus the substitution
3

x123312 → −x123231 + 1

ω2

{
x321312 − x123123 − [x22 , x11 ]x33 − x11 [x33 , x22 ] − (ω3 + ω)x123321

}

will cancel term x123312 with x123231 . Finally we can eliminate the last off-diagonal term
x123321 by one of the two possible ways (14) or a combination thereof. We are going to
choose the “gauge”

x123321 → ω−1[x33 , x11 ]x22 .

By direct calculation after replacing all off-diagonal terms by the above substitution
we recover the pseudo-Knuth relations LΔ

q (T) for three different indices in Eq. (1)

[L±
q (T)]i1i2i3i1i2i3

= −ω3 ∓ ω2 ∓ 2

2ω[3]2 [[xi1i1 , xi3i3 ], xi2i2 ] ∈ LΔ
q (T)

i1i2
i3

i1 < i2 < i3 .

3We have used the substitution (23) to eliminate off-diagonal terms −ωx123213 − ωx123132 .
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Remark. It is tempting to obtain the pseudo-plactic relations in Lemma 3 not as an
image of the idempotents e±

21 but by restricting to the diagonal T
∗ the image of the

q-(anti)symmetrizers e13 and e3 instead, e.g.

LΔ
q (T)

?= (e13W
⊗3e3)|T∗ ⊕ (e3W

⊗3e13)|T∗

in parallel with the manner of obtaining the quantum group relations, cf. Eq. (12)

R̂qW ⊗ W − W ⊗ W R̂q = e12W
⊗2e2 ⊕ e2W

⊗2e12 .

It turns out that indeed we can obtain that way the pseudo-plactic relations with three
different indices, e.g., LΔ

q
1,2

3
but we, can’t obtain the relations with repeating indices,

like LΔ
q
1,1

2
.
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Contractions of Realizations

Maryna Nesterenko and Severin Pošta

Abstract The direct application of the parameterized linear transformations (con-
traction matrices) to the Lie vector fields that realize a Lie algebra leads to improper
(zero operators) realizations. This can be avoided by the contraction of the equiva-
lent realization with the same structure constants. Several illustrative examples are
considered.

1 Introduction

Realizations of Lie algebras (representations of Lie algebras by vector fields onmani-
folds) are widely applicable in modern group analysis of differential equations [1–6],
in classification of gravity fields [7], in geometric control theory [8], in difference
schemes for numerical solutions of differential equations [9], etc.

To study limit processes between different theories, models or equations it is
useful to parameterize respective realization so that as the parameter tends to zero,
the realization converges to the realization of another (nonisomorphic) Lie algebra.
This problem originates from the contractions of abstract Lie algebras that were
introduced in 1951 by I. Segal and later in the work [10] of E. Inönü and E. Wigner it
was shown that different physical theories are connected by the contractions of their
underlying symmetry algebras.

Unfortunately, the direct application of the known contraction to a realization or
representation of a Lie algebra gives several zero operators, what makes it impossible
for further application, here we propose the practical method for the construction of
the realization contraction, which uses the Shirokov’s approach to the construction
of left-invariant vector fields [11].
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The paper is arranged as follows. In Sect. 2 we give all necessary notions and
definitions on contractions of abstract Lie algebras, then in Sect. 3 we introduce a
definition of realizations and general method for their construction. Finally, in Sect. 4
we propose the general method for the contraction of the realization in the case of
known contraction matrix and consider several examples. In Conclusions we discuss
the possibility of extension of the given algorithm for Lie algebra representations.

2 Contractions of Abstract Lie Algebras

Let Ln(V ) be the variety of n-dimensional Lie algebras (set of Lie brackets) on a
vector space V over a field F, then each n-dimensional Lie algebra g = (V, [., .])
corresponds to a multiplication rule μ ∈ Ln: ∀ x, y ∈ V [x, y] = μ(x, y).

General linear group GL(V ) acts on the variety of Lie brackets as follows:

∀A ∈ GL(V ), ∀μ ∈ Ln (Aμ)(x, y) = A−1(μ(Ax, Ay)) ∀x, y ∈ V .

To define contractions of abstract Lie algebras over an arbitrary field we con-
sider GL(V )-orbits of μ ∈ Ln and their closures in Zariski topology (closed sets are
the algebraic subsets of the variety Ln). In this way Lie algebra g = (V, μ0) is a
contraction of g = (V, μ) if μ0 belongs to the orbit closure of μ.

In practice mainly the fields of real (R) and complex (C) numbers are used,
therefore we reformulate the notion of contraction in terms of contraction matrices
and structure constants conjugations.

Consider a continuous function U (ε) = U : (0, 1] → GL(V ) and a parameter-
ized family of Lie algebras gε = (V, [., .]ε) with the Lie product defined for arbi-
trary elements of the vector space [x, y]ε = Uε

−1[Uεx,Uε y]. All such algebras are
isomorphic to the initial algebra g = (V, [., .]).

If ∀x, y ∈ V there exists a limit

[x, y]0 := lim
ε→+0

[x, y]ε = lim
ε→+0

Uε
−1[Uεx,Uε y]

then [., .]0 is a well-defined Lie bracket and Lie algebra g0 = (V, μ0) is called a
contraction of the Lie algebra g.

Let {e1, . . . , en} be a basis of V , then there is one-to-one correspondence between
a Lie algebra g = (V, [., .]) and a structure constants tensor (Ck

i j ) ∈ R
n3 (or (Ck

i j ) ∈
C

n3 ) given by the commutation relations [ei , e j ] = Ck
i j ek ; here and after i, j, k =

1, 2, . . . , n and the summation w.r.t. the repeated indices is implied.
The operator Uε is defined by the respective contraction matrix and structure

constants tensors of the parameterised Lie algebras gε are

Ck ′
ε,i ′j ′ := (Uε)

i
i ′(Uε)

j
j ′(Uε

−1)k
′

k C
k
i j .
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Therefore, the definition of contraction is reduced to the convergence of structure
constants ∀ i ′, j ′ and k ′

Ck ′
0,i ′j ′ := lim

ε→+0
Ck ′

ε,i ′j ′ = lim
ε→+0

(Uε)
i
i ′(Uε)

j
j ′(Uε

−1)k
′

k C
k
i j .

The study of the contractions of abstract Lie algebras is usually provided in frames
of two problems: description of all possible contractions of a fixed Lie algebra or
description of all contractions of Lie algebras of a fixed dimension. Both these prob-
lems of are rather complicated (e.g., up to now the complete classification of con-
tractions is known only for dimensions not greater then four [12], or for some subsets
closed with respect to contractions).

The effectivemethod that allows one to study all inequivalent contractions consists
of two key steps: i) to exclude all the pairs of Lie algebras that do not admit any
contraction (i.e. that cannot serve as a pair of parent and contracted Lie algebra), ii)
to construct explicitly the contraction matrix for the rest of the pairs (of parent and
their respective contracted Lie algebras).

To provide the step i) necessary conditions of the contraction existence are
used, for the lists of conditions see e.g. [12, 13]. And the step ii) can be real-
ized in many cases by means of the isomorphism transformations of the both ini-
tial and resulting Lie algebras and by means of the diagonal contraction matrix
Uε = diag(ε p1 , . . . , ε pn ), p1, . . . , pn ∈ Z.

To apply contractions of abstract Lie algebras to some physical theories, models
or equations we have to introduce a contraction to some representation of the Lie
algebra. In this paper we focus on the representations of Lie algebras by Lie vector
fields.

3 Realizations of Lie Algebras

From thismoment we suppose that F = R and V is a real n-dimensional vector space
with a basis {e1, e2, . . . , en} and the structure constants of considered Lie algebras
are real. (Note that all considerations are valid for the complex field as well.)

LetAut(g) ⊂ GLn be thewhole automorphismgroup of g and let Int(g) ⊂ Aut(g)
be the inner automorphismgroup of g. LetM ⊂ R

m be an open domain. Let us denote
the Lie algebra of smooth vector fields on M by Vect(M).

A realization of a Lie algebra g in vector fields on M is a homomorphism

R : g → Vect(M).

The realization is faithful if ker R = {0} and unfaithful otherwise.
Denote local coordinates of a point x ∈ M as (x1, . . . , xm), then a realization R(g)

in coordinate form is performed by the images Ξi (x) of the basis elements ei of a
general form



450 M. Nesterenko and S. Pošta

Ξi (x) = R(ei ) =
m∑

l=1

ξil(x1, x2, . . . , xm)∂l ,

hereafter ∂l = ∂
∂xl

and the coefficients ξil(x1, x2, . . . , xm) are smooth (analytic)
functions.

Let G be the local Lie group that corresponds to a realization R. Then the realiza-
tion R of a Lie algebra g is called transitive if the action of the group G is transitive.
Rank of realization at some point is the rank of the matrix formed by the coefficients
of differential operators at this point. For transitive realizations the rank Rx = m for
all x ∈ M . If G acts on M transitively, and rank equals n then the corresponding
realization is called a generic realization.

Formally generic realizations do coincide with the left-invariant vector fields and
can be constructed directly from the structure constants [11] in the following way:
for each x ∈ M the coefficients of the map ξ(x) are recovered (by taking the inverse
linear transformation) from the dual left-invariant differential one-forms with the
coefficients

ω
j
i (x) = (

e(−x1ade1)e(−x2ade2) . . . e(−xi−1adei−1))
) j
i , i, j = 1, 2, . . . , n,

where ad : g → Der(g) is the adjoint representation of g and Der(g) is the algebra
of differentiations.

For non-generic case situation is a bit different, but it can be solved by the combi-
nation of the abovemethod and projections [14]. Non-transitive cases are constructed
by means of the introduction of the arbitrary functions in the place of parameters.

4 Contractions of Realizations

First let us test several known contractions [12] and realizations [15] and combine
them directly.

Consider the following three-dimensional Lie algebras: Abelian 3A1 [16–19],
Heisenberg A3.1 with the non-zero commutation relation [e2, e3] = e1, and A3.2 with
the non-zero commutators [e1, e3] = e1 and [e2, e3] = e1 + e2.

Each of these algebras has the unique generic realization:

3A1 : R(e1) = ∂1, R(e2) = ∂2, R(e3) = ∂3;
A3.1 : R(e1) = ∂1, R(e2) = ∂2, R(e3) = x2∂1 + ∂3;
A3.2 : R(e1) = ∂1, R(e2) = ∂2, R(e3) = (x1 + x2)∂1 + x2∂2 + ∂3.

There are three possible inequivalent contractions between these algebras: A3.2 →
A3.1 with the contraction matrixU (ε) = diag(ε, 0, ε), A3.2 → 3A1 with the contrac-
tion matrix U (ε) = diag(ε, ε, ε) and A3.1 → 3A1 by U (ε) = diag(ε, ε, ε).
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Applying these contractions to the above realizationsweget unfaithful realizations
in all cases, indeed

A3.2 → A3.1 : R(e1) → 0, R(e2) → ∂2, R(e3) → 0;
A3.2 → 3A1 and A3.1 → 3A1 : R(e1) → 0, R(e2) → 0, R(e3) → 0.

Such a result is predictable and it was already indicated in the first paper by Inönü
andWigner concerning representations of Lie algebras. In the case of representations
the problem of zero matrices can be overcome by additional ε-dependent similarity
transformations of the matrices, see e.g. [20].

Generalizing this approach we have to act additionally on the realizations by the
ε-dependent transformations from Aut(g) and ε-dependent diffeomorphisms of the
manifold M , but this results in cumbersome and unsolvable calculations.

Yet another approach to contractions of realizations was successfully used in [21]
and [22], namely thatwas the ideaof ε-dependentLie group transformations proposed
by Inönü and Wigner. The disadvantage of this method is that the contraction result
should be previously known.

The simple idea proposed here is to construct realization from the structure con-
stants parameterized respectively to the contraction of the abstract Lie algebra. To
do this one should follow the steps:

1. Construct parameterized structure constants using the contraction matrixU , that
do realize the desired contraction Ck ′

ε,i ′j ′ := (Uε)
i
i ′(Uε)

j
j ′(Uε

−1)k
′

k C
k
i j , where C

k
i j

are structure constants of the initial Lie algebra.
2. Calculate ε-dependent adjoint actions (using the structure constantsCk ′

ε,i ′j ′ ), expo-
nents and differential 1-forms: adεei , exp(−xiadεei ), ωε(x).

3. Find the inverse transformation to obtain the vector fields ξε(x) = (ωε(x))−1,
that are the parameterized realization that do contracts to the realization of the
contracted Lie algebra.

Applying the steps 1–3 to the above Lie algebras 3A1, A3.1 and A3.2 and their
generic realizations we get well-defined faithful contracted realizations:

• A3.1 → 3A1 by U (ε) = diag(ε, ε, ε), therefore Rε(e1) = ∂1 → ∂1, Rε(e2) =
∂2 → ∂2 and Rε(e3) = εx2∂1 + ∂3 → ∂3,

• A3.2 → A3.1 by U (ε) = diag(ε, 0, ε), therefore Rε(e1) = ∂1 → ∂1, Rε(e2) =
∂2 → ∂2 and Rε(e3) = (εx1 + x2)∂1 + εx2∂2 + ∂3 → x2∂1 + ∂3,

• A3.2 → 3A1 by U (ε) = diag(ε, ε, ε), therefore Rε(e1) = ∂1 → ∂1, Rε(e2) =
∂2 → ∂2 and Rε(e3) = (εx1 + εx2)∂1 + εx2∂2 + ∂3 → ∂3.

5 Conclusions

To conclude let us mention that contraction of the given realization of a Lie algebra
will be a bit more complicated, since first we have to define it’s subalgebra (studying
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the kernel of the linear operator in the initial point), then we have to find the equiva-
lence transformations to the canonical (Shirokov’s) realization. Now steps 1–3 have
to be applied and followed by the inverse of the equivalence transformations.

The proposed method for contraction of realization can also be extended to the
representations of Lie algebras.

If the realizations with linear coefficients ei = ∑m
k=1

(∑m
l=1 a

l
ik xl

)
∂k do exist for a

given Lie algebra, then the connection between these realizations and representations
is established in the following way.

Using the matrices

Ai =

⎛

⎜⎜⎜⎝

a1i1 a
1
i2 · · · a1im

a2i1 a
2
i2 · · · a2im

...
...

. . .
...

ami1 a
m
i2 · · · amim

⎞

⎟⎟⎟⎠ , D =

⎛

⎜⎜⎜⎝

∂1
∂2
...

∂m

⎞

⎟⎟⎟⎠ and X = (x1, x2, . . . , xm)

we can rewrite the basis elements as ei = X Ai D. Then, as far as [ei , e j ] = Ck
i j ei , the

matrixes Ai satisfy the same commutation relations [Ai , A j ] = Ck
i j Ai and, therefore,

form a representation of the initial Lie algebra and vice versa.
So, the construction of the contraction of the linear realization immediately gives

us the contraction of the representation.
Wehave tested this approach on the adjoint representations of the low-dimensional

simple Lie algebras and we have met the necessity to solve rather huge systems of
functional equations connected with the equivalence transformations of realizations.
This will be a subject of our further investigations.
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Multi-parameter Formal Deformations
of Ternary Hom-Nambu-Lie Algebras

Per Bäck

Abstract In this note,we introduce a notion ofmulti-parameter formal deformations
of ternary hom-Nambu-Lie algebras. Within this framework, we construct formal
deformations of the three-dimensional Jacobian determinant and of the cross-product
in four-dimensional Euclidean space. We also conclude that the previously defined
ternary q-Virasoro-Witt algebra is a formal deformation of the ternary Virasoro-Witt
algebra.

1 Introduction

The notion of n-ary hom-Nambu-Lie algebras was introduced by Ataguema,
Makhlouf, and Silvestrov in [3], including n-ary Nambu-Lie algebras as a special
case. Generalizing an algebraic structure to a so-called hom-algebraic structure is
often motivated by the fact that algebras that are rigid in terms of the former structure
may be deformed when viewed as algebras in terms of the latter structure. For the
simplest case n = 2 of hom-Lie algebras, there seem to be many examples of formal
deformations of Lie algebras into hom-Lie algebras (see e.g. [4–6, 8]). For the case
n = 3 of ternary hom-Nambu-Lie algebras, examples of formal deformations seem
to be lacking, however. The purpose of this short, but self-contained note is to pro-
vide examples of formal deformations of ternary Nambu-Lie algebras into ternary
hom-Nambu-Lie algebras, to devise a concrete method on how to construct these,
and to define a framework in which they all fit.

2 Preliminaries

We denote byN the natural numbers including zero, and by K a field of characteristic
zero. The symmetric group on p letters is written Sp.
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Definition 1 (Ternary hom-Nambu algebra). A ternary hom-Nambu algebra,
written (V, [·, ·, ·], (α,β)), consists of a K -vector space V , two K -linear maps
α,β : V → V called twistingmaps, and a K -trilinearmap [·, ·, ·] : V × V × V → V
called the hom-Nambu bracket. For all x1, . . . , x5 ∈ V , they are required to satisfy
the ternary hom-Nambu identity:

[α(x1),β(x2), [x3, x4, x5]] = [[x1, x2, x3],α(x4),β(x5)]
+ [α(x3), [x1, x2, x4],β(x5)] + [α(x3),β(x4), [x1, x2, x5]].

Definition 2 (Ternary hom-Nambu-Lie algebra). A ternaryhom-Nambu-Lie alge-
bra is a ternary hom-Nambu algebra (V, [·, ·, ·], (α,β)) where the bracket [·, ·, ·] is
skew-symmetric, meaning that for all x1, x2, x3 ∈ V , σ ∈ S3,

[xσ(1), xσ(2), xσ(3)] = sgn(σ)[x1, x2, x3].

Remark 1. If we put α = β = idV in the above definitions, we get a ternary
Nambu algebra and a ternary Nambu-Lie algebra, respectively. Instead of writing
(V, [·, ·, ·], (idV , idV )), we then use the shorthand notation (V, [·, ·, ·]).
Definition 3 (Morphisms of ternary hom-Nambu-(Lie) algebras). A morphism
from a ternary hom-Nambu-(Lie) algebra A := (V, [·, ·, ·], (α,β)) to a ternary hom-
Nambu-(Lie) algebra A′ := (V ′, [·, ·, ·]′, (α′,β′)) is a K -linear map f : V → V ′
such that for all x1, x2, x3 ∈ V , f ([x1, x2, x3]) = [ f (x1), f (x2), f (x3)]′, f ◦ α =
α′ ◦ f , and f ◦ β = β′ ◦ f . We denote the set of all such maps by HomK (A, A′),
and put EndK (A) := HomK (A, A) for the set of endomorphisms.

A ternary hom-Nambu-(Lie) algebra A := (V, [·, ·, ·], (α,β)) is multiplicative
whenever α = β ∈ EndK (A).

Proposition 1 ([3]). Let A := (V, [·, ·, ·]) be a ternary Nambu(-Lie) algebra and
ρ ∈ EndK (A). Then (V, ρ ◦ [·, ·, ·], (ρ, ρ)) is a multiplicative, ternary hom-Nambu
(-Lie) algebra.

Let us now take a look at some classical examples of ternary (hom-)Nambu-Lie
algebras that can be found in the literature.

Example 1 (The cross-product in R
4). Denote by R

4 be the four-dimensional
Euclidean vector space over R, and by {e1, e2, e3, e4} its standard basis. Using
the Einstein summation convention, let x := xiei , y := yiei , and z := ziei where
xi , yi , zi ∈ R are arbitrary and 1 ≤ i ≤ 4. We then get a ternary Nambu-Lie algebra
(R4, [·, ·, ·]) over R by defining the bracket as the cross-product in R

4,

[x, y, z] := x × y × z :=

∣
∣
∣
∣
∣
∣
∣
∣

x1 y1 z1 e1
x2 y2 z2 e2
x3 y3 z3 e3
x4 y4 z4 e4

∣
∣
∣
∣
∣
∣
∣
∣

.
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Example 2 (The three-dimensional Jacobian determinant [3]). Let q1, q2, and q3 be
elements of the polynomial K -algebra K [x1, x2, x3] in three indeterminates x1, x2,
and x3. Denote by q the triplet (q1, q2, q3), by x (x1, x2, x3), and by J (q(x)) =
(∂qi/∂x j )1≤i, j≤3, the three-dimensional Jacobian. By defining

[q1(x), q2(x), q3(x)] := det(J (q(x))) =

∣
∣
∣
∣
∣
∣
∣

∂q1
∂x1

∂q1
∂x2

∂q1
∂x3

∂q2
∂x1

∂q2
∂x2

∂q2
∂x3

∂q3
∂x1

∂q3
∂x2

∂q3
∂x3

∣
∣
∣
∣
∣
∣
∣

,

we get a ternary Nambu-Lie algebra (K [x1, x2, x3], [·, ·, ·]) over K . Any ρ ∈
EndK ((K [x1, x2, x3], [·, ·, ·])) gives rise to a ternary hom-Nambu-Lie algebra by
Proposition 1. Let γ1, γ2, γ3 ∈ K [x1, x2, x3], γ := (γ1, γ2, γ3), and define ργ :
K [x1, x2, x3] → K [x1, x2, x3] by q(x) �→ q(γ). As J (ργ(q1), ργ(q2), ργ(q3)) =
J (q(γ))J (γ(x)), det(J (ργ(q1), ργ(q2), ργ(q3))) = det(J (q(γ))) det(J (γ(x))). We
have that det(J (q(γ)) = ργ (det(J (q(x)))), so by means of Proposition 1, we have a
ternary hom-Nambu-Lie algebra (K [x1, x2, x3], [·, ·, ·]γ, (ργ, ργ))where [·, ·, ·]γ :=
ργ ◦ [·, ·, ·], if det(J (γ(x))) = 1.

Example 3 (The ternary q-Virasoro-Witt algebra [2]). LetW be a vector space over
C with generating set {Qn, Rn}n∈Z, and [·, ·, ·] : W × W × W → W the C-trilinear,
skew-symmetric bracket defined on the generators of W by

[Qk, Qm, Qn] =(k − m)(m − n)(k − n)Rk+m+n,

[Qk, Qm, Rn] =(k − m)(Qk+m+n + znRk+m+n),

[Qk, Rm, Rn] =(n − m)Rk+m+n,

[Rk, Rm, Rn] =0.

Whenever z = ±2i , these relations define a ternary Nambu-Lie algebra (W, [·, ·, ·])
over C called the ternary Virasoro-Witt algebra, introduced by Curtright, Fair-
lie and Zachos in [7]. Ammar, Makhlouf, and Silvestrov found in [2] that a C-
linear map ρq : W → W defined on the generators of W by ρq(Qn) := qnQn and
ρq(Rn) := qn Rn for some q ∈ C is an endomorphism of the ternary Virasoro-
Witt algebra. Hence, by Proposition 1, we have a ternary hom-Nambu-Lie algebra
(W, [·, ·, ·]q , (ρq , ρq)), [·, ·, ·]q := ρq ◦ [·, ·, ·] whenever z = ±2i . This algebra is
called the ternary q-Virasoro-Witt algebra, including the ternary Virasoro-Witt alge-
bra in the case q = 1. When q �= 1, one does in general not get a ternary Nambu-Lie
algebra.

Remark 2. When z �= ±2i , the ternary Virasoro-Witt algebra is in fact a hom-
Nambu-Lie algebra [2].



458 P. Bäck

3 Examples

Guided by the way of constructing the ternary q-Virasoro-Witt algebra in Example 3
by means of Proposition 1, we will here apply the same method to the cross-product
in R4 defined in Example 1 and the three-dimensional Jacobian determinant defined
in Example 2.

Example 4 (A deformed cross-product in R
4). Using the same notation as in

Example 1, we would like to find all R-linear maps ρ : R4 → R
4 such that ρ([x, y,

z]) = [ρ(x), ρ(y), ρ(z)]. To this end, let ρ(el) = ail ei where a
i
l ∈ R, 1 ≤ i, l ≤ 4. By

using the Kronecker delta δij and a Levi-Civita symbol εli jk ,

εli jk :=

⎧

⎪⎨

⎪⎩

+1 if (i, j, k, l) is an even permutation of (1, 2, 3, 4),

−1 if (i, j, k, l) is an odd permutation of (1, 2, 3, 4),

0 if any two indices are equal,

ρ ([el, em, en]) =ρ

⎛

⎜
⎜
⎝

∣
∣
∣
∣
∣
∣
∣
∣

δ1l δ1m δ1n e1
δ2l δ2m δ2n e2
δ3l δ3m δ3n e3
δ4l δ4m δ4n e4

∣
∣
∣
∣
∣
∣
∣
∣

⎞

⎟
⎟
⎠

= ρ
(

εspqrδ
p
l δqmδrnes

) = ρ
(

εslmnes
)

=εslmnρ(es) = εslmna
t
set ,

[ρ(el), ρ(em), ρ(en)] =

∣
∣
∣
∣
∣
∣
∣
∣

a1l a1m a1n e1
a2l a2m a2n e2
a3l a3m a3n e4
a4l a4m a4n e4

∣
∣
∣
∣
∣
∣
∣
∣

= εspqra
p
l a

q
ma

r
nes .

By comparing coefficients, we get the following system of equations: εslmna
t
s =

εtpqr a
p
l a

q
marn , 1 ≤ l,m, n, t ≤ 4. A solution ρθ, θ := (θ1, θ2), is a11 = a33 = cos θ1,

a22 = a44 = cos θ2, a31 = −a13 = sin θ1, a42 = −a24 = sin θ2, as the only nonzero ele-
ments, θ1, θ2 ∈ R. In matrix form,

ρθ =

⎛

⎜
⎜
⎝

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

⎞

⎟
⎟
⎠

=

⎛

⎜
⎜
⎝

cos θ1 0 − sin θ1 0
0 cos θ2 0 − sin θ2

sin θ1 0 cos θ1 0
0 sin θ2 0 cos θ2

⎞

⎟
⎟
⎠

=

⎛

⎜
⎜
⎝

cos θ1 0 − sin θ1 0
0 1 0 0

sin θ1 0 cos θ1 0
0 0 0 1

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

1 0 0 0
0 cos θ2 0 − sin θ2
0 0 1 0
0 sin θ2 0 cos θ2

⎞

⎟
⎟
⎠
.
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Thus, we see that ρθ is the product of two rotation matrices (which commute): one
in the e1e3-plane by an angle θ1, and one in the e2e4-plane by an angle θ2. We put
[·, ·, ·]θ := ρθ ◦ [·, ·, ·] and call the hom-Nambu-Lie algebra (R4, [·, ·, ·]θ, (ρθ, ρθ)) a
deformed cross-product inR4 (in the last section, wewill justify the name deformed).
In general, this is not a Nambu-Lie algebra. Put e.g. θ1 = θ2 = π/2 and e5 :=
e1 + e2 + e4. Then [e1, e2, [e3, e4, e5]θ]θ = e1 + e2, while [[e1, e2, e3]θ, e4, e5]θ +
[e3, [e1, e2, e4]θ, e5]θ + [e3, e4, [e1, e2, e5]θ]θ = −e1 − e2.

Example 5 (A deformed three-dimensional Jacobian determinant). Using the same
notation as in Example 2, wewould like to find a nontrivial γ(x)with det(J (γ(x))) =
1. We start with the simple, but nontrivial assumption that J (γ(x)) is an upper trian-
gular matrix (the case when J (γ(x)) is a lower triangular matrix is analogous). Using
that det(J (γ(x))) is the product of all the diagonal entries of J (γ(x)), one readily ver-
ifies that det(J (γ(x))) = 1 if and only if γ(x1, x2, x3) = (k1x1 + p1(x2, x3), k2x2 +
p2(x3), k3x3 + k4) for some p1(x2, x3) ∈ K [x2, x3], p2(x2) ∈ K [x2], and k1, k2,
k3, k4 ∈ K where k1k2k3 = 1.A basis of K [x1, x2, x3] as a K -vector space consists of
allmonomials xl1x

m
2 x

n
3 where l,m, n ∈ N, and so ifwedefineργ(xl1x

m
2 x

n
3 ) := (k1x1 +

p1(x2, x3))l(k2x2 + p2(x3))m(k3x3 + k4)n and then extend the definition linearly,
we have a ternary hom-Nambu-Lie algebra (K [x1, x2, x3], [·, ·, ·]γ, (ργ, ργ)) where
[·, ·, ·]γ := ργ ◦ [·, ·, ·]. We refer to it as a deformed three-dimensional Jacobian
determinant (again, we will justify the name deformed in the last section). In general
this is not a Nambu-Lie algebra. Take e.g. p1(x2, x3) = p2(x3) = 0, k1 = k2 = k3 =
1, and q1 := x1, q2 := x2, q3 := x33 , q4 := x21 , q5 := x2x3. Then [q1, q2, [q3, q4,
q5]γ]γ = 18x1(x3 + 2k4)2, while [[q1, q2, q3]γ, q4, q5]γ + [q3, [q1, q2, q4]γ, q5]γ +
[q3, q4, [q1, q2, q5]γ]γ = 6x1(x3 + k4)(3x3 + 5k4), so the two expressions are equal
if and only if k4 = 0, in which case we have the original three-dimensional Jacobian
determinant.

4 Multi-parameter Formal Deformations

One-parameter formal ternary hom-Nambu-Lie deformations were defined in [1].
Here, we generalize that notion to multi-parameter analogues.

Definition 4 (Multi-parameter formal ternary hom-Nambu(-Lie) deformation).
An n-parameter formal ternary hom-Nambu(-Lie) deformation of a ternary hom-
Nambu(-Lie) algebra (V, [·, ·, ·]0, (α0,β0)) over K is a ternary hom-Nambu(-Lie)
algebra (V [[t1, t2, . . . , tn]], [·, ·, ·]t , (αt ,βt )) over K [[t1, t2, . . . , tn]]where n ∈ N>0,
t := (t1, t2, . . . , tn), and

[·, ·, ·]t =
∑

i∈Nn

[·, ·, ·]i t i , αt =
∑

i∈Nn

αi t
i , βt =

∑

i∈Nn

βi t
i .

Here, i := (i1, i2, . . . , in) ∈ N
n , t i := t i11 t

i2
2 · · · t inn , and [·, ·, ·]i : V × V × V → V is

a K -trilinear operation, αi ,βi : V → V K -linear maps, extended homogeneously to
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a K [[t1, t2, . . . , tn]]-trilinear operation, [·, ·, ·]i : V [[t1, t2, . . . , tn]] × V [[t1, t2, . . . ,
tn]] × V [[t1, t2, . . . , tn]] → V [[t1, t2, . . . , tn]], and K [[t1, t2, . . . , tn]]-linear maps
αi ,βi : V [[t1, t2, . . . , tn]] → V [[t1, t2, . . . , tn]], respectively.

In the above definition, a map f : V → V is said to be extended homogeneously
to a map f : V [[t1, t2, . . . , tn]] → V [[t1, t2, . . . , tn]] when f (ati ) := f (a)t i for all
a ∈ V and i ∈ N

n . The case for ternary maps is analogous.

Remark 3. Note that there is some slight abuse of notation in Definition 4. The maps
[·, ·, ·]0, α0, and β0 are the maps [·, ·, ·]i , αi , and βi where i = (0, 0, . . . , 0) ∈ N

n .

Proposition 2. The ternary q-Virasoro-Witt algebra is a one-parameter formal
ternary hom-Nambu-Lie deformation of the ternary Virasoro-Witt algebra.

Proof. Put t := q − 1 and regard it as a formal parameter.

Proposition 3. The deformed cross-product is a two-parameter formal ternary hom-
Nambu-Lie deformation of the cross-product in R

4.

Proof. Put t1 := θ1 and t2 := θ2 and regard themas formal parameters. Replace cos tk
and sin tk for 1 ≤ k ≤ 2 with their corresponding formal power series

∑∞
i=0

(−1)i

(2i)! t
2i
k

and
∑∞

i=0
(−1)i

(2i+1)! t
2i+1
k , respectively.

Proposition 4. The deformed three-dimensional Jacobian determinant is a multi-
parameter formal ternary hom-Nambu-Lie deformation of the three-dimensional
Jacobian determinant.

Proof. Choose k1, k2, k3 such that k1k2k3 = 1 and regard k4 and all the coefficients
in the polynomials p1(x2, x3), p2(x3) as formal parameters.

Acknowledgements I wish to thank Joakim Arnlind for some initial discussions.
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Applications to Quantum Theory



Meta-conformal Invariance in the
Directed Glauber-Ising Chain

Stoimen Stoimenov and Malte Henkel

Abstract Meta-conformal transformations arise from the description of non-equili-
brium relaxational dynamics in directed spin systems. The two-point correlation
function of the biased Glauber-Ising chain, quenched to a vanishing temperature,
is analysed. If in addition sufficiently long-ranged initial spin-spin correlations are
admitted, the dynamical exponent changes from the value z = 2 of diffusive transport
to z = 1, typical of ballistic transport. Then the exactly derived two-time spin-spin
correlator coïncides with the prediction of meta-conformal invariance.

1 Introduction

In a two-dimensional time-space with points (t, r) ∈ R
2, meta-conformal transfor-

mations have the infinitesimal generators [18]

Xn = −tn+1∂t − μ−1[(t + μr)n+1 − tn+1]∂r − (n + 1)
γ

μ
[(t + μr)n − tn] − (n + 1)δtn

Yn = −(t + μr)n+1∂r − (n + 1)γ (t + μr)n (1)

where δ, γ are constants and μ−1 is a constant universal velocity.
The generators X−1 = −∂t and Y−1 = −∂r of time/space-translations, and the

generator X0 = −t∂t − r∂r − δ of dilatations are the same as for usual 2D conformal

S. Stoimenov (B)
Institute of Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, 72
Tsarigradsko Chaussee, Blvd., 1784 Sofia, Bulgaria
e-mail: stoimenn@yahoo.fr

M. Henkel
Laboratoire de Physique et Chimie Théoriques (CNRS UMR 7019), Université de Lorraine
Nancy, B.P. 70239, 54506 Vandœuvre-lès-Nancy Cedex, France
e-mail: malte.henkel@univ-lorraine.fr

Centro de Física Téorica e Computacional, Universidade de Lisboa, 1749-016, Lisbon, Portugal

MPIPKS, Nöthnitzer Straße 38,01187 Dresden, Germany

© Springer Nature Singapore Pte Ltd. 2020
V. Dobrev (ed.), Lie Theory and Its Applications in Physics,
Springer Proceedings in Mathematics & Statistics 335,
https://doi.org/10.1007/978-981-15-7775-8_37

463

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7775-8_37&domain=pdf
mailto:stoimenn@yahoo.fr
mailto:malte.henkel@univ-lorraine.fr
https://doi.org/10.1007/978-981-15-7775-8_37


464 S. Stoimenov and M. Henkel

algebra.1 The other generators are different,2 hence meta-conformal transformations
(1) are in general not angle-preserving. Their Lie algebra 〈Xn,Yn〉n∈Z obeys

[Xn, Xm ] = (n − m)Xn+m , [Xn, Ym ] = (n − m)Yn+m , [Yn, Ym ] = μ(n − m)Yn+m (2)

Themaximal finite-dimensional sub-algebra is denotedmeta(1, 1) := 〈
X±1,0,Y±1,0

〉
.

Indeed, if μ �= 0, (2) is isomorphic to 2D ortho-conformal algebra. To see this, let
Xn = �n + �̄n and Yn = μ�̄n . This gives

�n = −tn+1

(
∂t − 1

μ
∂r

)
− (n + 1)

(
δ − γ

μ

)
tn

�̄n = − 1

μ
(t + μr)n+1∂r − (n + 1)

γ

μ
(t + μr)n. (3)

The reduction of (3) to the standard form of Virasoro generators, in ‘complex’ light-
cone coordinates z, z̄ is achieved by setting z = t and z̄ = t + μr , and identifying the
conformal weights � = δ − γ /μ and � = γ /μ. In 1 + 1 time-space dimensions,
the meta-conformal transformations (1) and the ortho-conformal transformations are
two representations of the same conformal Lie algebra. They both extend (in different
way) a global dynamical scaling with dynamical exponent z = 1. However in more
than one space dimensions the structure of meta-conformal algebra differs from that
of corresponding ortho-conformal algebra [22, 26].

The generators (1) are dynamical symmetries of the equation of motion

Ŝφ(t, r) = (−μ∂t + ∂r )ϕ(t, r) = 0. (4)

Indeed, since (with n ∈ Z)

[Ŝ, Xn] = −(n + 1)tn Ŝ + n(n + 1)μ

(
δ − γ

μ

)
tn−1 , [Ŝ,Yn] = 0 (5)

a solution ϕ of (4) with scaling dimension δϕ = δ = γ /μ is mapped onto another
solution of (4). Hence the space of solutions of the equation (4) is meta-conformally
invariant. This is the analogue of the ortho-conformal invariance of the 2D Laplace
equation. The equation of motion (4), with a directional bias, motivates to look for
physical applications in the kinetics of spin systems with directed dynamics.

Meta-conformally co-variant two-point functions read [18], up to normalisation

C(t, r) = 〈ϕ1(t, r)ϕ2(0, 0)〉 = δδ1,δ2δγ1,γ2 t
−2δ1

(
1 + μ

r

t

)−2γ1/μ
(6)

If μ → 0, the algebra (2) contracts to the ‘conformal galilean algebra’ cga(1).

1We shall call it ortho-conformal algebra in order to distinguish it from meta-conformal one.
2The above generators can be readily extended [26], but this fact is more important for representa-
tions with more than one space dimensions.
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Fig. 1 The flipping rates of the central spin (open arrow, in red) in the directed Glauber-Ising
model. They depend on the bias v only if (a) the two nearest neighbours (in green) have different
orientation, but not if (b) the orientation of the two neighbours is the same

Physical systems with dynamical exponent z = 1 are quite common. First, the
dynamical symmetries of the Jeans-Vlassov equation [4, 9, 24] in one space dimen-
sion are given by a representation of (2), distinct from (1) [25]. Second, the non-
equilibrium dynamics of closed quantum systems generically has z = 1, related to
ballistic spreading of signals, see [2, 3, 6, 8]. Third, Eq. (4) arises in generalised
hydrodynamics description of strongly interacting non-equilibrium quantum sys-
tems [1, 5, 7, 23].

Here, we shall focus on a new application of meta-conformal invariance in the
non-equilibrium relaxational dynamics in directed spin systems,3 such as the directed
Glauber-Ising model [13, 15, 16].

2 The Directed Glauber-Ising Chain

The directed Glauber-Ising chain is defined as follows, on an infinitely long chain.
Ising spins σn = ±1 are attached to each site n. To each configuration {σ } of spins the
energy H [σ ] = −∑

n σnσn+1 is associated. The dynamics proceeds through flips
of individual spins, with the rates given by [13, 15]

wn(σn) = 1

2

[

1 − γ

2
(1 − v)σn−1σn − γ

2
(1 + v)σnσn+1

]

(7)

where γ = tanh(2/T ) parametrises the temperature and the left-right bias of the
dynamics is described by the parameter v, see Fig. 1 for illustration. Such a directed
dynamics does no longer obey the condition of detailed balance, although global
balance still holds. Therefore, with the rates (7), the equilibrium Gibbs-Boltzmann
state is still a stationary state of the dynamics [13]. For either a fully disordered or
else a thermalised initial state, the consequences of a non-vanishing bias v �= 0 on the
long-time relaxational properties, especially on the precise way how the equilibrium
fluctuation-dissipation theorem is broken, have been studied in great detail [13, 15].
Analogous studies have also been carried out in the 2D directed Glauber-Ising model
[16] and the directed d-dimensional spherical model [14]. Important observables of
interest are the two-time and single-time spin-spin correlators

3Most of the results discussed here are taken from our original paper [22].
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Cn(t, s) := 〈σn(t)σ0(s)〉 , Cn(s) := Cn(s, s) = 〈σn(s)σ0(s)〉 (8)

Spatial translation-invariance will be admitted throughout. We focus here on how a
meta-conformal dynamical symmetry is realised in this model. Long-ranged corre-
lations in the initial state, viz. Cn(0) ∼ |n|−ℵ for |n| 	 1, will become essential.4

From the rates (7), the equations of motion of the correlators are found [13]

∂sCn(s) = −2(1 − γ )Cn(s) + γ
(
Cn−1(s) + Cn+1(s) − 2Cn(s)

)
+ δn,0 Z(s) (9)

∂τCn(τ + s, s) = −(1 − γ )Cn(τ + s, s)

+ γ

2

(
Cn−1(τ + s, s) + Cn+1(τ + s, s) − 2Cn(τ + s, s)

)

+ γ v

2

(
Cn+1(τ + s, s) − Cn−1(τ + s, s)

)
(10)

where the Lagrange multiplier Z(s) is fixed by the condition C0(s) = 1. One has the
compatibility condition Cn(s, s) = Cn(s).

It is known that the requirement of meta-conformal co-variance determines the
scaling form of correlators [21]. From (9) it follows that the single-time correlator
Cn(s) is independent of the bias v. Hence we study the two-time correlator Cn(t, s).

For illustration, consider first the infinite-temperature limit γ → 0 but such that
γ v → υ remainsfinite [15]. Take the continuum limit of (10) and letC(τ + s, s; r) =
e−τ C (τ + s, s; r). This gives the equation (

∂τ − υ∂r
)
C (τ + s, s; r) = 0, analogous

to (4), and with the solutionC (τ + s, s; r) = C(s; r + υτ). In the special case s = 0
of a vanishing waiting time, one has C(0, 0; r) = C (0, 0; r) = C(0; r). Hence, for
a spatially long-ranged initial correlator C(0, 0; r) ∼ |r |−ℵ, with ℵ > 0, the two-
time correlator C(τ, 0; r) ∼ e−τ (r + υτ)−ℵ has indeed the form (6) predicted by
meta-conformal invariance, up to an exponential pre-factor.

We now analyse the long-time behaviour in more detail, and for any temperature
T ≥ 0. The equation of motion (10) is solved through a Fourier transformation

C̃(τ + s, s; k) =
∑

n∈Z
Cn(τ + s, s) e−ink , Cn(τ + s, s) = 1

2π

∫ π

−π

dk eikn C̃(τ + s, s; k) (11)

which in Fourier space leads to

C̃(τ + s, s; k) = C̃(s; k) exp (−[
1 − γ cos k − iγ v sin k

]
τ
)

(12)

Tauberian theorems [10] state that the long-time behaviour follows from the form
of C̃(τ + s, s; k) around k ≈ 0. Here, we want to look at a ‘ballistic’ scaling regime
where kτ is being kept fixed, rather than that regime k2τ = cste typical for diffusive
motion. Indeed, for diffusive scaling, themomenta k ∼ τ−1/2 	 τ−1 aremuch larger

4For unbiased dynamics with v = 0, any long-ranged initial conditions with ℵ > 0 do not modify
the leading long-time relaxation behaviour of the Glauber-Ising chain [19].
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that the ones to be considered here. From now on, we consider a long-ranged initial
correlator of the form Cn(0) ∼ |n|−ℵ, for |n| → ∞ and with ℵ > 0. As an exam-
ple, we consider the following explicit form: it is symmetric in n, has the required
asymptotic behaviour and is normalised to C0(0) = 1. It reads [17, 22]

Cn(0) = Γ
(|n| + (1 − ℵ)/2

)

Γ
(|n| + (1 + ℵ)/2

)
Γ

(
(1 + ℵ)/2

)

Γ
(
(1 − ℵ)/2

) , (13)

C̃(0; k) = Γ
(
(1 + ℵ)/2

)2

Γ
(ℵ)

(
2 sin

|k|
2

)ℵ−1

such that indeed C̃(0; k) 
 C̃0|k|ℵ−1, for |k| sufficiently small.
(a) The most simple case arises when the waiting time s = 0. We can directly

insert the initial correlator (13) into (12) and read off the two-point correlator in the
requested scaling limit, and for the range 0 < ℵ < 1,

Cn(τ, 0) 
 C̃0

2π

∫

R

dk |k|ℵ−1
(
1 − γ

2
k2τ + . . .

)
eik(n+γ v τ) e−(1−γ )τ


 C̃0Γ (ℵ) cos(πℵ/2)

π

1

(n + γ v τ)ℵ
e−(1−γ )τ

= Γ
(
(1 + ℵ)/2

)2
cos(πℵ/2)

π

1

(n + γ v τ)ℵ
e−(1−γ )τ (14)

where the integral is taken from [11, Eq. (2.3.12)] and (13) was used. The unbiased
diffusive termsmerely lead to corrections to scaling. Equation (14) reproduces indeed
the prediction (6) of meta-conformal invariance, with δ1 = γ1

μ
= ℵ

2 , and up to an

exponentially decaying pre-factor5 and a choice of scale of spatial distances. Clearly,
both the bias v �= 0 as well as long-ranged initial conditions with 0 < ℵ < 1 are
necessary ingredients for the meta-conformal symmetry to arise.

(b)For arbitrarywaiting times s > 0,wemust nowshow, under suitable conditions
and at least for s sufficiently large and for |k| sufficiently small, that C̃(s; k) 

C̃(s)|k|ℵ−1. If that is so, then the two-time correlator Cn(τ + s, s), see Eq. (12), will
be of the same form as in (14), with a pre-factor C̃(s) which might still depend on
the waiting time s.

The proof of this property requires to solve (9). Define the Laplace transform

C̃(p; k) := ∫ ∞
0 dt e−ps C̃(s; k). The solution of (9) reads in Laplace-Fourier space

C̃(p; k) = Z(p) + C̃(0; k)
p + 2(1 − γ cos k)

(15)

5Such non-universal exponential factors also arise in other problems, for example the number
Nsaw ∼ eN ln zN γ̄−1 of a self-avoiding randomwalk (saw) of N 	 1 steps contains a non-universal
fugacity z and an universal exponent γ̄ [12].
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Fig. 2 Dynamical scaling (16) for the assumed value z = 2 (left panel) and z = 1 (right panel), at
γ = 1 and for ℵ = 1

4 . The dash-dotted and dashed lines gives the asymptotic forms (17)

The generic expected scaling form, for γ = 1 and the initial condition (13) is [20]

C̃(p; k) = p−1−(1−ℵ)/z gC
(
kp−1/z

)
(16)

where gc(u) is a scaling function such that

gC(u) ∼
{

uℵ−1 ; for u → 0
u−2 ; for u → ∞ (17)

For ℵ > 0 sufficiently strong, this implies the existence of two distinct scaling
regimes, one for u → ∞ which reproduces the well-known Porod law of phase-
ordering kinetics in Ising models, see [20], and a new regime which arises for u → 0.
These two regimes are illustrated in Fig. 2. The dynamical exponent z = 2 describes
well the case of larger values of the scaling variables u = kp−1/z , whereas the dynam-
ical exponent z = 1 leads to an excellent data collapse for u small but fails for u large
enough.

In order to understand how these regimes arise, begin by finding the Lagrange
multiplier Z(p) from the condition C0(p) = 1/p, which gives

1

p
= 1

2π

∫ π

−π

dk

[
Z(p)

p + 2(1 − γ cos k)
+ C̃(0; k)

p + 2(1 − γ cos k)

]
(18)

Herein, the first integral can be taken from [13]. To analyse the second integral, we
use again the explicit form (13) and consider the leading small-p behaviour of

J (p; γ,ℵ) := Γ
(
(1 + ℵ)/2

)2

πΓ
(ℵ) ∫ π

0
dk

(
2 sin k/2

)ℵ−1

p + 2(1 − γ cos k)

p→0�
{

J (0; γ,ℵ) ; if γ < 1
J∞ pℵ/2−1 ; if γ = 1

(19)
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Fig. 3 Cross-over of the
function Z(p), according to
(20), for γ = 1 and three
values of ℵ. The inset shows
several cross-overs which
occur for γ = 0.99999 and
ℵ = 0.75. The dashed and
dash-dotted lines give the
curves ∼ p−1/2 and ∼ p−1
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where J∞ = Γ
(
(1 + ℵ)/2

)
Γ

(
1 − ℵ/2

)/
2ℵ√

π . For γ < 1, J (0; γ,ℵ) is a finite
constant. From the constraint (18), and since ℵ > 0, this implies for the leading
small-p behaviour of the Lagrange multiplier

Z(p) = (
p + 2(1 − γ )

)1/2(
p + 2(1 + γ )

)1/2
(

1

p
− J (p; γ,ℵ)

)
p→0�

{
2
√

1 − γ 2 p−1
(
1 + o(p)

)
; if γ < 1

2 p−1/2
(
1 + o(p)

)
; if γ = 1

(20)

where the estimates (19) for J (p; γ,ℵ) were used. This is illustrated in Fig. 3. We
see that the leading behaviour of Z(p) is independent of the initial condition.

Using (20), we now examine the correlator (15) in the asymptotic double limit
p → 0 and k → 0. Because of the dynamical exponent z = 1 of meta-conformal
invariance, we expect that this limit should be taken such that p/k is being kept
fixed. First, for γ < 1, we find

C̃(p; k) � 2
√

1 − γ 2 p−1 + C̃0|k|ℵ−1

2(1 − γ ) + O(p, k2)
�

√
1 + γ

1 − γ
p−1

(
1 + o(1)

) ; if γ < 1

(21)
because for ℵ > 0, the second term in the numerator is less singular than the first
one. Hence, going back to sufficiently long waiting times s B 1, we obtain C̃(s; k) �√

1+γ

1−γ
which is constant and independent of the long-range initial conditions. Hence

for γ < 1 there is no meta-conformal invariance of the two-time correlator in the
limit of large waiting times. Second, for γ = 1 we have instead

C̃(p; k) � 2 p−1/2 + C̃0|k|ℵ−1

p + k2 �
⎧⎨⎩

Γ
(
(1+ℵ)/2

)2

Γ
(
ℵ
) |k|ℵ−1

p ; if ℵ < 1
2

2 p−3/2 ; if ℵ > 1
2

, and if γ = 1 (22)

This is the formula which describes what is shown in Fig. 2.
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Hence, if ℵ < 1
2 , we have the leading long-time behaviour C̃(s; k) 
 C̃0|k|ℵ−1,

with C̃0 given in (13), for the single-time correlator. We have therefore verified a
sufficient condition that the form of the two-time correlator Cn(τ + s, s) is in agree-
ment with the expected form (6) of meta-conformal invariance, also in agreement
with the dynamical exponent z = 1.

On the other hand, ifℵ > 1
2 , one returns to the case of diffusive scaling with z = 2

and short-ranged initial conditions such that effectively ℵ = 0, see (16).
Our main result can be stated as follows.

Proposition: [22] At zero temperature T = 0, the two-time spin-spin correlator
Cn(τ, s) in the directed Glauber-Ising chain, with the long-ranged initial correlators
Cn(0) ∼ |n|−ℵ with 0 < ℵ < 1

2 , takes for large waiting times s 	 1 and large time
differences τ = t − s 	 1 the form (6), predicted by meta-conformal invariance.

3 Conclusions

Meta-conformal transformations are constructed as dynamical symmetries of a sim-
ple linear equation of ballistic transport. Here, we describe an explicit example from
statistical physics: the long-time, large-distance relaxation of non-equilibrium spin
systems whose dynamics contains a directional bias, and quenched to zero temper-
ature. While for the habitual initial conditions with short-ranged initial correlations,
diffusive transport with a dynamical exponent z = 2 arises, for any bias v, we have
studied here the case of a long-ranged initial spin-spin correlator Cn(0) ∼ |n|−ℵ,
with ℵ > 0. Our explicit solution of the two-time spin-spin correlator has shown
that for ℵ < 1

2 , there is a new scaling regime, at extremely long times and extremely
small momenta, where the dynamical exponent crosses over to the value z = 1, char-
acteristic of ballistic transport. Then the form of the two-time correlator is indeed
described by the prediction of meta-conformal invariance.
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Relativistic Three-Body Harmonic
Oscillator

Igor Salom and V. Dmitrašinović

Abstract We discuss the relativistic three-body harmonic oscillator problem, and
show that in the extreme relativistic limit its energy spectrum is closely related to that
of the non-relativistic three-body problem in the Δ-string potential, which blurs the
distinction between relativistic and confinement effects. This, perhaps unexpected,
feature can be understood in terms of permutation properties of the two problems,
and as such can be expected to persist in confining potentials other than the harmonic
oscillator.

1 Introduction

The harmonic oscillator is the quintessential example of a solvable/integrable prob-
lem in physics, both classical and quantum. It is (always) understood to be non-
relativistic, the (special) relativistic version being neither easily solvable, nor inte-
grable in the formal sense of the word.1 Consequently, the relativistic harmonic oscil-
lator is mentioned only rarely in the literature. Nevertheless, it can be an instructive
example, as we shall show below, especially in the (quantum mechanical) three-
quark problem, where relativity is expected to play an important role, particularly in
excited states.

Over the past five years, or so,we have developed anO(6) hyper-spherical harmon-
ics (HSH) approach to the quantum-mechanical non-relativistic three-body problem
[1–3]. This approach relies on the fact that the non-relativistic kinetic energy has an
O(6) symmetry, which is generally not shared by the three-body potential. In the case
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1Indeed, so-called relativistic “No Interaction Theorems” suggest that the interaction must vanish
in a relativistic setting, see Sect. 5.
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of the harmonic oscillator interaction, the potential shares the same O(6) symmetry,
and in conjunction with the non-relativistic kinetic energy, leads to the higher U(6)
dynamical symmetry, which ensures its super-integrability. What happens to this
system when the motion becomes relativistic? We shall explore this question here,
and show that (in the ultra-relativistic limit) the energy spectrum is equivalent to that
of the non-relativistic three-body system in a linearly rising potential.

We start from the (obvious) observation that under the transition from the
configuration-space to themomentum-space representation, one does a Fourier trans-
formation of the whole Schrödinger equation, the wave function included. A neces-
sary condition for this transformation to hold is that all of the functions involved be
square-integrable. Whereas that is certainly true of the bound-state wave functions, it
does not hold for the harmonic oscillator, or any other infinitely rising (i.e., confining)
potential. Therefore, the Fourier transform of the harmonic-oscillator Schrödinger
equation is not the usual Lippmann-Schwinger integro-differential equation, but
rather, (the same) differential equation, except for the fact that the variables are
in the momentum space. In Boukraa and Basdevant’s [4] words: “These integral
equations appear to be singular for confining potentials and hence need particular
treatment.” For an arbitrary confining potential this “particular treatment” has been
presented in some detail in Ref. [4].

In the special case of the harmonic oscillator potential, however, this “particular
treatment” turns out to be simple and yields an elegant solution: instead of an integro-
differential equation, one ends up with a purely differential equation of the second
order that looks just like an ordinary nonrelativistic Schrödinger equation, see prob-
lem V.17, Chapter V in Ref. [5], albeit with a (different) potential, that is the Fourier
transform of the relativistic kinetic energy operator. Indeed the relativistic 1-body
harmonic oscillator was treated in this way by Li et al. [6]. The Fourier transform of
the relativistic kinetic energy be evaluated in closed form with the (possibly not-so-
surprising) result that it asymptotically grows linearly with the resulting “separation
of quarks in momentum space”, which corresponds to a linearly confining potential.

Thus the relativistic harmonic oscillator three-body problem is reduced to a non-
relativistic three-body problem in a linearly growing potential in momentum space.2

In this light, we do not seem to have gained much, just trading one three-body
problem for another. The actual advantage is that the new three-body problem is
non-relativistic, which allows us to use the O(6) hyper-spherical harmonics.

From this point onwards, one can employ our previously developed hyper-
spherical harmonics methods [1–3] to solve the resulting equations of motion. The
new potential is expanded in hyper-spherical harmonics and the resulting expansion
coefficients inserted into the (reduced) hyper-radial Schrödinger equations, that can
be solved numerically at least in the extreme relativistic limit (zero masses).

The resulting energy spectrum is curious and instructive: instead of the highly
degenerate spectrum of the non-relativistic harmonic oscillator, we find that the
degeneracy has been maximally lifted, the only remnants of degeneracy being those
decreed by the S3 permutation symmetry. Moreover, degeneracy-lifting effects have

2This was noted by Hall et al [7].
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the same amplitudes, and (sometimes) the opposite sign to those in the Δ-string
potential, at least in the extreme relativistic limit.

Of course, the more realistic case of non-zero masses is expected to interpolate
between the two extreme cases of non-relativity and extreme relativity, but that cannot
be handled as simply as in the case shown here.

2 Semi-relativistic Three-Body Harmonic Oscillator in
Momentum Space

The semi-relativistic three-quark Hamiltonian in configuration space is

H =
∑

a

√
m2

a + p2i + V3b (|ρ|, |λ|, ρ · λ) , (1)

where the confining 3-body harmonic oscillator potential reads (for the sake of sim-
plicity we shall work with three identical particles):

V3b (|ρ|, |λ|, ρ · λ) = VHO = k

2

(
ρ2 + λ2) (2)

= k ′

2

(
(x1 − x2)2 + (x2 − x3)2 + (x3 − x1)2

)

and k ′ = 3k. Here we used the standard notation for Jacobi coordinates ρ and λ,
defined as the following linear combinations of the positions of the three identical
particles xi:

ρ = 1√
2
(x1 − x2), λ = 1√

6
(x1 + x2 − 2x3).

The Fourier transform of the harmonic oscillator potential, as is well known, see
problem V.17, Chapter V in Ref. [5], is proportional to the Laplacian operator, i.e.,
to the kinetic energy (in the configuration representation). This property holds in
the three-body problem, as well, with the distinction that the Laplacian operates in
six-dimensional space

ṼHO = −k

2

(
∂2

∂p2ρ
+ ∂2

∂p2λ

)
.

The major difference is in what happens to the relativistic kinetic energy in the
momentum space: the kinetic energy

T =
3∑

a=1

√
m2

a + p2i ,
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is a differential operator in configuration representation (because p j = −i� ∂
∂x j

is a
differential operator), but a multiplicative operator in the momentum representation.
In the center-of-momentum (CM) frame it holds:

3∑

i=1

pi = 0

and, subjected to this constraint, it is possible to express all three spatial momenta
pi as linear combinations of just two Jacobi vectors pρ and pλ.

Note that kinetic energy T does not have the O(6) symmetry of its non-relativistic
analog. Moreover, in the extreme relativistic limit ma → 0, or TCM → ∞, we can
write center-of-momentum kinetic energy as:

TCM =
3∑

i=1

|pi | =
√
2

3
p2λ +

√
1

2

(∣∣∣∣pρ + pλ√
3

∣∣∣∣ +
∣∣∣∣pρ − pλ√

3

∣∣∣∣

)
, (3)

and it is only a linearly (rather than quadratically as in the non relativistic case) rising
function of momenta magnitudes.

Thus, the Hamiltonian in momentum space and CM frame reads

H̃ = −k

2

(
∂2

∂p2ρ
+ ∂2

∂p2λ

)
+

3∑

i=1

|pi |,

which, after the substitutions pρ ↔ ρ and pλ ↔ λ, is equivalent to the Schrödinger
equation

H̃ Ψ̃ = ẼΨ̃

for three identical particles with a mass m = k and interacting with a CM-string
potential with unit string tension σ = 1. We have developed hyper-spherical har-
monic methods [1–3, 9] for the solution of such three-body Schrödinger equations.

3 Barycentric-String Three-Body Potential

The potential:

VCM = σCM

(√
2

3
λ2 +

√
1

2

(∣∣∣∣ρ + λ√
3

∣∣∣∣ +
∣∣∣∣ρ − λ√

3

∣∣∣∣

))
(4)

corresponding to the expression (3) is known as the barycentric-junction (instead of
Torricelli-junction) string
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VCM = σCM

3∑

i=1

|xi − xCM|,

in the literature [8]. In terms of Iwai-Smith angles it reads

VCM(R, α, φ) = σCM√
3
R

(√
1 − sin(α) cos

(
φ − π

3

)

+
√
1 − sin(α) cos

(
φ + π

3

)

+ √
1 + sin(α) cos(φ)

)
. (5)

The barycentric string 3-body potential is closely related to the Δ-string one,

VΔ = σΔ

3∑

i> j=1

|xi − x j |, (6)

which, written in terms of Jacobi vectors reads

VΔ = σΔ

(√
2ρ2 +

√
1

2

(
ρ2 + 3λ2 − 2

√
3ρ · λ

)

+
√
1

2

(
ρ2 + 3λ2 + 2

√
3ρ · λ

))
. (7)

Note that the expression Eq. (4) for VCM can be obtained from the expression Eq. (7)
for VΔ by exchanging ρ and λ (together with setting σΔ = σCM/

√
3).

The Δ-string potential Eq. (7), in terms of Iwai-Smith angles, reads

VΔ(R, α, φ) = σΔR

(√
1 + sin(α) sin

(π

6
− φ

)

+
√
1 + sin(α) sin

(
φ + π

6

)

+ √
1 − sin(α) cos(φ)

)
(8)

which is just a rotation of angleφ throughπ as comparedwith Eq. (5). An interchange
of the ρ and λ vectors has exactly such the effect of a φ-rotation through π on the
hyper-spherical harmonic expansion coefficients, v	

K ,Q , defined in Eq. (9).
In order to find the general hyper-spherical harmonic expansion of the Δ-string

potential we note that it factors into the hyper-radial V	(R) = σΔR and the hyper-
angular part V	(α, φ), and thus:
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Table 1 Expansion coefficients vKQ of theY- andΔ-string as well as of the Coulomb and Logarith-
mic potentials in terms of O(6) hyper-spherical harmonics YK ,0,0

0,0 , for K = 0, 4, 8, 12, respectively,

and of the hyper-spherical harmonics Y6,±6,0
0,0

(K , Q) vKQ(Y − string) vKQ(Δ) vKQ(CM −
string)

vKQ(Coulomb) vKQ(Log)

(0, 0) 8.22 16.04 16.04/
√
3 20.04 −6.58

(4, 0) −0.398 −0.445 −0.445/
√
3 2.93 −1.21

(6, ±6) −0.027 −0.14 0.14/
√
3 1.88 −0.56

(8, 0) −0.064 −0.04 −0.04/
√
3 1.41 −0.33

(12, 0) −0.01 0 0 0 −0.17

V	(R, α, φ) = V	(R)V	(α, φ)

= σΔR
∞∑

K ,Q

v	
K ,QYKQν

00 (α, φ). (9)

This circumstance, of course, leaves consequences for the hyper-spherical harmonic
expansion coefficients of these two potentials: (1) the Q = 0 coefficients vK ,Q=0

of these two potentials are identical (modulo
√
3 in the definitions of the string

tensions); (2) the Q �= 0 coefficients vK ,Q �=0 of these two potentials have the same
absolute value, with opposite signs.

We have already calculated the expansion coefficients vΔ
K ,Q in Ref. [10], and we

can use our above conclusions to directly infer values of the corresponding coef-
ficients in the hyper-spherical decomposition of the potential VCM (4). All these
coefficients (and some additional for comparison) are tabulated in Table1.

4 Results: Energy Spectra

This means that the relativistic 3-body harmonic oscillator spectrum (Table 2) is
closely related to that of the non-relativistic Δ-string one, which has been studied
in detail Ref. [10], see also Basdevant and Boukraa, [4, 11]. The precise energy
eigenvalues depend on the absolute value of the (1-body) mass, and can be bounded
from above and below as shown in [6]. In the extreme relativistic limit (m → 0)
the ground-state energy is equal to the (rescaled) Δ-string ground state energy (cf.
Table5 in Ref. [8]).

Thus we find that the degeneracy of energy levels has been maximally lifted, the
only remnants of degeneracy being those allowed/decreed by the S3 permutation
symmetry and by angular momentum conservation. Moreover, degeneracy-lifting
effects have the same amplitudes, and in some cases the opposite sign(s) to those
in the Δ-string potential, at least in the extreme ultra-relativistic limit. This stands
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Table 2 The eigen-energies (in units of
(

σ#√
2m

) 2
3
) of the #-string potentials (where # = Y,	,CM)

for all K = 0,1,2 states. The CM-string eigen-energies are obtained from theΔ by dividing the latter
by 3

√
3, which is equivalent to the substitution σΔ = √

3σCM in the above formula for units

K NK [SU (6),LP] E (Y)
NK ,K,L E (Δ)

NK ,K,L E (CM)
NK ,K,L

0 0 [56, 0+] 5.1761 6.1348 4.2536

1 0 [70, 1−] 6.3160 7.4858 5.1904

0 1 [56, 0+] 7.1360 8.4577 5.8643

2 0 [70, 0+] 7.1733 8.6322 5.9852

2 0 [56, 2+] 7.2437 8.6691 6.0108

2 0 [70, 2+] 7.3968 8.7430 6.0621

2 0 [20, 1+] 7.5550 8.8168 6.1132

in stark contrast to the highly degenerate spectrum of the non-relativistic harmonic
oscillator.

Moreover, this shows that the relativistic effects can either enhance, or reduce the
(K , Q) = (6,±6) coefficient, which is a benchmark signal of the Y-string confine-
ment potential, thus possibly confusing the issue of Δ- vs. Y-string further still.

Of course, the more realistic case of non-zero masses is expected to interpo-
late between the two extreme cases of non-relativistic and extremely relativistic
motion, but that cannot be handled as simply as in the case shown here. Once the
masses are turned on, the problem’s Hamiltonian loses its homogeneity, and has to
be (re)calculated separately at every mass value.

Next we compare our ground state energy (see the right-most column in Table5

in Ref. [8]) E00 = 5.3592 × 3

√
3
2k

1/3 = 6.13475k1/3 which is slightly (0.12%) larger

thanHall et al’s [7] (rigorous) lower boundof 2.33810741 × 3
√
18k1/3 = 6.12757k1/3.

The differencemaywell be down to the numerical inaccuracy (4th significant digit) in
the numerical evaluation of the eigenvalue in Table11
in Ref. [8].

5 Discussion and Conclusions

In this paper we have explicitly established a direct relation between ultra-relativistic
three-particle harmonic oscillator problem, and the non-relativistic three particle
problem in a linearΔ potential. This relation allowed us to directly infer the harmonic
oscillator spectrum from the already known properties of the three particle non-
relativistic system in the Δ potential.

In conferences one can still occasionally hear comments to the effect that the
Dirac’s formulation(s) of (special) relativistic mechanics [12] precludes any and all
interaction within few-body systems—the so-called “No Interaction Theorems” of
Currie, Jordan, and Sudarshan [13]. It is far less known that in a series of papers
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[14, 15], Luis Bel has reviewed which assumption(s) lay at the root of this apparent
difficulty, as well as several assumptions supplanting the Currie-Jordan-Sudarshan
ones, which permit one to circumvent this “No Interaction theorem”. In this regard,
see also Jordan’s own more recent views [16]. Thus there are no formal grounds for
viewing our present results with suspicion.
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An Introduction to Spectral
Regularization for Quantum Field
Theory

John Mashford

Abstract A spectral calculus for the computation of the spectrum of Lorentz invari-
ant Borel complex measures on Minkowski space is introduced. It is shown how
problematical objects in quantum field theory (QFT), such as Feynman integrals
associated with loops in Feynman graphs, can be given well defined existence as
Lorentz invariant tempered Borel complex measures. Their spectral representation
can be used to compute an equivalent density which can be used in QFT calculations.
As an application the contraction of the vacuumpolarization tensor is considered. The
spectral vacuum polarization function is shown to have close agreement (up to finite
renormalization) with the vacuum polarization function obtained using dimensional
regularization/renormalization. The spectral running coupling for QED is computed
and shown to manifest no Landau poles.

1 Introduction

In perturbation theory the Feynman amplitudeM (from which can be computed all
quantities of physical interest) associated with any process is given by (the asymp-
totically convergent) series

M =
∞∑

n=1

Mn, (1)

where Mn is the Feynman amplitude associated with some graph Gn . When Gn is
a tree graph, i.e. has no loops, thenMn can be computed in a fairly straightforward
manner. However, when Gn contains loops then the well known divergences of QFT
become manifest. The techniques of regularization and renormalization circumvent
these problems.

Two of the principal methods of regularization are Pauli-Villars regularization and
dimensional regularization. Both of these methods involve modifying a divergent
integral to form an integral which exists in a manner depending on a parameter
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where the parameter is a fictitious photon mass Λ for Pauli-Villars regularization
or a perturbation ε > 0 of the space-time dimension D = 4 − ε for dimensional
regularization. The parameter is then varied towards the value that it would have if the
divergent integral existed (Λ → ∞ for Pauli-Villars, ε → 0 for dimensional) and the
badly behaved contributions (e.g. terms of the order of log(Λ) or ε−1) are subtracted
out or ignored to obtain finite answers which can be compared with experiment. The
process whereby the badly behaved contributions are dealt with or compensated for
is called renormalization.

Renormalization is only feasible in some theories called renormalizable theories.
Many theories of considerable interest such as the IVB theory of the weak force, and
quantum gravity, are non-renormalizable.

In the present paper we introduce a method of regularization in which problemati-
cal objects inQFT are viewed as Lorentz invariant temperedBorel complexmeasures
on Minkowski space whose spectral representation, and hence density, can be com-
puted using a certain spectral calculus. The method is generally applicable, e.g. to
loops involving the vector boson propagator or the graviton propagator.

2 The Spectral Calculus

Consider the following general form of a complex measure μ on Minkowski space.

μ(Γ ) = cδ(Γ ) +
∫ ∞

m=0
Ω+

m (Γ )σ1(dm) +
∫ ∞

m=0
Ω−

m (Γ )σ2(dm)

+
∫ ∞

m=0
Ωim(Γ )σ3(dm), (2)

where c ∈ C (the complex numbers), δ is the Dirac delta function (measure),
σ1,σ2,σ3 : B([0,∞)) → C are Borel complex measures (where B([0,∞)) denotes
the Borel algebra of [0,∞)), Ω+

m is the standard Lorentz invariant measure on
Minkowski space concentrated on the mass shell H+

m [3],Ω−
m is the standard Lorentz

invariant measure concentrated on themass shell H−
m andΩim is the standard Lorentz

invariant measure concentrated on the imaginary mass hyperboloid Him . Then μ is
a Lorentz invariant Borel complex measure. Conversely [1] leads to the following.

Theorem 1. TheSpectral Theorem.Letμ : B(R4) → CbeaLorentz invariantBorel
complex measure. Then μ has the form of Eq. 2 for some c ∈ C and Borel spectral
measures σ1,σ2 and σ3.

We will now present a spectral calculus whereby the spectrum of a causal Lorentz
invariant Borel complex measure on Minkowski space can be calculated, where by
causal is meant that the support of the measure is contained in the closed future null
cone of the origin.
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Any measure of the form

μ(Γ ) =
∫ ∞

m=0
σ(m)Ω+

m (Γ ) dm, (3)

where σ is a locally integrable function and the integration is carried out with respect
to the Lebesgue measure, is a causal Lorentz invariant Borel complex measure. If σ
is polynomially bounded then μ is a tempered measure.

The spectral calculus that we will now explain is a way to compute the spectrum
σ of a Lorentz invariant measure μ if we know that μ can be written in the form of
Eq. 3 and σ is continuous.

For m > 0 and ε > 0 let S(m, ε) be the hyperbolic (hyper-)disc defined by

S(m, ε) = {p ∈ R4 : p2 = m2, |⇀p| < ε, p0 > 0}, (4)

where
⇀
p = π(p) = π(p0, p1, p2, p3) = (p1, p2, p3). For a, b ∈ R with 0 < a < b

let Γ (a, b, ε) be the hyperbolic cylinder defined by

Γ (a, b, ε) =
⋃

m∈(a,b)

S(m, ε). (5)

Now suppose that we have a measure in the form of Eq. 3 where σ is continuous.
Then we can write (using the notation of [3]),

μ(Γ (a, b, ε)) =
∫ ∞

m=0
σ(m)Ωm(Γ (a, b, ε)) dm

=
∫ ∞

m=0
σ(m)

∫

π(Γ (a,b,ε)∩H+
m )

d
⇀
p

ωm(
⇀
p)

dm

=
∫ b

a
σ(m)

∫

Bε(

⇀

0 )

d
⇀
p

ωm(
⇀
p)

dm

≈ 4

3
πε3

∫ b

a

σ(m)

m
dm.

where Bε(
⇀

0 ) = {⇀
p ∈ R3 : |⇀p| < ε}.

The approximation≈ in the last line comes about because ωm is not constant over

Bε(
⇀

0 ).
Thus if we define

ga(b) = g(a, b) = lim
ε→0

ε−3μ(Γ (a, b, ε)), (6)

then we can retrieve σ using the formula
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σ(b) = 3

4π
bg′

a(b). (7)

Thus we have proved the following fundamental theorem of the spectral calculus of
causal Lorentz invariant measures.

Theorem 2. Suppose that μ is a causal Lorentz invariant measure on Minkowski
space with continuous spectrum σ. Then σ can be calculated from the formula

σ(b) = 3

4π
bg′

a(b), (8)

where, for a, b ∈ R, 0 < a < b, ga : (a,∞) → R is given by Eq. 6.

To make the proof of this theorem rigorous we have the following.

Lemma 1. Let a, b ∈ R, 0 < a < b. Then

lim
ε→0

ε−3
∫

Bε(0)

d
⇀
p

ωm(
⇀
p)

= 4π

3

1

m
, (9)

uniformly for m ∈ [a, b].
This lemma justifies the step of taking the limit under the integral sign (indicated

by the symbol ≈) in the proof of Theorem 2.

3 Spectral Regularization

3.1 Definition of the Contraction of the Vacuum Polarization
Tensor as a Lorentz Invariant Tempered Complex
Measure Π

The vacuum polarization tensor is written as

Πμν(k) = −e2
∫

dp

(2π)4
Tr(γμ 1

p/ − m + iε
γν 1

p/ − k/ − m + iε
), (10)

([2], p. 319). This can be rewritten as

Πμν(k) = − e2

(2π)4

∫
Tr(γμ(p/ + m)γν(p/ − k/ + m))

(p2 − m2 + iε)((p − k)2 − m2 + iε)
dp. (11)

Therefore, contracting with the Minkowski space metric tensor, the “function” that
we are interested in computing is
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Π(k) = − e2

(2π)4

∫
Tr(ημνγ

μ(p/ + m)γν(p/ − k/ + m))

(p2 − m2 + iε)((p − k)2 − m2 + iε)
dp. (12)

As is well known, the integral defining this “function” is divergent for all k ∈ R4

and all the machinery of regularization and renormalization has been developed to
get around this problem.

We propose that the object defined by Eq. 12 exists when viewed as a measure
on Minkowski space. To show this, suppose that Π were a density for a measure
which we also denote as Π . Then we may make the following formal computation,
for Γ ∈ B(R4) relatively compact,

Π(Γ ) =
∫

Γ

Π(k) dk

=
∫

χΓ (k)Π(k) dk

= − e2

(2π)4

∫
χΓ (k)

Tr(ημνγμ(p/ + m)γν(p/ − k/ + m))

(p2 − m2 + iε)((p − k)2 − m2 + iε)
dp dk

= − e2

(2π)4

∫
χΓ (k)

Tr(ημνγμ(p/ + m)γν(p/ − k/ + m))

(p2 − m2 + iε)((p − k)2 − m2 + iε)
dk dp

= − e2

(2π)4

∫
χΓ (k + p)

Tr(ημνγμ(p/ + m)γν(−k/ + m))

(p2 − m2 + iε)(k2 − m2 + iε)
dk dp

= e2

(2π)4

∫
χΓ (k + p)

Tr(ημνγμ(p/ + m)γν(k/ − m))

(p2 − m2 + iε)(k2 − m2 + iε)
dk dp,

where, for any set Γ,χΓ is the characteristic function of Γ defined by

χΓ (p) =
{
1 if p ∈ Γ

0 otherwise.
(13)

Now the propagators in QFT can be viewed in a rigorous fashion as measures on
Minkowski space and we make the identification (ansatz)

1

p2 − m2 + iε
→ −πiΩ±

m (p),m ≥ 0, (14)

where Ω±
m is the standard Lorentz invariant measure on the mass shell hyperboloid

(cone) H±
m corresponding tomassm > 0 (m = 0) (see [3] for explanation). Therefore

the outcome of our formal computations is that

Π(Γ ) = − e2

16π2

∫
χΓ (k + p)Tr(ημνγμ(p/ + m)γν(k/ − m)) Ωm(dk) Ωm(dp),m > 0. (15)

(We use the symbol Ωm to denote Ω+
m if m > 0 or Ω−

|m| if m < 0.)
The important thing is that the object defined by Eq. 15 exists as a Borel complex

tempered measure (i.e. when its argument Γ is a relatively compact Borel set inR4).
This is because
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∫
χΓ (k + p)|Tr(ημνγ

μ(p/ + m)γν(k/ − m))| Ωm(dk)Ωm(dp) < ∞, (16)

for all relatively compact Γ ∈ B(R4).
ThusΠ exists as aBorel temperedmeasure.Hencewehave in a few lines of formal

argument arrived at an object which has a well defined existence and can investigate
the properties of this object Π without any further concern about ill-definedness or
the fear of propagating ill-definedness through our calculations.

3.2 Computation of the Spectral Vacuum Polarization
Function

It can be shown that Π is Lorentz invariant tempered complex measure with support
contained in C2m = {p ∈ R4 : p2 ≥ 4m2, p0 > 0} [4]. Therefore by the Spectral
Theorem Π must have a spectral representation of the form

Π(Γ ) =
∫ ∞

m ′=2m
σ(dm ′)Ωm ′(Γ ). (17)

We would like to compute the spectral measure σ. Using the spectral calculus (see
[4] for details) one can compute the spectrum of Π to be

σ(m ′) =
{

2
π
e2m3Z(m ′)(3 + 2Z2(m ′)) if m ′ ≥ 2m

0 otherwise,
(18)

where Z : [2m,∞) → [0,∞) is defined by

Z(m ′) = (
m ′2

4m2
− 1)

1
2 . (19)

It follows [4] that the density defining Π is given by

Π(q) =
{

(q2)− 1
2 σ((q2)

1
2 ) if q2 > 0, q0 > 0

0 otherwise.
(20)
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We therefore define the spectral vacuum polarization function π on {q ∈ R4 : q2 >

0, q0 > 0} by

π(q) = Π(q)

3q2
= 1

3

{
(q2)− 3

2 σ((q2)
1
2 ) if q2 > 4m2, q0 > 0

0 otherwise.
(21)

π is a function on R4 supported on C2m but its value for argument q only depends
on q2. Therefore, with no fear of confusion, one may define the vacuum polarization
function π : [2m,∞) → [0,∞) by

π(s) = 1

3
s−3σ(s) = 2

3π
s−3e2m3Z(s)(3 + 2Z2(s)), (22)

where

Z(s) = (
s2

4m2
− 1)

1
2 . (23)

Thus we can write

π(ρ) = 2

3π
e2ρ−3Z(ρ)(3 + 2Z2(ρ)), where ρ = s/m, Z(ρ) = (

ρ2

4
− 1)

1
2 . (24)

Let πs denote our spectral vacuum polarization function and πr denote the vacuum
polarization function obtained using dimensional regularization/renormalization [2].
We find that πr and πs coincide approximately when πr (q) is rescaled by a factor (λ
say) and then shifted by an amount (τ say). We have the following.

Lemma 2. Suppose that
∼
πr (ρ) = τ + λπr (ρ), (25)

where τ ,λ ∈ R (and ρ = q/m) is such that

∼
πr (2) = πs(2), (26)

and
lim

ρ→∞
∼
πr (ρ) = lim

ρ→∞ πs(ρ). (27)

Then

τ = − 2e2

9π2
λ, with λ = − 2π

π − 1
. (28)

A graph of our vacuum polarization function versus the vacuum polarization func-
tion obtained using dimensional regularization/renormalization is shown in Fig. 1. It
can be seen that (up to finite renormalization) the spectral vacuum polarization func-
tion agrees well with the dimensional regularized/renormalized vacuum polarization
function even though these functions are obtained using quite different methods
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Fig. 1 Renormalized/spectral vacuum polarization versus rho = q/m(= s/m)

and are defined by quite different analytic expressions. It is important to note that
no divergence is involved in the definition or computation of the spectral vacuum
polarization function.

4 The Spectral Running Coupling for QED and Its
Manifestation of No Landau Poles

Now using the Born approximation the change in potential as a result of the Uehling
correction is given by

ΔV (q) = π(q)V0(q) = π(q)A0(q).(1,
⇀

0 ), (29)

where A0 is the 4-potential associated with the Coulomb potential and V0(q) =
A0(q).(1,

⇀

0 ) is the scalar potential. By Maxwell’s equations

(�A0)(x) = j (x), (30)

where j (x) = ( j (
⇀
x ), 0) with j (

⇀
x ) = Zeδ(

⇀
x ) is the 4-current associate with a sta-

tionary point charge of magnitude Ze. Thus, in momentum space, we have

A0(q) = − j (q)

q2
, (31)
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and so (see [4] for details),

(ΔV )(q) = −π(q)
j (q)

q2
.(1,

⇀

0 ). (32)

Since we are using a non-relativistic approximation (the Born approximation) we
take π to be defined by its spacelike form

π(q) = −
{

π((−q2)
1
2 ) if q2 < 0, q0 > 0,

0 otherwise.
(33)

It can be shown [4] that this leads to, in configuration space,

(ΔV )(r) = − Ze

r

∫
π(s)

s
sin(rs) ds. (34)

Therefore the total equivalent potential for an electron-proton system (H atom) in
the Born approximation is

V (r) = − e2

4πr
− e2

2π2r

∫
π(s)

s
sin(rs) ds. (35)

At range r the potential is equivalent to that produced by an effective charge or
running coupling constant er given by

− e2r
4πr

= − e2

4πr
(1 + 2

π

∫
π(s)

s
sin(rs) ds)

= − e2

4πr
(1 + 2

π

∫
π(

s

r
)
sin(s)

s
ds).

Therefore the running fine structure “constant" at energy μ is given by

α(μ) = α(0)(1 + 2

π

∫
π(μs)sinc(s) ds). (36)

α(0) ≈ 1/137 and α increases with increasing energy having been measured to
have a value of α(μ) ≈ 1/127 for μ = 90 GeV. Given this explicit expression for
the running coupling it is not necessary to use the techniques of the renormalization
group equation involving a beta function to investigate its behavior.
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Fig. 2 Spectral QED running fine structure constant on the basis of vacuum polarization

It can be shown [4] that when π is obtained using dimensional regulariza-
tion/renormaiization then the integral Eq. 36 is divergent for all μ > 0 but that when
π is the spectral vacuum polarization function the integral is convergent for allμ ≥ 0.
The graph of the spectral running coupling is shown in Fig. 2. The spectral running
coupling has no Landau poles.

References

1. Garding, L., Lions, J.L.: Nuovo Cimento 14(Suppl. 1), 9–66 (1959)
2. Itzykson, C., Zuber, J.-B.: Quantum Field Theory. McGraw-Hill, New York (1980)
3. Mashford, J.: Second quantized quantum field theory based on invariance properties of locally

conformally flat space-times. arXiv:1709.09226 (2017)
4. Mashford, J.: Divergence free quantum field theory using a spectral calculus of Lorentz invariant

measures. arXiv: 1803.05732 (2018)

http://arxiv.org/abs/1709.09226
http://arxiv.org/abs/1803.05732


Relative Quantum States, Observations
and Moduli Stacks

Michael Hewitt

Abstract We explore a relationship between observation processes in quantum
mechanics and the construction of algebras from entangled pairs of Lie representa-
tions, and point to common properties that this method shares with the construction
of moduli stacks of algebraic curves.

1 Introduction

The origin of new information and of thermodynamically irreversible processes such
as measurement which produce a permanent but unpredictable change is a challenge
to quantum physics. An approach based on a progressive construction of quantum
states is suggested below in which observation is characterised by embedding rather
than projection, and a similarity is noted with the mathematics of moduli spaces of
complex curves. The approach to building from simpler components is similar in
spirit to that of spin network theory [1].

2 Conventional Observation Process

In a conventional observation process [2], we begin with a state |ψ〉 ∈ H of some
system S with Hilbert space H and some observable Ω represented by a Hermi-
tian operator on H . Now we have the decomposition |ψ〉 = Σiαi |Ω,ψ〉i into unit
eigenstates |Ω,ψ〉i of Ω , so that Ω|Ω,ψ〉i = ωi |Ω,ψ〉i with the ωi ∈ Spec(Ω).
The system S is supposed to interact with apparatus A so that the state |ψ〉 collapses
into one of the states |Ω,ψ〉i with probabilities given by |αi |2, provided that A is
macroscopic. The outcome may be described by the density object

ρ(ψ,Ω) = Σi |αi |2|Ω,ψ〉i 〈Ω,ψ |i (1)

with component density matrix
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ρi j = δi j |αi |2 (2)

and the average information generated by the observation is given by

S = −Trρ lnρ (3)

If we suppose that the apparatus A is also described by quantum mechanics as
having state φ initially, then during the interaction between S and A we would have

|ψ〉 |φ〉 → Σi αi |Ωψ〉i |Ωφ〉i (4)

for some states |Ωφ〉i of A i.e. a final state of S and A that is entangled but still
pure. Indeed, even an impure state evolves in such a way that the density matrix
ρ maintains Ṡ(ρ) = 0. The apparent infinite regress in accounting for observation
within quantum mechanics was the motivation for the many worlds interpretation
[3]. An alternative proposal is outlined below.

3 Relative States and State Manifolds

The conventional account (e.g. [2]) takes the observables to be properties of a single
system, built ultimately on the properties of single particles, as in the construction
of Fock space [4]. With the aim of removing the asymmetry between S and A we
will take the view that all observables relate to the relationship between two systems,
with the basic building block a pair of particles. This appeal to symmetry is similar to
the introduction of Galilean relativity, which challenged the Aristotelian assumption
that the overwhelmingly macroscopic nature of the Earth implies that it is rooted in
absolute space.

The basic principle of our system is that all observations are the result of new
encounters between systems, and that every observation is thus of a new relative state
observable for the combined system. This relies on the finite age of the universe, and
the main source of information will be based on encounters between particle pairs
produced during inflation [5] which will be the basic building blocks from which
information is generated through time.

In the framework of quantum field theory we can take Fock space as a universal
space in which the Hilbert space for all local systems S are embedded. If S contains
energy E and has linear size R then the information content or effective dimension
of the Hilbert space H(S) of S is bounded by the Bekenstein limit [6, 7]

S ≤ 2πR E (5)

in natural units. The time evolution of S is determined by the Hamiltonian through
iH(S), and the space of adiabatic deformations of iH(S) is given by A, the Lie
algebra of anti-Hermitian operators on H(S). iH(S) and its adiabatic deformations
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also act on the state manifold Q(s) = H∗(S)/C (as a complex manifold) by Lie
dragging. Eigenstates of iΩ correspond to fixed points f , and the action on the
tangent space at f is essentially iα where α is the eigenvalue of Ω at f . Note that
there is no loss of information in dealing with Q(S) instead of H(S) as ρ(ψ,Ω) can
be evaluated using the projections of the |Ω,ψ〉i onto Q(S) as the phases of the αi

cancel.
If we now consider the pair of systems S and A, before interaction their joint

state is a simple product |ψ〉|φ〉 as above. Time evolution acts separately on H(S)

and H(A) and maintains the combined state in a subset of H(S) ⊗ H(A) which is
closed under addition (superposition) only within the factors H(S) and H(A). The
state manifold Q(S, A) however is simply the product of the complex manifolds
Q(S) and Q(A).

4 Observations and Embeddings

The production of new information is illustrated by experiments with entangled pho-
ton pairs e.g. [8] that have been designed to test quantum locality [9–12] and which
provide a promising method of secure key generation for cryptography. Typically,
a new entangled pseudoscalar photon pair is produced, which then interacts with
remote polarization filters, and statistical tests show that the photon polarizations
cannot be predicted in advance although correlations can. For the present purpose
what is essential here is that since the total angular momentum Jz along the line of
flight (z axis) of the photon pair before the interaction is 0, the relative orientation
of the polarizations to the filters is not simply unknown, but cannot exist before the
encounters.

In a case where such a new encounter takes place, there will typically be several
possible values for a new relative configuration operator Δ in the joint final state.
The eigenstates of Δ will be entangled states of S and A as in the discussion above
of conventional observation, but the relevant new information is not of the individual
entangled eigenstates, which are regarded as pure states, but that of their relative
probability.

Let |ψ〉 and |φ〉 be the initial states of S and A so the combined state

|χ〉 = |ψ〉 |φ〉 ∈ H(S) ⊗ H(A) (6)

can be decomposed in eigenstates |Δ = βk〉 of Δ as

|χ〉 = Σkχk |βk〉 (7)

The density matrix in the basis |βk〉 is

ρkm = χkχ
∗
m (8)
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During the encounter the Hamiltonian H(S, T ) undergoes the adiabatic
deformation

δH(S, T ) = ε(t)Δ (9)

which acts on H(S, T ) and Q(S, T ). We now suppose that ρkm evolves according to

ρ̇km = ε(t)[−i(βk − βm) − |βk − βm |]ρkm (10)

The extra exponential decay term in |Ek − Em | for the off-diagonal elements is
conjectured here to enforce the uncertainty principle. Although initially the value
of Δ cannot exist, as it contributes to the energy of the S, A system the ambiguity
should be suppressed.

The density matrix conjectured above interpolates between that of a pure state
(S = 0) and a mixed or decoherent one on a timescale set by the energy splitting.
This is consistent with a random choice as well as a many-worlds interpretation of
quantummechanics. Note that there is no collapse in either H(S) or H(A) but rather
a choice of how the limiting final state is embedded in H(S, A) and Q(S, A). We
have

dim Q(S, A) = dim Q(S) + dim Q(A) + 1 (11)

with an expansion of the dimension of the state manifold as would be expected in an
irreversible observation process. This will be discussed further in Sect. 6.

5 An Example

Consider two pairs of spin 1/2 particles (A, B) and (C, D) such that each pair has
total spin angular momentum J 2 = 0 which interact for the first time with B encoun-
tering C . The initial states are |(A, B) : J 2 = 0〉 and |(C, D) : J 2 = 0〉. Before the
encounter we can decompose the product state P into parts where (B,C) has spin 0
and 1 as

P = 1

2
|(B,C) : J 2 = 0〉 |(A, D) : J 2 = 0〉

+ 1

2
|(B,C) : J 2 = 2〉 · |(A, D) : J 2 = 2〉 (12)

An interaction between B and C proportional to J 2(B,C) will split the system
into two states with evolving density matrix

⎛
⎜⎜⎝

1

4
e−κ(t)

√
3

4

e−κ(t)

√
3

4

3

4

⎞
⎟⎟⎠ (13)
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where κ(t) = ∫
ε(t)dt in terms of the energy splitting ε(t). The average informa-

tional entropy ultimately generated is S = −(
1

4
ln

1

4
+ 3

4
ln

3

4
).

In this case the state spaces Q(A, B) and Q(C, D) are both zero dimensional
(single points) and the final space Q is a one complex dimensional Riemann sphere.

6 Analogy to Moduli Stacks of Complex Curves

The state manifolds Q(S) would arise through progressive contact between smaller
systems, ultimately entangled particle pairs. New pairs can be produced experimen-
tally, and the early universe would have been populated by such pairs produced by
de Sitter horizons during inflation, and which would not yet had time to come into
causal contact. This process of construction is reminiscent of Grothendieck’s game
of Teichmuller Lego [13], in which the moduli spaces of complex curves are built
from those for spaces of lower genus g. The moduli space M for a family of disjoint
curves Cα is �M(Cα) while the state manifold Q for a family of unconnected sys-
tems Sα is �Q(Sα). The complex stack dimension of M(C) is 3(g − 1), whereas
that of Q(S) is d − 1 where d = dimH(S). Here the stack dimension counts the
number of deformation moduli minus the number of symmetry generators, so is 0
for a torus even though there is a 1 parameter family of complex structure deforma-
tions. Similarly the dimension of Q is zero for a pair of spin 1/2 particles with total
spin 0 due to symmetry. When a pair of curves are joined by a single bridge, g is
additive, while if a pair of systems come into contact d is additive.

This parallelism between the behaviour of state manifolds and moduli spaces
is an encouraging sign that both may be examples of some common mathematical
structure.
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Dynamical Generation of Flavour
Vacuum

Massimo Blasone, Petr Jizba, and Luca Smaldone

Abstract In this paper we review dynamical mixing generation in a generic quan-
tum field theoretical model with global SU (2)L × SU (2)R ×U (1)V symmetry. By
purely algebraicmeanswe analyze the vacuum structure for different patterns of sym-
metry breaking and show explicitly how the non-trivial flavour vacuum condensate
characterizes dynamical mixing generation.

1 Introduction

Neutrino mixing and oscillations are known since long time [4] and many basic
features of this phenomenon are now quite well established [3, 14]. The properties
ofmixing transformation in quantumfield theory (QFT)were firstly discussed inRef.
[5] and then developed in many subsequent works (see e.g. Refs. [6, 11, 16, 17]).
In particular, it was understood that flavour and mass representations are unitarily
inequivalent representations of canonical anticommutation relations [7] and thus
flavour vacuum is not the same as mass vacuum. The former is a condensate of
neutrino-antineutrino pairs of particles with different masses.

The idea of dynamical generation of flavour vacuum was firstly introduced in
string inspired scenarios [18–21] and then analyzed within Nambu–Jona Lasinio
model [8, 9]. In particular, in Ref. [10] it was shown that the spontaneous sym-
metry breaking (SSB) of SU (2)L × SU (2)R ×U (1)V chiral flavour symmetry nat-
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18000 Prague 8, Czech Republic
e-mail: smaldone@ipnp.mff.cuni.cz

© Springer Nature Singapore Pte Ltd. 2020
V. Dobrev (ed.), Lie Theory and Its Applications in Physics,
Springer Proceedings in Mathematics & Statistics 335,
https://doi.org/10.1007/978-981-15-7775-8_41

497

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7775-8_41&domain=pdf
mailto:blasone@sa.infn.it
mailto:p.jizba@fjfi.cvut.cz
mailto:smaldone@ipnp.mff.cuni.cz
https://doi.org/10.1007/978-981-15-7775-8_41


498 M. Blasone et al.

urally leads to flavour vacuum which allows for mixing to be dynamically gener-
ated. Moreover, Ward–Takahashi (WT) identities were employed in order to count
Nambu–Goldstone (NG) modes.

In this paper we review basic facts on SSB and in particular dynamical generation
of mixing in the approach of Ref. [10].

2 Spontaneous Symmetry Breaking and ε-Term

Let us consider a Lagrangian L, invariant under the action of an internal group G.
We now add a symmetry breaking term:

Lε(x) = ε Φ(x). (1)

This procedure is known under the name ε-term prescription [25, 26]. At the end of
the computation the limit ε → 0 has to be taken.

The Noether charges Qk play the rôle of group generators. Therefore, a generic
transformation can be expressed as

g = exp

(
n∑

k=1

θk Qk

)
, (2)

and the field Φ, is transformed as:

Φ ′(x) = gΦ(x) = Φ(x) +
n∑

k=1

θkδkΦ(x), (3)

If the Lagrangian is invariant under the action of G, the WT identity between one
point and two points Green’ s functions reads [25, 26]

i〈δ jδkΦ(x)〉 = ε

∫
d4y〈T {[

δ jΦ(y) − c j
]

δkΦ(x)
}〉, (4)

where 〈. . .〉 ≡ 〈Ω| . . . |Ω〉 and c j = 〈δ jΦ(x)〉. Here state |Ω〉 represents the vacuum
state of the broken phase.

When
lim
ε→0

〈δiδ jΦ(x)〉 = vi j �= 0. (5)

for some i and j , we say that the original symmetry G is spontaneously broken
[15, 22, 25, 26] and vi j are known as order parameters. In situations when Φ is a
composite field the SSB phenomenon is known as dynamical symmetry breaking.
The group H generated by that Q j which annihilate the vacuum is named vacuum
stability subgroup. Clearly G̃ = G/H . The set of vectors:
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|Ω(g)〉 = G(g)|Ω〉, (6)

with g ∈ G/H is known as vacuum manifold. These states are energetically degen-
erate. In fact, G(g) is expressed in terms of Q j , with j = 1, . . . ,m and then:

[G(g), H ] = 0. (7)

However the Fock spaces built on these vacua are all unitarily inequivalent.
A central result namedGoldstone theorem [22] affirms that Eq. (5) can be satisfied

only if massless scalar fields appear among physical fields. These take the name of
Nambu-Goldstone bosons. In fact, because the LHS of Eq. (4) differs from zero, the
Umezawa–Källén–Lehmann spectral representation [25, 26] of RHS implies that
the quantity ερ(k = 0,mk)/m2

k (ρ is the spectral distribution) is non-vanishing for
ε → 0 and thus masses m2

k ∝ ε due to positive definiteness of ρ. More specifically,
the dynamical map of the scalar Heisenberg fields δ jΦ(y) − c j reads:

δ jΦ(y) − c j =
n∑

k=0

C jk(∂) ϕk(y) + . . . , (8)

where ϕk are the NG fields.

3 Dynamical Mixing Generation via Flavour Vacuum
Condensate

Let us take the symmetry groupG as the global chiral-flavour groupG = SU (2)L ×
SU (2)R ×U (1)V . Let the fermion field be a flavour doublet ψ = [

ψ̃1 ψ̃2

]T
. The

action of the chiral-group transformations g on ψ is defined by:

ψ → ψ ′ = gψ = exp
[
i
(
φ + ω · σ

2
+ ω5 · σ

2
γ5

)]
ψ, (9)

where σ j , j = 1, 2, 3 are the Pauli matrices and φ,ω, ω5 are real-valued transfor-
mation parameters of G. Corresponding Noether charges are

Q =
∫
d3xψ†ψ, Q =

∫
d3xψ† σ

2
ψ, Q5 =

∫
d3xψ† σ

2
γ5ψ . (10)

By analogy with quark condensation in QCD [1, 2, 13, 22, 24], we will limit
our considerations to order parameters that are condensates of fermion-antifermion
pairs. To this end we introduce the following composite operators

Φk = ψ σk ψ, Φ5
k = ψ σk γ5ψ, σ0 ≡ 1I, (11)
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with k = 0, 1, 2, 3. For simplicity we now assume 〈Φ5〉 = 0. This assumption does
not substantially changes our main result.

Let us now look at three SSB schemes G → H :

i) The SSB sequence [12, 22]

SU (2)L × SU (2)R ×U (1)V −→ SU (2)V ×U (1)V , (12)

corresponds to dynamical mass generation and it is characterized by the order
parameter

〈Φ0〉 = v0 �= 0, 〈Φk〉 = 0, k = 1, 2, 3. (13)

One can easily check that this expression is invariant under the residual group H ≡
U (2)V but not under the full chiral group G.

In order to discuss theNGmodes it is convenient to employ theWT identitywithin
the framework of ε-prescription, by taking Lε = εΦ0. We thus find WT identity (4)
in the form:

i v0 = lim
ε→0

ε

∫
d4y

〈
T

[
Φ5

k (y)Φ5
k (0)

]〉
, (14)

where k = 1, 2, 3. Therefore, Φ5
k will contain the gapless NG fields as linear terms

of their respective dynamical maps (see Eq. (8)).
Let us now analyze the structure of the vacuum manifold. This would be formed

by the vectors
|θ5〉 = ei

∑3
α=1 θ5

k Q5,k |Ω〉. (15)

However

〈θ5
k |Φ5

k |θ5
k 〉 = i sin θ5

k v0 , k = 1, 2, 3, (16)

which, because of Eq. (13), are different from zero when θ5
k �= 0, in contrast with our

assumption. The only permitted vacuum is thus the one with θ5
k = 0 for each k.

ii) As a second case we consider the SSB pattern

SU (2)L × SU (2)R ×U (1)V −→ U (1)V ×U (1)3V , (17)

which is responsible for the dynamical generation of different masses m1 and m2. In
this case the order parameters take the form

〈Φ0〉 = v0 �= 0, 〈Φ3〉 = v3 �= 0. (18)
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If we take the ε-term as Lε = ε(Φ0 + Φ3), we can derive WT identities and check
that the dynamical maps of Φ1, Φ2, Φ

5
1 , Φ

5
2 and Φ5

3 + Φ5
0 will contain NG fields as

linear terms in their Haag expansion [10].
To study the structure of the vacuum manifold, we introduce the charges Q± =

Q1 ± i Q2. The vacuum manifold is thus isomorphic to SU (2)V /U (1)3V :

|θ〉 ≡ exp
(
θ Q+ − θ∗ Q−

) |Ω〉. (19)

These are iso-energetic vacua, which present the structure of SU (2) coherent
states [23]. If we further consider the case θ = θ∗ is now easy to get:

〈θ |Φ1(x)|θ〉 = sin 2θ v3, (20)

which is different from zero for all θ �= 0. However, this choice does not change the
physics, because the residual symmetry here is still U (1)V ×U (1)3V and not U (1)V
which corresponds to conservation of total flavour charge [3]. This fact makes appar-
ent that dynamical mixing generation requires some deeper argument, because any
of the order parameters considered until now, did not change the situation producing
new physical effects.Wewill see in the next case that the answer requires the concept
of the flavour vacuum.

iii) Finally, we consider the SSB scheme

SU (2)L × SU (2)R ×U (1)V −→ U (1)V ×U (1)3V −→ U (1)V , (21)

which thus corresponds to dynamical generation of field mixing.
Let us introduce

Φk,m = ψ σk ψ, k = 1, 2, 3, (22)

where m indicates that ψ is now a doublet of fields ψ = [ψ1 ψ2]T in the mass basis.
The SSB condition now reads

〈Φ1,m〉 ≡ v1,m �= 0. (23)

Hence we find that a necessary condition for a dynamical generation of field mixing
within chiral symmetric systems, is the presence of exotic pairs in the vacuum, made
up from fermions and antifermions with different masses1:

〈ψ i (x) ψ j (x)〉 �= 0, i �= j. (24)

In other words, field mixing requires mixing at the level of the vacuum condensate
structure. This structure is the same of flavour vacuum [5], consistently with analo-
gous results of Ref. [18].

1Generally also diagonal condensate may be present.
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4 Conclusions

Here we reviewed the arguments of Ref. [10], where we proved that flavour vac-
uum exotic condensate structure [5] naturally and inescapably arises in SU (2)L ×
SU (2)R ×U (1)V chirally symmetric models, when mixing is dynamically gener-
ated.As itwas shown inRef. [10] this vacuumstructure is exactly the one encountered
in neutrino physics, once we limit ourselves to mean field approximation.
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A Representation of the Wave-Function
on 3-Dimensional Space

O. C. Stoica

Abstract In nonrelativistic Quantum Mechanics (NRQM), the wavefunction is
defined on the 3N-dimensional configuration space. Schrödinger, Lorentz, Einstein,
and others, were concerned that it was not an object defined on the 3-dimensional
(3D) physical space. So far, the task of representing the wave function as an object
defined on the 3-dimensional space could only be achieved partially. Based on ref.
Phys. Rev. A 100, 042115, 2019 [1], I describe a fully equivalent representation of
the many-particle states as multi-layered fields defined on the 3D physical space.
They are shown to evolve locally under Schrödinger’s equation, nonlocality entering
only if the wavefunction collapses.

1 Introduction

Since the discovery of quantummechanics (QM), a problem seemed to disturb physi-
cists, in addition to the deeper and more difficult measurement problem and the
problem of why the world appears classical at macroscopic level. It is the fact that
the many-particle wavefunction (WF) is defined on the 3N-dimensional configura-
tion space, rather than on the 3-dimensional physical space. Worries about this were
expressed in particular by Schrödinger, Lorentz, Einstein, and others [2, 3], and
continue to be expressed today.

Approaches to resolve the problem range from accepting the situation (which is
not so unreasonable after all) [4, 5], to the proposal of 3D-space fields that only
capture partially the full data contained in the WF [4, 6–8]. These approaches and
others are reviewed in [1], as well as various arguments.

Iwill present a straightforward, althoughcomplicated andnot aesthetically appeal-
ing, representation of the WF on the 3D-space, which is fully equivalent to the WF.
Moreover, it turns out that as long as there is no WF collapse and potentials prop-
agate with limited velocity, it evolves locally in space. The purpose is to prove that
it is possible, which may be of use to researchers working at interpretations of QM
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which assume the WF to be ontic (although I will not take sides in the debates on
interpretations). It also gives a justification to continue working on the configuration
space, knowing that there is a way to make sense of theWF on the 3D-space, without
worries of criticism from philosophers working on foundations. This representation
is defined pointwisely using sections of an infinite-dimensional fiber bundle, so it is
locally separable, and can recover completely the WF.

The essential reason why the WF is defined on the configuration space is that
it involves tensor products of Hilbert spaces of functions defined on the Euclidean
3D-space E3, for example the tensor product of two states represented by the wave-
functionsψ1(x) andψ2(x), defined onE3, is represented by theWFψ1(x1) ⊗ ψ2(x2)
defined on E

2
3. Thus, to obtain the representation, we need to represent the tensor

product of such functions, with the usual natural operations with tensors, in terms of
fields defined on E3. But this is not straightforward, since our fields have to be local.

2 The 3D Space Representation of Wavefunctions

The main result is (also see [1]).

Theorem 1. The space of many-particle wavefunctions defined on the configuration
space admits a representation as vector fields defined on the 3D space E3.

Let D be the set of possible internal states and spin degrees of freedom (normally
|D| is finite). Let D identify the type of the particle. The set D can be used to span a
complex vector spaceVD, representing the quantum internal states. For instance, spin
1/2 systems have, classically, two degrees of freedom, to which a two dimensional
complex space corresponds after quantization. LetVE3 be the vector space of complex
functions defined on E3. It can be the Hilbert space of square integrable functions, or
we canworkwith the riggedHilbert space, butwewill keep it general.VE3,D

∼= VE3 ⊗
VD is the vector space of complex functions defined on the one-particle configuration
space E3 × D, but by duality in VD it can also be seen as the vector space of VD-
valued vector fields on E3. It represents the state space of a particle of type D. The
state space of N particles of types D1, . . . ,DN is denoted by VE

N
3 ,D1,...,DN

, and is the
tensor product of the individual state spaces.

We define a binary relation ∼ on VE3,D1 ⊕ . . . ⊕ VE3,DN ,

(ψ1, . . . , ψN) ∼ (ψ ′
1, . . . , ψ

′
2) (1)

iff (ψ ′
1, . . . , ψ

′
2) = T (ψ1, . . . , ψN), where T is a linear transformation of VE3,D1 ⊕

. . . ⊕ VE3,DN of the form

T =
⎛
⎝
c11|D1| 0 . . . 0

. . . . . . . . . . . .

0 . . . 0 cN1|DN|

⎞
⎠ , (2)
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where c1 . . . cN = 1. Such transformations form a group G|D1|,...,|DN|. If N = 1, we
define it by (ψ) ∼ (ψ ′) iffψ = ψ ′. The equivalence class [ψ1, . . . , ψN]∼ is the orbit
G|D1|,...,|DN|(ψ1, . . . , ψN). We denote it by ψ1 � . . . � ψN. We define

VE3,D1�s . . . �sVE3,DN := (
VE3,D1 ⊕ . . . ⊕ VE3,DN

)
/ ∼ .

The relation ∼ is an equivalence relation (see [1]).
At this point, we can only represent product states. Only a small difference exists

between [ψ1, . . . , ψN]∼ and the tensor products ψ1 ⊗ . . . ⊗ ψN – we can use the
same position x as argument for all fields instead of N different positions x j . But
momentarily the vector fields of the form [ψ1, . . . , ψN]∼ are too rigid, since the
transformations T have to be globally constant. The field representing theWF should
be definable locally, and at this point it is not.

In the parlance of quantum foundations, we have to implement local separabil-
ity. This means that, for any field representation Ψ̃ = [ψ1, . . . , ψN]∼, and any two
regions A, B ⊆ E3, we should be able to recover Ψ̃ |A∪B from Ψ̃ |A and Ψ̃ |B . This is
achieved in [1] by promoting the global symmetry G|D1|,...,|DN| to a local symmetry, as
usually done in QMwhen the local gauge symmetry of electromagnetism is obtained
from the global complex phase. Here is how.

The typical fiber of the vector bundle VE3,D j is the vector space VD j , so the
structure group is GL(VD j ). We take as associated principal bundle the trivial bundle
E3 × GL(VD j ) (since the base manifold E3 has trivial topology). To express our
fields, we need to fix a gauge of E3 × GL(VD j ), or a frame field of VE3,D j . Then,
any representation of ψ ∈ Γ

(
VE3,D j

)
can only make sense if also the frame field in

which is expressed is given.
In general, forN particles, the structure group isGL(VD1 ⊕ . . . ⊕ VDN).We ignore

here the linear transformations of the bundlesVD j , which can be treated separately. So
we can consider that the frame field is fixed everywhere, and we can treat separately
the action of the group G|D1|,...,|DN|. This group is isomorphic to the commutative
multiplicative group GN := (C \ {0})N−1. Hence, when we fix the frames of each
one-particle vector bundle, the principal bundle associated to our representation is
E3 × GN. Its sections g(x) = (c1(x), . . . , cN−1(x)) ofE3 × GN act onVE3,D1 ⊕ . . . ⊕
VE3,DN by local transformations

T (g)(x) :=

⎛
⎜⎜⎝
c1(x)1|D1| . . . 0 0

. . . . . . . . . . . .

0 . . . cN−1(x)1|DN−1| 0
0 . . . 0 c−1

1 . . . c−1
N−11|DN|

⎞
⎟⎟⎠ . (3)

We can now define the bundle whose sections represent the many-particle WFs,
by applying the associated bundle construction to the product bundle (E3 × GN) ×(
VE3,D1 ⊕ . . . ⊕ VE3,DN

)
, where the group GN acts by

(p(x), (ψ1(x), . . . , ψN(x))) := (
p(x)g(x), T (g−1)(x)(ψ1(x), . . . , ψN(x))

)
. (4)
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The orbits [p(x), (ψ1(x), . . . , ψN(x))]∼ define the associated bundle

VE3,D1�s ...�sDN := (E3 × GN) ×T
(
VE3,D1 ⊕ . . . ⊕ VE3,DN

)

= (
(E3 × GN) × (

VE3,D1 ⊕ . . . ⊕ VE3,DN

))
/GN, (5)

which is a bundle over E3. Thus, the degrees of freedom of the associated bundle
can be treated as unphysical, but we need them for local separability. We endow
this bundle with the flat connection defined by the trivialization, and this connection
transforms under GN too, as in usual gauge theories. So, our construction is a fiber
bundle over the 3D space E3, endowed with a flat connection, and ψ1 � . . . � ψN

are its sections. The rigidity still exists, but local separability is realized.
Note that the internal additions of the vector fields is different from the repre-

sentation of the sums or linear combinations of states, which will be given in the
following. The first step is to define one-dimensional vector spaces of fields. The
multiplication with a complex number c ∈ C is thus defined by cψ1 � . . . � ψN :=
(cψ1) � . . . � ψN. The two sections ψ1 � . . . � ψN and cψ1 � . . . � ψN are called
collinear. Addition of fields having collinear equivalence classes is defined by
c1ψ1 � . . . � ψN + c2ψ1 � . . . � ψN := (c1 + c2)ψ1 � . . . � ψN. Thus, the set of
all collinear fields becomes a one-dimensional vector space.

It is easy to see that we can apply recursively the constructions defined so far,
since we are talking now again about vector fields. Hence, for one-particle or many-
particle states ψ1, ψ2, ψ3, it follows that (ψ1 � ψ2) � ψ3 = |ψ1〉 � (|ψ2〉 � ψ3) =
ψ1 � ψ2 � ψ3. The proof is given in detail in [1]. Therefore, we can drop the brackets
in such products.

What we did so far works only for separable states, or product states. We need to
extend our construction to include linear combinations of such states.A stepwas done
by defining multiplication with scalars, and addition of collinear sections. But we
need to extend this to general linear combinations of product states, in a way which is
not redundant, so that no WF is represented by more distinct fields. This redundancy
can happen for example if we take the bundle spanned by the representations of
product states, or of the rays they define, since for instance |ψ1〉 ⊗ |ψ2〉 + |ψ1〉 ⊗
|ψ ′

2〉 = |ψ1〉 ⊗ (|ψ2〉 + |ψ ′
2〉

)
is again separable. To prevent this, we need to construct

the product space representation for a basis, rather than for all separable states, and
then use the resulting rays to span the bundle whose sections will represent all states.

Let (ξα) be a basis ofVE3 , indexed byα.When possible, it can be orthonormal. For

each type of particle D j , let
(
dk

( j)

)
k

=
(
d1

( j), . . . ,d
|D j |
( j)

)
be a basis of VD j , indexed

by k ∈ {1, . . . , |D j |}. Then,
(
ξ

( j)
αk

)
is a basis of VE3,D j := VE3 ⊗ VD j , indexed by α

and k, where ξ
( j)
αk := ξαdk

( j).
The first step is to apply the construction we gave in general for separable states

ψ1 ⊗ . . . ⊗ ψN, but this time only to N particle states of the form ξ
( j)
αk1

⊗ . . . ⊗ ξ
( j)
αkN

.

We represent such states by fields ξ
( j)
αk1

� . . . � ξ
( j)
αkN

:=
[
ξ

( j)
αk1

, . . . , ξ
( j)
αkN

]
∼
, as above,

for eachN ≥ 1. The second step is to construct the direct sum of all one-dimensional
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vector spaces spanned by vectors of the form ξ
( j)
αk1

� . . . � ξ
( j)
αkN

. More about this
construction in [1]. In particular, to represent [ψ1, . . . , ψn]∼, we have first to express
each ψ j in the basis

(
ξ

( j)
αk( j)

)
of VE3,D j ,

ψ j =
∑
k( j)

c( j)
αk( j)

ξ
( j)
αk( j)

, (6)

where c( j)
αk( j)

are complex numbers. Then, we define

ψ1 � . . . � ψN :=
∑
k(1)

. . .
∑
k(N)

c(1)
αk(1)

. . . c(N)
αk(N)

ξ
(1)
αk(1)

� . . . � ξ
(N)
αkN

. (7)

I know it was defined already earlier, but to move to nonseparable states while
avoiding redundancy, we had to redo the definition, so that we apply it first to get
fields of the form ξ

(1)
αk(1)

� . . . � ξ
(N)
αkN

, and then extend it by linearity to more general
separable states. Now, it is immediate to see that such linear combinations also work
for nonseparable states that are linear combinations of states of the form ψ1 ⊗ . . . ⊗
ψN. It is also immediate to see that the operation � is distributive over the addition,

ψ1 � (ψ2 + ψ3) = ψ1 � ψ2 + ψ1 � ψ3 (8)

(ψ2 + ψ3) � ψ1 = ψ2 � ψ1 + ψ3 � ψ1, (9)

where ψ1 ∈ VE3,D1 and ψ2, ψ3 ∈ VE3,D2 [1].
The fields of the form

∑
k(1)

. . .
∑
k(N)

cαk(1) ...αk(N)
ξ

(1)
αk(1)

� . . . � ξ
(N)
αkN

(10)

with cαk(1) ...αk(N)
∈ C, form a vector space, whichwe denote byVE3,D1 � . . . � VE3,DN .

Our representation is thus defined first on separable states

{
ρ� : VE3,D1 ⊗ . . . ⊗ VE3,DN → VE3,D1 � . . . � VE3,DN

ρ�(|ψ1〉 ⊗ . . . ⊗ |ψn〉) = ψ1 � . . . � ψn
(11)

and then extended by linearity.
Now, the fiber bundle construction that we used for local separability can be

extended to this direct sum. The result is a bundle whose sections represent the WF
of any many-particle state, as a field on E3.

Also note that, while we used in this construction a particular basis for each one-
particle Hilbert space, we can change the basis by using the identity (7). So the
construction of the final bundle is independent on the chosen basis, even though that
of intermediate bundles does not seem so.
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In reference [1], the representation was extended to the Hilbert spaces of variable
numbers of particles, and in particular to fermionic and bosonic Fock spaces. It was
also shown that Schrödinger’s equation translates to an equivalent partial differential
equation on fields on E3, which is local when interactions have limited velocity. As
long as only unitary evolution is involved, everything is local, nonlocality appearing
only when theWF collapses. This was exemplified with the EPR experiment [9, 10].
Also, although the entire construction was made for NRQM, it was shown how can
be applied to represent Fock spaces in quantum field theory. The implications on
ontology were also discussed in [1], in connection to various interpretations of QM.

This representation is rather a proof of existence. It is more complicated than
the WF on the configuration space E

N
3 , just like in the classical mechanics of

N point-particles, the formulation on E3 is more complicated than that on E
N
3 .

There should probably exist a more natural way, which in particular gives the right
(anti-)symmetries in the case of N identical particles.
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On a Grothendieck-Brieskorn Relation
for Elliptic Calabi-Yaus

James Fullwood

Abstract For a number of elliptic Calabi-Yau 3-folds X → B, it has been discov-
ered by string theorists that the Euler characteristic of X may be given in terms of the
representation theory of a certain Lie algebra gX associated with X . In such a case,
we say X → B satisfies the Grothendieck-Brieskorn relation for elliptic Calabi-Yau
3-folds. In this note, we define two invariantsRX and LX for an elliptic Calabi-Yau
of arbitrary dimension, such that in the case of 3-folds the Grothendieck-Brieskorn
relation is given byRX = LX . Beyond the 3-fold case, the equationRX = LX then
yields a notion of Grothendieck-Brieskorn relation for elliptic Calabi-Yaus of arbi-
trary dimension.

1 Introduction

By themid-20th century it was known that simple surface singularities admit anADE
classification. In particular, if one considers theminimal resolution of a simple surface
singularity by a sequence of blowups, then the exceptional locus of the resolution
consists of a chain of P1s, whose dual graph then coincides with a Dynkin diagram of
ADE-type. In the 1960s, Grothendieck sought a deeper connection between simple
surface singularities and Lie algebras beyond that as a mere labeling device, which
led him to conjecture a precise relationship between the universal deformation of a
simple surface singularity and the representation theory of the associated Lie algebra.
Such inquiry then resulted in a theorem proved by Brieskorn in 1970 [3], which
paved the way for further development of the relationship between singularities and
representations of Lie algebras.

There is also an evident connection between the theory of elliptic fibrations and
Lie theory, which has been illuminated by field-theoretic considerations of physicists
studying string compactifications on elliptic Calabi-Yaus [9, 11]. If B is a compact
complex manifold, then an elliptic fibration is a proper, flat, surjective morphism
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X → B with a section, such that the generic fiber is an elliptic curve. The ellip-
tic fibers degenerate to singular curves which are unions of rational curves over a
hypersurface Δ ⊂ B referred to as the discriminant of X → B, and it is the singular
fibers overΔwhich establish a connection between X → B and a certain Lie algebra
gX , referred to as the gauge algebra of X . In particular, the discriminant Δ may be
written as a union of its irreducible components

Δ = Δ0 ∪ Δ1 ∪ · · · ∪ Δm,

and over each Δi the generic fiber of X → B is a chain of rational curves, whose
associated dual graph is the Dynkin diagram of a Lie algebra gi (all Dynkin diagrams
may occur). By convention we takeΔ0 as the component over which the generic fiber
is irreducible, in which case g0 is trivial. The gauge algebra gX is then given by

gX = g1 ⊕ g2 ⊕ · · · ⊕ gm ⊕ u(1)⊕r , (1)

where r is the rank of the Mordell-Weil group of rational sections of X → B.
In the case X is a smooth Calabi-Yau 3-fold (so that B is necessarily a smooth

rational surface), let RX be given by

RX = 1

2
χ(X) + 30K 2

B, (2)

where χ(X) denotes the topological Euler characteristic of X . While RX only
depends on the topology of X , it has been shown in a number of examples coming
from string theory that a formula forRX may be given in terms of the representation
theory of gX [8–10]. In particular, if ρ is a representation of a Lie algebra g with
Cartan subalgebra h, the charged dimension of ρ is given by

(dimρ)ch = dimρ − dim(kerρ|h).

Under the assumption Δ = Δ0 ∪ Δ1 with Δ1 smooth of genus g (so that gX =
g1 ⊕ u(1)⊕r ), the aforementioned formula for RX takes the form

RX = (g − 1)dim(adj)ch + (g′ − g)dim(ρ0)ch +
∑

p∈A

dim(ρp)ch, (3)

where g′ is the genus of a certain branched covering ofΔ1 determined by the singular
points of the general fiber over Δ1, ρ0 is a certain representation of the Lie algebra
associated with the fiber that appears generically over Δ1, A is the set of points in
Δ0 ∩ Δ1 such that thefiber over p is ofKodaira type, andρP is a certain representation
of the Lie algebra associated with the Dynkin diagram of the Kodaira fiber over p.1

1For the precise definitions of g′, ρ0 and the ρP , one may consult [8, 10].
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From here on, we’ll refer to formula (3) as the Grothendieck-Brieskorn relation
associated with X → B, or rather, the GB-relation for short.

At present, there is no proof of a general GB-relation for elliptic 3-folds.While the
relation has been verified by direct computation for a number of examples on a case-
by-case basis, a purely mathematical explanation has yet to take form. Moreover,
from both a mathematical and a physical perspective it is natural to ask whether such
a relation exists in (complex) dimension greater than 3. In particular, dimension 4
is particularly relevant for string theory, as elliptic 4-folds yield spacetime models
with 3 (uncompactified) dimensions of space and 1 time, while elliptic 3-folds yield
models with 5 (uncompactified) dimensions of space and 1 time. In any case, it is
the issue of generalizing the GB-relation to dimension greater than 3 with which we
concern ourselves in this note.

In what follows, we define two integer-valued invariantsRX andLX for an elliptic
Calabi-Yau in arbitrary dimension. While RX generalizes the RX given by (2), the
invariant LX generalizes the RHS of (3). Moreover, there has recently appeared a
generalization of RX and LX to singular elliptic 3-folds [10], and we adapt these
invariants to the setting of arbitrary dimension as well.

2 The InvariantRX

We now rewrite the invariantRX given by (2) in a dimension-independent way. For
this, let B be a compact complex manifold of arbitrary dimension, and let L → B
be a line bundle. For E = OB ⊕ L ⊕ L 2, denote by π : P(E ) → B the projective
bundle of lines in E , and denote its tautological bundle by O(−1). A smooth Weier-
strass fibration is then an elliptic fibrationW → B, whose total spaceW is a smooth
hypersurface in P(E ) given by

W : (y2z = x3 + f xz2 + gz3) ⊂ P(E ). (4)

The coefficients f and g are sections of π∗L 4 and π∗L 6 respectively, and the
fiber coordinates x , y and z are sections of O(1) ⊗ L 2, O(1) ⊗ L 3, and O(1)
respectively, so thatW then corresponds to the zero-scheme of a section ofπ∗O(3) ⊗
L 6. The total spaceW is smooth if and only if the hypersurfaces in B given by f = 0
and g = 0 are both smooth and intersect transversally, and moreover, a standard
Chern class computation reveals W is Calabi-Yau if and only if L = O(−KB). As
such, we will assume from here on that L = O(−KB).

The fiber of W → B over p ∈ B is then given by

y2z = x3 + f (p)xz2 + g(p)z3,

which is singular if and only if p ∈ ΔW , where ΔW ⊂ B is a hypersurface given by

ΔW : (4 f 3 + 27g2 = 0) ⊂ B.
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Over a generic point of ΔW the fiber is a nodal cubic, which enhances to a cuspidal
cubic over f = g = 0. Since the singular fibers of W → B are all irreducible, it
follows that the gauge algebra of W is trivial (it’s Mordell-Weil rank r is 0). It has
been shown that the Euler characteristic of W may be written in terms of invariants
of B [2, 13], namely,

χ(W ) = 12c1(B)

dim(B)−1∑

i=0

ci (B)(−6c1(B))dim(B)−1−i ,

where ci (B) denotes the i th Chern class of B. As such, for B of dimension 2 we
have χ(W ) = −60c1(B)2 = −60K 2

B , so the invariantRX associated with an elliptic
3-fold X → B (given by (2)) may be re-written as

RX = (−1)dim(X)−1

2
(χ(X) − χ(W )). (5)

Note that the RHS of the above is defined for X of arbitrary dimension, thus we
may take the RHS of Eq. (5) as a definition ofRX for X of arbitrary dimension (the
factor (−1)dim(X)−1 ensures that RX is always non-negative). For X = W we then
haveRW = 0 in all dimensions, which makes sense since the gauge algebra of W is
trivial, thus the definition is manifestly relevant to the context at hand.

Now assume X → B is an elliptic Calabi-Yau with X possibly singular. In the
case that X is a 3-fold withQ-factorial singularities, a generalization ofRX has been
introduced which yields GB-relations as well [10]. In particular, in such a case they
define RX as

RX = 1

2

⎛

⎝χ(X) +
∑

p∈X
μ(P)

⎞

⎠ + 30K 2
B,

where μ(p) denotes the Milnor number of p ∈ X (since X has only a finite number
of singularities the sum

∑
p∈X μ(P) is finite). As in the smooth case, this can be

rewritten as

RX = 1

2
(χ(X) +

∑

p∈X
μ(P) − χ(W )), (6)

where W → B is a smooth Weierstrass fibration of dimension 3. For X possibly
singular of arbitrary dimension, its singular locus may be of positive dimension, thus
to adapt (6) to the setting of arbitrary dimension we must write

∑
p∈X μ(P) in a

dimension-independent manner. For this, we note that if X has isolated singularities
with well-defined Milnor numbers at each of its singular points, then

∑

p∈X
μ(P) = (−1)dim(X)

(
χ(X) −

∫

X
cF(X))

)
,
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where cF(X) is a characteristic class for singular varieties referred to as the Chern-
Fulton class [7]. For X a singular 3-fold we then have

χ(X) +
∑

p∈X
μ(P) =

∫

X
cF(X),

thus we can rewrite (6) as

RX = 1

2

(∫

X
cF(X) − χ(W )

)
,

the RHS of which is manifestly independent of the dimension of X . As such, for
X → B an elliptic Calabi-Yau of arbitrary dimension, we let RX be given by

RX = (−1)dim(X)−1

2

(∫

X
cF(X) − χ(W )

)
.

Remark 1. Suppose X → B is a singular Weierstrass fibration, i.e., X is given by
an equation taking the same form as the equation for a smooth Weierstrass fibration
W (given by (4)), but without the smoothness and transversality assumptions on the
coefficients f and g. Then

∫

X
cF(X) = χ(W ) =⇒ RX = 0.

As the singular X considered in [10] are minimal models of singular Weierstrass
fibrations, the GB-relations they consider are never applied to such X . As such, the
fact thatRX = 0 for singularWeierstrass fibrationsmaybe viewed as a generalization
of the fact that RW = 0 for smooth Weierstrass fibrations.

3 The Invariant LX

For an elliptic Calabi-Yau 3-fold X → B, denote the RHS of (3) by LX , so that LX

is given by

LX = (g − 1)dim(adj)ch + (g′ − g)dim(ρ0)ch +
∑

p∈A

dim(ρp)ch. (7)

The GB-relation for elliptic Calabi-Yau 3-folds then corresponds to the equation
RX = LX . Now assume B is a compact complex manifold of arbitrary dimension,
and let X → B be an elliptic fibration over B with X Calabi-Yau. We now wish to
generalizeLX for ellipticCalabi-Yau 3-folds to current setting of arbitrary dimension.
As in the case of 3-folds,we assume the discriminantmaybewritten asΔ = Δ0 ∪ Δ1,
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where Δ0 is the (possibly singular) irreducible component of Δ over which the
general fiber is irreducible, and Δ1 is a smooth irreducible component of Δ, over
which the general fiber is of Kodaira type.We note that in all verified cases of the GB-
relation, the Mordell-Weil rank r appearing in the definition (1) of the gauge algebra
gX is 0.As such, ifwe assume r = 0 in this dimension independent setting, then under
our assumptions the gauge algebra gX is precisely the Lie algebra corresponding to
the Dynkin diagram of the general fiber over Δ1.

Now note that equation (7) may be re-written as

LX = −1

2
χ(Δ1)dim(adj)ch − 1

2

(
χ(Δ′

1) − χ(Δ1)
)
dim(ρ0)ch +

∑

p∈A

dim(ρp)ch,

where Δ′
1 denotes a certain branched covering of Δ1. Now take a stratification of Δ

such that the generic fiber over each stratum is of Kodaira type, and denote by Ai

the set of all codimension i strata. In the 3-fold case we only have one Ai , namely,
A1, thus we can now write the above equation as

LX = −1

2
χ(Δ1)dim(adj)ch − 1

2

(
χ(Δ′

1) − χ(Δ1)
)
dim(ρ0)ch +

∑

s1∈A1

dim(ρs1)ch.

With X of arbitrary dimension, we then define

LX = (−1)dim(X)

2

(
χ(Δ1)dim(adj)ch + (

χ(Δ′
1) − χ(Δ1)

)
dim(ρ0)ch

)
(8)

+
dim(X)∑

i=1

∑

si∈Ai

dim(ρsi )ch.

Remark 2. It is not necessarily the case that X admits a stratification where the
generic fiber over each stratum is of Kodaira type, thus this assumption must be
added to the definition of LX .

For X → B an elliptic 3-fold withQ-factorial singularities, in [10] it is shown in
a number of examples that

RX = −1

2
χ(Δ1)dim(adj)ch − 1

2

(
χ(Δ′

1) − χ(Δ1)
)
dim(ρ0)ch

+
∑

p∈A

dim(ρp)ch +
∑

p∈X
μ(p),

thus the contribution of the singularities of X to the GB-relation is the sum of the
Milnor numbers

∑
p∈X μ(p) (if p is in the smooth part of X then μ(p) = 0). For

X of arbitrary dimension with isolated singularities, then if the singularities of X all
admit well-defined Milnor numbers then
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∑

p∈X
μ(p) =

∫

X
M(X),

whereM(X) is a characteristic class supported on the singularities of X referred to
as the Milnor class of X . The Milnor class however is defined for X with arbitrary
singularities, and is given by

M(X) = (−1)dim(X)(cSM(X) − cF(X)),

where cSM(X) is the Chern-Schwartz-MacPherson class of X [1, 12], cF(X) is the
Chern-Fulton class (which appears in the definition ofRX ).As such, for X of arbitrary
dimension (and arbitrary singularities) we define LX as

LX = L̃X +
∫

X
M(X),

where L̃X is given by the RHS of (8).

4 GB-relation in Arbitrary Dimension

We now give the following

Definition 1. An elliptic Calabi-Yau X → B is said to satisfy the Grothendieck-
Brieskorn relation (or GB-relation for short), if and only if RX = LX .

The stage is now set to explore GB-relations in higher dimensions. While RX is
known for many examples in arbitrary dimension (see [4–6]),LX has yet be explored
in dimension greater than 3. Not only is dimension 4 obviously the first direction in
which to proceed, it is also the dimension most relevant for physics.
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Control and Composability in Deep
Learning — Brief Overview by a Learner

Alexander Ganchev

Abstract A short overview of some applications of optimal control and category
theory in deep neural networks is given.

1 Introduction

This is a brief look from an outsider on deep learning. I am addressing it to people
like myself coming from mathematical and theoretical physics and knowing close to
nothing about machine learning (ML). The topic of ML is huge but there are very
few introductions addressing such an audience. Of the vast field of ML I restrict
my attention to Deep Neural Networks (DNN) for Supervised Learning and have
chosen two aspects I think are of importance: optimal control and compositional
formulations.

Learning in DNN can be viewed as a problem of optimal control (OC). Calculus
of variational is in the foundation of physics while OC, which extends calculus of
variations and addresses the question how to adjust a dynamical evolution to achieve
a certain goal, is an engineering topic.

In Computer Science (CS) big software systems are unthinkable without the idea
and use of compositions of smaller parts thus the importance of Category Theory
(CT) in CS has grown to the extent that CS has become the main application of CT
and one of the main driving force in the development of CT. ML and in particular
DNN are considered part of CS.1 Thus it seems strange that the use of CT in ML
is just starting even though for an outside observer it is obvious that learning is
compositional.

If we can summarize the key concept that is common to learning in general, DNN
in particular, and optimal control is the bidirectional transformations involved—the
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backpropagation algorithm of DNN and the adjoint-state-method in Pontryagin’s
Maximum Principle (PMP) of optimal control. The counterpart of these in category
theory are ‘lenses’ (or more generally ‘optics’) which initially were introduced as a
formalism for database updates.2

2 Learning and Deep Neural Networks

Machine Learning (ML) is formally a part of Artificial Intelligence (AI) but recently
it has grown in size and importance so it is often identified with AI. An important
subfield is supervised ML where a machine infers a function mapping inputs to
outputs from examples of input-output pairs. An experimental physicist fitting a
parametrized function to data points is doing supervised learning but in fitting there
are a few parameters while in a typical deep network the number of parameters is
huge.

An artificial neuron, a crude model or a real neuron, receives signals xi , i =
1, . . . , n, from the previous n neurons, each signal xi is multiplied by a weight wi

and summed. (Assume all signals and weights are real numbers.) The result is fed
into an activation function3 σ which outputs the outgoing signal y. A single neuron
can be viewed as a map (x1, . . . , xn) �→ σ

(∑n
i=1 wi xi + b

) = y where the weights
wi and the bias b are treated as parameters to be learned. If σ is the step function
then the neuron answers the question on which side of an affine hyperplane is the
input vector (x1, . . . , xn).

The neurons in the cortex are arranged in layers, e.g., the retina is the input layer
of the visual cortex. Mimicking the architecture of the (biological) neurons in the
brain a DNN consists of (artificial) neurons arranged in layers with the output of the
neurons from layer k being fed in as the input to the neurons of layer k + 1, in vector
notation

x(k) �→ x(k+1) = σ
(
W (k)x(k) + b(k)

)
(1)

where the activation function σ is applied coordinate wise. As the signal propagates
from the input to the output we have compositions of alternating affine transfor-
mations and activations function application. For every point p ∈ P in parameter
space (weights and biases) a DNN is a function Fp : X → Y mapping, propagating
forward, an input x to an output y which approximates some, in general unknown,
function F : X → Y . In DNN jargon the hyperparameters are things which are not
learned by the DNN but are fixed in advance, e.g., the architecture of the net, the
choice of activation function, the choice of cost function, etc.

2The cited bibliography in this note is far from exhaustive. I try to cite recent sources from which
an interested reader can backpropagate to the original papers.
3There are many examples of activation functions, e.g. the Heaviside step function, the sigmoid or
logistic function which is a smooth version of the step function, the integral of the step function
known as ReLU in learning jargon, etc.
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3 Optimal Control

A dynamical system (DS) describes the evolution in discrete/continuous time of the
state of a system. In the continuous case a DS is given by a first order ordinary
differential equation (ODE) dx(t)/dt = f (x(t), t), where x(t) is a trajectory in
the state space M (in general a manifold) and f is a vector field on M , i.e., a
section of the tangent bundle T M . In a controlled ODE dx(t)/dt = f (x(t), u(t))
the field is controlled by a control path [0, T ] � t �→ u(t) ∈ U , where U is the
space of control parameters. Fixing a control u = u(t) (for better readability we skip
the dependence on t) and an initial condition the (forward propagating) controlled
ODE gives a solution x = x(u) = x(t, u). In optimal control (e.g. [18]) we want to
choose the control which optimizes a given objective (or cost/loss/error) function.
The main approaches are Bellman’s Dynamic Programming (BDP) and Pontryagin’s
Maximum Principle (PMP). Below is a caricature of the second, without the slightest
pretense for rigor, trying to indicate how backpropagation appears.

The cost (a functional of the control u(t)) is given by J (u) = G(x(u), u) =
h(x(T, u)) + ∫ T

0 g(x(t, u), u(t)) dt where x(u) is a solution of ẋ = f (x, u) and h
and g are the terminal and running costs. The goal is to find the variation of the cost as
the control varies, and move along the gradient (or steepest) descent to the minimum
of J . In the variation of the cost δ J = Guδu + Gxδx we want to express δx in terms
of δu. For that reason take a variation of the forward ODE ∂tδx = fxδx + fuδu thus

δx = [∂t − fx ]−1 fuδu. (2)

Introduce the adjoint/costate (variable and path) λ, living in the cotangent bundle
T ∗M , as solution of the adjoint (backward propagating) equation

[∂t − fx ]∗λ = Gx . (3)

Hence for the second term in δ J we get

Gxδx = 〈Gx , δx〉 = 〈[∂t − fx ]∗λ, [∂t − fx ]−1 fuδu〉 = 〈λ, fuδu〉 (4)

and finally we obtain
δ J = [Gu + 〈λ, fu〉]δu. (5)

A feed-forward deep neural network is a discrete time dynamical system x(k+1) =
σ

(
W (k)x(k)

)
, with the layer index k interpreted as time. It is controlled by the weights

W (k). Let us do the above once more but in discrete time and with more details.
The state, costate, and control paths become sequences x• = (x0, x1, . . . , xn), λ• =
(λ0, λ1, . . . , λn), u• = (u0, u1, . . . , un−1). The dynamics is

xk+1 = f (xk, uk). (6)
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The cost functional is J (u•) = h(xn) + ∑n−1
k=0 g(xk, uk). The Lagrangian is the cost

plus the dynamics multiplied by the costate λ•, a Lagrange multiplier:

L(x•, λ•, u•) = h(xn) +
n−1∑

k=0

(g(xk, uk) + 〈λk+1, ( f (xk, uk) − xk+1)〉) . (7)

Introducing the function

H(k) ≡ H(xk, uk, λk+1) = g(xk, uk) + 〈λk+1, f (xk, uk)〉

we can rewrite

L = h(xn) − 〈λn, xn〉 + 〈λ0, x0〉 +
n−1∑

k=0

(H(k) − 〈λk, xk〉) . (8)

Take the variation of L . The variation with respect of the costate λ recovers the
dynamics of x . Assuming the dynamics of x holds, for the rest we get

dL = 〈hx (xn) − λn, dxn〉 + 〈λ0, dx0〉

+
n−1∑

k=0

(〈∂x H(k) − λk, dxk〉 + 〈∂u H(k), duk〉) .

The variation with respect to the state x gives the adjoint dynamics of the costate λ:

λk = ∂x H(k) ≡ ∂x g(xk, uk) + 〈λk+1, ∂x f (xk, uk)〉 (9)

with initial condition λn = ∂xh(xn). Note the backpropagation. The gradient of the
total cost is

∂u H(k) = ∂ug(xk, uk) + 〈λk+1, ∂u f (xk, uk)〉. (10)

The connections between DNN’s backpropagation and optimal control have been
emphasized in [16] and more recently [6, 17, 19], etc.
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4 Compositionality—Lenses, Learners, Games, Systems,
Automatic Differentiation, and Differentiable
Programming

All around us there are “processes” that can be composed “in time” and “in space”,
i.e., all around us there are symmetric monoidal categories.4

The construction of [10] gives the first compositional view of supervised deep
learning. The goal of supervised learning is to approximate an unknown function
f : A → B having a training collection of input-output pairs (a, b ≈ f (a)). Learn-
ing is described as a composition of functors NNet → Para → Learn with the first
functor I (σ ) depending on the hyperparameter “choice of activation function σ”,
while the second L(E,ε) depends on the hyperparameters “choice of steepest decent
step ε and choice of error function E”. The objects of the category NNet give the
different architectures of deep networks with morphisms the concatenation of lay-
ers. The category Para has objects Euclidean spaces, morphisms are (equivalence
classes) of differentiable parametrized function (the parameter spaces being also
Euclidean), and composition is composition of functions with Cartesian product of
the parameter spaces.

The objects of Learn are sets A, B, . . . . The description of morphisms is more
involved and involves both a ‘forward’ and ‘backward’ components. The implemen-
tation function I : P × A → B encodes the ‘forward pass’ where fixing a parameter
p ∈ P we have an approximation to the unknown function from A to B that is being
learned. Next we describe the ‘backward’ components of a morphism. Given an
input-output pair (a, b) the parameter p is updated to p′ = U (p, a, b) to get a ‘bet-
ter’ approximation Ip′ of f , hence the update function U : P × A × B → P . The
composition of the implementation (forward) function I is straightforward while
to compose updates U we need to back propagate information from B to A. For a
parameter p and a pair (a, b) we want a new input a′ = rp(a, b) such that Ip(a′)
is a ‘better’ approximation of b than Ip(a). Thus the need for the request function
r : P × A × B → A.

Given morphisms (P, I,U, r) : A → B and (Q, J, V, s) : B → C the compo-
sition A → B → C is (Q × P, J ◦ I, V ◦U, s ◦ r) is defined as follows: (J ◦
I )(q,p) = Jq ◦ Ip, (V ◦U )(q, p, a, c) = (q ′, p′) = (V (q, Ip(a), c), U (p, a, sq
(Ip(a), c)), (s ◦ r)(q,p)(a, c) = rq(a, sq(Ip(a), c) (the composition of requests goes
“backwards” because this back propagates information).

4E.g., cooking, electric circuits, Feynman diagrams, computing, learning, etc., etc. Composing
processes “in time” (sequentially) gives a category. Composing processes sequentially “in time”
and concurrently “in 1-space” gives a monoidal or tensor category (a 2-category with a single
0-arrow/object). Composing “in time” and “in 2-space” gives a braided monoidal category (a 3-
category with a single 0-arrow and a single 1-arrow). Composing “in time” and “in 3-space” gives
a symmetric monoidal category (a 4-category with a single 0-arrow, 1-arrow, and 2-arrow). Adding
more “space” dimensions does not add anymore changes (the Baez-Dolan stabilization hypothesis).
Thus the ubiquity of symmetric monoidal categories in our 3+1 dimensional space-time.
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Nextwedefine the functor L(E,ε) : Para → Learn. InPara an arrow (P, I ) : A →
B consists of a parameter space P and differentiable function I : P × A → B.
Choose an ‘error function’, e.g., E I

p(a, b) = ‖Ip(a) − b‖2/2 where ‖.‖ is the
Euclidean norm on B, and a real number ε > 0, the “step size”. The functor
L(E,ε) is identity on objects and maps the arrow (P, I ) to (P, I,U I , r I ) where
U I (p, a, b) = p − ε ∇pE I

p(a, b) and r Ip(a, b) = ai − ∑
j (I

j
p (a) − b j )(∂ I j/∂ai ))

with i = 1, . . . , dim A and j = 1, . . . , dim B.
The functor I σ : NNet → Para is defined by making a choice of the hyper-

parameter σ , an activating function, assigning aweight for every connection between
to neurons (the weights are the parameters) and mapping an arrow in NNet, which
is described by the connections of neurons in two layers, to the function (1).

The three categories discussed can be equipped in a natural way with monoidal
structure. For lack of space we skip this description. Note that the hyperparameters
of a learning machine have been moved to the two functors. Thus one may view
change of hyperparameters and their eventual ‘learning’ as natural transformations.

There has been recently a lot of activity of taking a compositional or categorical
view on things that before have been studied in isolation, e.g., open (dynamical) sys-
tems, open Petri nets, openMarkov processes, open games, learning (associated with
the names of J. Baez, B. Fong, J. Hedges, E. Lerman, D. Spivak, their collaborators,
and others). Some of these (in particular ‘learners’ and ‘games’, but probably many
others such as dynamical systems) fall in the general notion of categorical lenses.
An inspiration for the development of a categorical approach to open systems has
been the paper [23] (see also the post of E. Lorch and J. Tan5). A faithful monoidal
functor from learners to symmetric lenses has been described in [9]. The connection
between open games and learners is the subject of [14] while connections between
open games and lenses have been made in [12].

Lenses are an example of bidirectional transformations. Initially lenses were used
to describe the (covariant or forward propagating) process λg : A → B of ‘getting’ or
‘viewing’ a small piece B of a database A, possibly modifying it, and ‘putting’ back,
or ‘updating’ it, in the database, λp : A × B → A (which is a contravariant or back-
propagating process). More generally, a morphism of (bimorphic) lenses is given by
λ : (A, A′) → (B, B ′)with λg : A → B and λp : A × B ′ → A′. Given a second lens
morphism μ : (B, B ′) → (C,C ′) the composition μ ◦ λ is defined by (μ ◦ λ)g =
μg ◦ λg and (μ ◦ λ)p(a, c′) = λp(a, μp(λg(a), c′)). (Note the contravariance in the
composition of the ‘put’ part.) The literature on bidirectional transformations, lenses,
and categories of optics is big. For recent references see [13, 20–22].

Differentiation is a key ingredient in the algorithms of both DNN and scientific
computing and the method of choice for both is automatic (or algorithmic) differen-
tiation (AD), e.g., see [1] for a recent review. AD is neither numerical nor symbolic
differentiation. As symbolic differentiation AD does not use approximations (like a
finite difference) while as numerical differentiation it manipulates concrete numbers.
AD differentiation comes in two modes direct and reverse. The automatic differen-
tiation of a function from a high dimensional space to a one dimensional space

5https://golem.ph.utexas.edu/category/2018/06/the_behavioral_approach_to_sys.html.

https://golem.ph.utexas.edu/category/2018/06/the_behavioral_approach_to_sys.html
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(such as the cost/loss/error function) is far more efficient in reverse mode, i.e., as
backpropagation. A categorical formulation of AD is given in [8]. The more general
program for differential lambda calculus started in [7] and a categorical semantics
for it has been developed with the most recent paper [3] considering reverse mode
AD. The paper [2] which proposes to take the optimal control view seriously and
even to substitute DNNwith Neural ODE is one of the signs of a rebranding of DNN
as differentiable programming6 thus the importance of papers such as [8] and [3] is
bound to increase.

5 Discussion

We have seen that supervised learning in DNN is an instance of optimal control (in
the approach of PMP) and how DNN learning can be formulated categorically. The
common tread in both is their bidirectional character which for the formulation of
[10] results in the interpretation of learners as lenses. A categorical interpretation
of optimal control remains to be done. The approach of Willems [23], which has
been the main inspiration for the recent developments in open dynamical systems,
departs from the older input/controlled-system/output approach and merges together
the inputs and the controls. In some cases, in particular in DNN, the older approach
is more natural. Such a three-way (input/control/output) proposal is contained in [4]
and probably it could be a basis for developing a compositional view on PMP optimal
control.

Reinforcement Learning (RL) is another big topic in ML. In RL learning there is
no supervisor but the learner interacts with the environment and as feedback receives
rewards or punishments. RL is closely connected with the BDP approach to optimal
control and with game theory. RL is waiting a compositional approach.

This brief note is the second one in which I look at DNN from outside. My first
note [11] concentrated on connections between DNN and renormalization group
flow and the bulk/boundary duality. It is curious to note that Tambara modules play
an important role in lenses [20, 21] as well as in the Drinfeld center of a monoidal
category while the center construction plays a role in bulk/boundary duality [5, 15].
Is this a coincidence or there is something deeper?
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Lie Theory and Infinitesimal Extensions
in Algebraic Geometry

Cristian Anghel, Nicolae Buruiana, and Dorin Cheptea

Abstract We apply the Lie theoretic formalism of Calaque-Caldararu-Tu, to some
extension problems of vector bundles to the first infinitesimal neighbourhood of a
subvariety in the complex projective space.

1 Introduction

In recent years, Lie algebraic type constructions received many applications going
from low dimensional topology to pure algebraic geometry.

We want to focus on one aspect of these applications, namely a result of Arinkin-
Caldararu [1], and its connection to the classical Serre’s construction in the world of
vector bundles on projective varieties.

In the first partwe shall introduce the relevant definitions concerningLie-type phe-
nomena in the algebraic geometric world together with their original Lie-algebraic
counterpart, following mainly [3] and [7].

The second part is devoted to Serre’s construction, and to the main result of this
paper. The last section contains a question which could be considered for future
research.

2 Lie Algebras and Duflo’s Conjecture

In what follows, we fix a commutative field k of characteristic 0, and a Lie algebra
g over k. The following fact is well known:
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Theorem 1. The natural map
S(g) → U (g) (1)

is an isomorphism of vector spaces (but not of algebras).

It is the PBW-isomorphism. Also, the restriction of the PBW-map to the g-invariant
part is also a linear isomorphism:

S(g)g → U (g)g. (2)

Neither this restriction is an algebra isomorphism, but the deep insight of Duflo was
that a certain modification becomes an isomorphism of algebras.

More precisely, let’s consider the following “magic” element in (Ŝ)(g�)g:

J = det (
1 − e−ad

ad
). (3)

Formally, it is expressed as a series in the elements tr(adk). An important fact
is that the above elements are g-invariant w.r.t. the co-adjoint action extended by
derivations. Moreover, g� acts on S(g) by derivations, and this action preserves the
g-invariant part.

Putting all the above together, Duflo’s theorem can be stated as follows:

Theorem 2. The composition

PBW ◦ J
1
2 : S(g)g → U (g)g (4)

is an isomorphism of algebras.

The above result can be extended at least at a conjectural level as follows. Let
h ⊆ g be an inclusion of Lie algebras, such that g = h ⊕ m with [h,m] ⊆ m. In this
setting, Duflo conjectured the following:

Duflo’s Conjecture 1. ThePoissoncenterof S(m)h,andthecenterof(U (g)/hU (g))h

are isomorphic as algebras.

Despite many efforts, this conjecture is widely open even today.
In the same spirit, Calaque posed the following weaker question:

Calaque’s Question 1. Under which assumptions S(g/h) and (U (g)/hU (g)) are
isomorphic as h-modules?

The answer obtained by Calaque-Caldararu-Tu [4, 5] concerns the splitting of the
natural filtration on (U (g)/hU (g)), a question which is also relevant in some defor-
mation quantization problems. In the particular case of the diagonal embedding
h ⊂ h ⊕ h their result recovers the usual PBW isomorphism.

The interesting part in the C-C-T solution to the above question is the fact that the
ideas are inspired by an analogous algebraic-geometric problem through a surprising
dictionary:
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let’s fix two algebraic varieties X and Y , and an embedding X ↪→ Y ;
by TX [−1] and TY [−1] we denote the shifted tangent bundles of X and Y , as

objects in the derived categories of coherent sheaves D(X) and D(Y );
the Lie algebras h and g are the counterpart of the Lie algebra objects TX [−1]

and TY [−1].
In what follows we define the relevant notions needed to explain the algebraic-

geometric analog of the C-C-T problem.

3 The Derived Category of Coherent Sheaves and Lie
Algebra Objects

The path to the derived category of coherent sheaves goes through two well known
procedures in category theory: in the first place, we construct a category of fractions,
and secondly, we perform a localization of that category.

Let’s fix X a smooth projective algebraic variety over the field of complex num-
bers.Wedenote byCoh(X) the category of coherent sheaves on X . (If unfamiliarwith
the subject one can think simply of holomorphic vector bundles over X .) Coh(X)

is an abelian category, and one can take the usual category of complexes Cpx(X):
here the objects are complexes of coherent sheaves

... → Fi−1 → Fi → Fi+1 → ... (5)

and the morphisms are morphisms of complexes.
The first operation is to take Hot (X), the homotopy category of Cpx(X): the

objects are still complexes, but the morphisms are modified by taking the quotient
w.r.t. homotopy equivalence of morphisms between complexes. The second opera-
tion, which produces finally D(X) from Hot (X), is the localisation w.r.t. the class of
quasi-isomorphisms. For this step recall that a quasi-isomorphism is a map between
two complexes which induces isomorphisms at the level of homology groups. Mor-
phisms in D(X) are more complicated than the usual maps between complexes; in
fact they can be represented by triangles F• ← G• → E• of usual morphisms, such
that the left hand side morphism is a quasi-isomorphism. Also, D(X) inherits from
Cpx(X) the translation functor [1], which acts as follows: F[1]i = Fi+1.

3.1 The Atiyah Class and the Lie Algebra Object TX [−1]

The Atiyah class can be constructed for an arbitrary object in D(X). It can be inter-
preted in various ways, as an extension class, as a morphism in the derived category,
or in the simplest case of a vector bundle, as the obstruction to have a holomor-
phic connection. Let’s consider the simplest situation: take E a holomorphic vector
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bundle over the smooth projective variety X . The bundle of 1-jets J E is the sheaf
E ⊕ (E ⊗ Ω1) with the following OX -module structure:

f (s, t ⊗ θ) = ( f · s, f · t ⊗ θ + t ⊗ d f ) (6)

With this structure, J E is described as the following extension:

0 → E ⊗ Ω1 → J E → E → 0 (7)

From the sequence above, the extension class [J E] can be seen in either of the
following groups:

Ext1(E, E ⊗ Ω1) 	 Ext1(E ⊗ T, E)

The Atiyah class defines a structure of a Lie algebra object on T [−1] through the
following result [7]:

Proposition 1.
HomD(X)(E, F[i]) 	 Exti (E, F).

The above Proposition expresses the Atiyah class [J E] as a morphism in the derived
category D(X):

E ⊗ T [−1] → E . (8)

In the particular case E = T [−1], the above morphism in D(X), endows T [−1]
with a “bracket”, such that we have the following [7]:

Proposition 2. The bracket induced on T [−1] by the Atiyah class verifies the axioms
of a Lie algebra object in D(X).

Moreover, the above morphism induced by the Atiyah class for an arbitrary object
E in D(X), endows E with a T [−1]-action, such that we have [7]:

Proposition 3. The T [−1]-action on E, induced by the Atiyah class

E ⊗ T [−1] → E,

verifies the axioms of a Lie algebra action on E.

In view of the above proposition, one can ask the following:

Question 1. Is an arbitrary morphism E → F in D(X) a morphism of T [−1]-
modules ?

The result below [7] gives a positive answer, and expresses the fact that the derived
category is the representation category of the Lie algebra object T [−1].
Proposition 4. Any morphism E → F in D(X) is a morphism of T [−1]-modules.
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4 The Arinkin’s-Caldararu Extendability Criterion

In the sequel, we will translate the above Lie algebraic facts into their algebraic-
geometric counterparts using a formal dictionary between Lie algebras and Lie alge-
bra objects T [−1] in the derived categories D(X). Concerning the Duflo’s isomor-
phism, we remark firstly that on the algebraic-geometric side one has [7]:

Proposition 5. The symmetric and the universal enveloping algebras of T [−1], are:
S = ⊕(�kT )[−k] and
U = p�(RHom(O�,O�)).

The invariant parts must be defined in a categorical setting as Hom(OX ,−).
For S, respectivelyU , the invariantpartsare:⊕H �(��T ), respectively Ext�OX×X

(O�,

O�). The isomorphism between these is the usual Hochschild-Kostant-Rosenberg
isomorphism. It is only an isomorphismofvector spaces.TheanalogueofDuflo’smap
for the HKR isomorphism was obtained by Kontsevich by contracting with a similar
“magic” element [6].

In the algebraic-geometric setting, the Lie algebras h and g are replaced by the
shifted tangent bundles TX [−1] and TY [−1] for an embedding of algebraic vari-
eties i : X ↪→ Y . The invariant part S(m)h is replaced by ⊕�k(NX,Y )[−k], where
N is the normal bundle of the embedding. On the other hand, the invariant part
(U (g)/hU (g))h is replaced by RHomX (i�i�OX ,OX ). In this setting, Duflo’s Con-
jecture translates into the question of finding conditions that ensure the above invari-
ant parts are isomorphic.

The answer is given in the theorem below in terms of the composition of the
extension

0 → TX → TY |X → NX,Y → 0, (9)

viewed as amorphism N⊗2
X,Y → NX,Y ⊗ TX [1] in D(X), and theAtiyah class of NX,Y .

Let’s denote by a ∈ Ext2(N⊗2
X,Y , NX,Y ) the resulting extension class.

With the above notation, the following result was proved by Arinkin and
Caldararu [1]:

Theorem (Arinkin-Caldararu) 1. The following are equivalent:
1. The extension class a = 0.
2. NX,Y admits an extension to the first infinitesimal neighbourhood of X in Y .
3. The algebraic geometric Duflo’s Conjecture holds true in this situation.

5 Serre’s Construction and Applications

We can interpret the above theorem as a criterion for the algebraic-geometric Duflo’s
theorem to hold, in terms of the extendability of the normal bundle, at least to the
first infinitesimal neighbourhood. Fortunately, this geometric condition is known to
be true in a variety of special cases. Among these, we wish to restrict to the case
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of co-dimension 2 smooth sub-manifolds X ⊂ Y . In this case, Serre’s construction
asserts the following:

Theorem (Serre’s Construction) 1. Let IX be the ideal sheaf of X, L = (det N )∨.
Then EXT OX (IX , L) is a trivial line bundle, and its generator defines an extension

0 → L → E → IX → 0.

Moreover, the sheaf E is locally free, and E∨ extends N to all of Y .

Putting together the Arinkin-Caldararu theorem and Serre’s construction, we
arrive at our main result:

Theorem 3. For a co-dimension 2 smooth sub-manifold, the algebraic-geometric
Duflo’s Conjecture holds true.

6 Conclusions and Future Directions

We combined Serre’s construction and the Arinkin-Caldararu theorem, to argue that
in the co-dimension 2 case, the algebraic-geometric Duflo’s Conjecture holds true.
The question of the extendability of vector bundles over a sub-manifold X up to
a certain infinitesimal neighbourhood is a very old one. In recent years, for exam-
ple Badescu [2] obtained new results in this direction in the situation of small co-
dimension and a vector bundle of rank 2 on X . A natural question could then be the
following:

Question 2. Find co-homological obstructions of the type of the class a, as in the
Arinkin-Caldararu theorem, that prevent the extension of an arbitrary rank 2 vector
bundle on X to its first infinitesimal neighbourhood.

Also, another natural question is the following: is there a canonical “associative
algebra object” in the derived category D(X), that plays a role analogous to the one
that deformation quantization has for Poisson (Lie) structures? Such an object would
have topological relevance for construction of weight systems producing not only
knot invariants (see [7]), but also 3-manifold invariants.

Acknowledgements The first author is grateful to the organisers of the XIIIth International Work-
shop Lie Theory and Its Applications in Physics, for partial financial support.
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The Low-Dimensional Algebraic
Cohomology of the Witt and the Virasoro
Algebra with Values in General Tensor
Densities Modules

Jill Ecker

Abstract In this contribution we give results concerning the low-dimensional alge-
braic cohomology of the Witt and the Virasoro algebra with values in the general
tensor densities modules Fλ. More precisely, we provide the first and the second
algebraic cohomology of the Witt and the Virasoro algebra with values in Fλ for
every λ ∈ C, and we give results for the third algebraic cohomology for certain val-
ues of λ in the case of the Witt algebra. The low-dimensional algebraic cohomology
vanishes except for certain values of λ for which the dimension of the cohomology
is one or two, depending on λ. We consider algebraic cohomology, i.e. we do not put
any continuity restrictions on our cochains and cocycles. Moreover, the given results
are independent of any concrete realization of the Lie algebras under consideration,
and thus, independent of any choice of topology.

1 Introduction

The Witt algebra and the Virasoro algebra are infinite-dimensional Lie algebras
widely used in mathematics and in physics. In physics, the Virasoro algebra is
omnipresent in String Theory and two-dimensional conformal field theory. The low-
dimensional Lie algebra cohomology is also of outermost importance both in math-
ematics and in physics. In fact, contrary to higher dimensional Lie algebra cohomol-
ogy, the low-dimensional cohomology has an easy interpretation in terms of known
objects such as derivations, extensions, deformations, obstructions or crossed mod-
ules, seeGerstenhaber [12–14], and alsoWagemann [26, 27] for the crossedmodules.
The study of these objects provides new insights into the Lie algebra under consid-
eration and hence a better understanding of it. Besides, new Lie algebras can be
constructed by using extensions or deformations, and crossed modules can be used
to classify Lie-2-algebras, see Baez and Crans [1]. However, also in physics, the
low-dimensional cohomology is important. For example, central extensions of a Lie

J. Ecker (B)
University of Luxembourg, Maison du Nombre, 6, Avenue de la fonte,
4364 Esch-sur-Alzette, Luxembourg
e-mail: jill.ecker@uni.lu

© Springer Nature Singapore Pte Ltd. 2020
V. Dobrev (ed.), Lie Theory and Its Applications in Physics,
Springer Proceedings in Mathematics & Statistics 335,
https://doi.org/10.1007/978-981-15-7775-8_46

535

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7775-8_46&domain=pdf
mailto:jill.ecker@uni.lu
https://doi.org/10.1007/978-981-15-7775-8_46


536 J. Ecker

algebra can be used in order to work with linear representations instead of projective
ones, see e.g. Tuynman andWiegerinck [23]. Also, the low-dimensional cohomology
appears in the study of anomalies, see e.g. Roger [19].

The main aim of this contribution is to provide results concerning the first, the
second and the third algebraic cohomology of theWitt and the Virasoro algebra with
values in general tensor densities modules Fλ with λ ∈ C. The proofs will be given
elsewhere [3].

We consider here algebraic cohomology and not continuous cohomology, i.e. we
deal with arbitrary cochains and not only continuous ones. In the case of contin-
uous cohomology with general coefficients, much work was done already decades
ago by Gelfand and Fuks [11] and Tsujishita [22], see also the book by Fuks [10].
Explicit expressions for the generating cocycles of H2

cont(W,Fλ) were derived by
Ovsienko and Roger [17]. Using results of Goncharova [15], Reshetnikov [18] and
Tsujishita [22], the entire continuous cohomology of the Witt algebra with coeffi-
cients in general tensor modules was computed by Fialowski and Schlichenmaier
in [9].

Less is known in the case of algebraic cohomology, which is an active, on-going,
research area. Algebraic cohomology is in general much harder to compute than the
continuous one as there is no underlying topology, hence no results from topology
or geometry can be used. The second algebraic cohomology of the Witt algebra with
values in the trivial module has been known for a very long time. An algebraic com-
putation of it can be found e.g. in [16]. The second algebraic cohomology of the
Witt and the Virasoro algebra with values in the adjoint module was computed by
Schlichenmaier in [20, 21], see also Fialowski [8]. In case of the Witt algebra, the
result was announced already in [7] by Fialowski, without proof. In [21], Schlichen-
maier also computed the second algebraic cohomology with values in the trivial
module of the Virasoro algebra. In [24, 25], Van den Hijligenberg and Kotchetkov
computed the second algebraic cohomology with values in the adjoint module of the
super-algebraic versions of the Witt and the Virasoro algebra. The third algebraic
cohomology is already much harder to compute than the second. Results have been
obtained for the Witt and the Virasoro algebra in the case of the adjoint and the triv-
ial module by Ecker and Schlichenmaier in [4–6]. The first algebraic cohomology is
rather easy to compute; it has been computed for the Witt and the Virasoro algebra
in the case of the adjoint and trivial modules in [4].

2 The Witt and the Virasoro Algebra

The Witt algebra W is an infinite-dimensional Z-graded Lie algebra. As a vector
space, it is generated over a base field K with characteristic zero by basis elements
{en | n ∈ Z} that fulfill the following Lie structure equation:

[en, em] = (m − n)en+m, n,m ∈ Z . (1)
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The Z-grading of the Witt algebra is obtained by defining the degree of an element
en by deg(en) := n. From the relation [e0, em] = mem = deg(em)em , one sees that
the grading is given by one of the elements of the Witt algebra itself, namely the
element e0. Hence, the grading of the Witt algebra is an internal grading.

The Witt algebra has three popular concrete realizations. An algebraic realiza-
tion of the Witt algebra is given by the Lie algebra of derivations of the infinite-
dimensional associativeK-algebra of Laurent polynomialsK[Z−1, Z ]. By consider-
ing K = C, a geometrical realization of the Witt algebra is obtained, corresponding
to the algebra of meromorphic vector fields on the Riemann sphere CP

1 that are
holomorphic outside of 0 and ∞. In this realization, the basis elements of the Witt
algebra can be written as en = zn+1 d

dz , where z corresponds to the quasi-global com-
plex coordinate. Finally, the Witt algebra can be realized as the complexified Lie
algebra of polynomial vector fields on the circle S1, in which case the generators are
given by en = einϕ d

dϕ
, where ϕ is the coordinate along S1.

In this article, we consider general tensor densities Fλ as W-modules.
The action of the Witt algebra on these modules is given by:

en · f λ
m = (m + λn) f λ

n+m, n,m ∈ Z , (2)

where en ∈ W , f λ
m ∈ Fλ and λ ∈ C.

In the geometric picture on CP
1 and for integer λ, the elements f λ

m can be inter-
preted as meromorphic forms of weight λ and written as f λ

m = zm−λ(dz)λ. For exam-
ple, λ = 0 corresponds to meromorphic functions, the adjoint module λ = −1 cor-
responds to meromorphic vector fields and λ = 1 corresponds to meromorphic dif-
ferential 1-forms. However, in this article we consider λ ∈ C as we are working on
a purely algebraic level.

The Witt algebra comes with a non-trivial central extension V , which is unique
up to equivalence and rescaling, andwhich corresponds actually to a universal central
extension:

0 −→ K
i−→ V π−→ W −→ 0 , (3)

where K is in the center of V . This extension V is called the Virasoro algebra.
The Virasoro algebra is given as a vector space by the direct sum V = K ⊕ W .

The generators are ên := (0, en) and t := (1, 0), which satisfy the following Lie
structure equation:

[ên, êm] = (m − n)ên+m + α(en, em) · t n,m ∈ Z , (4)

[ên, t] = [t, t] = 0 , (5)

where α is the so-called Virasoro 2-cocycle, given by:

α(en, em) = − 1

12
(n3 − n)δn+m,0 . (6)
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The cubic term n3 is the most important term, the linear term n corresponding to a
coboundary term only.1

The Virasoro algebra is also an internally Z-graded Lie algebra, with deg(ên) :=
deg(en) = n and deg(t) := 0.

3 The Chevalley-Eilenberg Cohomology

Let us briefly recall some facts about theLie algebra cohomology, for the convenience
of the reader.
Let L be a Lie algebra and M a L-module. We denote by Cq(L, M) the space
of q-multilinear maps on L with values in M , Cq(L, M) := HomK(∧qL, M). The
elements of Cq(L, M) are called q-cochains. By convention, C0(L, M) := M . The
coboundary operators δq are given by:

∀q ∈ N, δq : Cq(L, M) → Cq+1(L, M) : ψ �→ δqψ ,

(δqψ)(x1, . . . xq+1) : = ∑
1≤i< j≤q+1(−1)i+ j+1 ψ(

[
xi , x j

]
, x1, . . . , x̂i , . . . , x̂ j , . . . , xq+1)

+∑q+1
i=1 (−1)i xi · ψ(x1, . . . , x̂i , . . . , xq+1) ,

with x1, . . . , xq+1 ∈ L, x̂i means that the entry xi is omitted and the dot · stands
for the module structure. The coboundary operators square to zero, δq+1 ◦ δq =
0 ∀ q ∈ N, giving rise to the Chevalley-Eilenberg complex (C∗(L, M), δ), and the
Chevalley-Eilenberg cohomology Hq(L, M) := Zq(L, M)/Bq(L, M). Elements in
Zq(L, M) := ker δq are called q-cocycles and elements in Bq(L, M) := im δq−1

are called q-coboundaries. The original literature is given by Chevalley and
Eilenberg [2].

4 Results

Theorem 1. The first algebraic cohomology of the WittW and the Virasoro V alge-
bra over a field K with char(K) = 0 and values in the tensor densities modules Fλ

is zero for all λ ∈ C except for λ = 0, 1, 2, i.e.

dim H1(L,Fλ) =
⎧
⎨

⎩

2 if λ = 0
1 if λ = 1, 2
0 else

where L stands for W or V .

1The symbol δi, j is the Kronecker Delta, equaling one if i = j and zero otherwise.
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Theorem 2. The second algebraic cohomology of the Witt W and the Virasoro V
algebra over a fieldK with char(K) = 0 and values in the tensor densities modules
Fλ is zero for all λ ∈ C except for λ = 0, 1, 2, 5, 7, i.e.

dim H2(W,Fλ) =
⎧
⎨

⎩

2 if λ = 0, 1, 2
1 if λ = 5, 7
0 else

dim H2(V,Fλ) =
⎧
⎨

⎩

2 if λ = 1, 2
1 if λ = 0, 5, 7
0 else

.

Theorem 3. The third algebraic cohomology of the Witt algebra W over a field
K with char(K) = 0 and values in the tensor densities modules Fλ is zero for
λ ∈ I = [−100, . . . ,−1] ∪ [6, 8, 10, 14, 16, 18, 20, 22, 24, 26], i.e.

H3(W,Fλ) = {0} if λ ∈ I .
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Derivations and Automorphisms of Free
Nilpotent Lie Algebras and Their
Quotients

Pilar Benito and Jorge Roldán-López

Abstract Let nd,t be the free nilpotent Lie algebra of type d and nilindex t . Starting
out with the derivation algebra and the automorphism group of nd,t , we get a natural
description of derivations and automorphisms of any generic nilpotent Lie algebra of
the same type and nilindex. Moreover, along the paper we discuss several examples
to illustrate the obtained results.

1 Introduction

In the middle of the 20th century, the study of derivations and automorphisms of
algebraswas a central topic of research. It iswell known thatmany linear algebraicLie
groups and their Lie algebras arise from the automorphism groups and the derivation
algebras of certain nonassociative algebras. In fact, for a given finite-dimensional real
nonassociative algebra A, the automorphism group AutA is a closed Lie subgroup of
the lineal group GL(A) and the derivation algebra DerA is the Lie algebra of AutA
(see [20, Proposition 7.1 and 7.3, Chap. 7]).

Paying attention to Lie algebras, a lot of research papers on this topic are devoted
to the study of the interplay between the structures of their derivation algebras,
their groups of automorphisms and Lie algebras themselves (see [24] and references
therein). We point out two simple but elegant results on this direction. According to
[1], any Lie algebra that has an automorphism of prime period without nonzero fixed
points is nilpotent. The same result is valid in the case of Lie algebra has a nonsingular
derivation (see [11, Theorem 2]). So, automorphisms and derivations and the nature
of their elements are interesting tools in the study of structural properties of algebras.

The main motif of this paper is to describe the group of automorphisms and the
algebra of derivations of any finite-dimensional t-step nilpotent Lie algebra n (this
means that nt �= 0 = nt+1) generated by a set U of d elements. The description will
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be given through the derivation algebra and the automorphism group of the free t-step
nilpotent Lie algebra nd,t generated byU . Denoting by u = span〈U 〉, the elements of
the derivation algebra, Dernd,t , arise by extending and combining, in a natural way,
linear maps from u into u and from u to n2d,t . The group of automorphisms, Autnd,t ,
is described through automorphism induced by elements of the general linear group
GL(u) and automorphisms provide by linear maps from u to nd,t which induce the

identity mapping on
nd,t

n2d,t

.

The paper splits into three sections starting fromnumber 2. Section2 collects some
known results about derivations and automorphisms of free nilpotent Lie algebras.
This information let establish the structure of derivations and automorphisms of any
nilpotent Lie algebra in Theorems 1 and 2. Section3 contains examples which show
the way to compute automorphism groups and derivation algebras. This last section
may also be consider as a short illustration of techniques which may be used in this
regard.

Along the paper, vector spaces are of finite dimension over a field F of character-
istic zero. All unexplained definitions may be found in [12] or [10].

2 Theoretical Results

We begin by recalling some basics facts and notations about Lie algebras. Let n be a
Lie algebra with bilinear product [x, y], and Autn denote the automorphism group of
n, that is, the set of linear bijective maps ϕ : n → n such that ϕ[x, y] = [ϕ(x), ϕ(y)].
Also, let Dern denote the set of derivations of n, so, the set of linear maps d : A → A
such thatd[x, y] = [d(x), y] + [x, d(y)]. IfV,W are subspaces ofn, [V,W ]denotes
the space spanned by all products [v,w], v ∈ V, w ∈ W . The terms of the lower
central series of n are defined by n1 = n, and ni+1 = [n, ni ] for i ≥ 2. If nt �= 0 and
nt+1 = 0, then n is said nilpotent of nilpotent index or nilindex t . We refer to them
also as t-step nilpotent. A nilpotent algebra n is generated by any set {y1, . . . , yd}
of n such that {yi + n2 : i = 1, . . . , d} is a basis of n

n2 (see [8, Corollary 1.3]). The
dimension of this space is called the type of n and {y1, . . . , yd} is said minimal set
of generators (m.s.g.). So, the type is just the dimension of any subspace u such that
n = u ⊕ [n, n].

The free t-step nilpotent Lie algebra on the set U = {x1, . . . , xd} (where d ≥
2) is the quotient algebra nd,t = FL(U )/FL(U )t+1, where FL(U ) is the free Lie
algebra generated by U (see [12, Section4, Chapter V]). The elements of FL(U )

are linear combinations of monomials [xi1 , . . . , xis ] = [. . . [[xi1 , xi2 ], xi3 ], . . . , xis ],
s ≥ 1 and xi j ∈ U . So, the free nilpotent algebra nd,t is generated as vector space by
s-monomials [xi1 , . . . , xis ], for 1 ≤ s ≤ t .

Again, if we set u = span〈U 〉, the subspace us = [us−1, u] is the linear span of the
s-monomials. Thus nd,t is anN-graded algebra whose s-th homogeneous component
is us . The dimension of any subspace us , 1 ≤ s ≤ t is:
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1

s

∑

a|s
μ(a)ds/a,

where μ is the Möebius function.
The algebra nd,t enjoys the followingUniversalMapping Property (see [8, Propo-

sition 1.4] and [21, Proposition 4]): for any k-step nilpotent Lie algebra n with k ≤ t
of type d, and any d-elements y1, . . . , yd of n, the correspondence xi 
→ yi extends
to a unique algebra homomorphism nd,t → n. In the particular case that {y1, . . . , yd}
is a m.s.g., the image contains a set of generators, so the map is surjective. Therefore,

any t-step nilpotent Lie algebra of type d is an homomorphic image
nd,t

t
where t is

an ideal such that t ⊆ n2d,t and ntd,t � t .
Derivations and automorphisms of nd,t are completely determine by their effect

on u. Conversely, any linear map from u into nd,t (bijection from a basis of u to
any m.s.g.) determines a unique derivation (automorphism) of nd,t . This assertion is
covered by the next result and its corollary. A detailed proof can be found in [21,
Propositions 2 and 3].

Proposition 1. Let ϕ denote any linear map from the vector space u = span〈x1,
. . . , xd〉 into nd,t , where {x1, . . . , xd} is a m.s.g. of nd,t . Then:

a) ϕ extends to a derivation of nd,t by declaring

dϕ([xα1 , . . . , xαr ]) =
∑

1≤i≤r

[xα1 , . . . , ϕ(xαi ), . . . , xαr ].

b) ϕ extends to an algebra homomorphism of nd,t by declaring

Φϕ([xα1 , . . . , xαr ]) = [ϕ(xα1), . . . , ϕ(xαr )].

Moreover if p u stands for the projection map from nd,t into u, then Φϕ is an auto-
morphism iff {p u(ϕ(x1)), . . . , p u(ϕ(xn))} is a linearly independent set.
Corollary 1. Let nd,t be the free t-nilpotent Lie algebra on d-generators x1, . . . , xd
and u = span〈xi 〉. The derivation algebra and the automorphism group of nd,t are
described as Dernd,t = {dϕ : ϕ ∈ Hom (u, nd,t )} and Autnd,t = {Φϕ : ϕ ∈ Hom (u,
nd,t ) and {p u(ϕ(x1)), . . . , p u(ϕ(xd))} m.s.g.}.
Remark 1. The Levi factor Sd,t of Dernd,t is given by the maps dϕ for ϕ ∈ sl(u).
Clearly, Sd,t is isomorphic to the special Lie algebra sld(F). The elements of the
nilpotent radicalNd,t are the linear maps dϕ where ϕ ∈ Hom (u, n2d,t ). And the solv-
able radical is just Rd,t = k · idd,t ⊕ Nd,t where idd,t (ak) = k · ak for any ak ∈ uk

(see [3, Proposition 2.4]).

Remark 2. The group Autnd,t is the semidirect product of the general linear group
GL(d, t), obtained from the automorphisms Φϕ where ϕ ∈ GL(u), and the nilpotent
group NL(d, t), whose elements are Φσ and σ = Idu + δ and δ ∈ End(u, n2d,t ) (see
[4, Proposition 3.1]).
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For any ideal t of nd,t such that ntd,t � t ⊆ n2d,t , let denote by Dert nd,t and
Dernd,t ,t nd,t the subset of derivations which map t into itself, and nd,t into t respec-
tively. Both sets are subalgebras of Dernd,t , even more, Dernd,t ,t nd,t is an ideal inside
Dert nd,t , and the following result follows [21, Proposition 5]:

Theorem 1. Let t be an ideal of nd,t such that ntd,t � t ⊆ n2d,t , the algebra of

derivations of
nd,t

t
is isomorphic to

Dert nd,t

Dernd,t ,t nd,t
, where Dert nd,t and Dernd,t ,t nd,t

maps t and nd,t into t respectively.

In a similar vein to the previous theorem, it is possible to arrive at a structural
description of automorphisms of homomorphic images of free nilpotent algebras.
For any ideal t of nd,t , ntd,t � t ⊆ n2d,t , let denote by Autt nd,t the subset of auto-
morphisms which map t into itself. It is easily checked that Autt nd,t is a subgroup
of Autnd,t . Consider now the map

θ : Autt nd,t → Aut
nd,t

t
, θ(Φ)(x + t ) = Φ(x) + t .

ByusingΦ(t ) = t andΦ homomorphism,wecan easily check that θ iswell defined.
Now, a straightforward computation shows that θ is a group homomorphism with
kernel,

Ker θ = {Φ ∈ Autnd,t : Im (Φ − I d) ⊆ t }.

Then, we have the following result:

Theorem 2. For any ideal t of nd,t such that ntd,t � t ⊆ n2d,t , the set Aut◦t nd,t =
{Φ ∈ Autnd,t : Im (Φ − I d) ⊆ t } is a normal subgroup of the group of automor-

phisms of
nd,t

t
. Moreover Aut

nd,t

t
is isomorphic to

Autt nd,t

Aut◦t nd,t
, where Autt nd,t maps

t into t .

Proof. From previous comments we only need to proof that the map θ is onto. Let
ρt : nd,t → nd,t

t
be the canonical projection and let { f1 + t , . . . , fk + t } be a basis

of nd,t

t
and {e1 + t , . . . , ed + t } a m.s.g. of nd,t

t
. Then {e1, . . . , ed} is also a m.s.g.

of nd,t . If we take a generic automorphism Â ∈ Aut
nd,t

t
,

Â(ei + t ) =
k∑

j=1

αi j f j + t , and declare A(ei ) =
k∑

j=1

αi j f j ,

A extends to a linear homomorphism, A : e → nd,t , where e = span〈e1, . . . , ed〉.
Let ΦA be the homomorphism given by Proposition 1. We check that θ(ΦA) = Â
noting that, for a generic element [[. . . [a1, a2], . . . , al ] where ai ∈ e, up to linear
combinations, we have that



Derivations and automorphisms of nilpotent Lie algebras 545

ρt ◦ ΦA[[. . . [a1, a2], . . . , al ] = [[. . . [ρt ◦ A(a1), ρt ◦ A(a2)], . . . , ρt ◦ A(al)]
= [[. . . [ Â ◦ ρ(a1), Â ◦ ρt (a2)], . . . , Â ◦ ρt (al)]
= Â ◦ ρt [[. . . [a1, a2], . . . , al ].

The second equality follows because for every ai = ∑d
j=1 β j i e j ,

ρt ◦ A(ai ) = ρt ◦ A

⎛

⎝
d∑

j=1

β j i e j

⎞

⎠ =
d∑

j=1

β j iρt ◦ A(e j ) =
d∑

j=1

β j iρt

(
k∑

l=1

α jl fl

)

=
d∑

j=1

β j i

k∑

l=1

(α jl fl + t ) =
d∑

j=1

β j i Â(ei + t ) =
d∑

j=1

β j i Â ◦ ρt (ei ) = Â ◦ ρt (ai ).

NowKer ρt = t and ρt ◦ ΦA = Â ◦ ρt impliesΦA(t ) = t and,ΦA(t ) automor-
phism, follows by using the equivalence given in Proposition 1 and the fact that Â is
an automorphism.

3 Examples, Techniques and Patterns

From the generator set U = {x1, . . . , xd}, we easily get the standard monomials
[xi1 , . . . , xir ] that (linearly) generate the Lie algebra nd,t . However, the anticommuta-
tivity law ([xi , x j ] + [x j , xi ] = 0) and the Jacobi identity (

∑
cyclic[[xi , x j ], xk] = 0),

both set linear dependence relations. This makes it difficult to find a basis formed
by monomials. The problem was solved by M. Hall in 1950. Focusing on the behav-
ior of algorithms, the most natural basis to work on free nilpotent Lie algebras, is
the Hall basis (see [9] for definition, and [23, Chapter IV, Section5] for a detailed
construction).

Starting with the total order xd < xd−1 < · · · < x1, the definition of Hall basis
states recursively if a given standard monomial depends on the previous ones. The
recursive algorithm is covered by the pseudocode given in Table1 and provides a
Hall basis that we will denote as Hd,t (U<) or Hd,t if the total order inU is clear. This
algorithm checks if an element v belongs to the Hall basis once we have defined a
monomial order. For some small d and t values, the output of Hall basis algorithm
is given in Table2.
Now we introduce several examples which illustrate (among other things):

1. The way to describe a generic d-generated t-nilpotent Lie algebra as an homo-
morphic image of nd,t .

2. The way to compute automorphisms and derivations regarding Proposition 1 and
Theorems 1 and 2.

3. The recognition of some structural patterns of nilpotent algebras depending on
the nature of their derivations and automorphisms.
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Table 1 Hall basis algorithm

Table 2 Hall basis of nd,t

In the sequel, if a map ϕ is given in a matrix form A = (ai j ) attached to a basis
B = {v1, . . . , vn}, then ϕ(vi ) = ∑n

j=1 a jiv j .
The Universal Mapping Property lets us describe any t-nilpotent Lie algebra n of

type d as a homomorphic image of nd,t in a easy way. From any m.s.g. {e1, . . . , ed}
of n, the correspondence xi 
→ ei for i = 1, . . . , d extends uniquely to a surjective

algebra homomorphism θn : nd,t → n and n ∼= nd,t

Ker θn
. We will compute ideals of

this type in our following example:
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Example 1. Let n1 and n2 be the 8-dimensional and 5-dimensional Lie algebras
described through the basis {e1, . . . , e8} and {u1, . . . , u5} by the following multipli-
cation table ([a, b] = −[b, a] and [a, b] = 0 is not in the table):

[e1, e2] = e5,

[e1, e3] = e6,

[e1, e4] = e7,

[e1, e5] = −e8,

[e2, e3] = e8,

[e2, e4] = e6,

[e2, e6] = −e7,

[e3, e4] = −e5,

[e3, e5] = −e7,

[e4, e6] = −e8,

[u1, u3] = u5,

[u2, u4] = u5,

The lower central series of these algebras are:

n21 = span〈e5, e6, e7, e8〉, n31 = span〈e7, e8〉, n41 = 0,

and
n22 = span〈u5〉, n32 = 0.

Consider now the maps θn1 : xi → ei for i = 1, . . . , 4 from n4,3 onto n1 and
θn2 : xi → ui for i = 1, . . . , 4 from n4,2 onto n2. Both correspondences extend
to homomorphisms of algebras by following the proof in [21, Proposition 4]
(θ [xα1 . . . xαs ] = [θ(xα1) . . . θ(xαs )]). It is not hard to see that:

Ker θn1 = span〈[x3, x4] + [x1, x2], [x2, x4] − [x1, x3], [x2, x3] − [[x1, x3], x1],
[x1, x4] + [[x1, x2], x2], [[x3, x4], x4] − [[x1, x3], x1], [[x3, x4], x3],

[[x3, x4], x2] + [[x1, x2], x2], [[x3, x4], x1], [[x2, x4], x4], [[x1, x4], x2],
[[x2, x4], x3] + [[x1, x2], x2], [[x2, x4], x2], [[x2, x4], x1] − [[x1, x3], x1],

[[x2, x3], x3], [[x2, x3], x2], [[x2, x3], x1], [[x1, x4], x4], [[x1, x4], x3],
[[x1, x4], x1], [[x1, x3], x3] + [[x1, x2], x2], [[x1, x3], x2], [[x1, x2], x1]〉,

and

Ker θn2 = span〈[x3, x4], [x2, x3], [x1, x4], [x1, x2], [x1, x3] − [x2, x4]〉.

We point out that Ker θn2 is an homogeneous ideal in the N-graded structure of n4,2
and Ker θn1 is not an homogeneous ideal of n4,3. Therefore, n2 inherits the grading
of n4,2, but n1 does not inherit that of n4,3.

Example 2. According to Proposition 1, derivations and automorphisms of n2,4 in
Hall basis H2,4 can be easily obtained by iterating the Leibniz rule ϕ([a, b]) =
[ϕ(a), b])] + [a, ϕ(b)] and the law ϕ([a, b]) = [ϕ(a), ϕ(b)]. The matrices repre-
senting the elements of Autn2,4 = GL(2, 4) � NL(2, 4) are product of matrices of
the following shapes:
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⎛

⎜⎜⎝

a1 a2
a3 a4

0 0 0

0 ε 0 0

0 0
εa1 εa2
εa3 εa4

0

0 0 0 ε · A′

⎞

⎟⎟⎠ ∈ GL(2, 4),

⎛

⎜⎜⎜⎝

I2 0 0 0
b1 b2 1 0 0
c1 c2
c3 c4

b2
−b1

I2 0

d1 d2
d3 d4
d5 d6

c2
c4 − c1

−c3

b2 0
−b1 b2
0 −b1

I3

⎞

⎟⎟⎟⎠ ∈ NL(2, 4);

here Ik denotes the k × k identity matrix, ε = a1a4 − a2a3 �= 0 and

A′ =
(

a21 a1a2 a22
2a1a3 a1a4 + a2a3 2a2a4
a23 a3a4 a24

)
.

From the decomposition Dern2,4 = S2,4 ⊕ F · id2,4 ⊕ N2,4, the matrices that repre-
sent derivations of n2,4 are sum of matrices of three different types:

⎛

⎜⎜⎜⎜⎜⎝

a1 a2
a3 −a1

0 0 0

0 0 0 0

0 0
a1 a2
a3 −a1

0

0 0 0
2a1 a2 0
2a3 0 2a2
0 a3 −2a1

⎞

⎟⎟⎟⎟⎟⎠
∈ S2,4, λid2,4 =

⎛

⎜⎜⎜⎜⎜⎝

λ 0
0 λ

0 0 0

0 2λ 0 0

0 0
3λ 0
0 3λ

0

0 0 0
4λ 0 0
0 4λ 0
0 0 4λ

⎞

⎟⎟⎟⎟⎟⎠

and ⎛

⎜⎜⎜⎝

0 0 0 0
b1 b2 0 0 0
c1 c2
c3 c4

b2
−b1

0 0

d1 d2
d3 d4
d5 d6

c2
c4 − c1

−c3

b2 0
−b1 b2
0 −b1

0

⎞

⎟⎟⎟⎠ ∈ N2,4.

For any 0 �= λ ∈ F, the linear map ϕλ(xi ) = λxi provides the (semisimple)
automorphism Φϕλ

([xα1 . . . xαr ]) = λr [xα1 . . . xαr ] and the (semisimple) derivation
dϕλ

([xα1 . . . xαr ]) = rλ[xα1 . . . xαr ].
Consider now the 5-dimensional Lie algebra n3 with basis {z1, . . . , z5} and

nonzero products:

[z1, z2] = z3, [z1, z3] = z4, [z1, z4] = [z2, z3] = z5.

The lower central series is n23 = span〈z3, z4, z5〉, n33 = span〈z4, z5〉, n43 = span〈z5〉
and n53 = 0. So, the correspondence xi 
→ zi for i = 1, 2 extends to a surjective

algebra homomorphism θn3 : n2,4 → n3 and n3 ∼= n2,4

Ker θn3

. In this case, the kernel is

the 3-dimensional ideal:

Ker θn3 = span〈[[[x1, x2], x2], x2], [[[x1, x2], x2], x1],
[[x1, x2], x2] + [[[x1, x2], x1], x1]〉.



Derivations and automorphisms of nilpotent Lie algebras 549

Example 3. Let denote t = Ker θn3 . According to Theorems 1 and 2, derivations
(automorphisms) of n3 are a quotient of the set of derivations (automorphisms) of
n2,4 that leave t invariant. These sets are:

Dertn2,4 :

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 a2
0 1

2 a1
0 0 0

b1 b2
3
2 a1 0 0

c1 c2
c3 c4

b2
−b1

5
2 a1 a2
0 2a1

0

d1 d2
d3 d4
d5 d6

c2
c4 − c1

−c3

b2 0

−b1 b2
0 −b1

7
2 a1 a2 0

0 3a1 2a2
0 0 5

2 a1

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

and, for a4 �= 0,

Auttn2,4 :

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

a24 a2 0 0 0 0 0 0

0 a4 0 0 0 0 0 0

b1 b2 a34 0 0 0 0 0

c1 c2 a24b2 − a2b1 a54 a2a
3
4 0 0 0

c3 c4 −a4b1 0 a44 0 0 0

d1 d2 a24c2 − a2c1 a44b2 − a2a
2
4b1 a2

(
a24b2 − a2b1

)
a74 a2a

5
4 a22a

3
4

d3 d4 c4a
2
4 − a4c1 − a2c3 −a34b1 a34b2 − 2a2a4b1 0 a64 2a2a

4
4

d5 d6 −a4c3 0 −a24b1 0 0 a54

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Note that the isomorphism n2,4

t
→ n3 is provided by the correspondence z′

i 
→ zi
by taking z′

1 = x1 + t, z′
2 = x2 + t, z′

3 = [x1, x2] + t, z′
4 = [x1, [x1, x2]] + t, z′

5 =
[x2, [x1, x2]] + t. So B′ = {z′

1, z
′
2, z

′
3, z

′
4, z

′
5} is a basis. Now, by using the isomor-

phisms in Theorem 1 and Theorem 2 and a minor change of basis, we get a complete

description of derivations and automorphisms of n3 ∼= n2,4

t
. Relative to the basis

{z1, z2, z3, z4, z5}:

Der
n2,4

t
:
⎛

⎜⎝

a1 0
a3 2a1

0 0 0

b1 b2 3a1 0 0
c1 c2 b2 4a1 0
d1 d2 c2 − b1 a3 + b2 5a1

⎞

⎟⎠ ,

and, for a4 �= 0,

Aut
n2,4

t
:

⎛

⎜⎜⎜⎝

a4 0 0 0 0

a2 a24 0 0 0

b2 b1 a34 0 0

−c4 −c3 a4b1 a44 0

d6 − c2 d5 − c1 a2b1 − a4(a4b2 + c3) a24 (a2a4 + b1) a54

⎞

⎟⎟⎟⎠ .

From previous descriptions, it is clear that the map ϕλ : xi → λxi , for i = 1, 2,
extends to a derivation iff λ = 0 and ϕλ extends to an automorphism iff λ = 1. We
also remark that, t is not an homogeneous ideal, so n3 does not inherit the natural
N-grading of n2,4. However Φλ : xi → λi xi is an automorphism for all 0 �= λ ∈ F
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with eigenvalues λi for 1 ≤ i ≤ 5. In the case of F be the reals and λ > 1, Φλ is
an (expanding) automorphism that provides the N-grading n3 = ⊕5

i=1S(λi ) where
S(λi ) = {v ∈ n3 : Φλ(v) = λiv}.

As in the previous example, in the final one we get the conditions that determine
derivations and automorphisms of n2 by using Dern4,2 and Aut4,2.

Example 4. Derivations and automorphisms of n4,2 in Hall basis H4,2 are (here
Δ

k,l
i, j = aia j − akal ):

Dern4,2 : dA =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 a2 a3 a4 0 0 0 0 0 0
a5 a6 a7 a8 0 0 0 0 0 0
a9 a10 a11 a12 0 0 0 0 0 0
a13 a14 a15 a16 0 0 0 0 0 0
b1 b2 b3 b4 a1 + a6 a7 −a3 a8 −a4 0
b5 b6 b7 b8 a10 a1 + a11 a2 a12 0 −a4
b9 b10 b11 b12 −a9 a5 a6 + a11 0 a12 −a8
b13 b14 b15 b16 a14 a15 0 a1 + a16 a2 a3
b17 b18 b19 b20 −a13 0 a15 a5 a6 + a16 a7
b21 b22 b23 b24 0 −a13 −a14 a9 a10 a11 + a16

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

and, for nonsingular matrices with entries ai ,

Autn4,2 : ΦA =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 a2 a3 a4 0 0 0 0 0 0

a5 a6 a7 a8 0 0 0 0 0 0

a9 a10 a11 a12 0 0 0 0 0 0

a13 a14 a15 a16 0 0 0 0 0 0

b1 b2 b3 b4 Δ
2,5
1,6 Δ

3,5
1,7 Δ

3,6
2,7 Δ

4,5
1,8 Δ

4,6
2,8 Δ

4,7
3,8

b5 b6 b7 b8 Δ
2,9
1,10 Δ

3,9
1,11 Δ

3,10
2,11 Δ

4,9
1,12 Δ

4,10
2,12 Δ

4,11
3,12

b9 b10 b11 b12 Δ
6,9
5,10 Δ

7,9
5,11 Δ

7,10
6,11 Δ

8,9
5,12 Δ

8,10
6,12 Δ

8,11
7,12

b13 b14 b15 b16 Δ
2,13
1,14 Δ

3,13
1,15 Δ

3,14
2,15 Δ

4,13
1,16 Δ

4,14
2,16 Δ

4,15
3,16

b17 b18 b19 b20 Δ
6,13
5,14 Δ

7,13
5,15 Δ

7,14
6,15 Δ

8,13
5,16 Δ

8,14
6,16 Δ

8,15
7,16

b21 b22 b23 b24 Δ
10,13
9,14 Δ

11,13
9,15 Δ

11,14
10,15 Δ

12,13
9,16 Δ

12,14
10,16 Δ

12,15
11,16

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Let dA ∈ Dern2,4 be and ΦA ∈ Autn2,4. An easy computation shows that

dA ∈ Dertn2,4 iff

{
a12 = −a2, a14 = a9, a8 = a3,
a15 = −a5, a16 = −a1 + a6 + a11,

and

dA ∈ Auttn2,4 iff

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Δ
6,9
5,10 + Δ

2,13
1,14 = Δ

8,11
7,12 + Δ

4,15
3,16 = 0,

Δ
7,9
5,11 + Δ

3,13
1,15 = Δ

8,10
6,12 + Δ

4,14
2,16 = 0,

Δ
8,9
7,10 + Δ

6,11
5,12 + Δ

4,13
3,14 + Δ

2,15
1,16 = 0.

Therefore, the correspondence ui 
→ λui for i = 1, . . . , 4, and u5 
→ 2λu5 extends
by linearity to a derivation of n2 for all λ. The correspondence ui 
→ λui for i =
1, . . . , 4, and u5 
→ λ2u5 extends to an automorphism if λ �= 0.
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Epilogue
In 1955, N. Jacobson proved in [11, Theorem 3] that any Lie algebra of characteristic
zero with a nonsingular derivation is nilpotent. The author also noted that the validity
of the converse was an open question. Two years later, J. Dixmier and W.G. Lister
supplied in [5] a negative answer to the question by means of the algebra n1 that we
have revisited in Example 1. Every derivation of n1 is nilpotent, so the elements of
Dern1 are nilpotent maps, and therefore, Dern1 is a nilpotent Lie algebra. It can be
also proved that Autn1 is not a nilpotent group (see [15]). The existence of n1 is the
starting point of the study of the so called characteristically nilpotent Lie algebras,
that is, Lie algebras in which any derivation is nilpotent. Over fields of characteristic
zero, this class of algebrasmatches to the class of algebras in which every semisimple
automorphism is of finite order (see [16, Theorem 3]) or the class of algebras inwhich
the algebra of derivations is nilpotent (see [16, Theorem 1]).

Quasi-cyclic Lie algebraswere introduced at [17] byG. Leger in 1963.A nilpotent
Lie algebra n is called quasi-cyclic (also known in the literature as homogenous) if n
has a subspace u such that n decomposes as the direct sum of subspaces uk = [uk, u];
in particular, quasi-cyclic algebras are N-graded. Free nilpotent Lie algebras nd,t are
examples of this type of algebras. It is not hard to see that a nilpotent Lie algebra
n ∼= nd,t

t
is quasi-cyclic iff t is a homogeneous ideal of nd,t . In fact, quasi-cyclic

Lie algebras are the class of nilpotent Lie algebras that contain a minimal set of
generators {e1, . . . , ed}, so d is the type of n, such that the correspondence ei 
→ ei
extends to a derivation of n according to [13, Corollary 1]. By reviewing Ker θni , we
conclude that n2 is quasi-cyclic, but n1 and n3 are not.

An automorphism of a real Lie algebra is called expanding automorphism if it
is a semisimple automorphism whose eigenvalues are all greater than 1 in absolute
value. In 1970, J. L. Dyer states in [6] that quasi-cyclic Lie algebras admits expanding
automorphisms, the converse is false. The Lie algebra n3 provides a counterexample:
according to Example 3, n3 admits expanding automorphisms, but it is not quasi-
cyclic. The algebra n3 has been introduced in [17] and [13] to illustrate the results
therein. The latter paper includes the characterization of (real) quasi-cyclic Lie alge-
bras as those algebras that admit grading automorphisms.

As it is noted by J. Scheuneman in [22, Section1], “(. . . ) the Lie algebra of a
simply transitive group of affine motions of R

n has an affine structure (. . . )". The
main result in this paper is that each 3-step nilpotent Lie algebra has an complete (also
known as transitive) affine structure. Therefore, any homomorphic image nd,3

t
can be

endowed with a such structure. The notion of (complete or transitive) affine structure
on Lie algebras is equivalent to that of (complete) left-symmetric structure (see [7]
and references therein). In fact any positively Z-graded real Lie algebra admits a
complete left symmetric structure according to [2, Theorem 3.1]. Therefore, any
quasi-cyclic nilpotent Lie algebra admits a complete left symmetric structure. There
is an interesting interplay among gradings, expanding and hyperbolic automorphisms
and affine structures.

It is not difficult to find recent research on derivations and automorphisms algebras
and their applications. For nilpotent Lie algebras we point out [14, 18, 19]. So, this
research area deserves to be considered.
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