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Preface

The First International Conference on Recent Advancement of Mechanical
Engineering (ICRAME 2020) was held from 7 to 9 February 2020 at National
Institute of Technology Silchar, Assam, India. The conference aimed to bring
together experts from academic, scientific and industrial communities to address
new challenges and present their latest research findings, ideas, developments and
perspective of the future directions in the field of mechanical engineering. ICRAME
2020 invited researchers to participate in the conference. In this conference, ideas
were discussed across the borders among the delegates. Participations of this
conference were from all the neighbouring states of the Northeast India and also
from other parts of India as well as abroad. There were different topics of interest
considered in ICRAME 2020. These were related but not restricted to the following
broad areas of mechanical engineering—thermal engineering, design engineering,
manufacturing/production engineering and surface engineering. The recent devel-
opments in these areas were dealt with in this conference. The conference invited
technical papers that addressed the state of the art in the mentioned areas of
mechanical science and technology. The papers related to the theoretical modelling
works, and analytical and numerical modelling including CFD, experimental
investigations and also the state-of-the-art review papers in the relevant areas were
considered in ICRAME 2020. The book proceedings publishes all the accepted and
presented papers in the said conference. The following are the broad topics of the
conference:

• Thermal Engineering: Bio-thermal, techniques in fluid flow, compressible flows,
biofuels, advancement in renewable energy sources, solar thermal, renewable
energy, off-grid renewable energy.

• Design Engineering: Computing in applied mechanics and product design,
dynamics and control of structures/systems, fracture and failure mechanics, solid
mechanics, differential/dynamical systems, modelling and simulation artificial
intelligence: fuzzy logic, neural network, etc. Finite element analysis, advanced
numerical techniques, advancements in tribology nanomechanics and MEMS,
robotics.

v



• Manufacturing/Production Engineering and Surface Engineering: Casting,
welding, etc. Intelligent and advanced manufacturing system, composites,
conventional and non-conventional machining, ergonomics: human factors in
seating comfort.

Silchar, India K. M. Pandey
Silchar, India R. D. Misra
Silchar, India P. K. Patowari
Guwahati, India U. S. Dixit
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Abstract The current investigation highlights the impact of Diesel–biodiesel blends
on performance and exhaust emission profiles of a single-cylinder, common rail
direct injection (CRDI) engine. Experiments were performed at constant engine
speed (1500 rpm) and three engine loads (50, 75 and 100%) under high fuel injec-
tion pressure (900 bar) with volume proportions (10, 20 and 30%) of Karanja with
Diesel. Utilizing CRDI engine experimental data, an artificial intelligence (AI)-
affiliated artificial neural network (ANN) model has been created with the intention
of forecasting brake thermal efficiency, oxides of nitrogen, unburned hydrocarbon
and carbon monoxide emissions. From various tested ANN models, one hidden
layer with three neurons along with logsig transfer function has been noticed to be
optimum network for Diesel-Karanja paradigms under high fuel injection pressure.
While developing the optimummodel, standard Levenberg–Marquardt training algo-
rithm has been employed. The optimumANNmodel is capable to estimate the CRDI
engine performance–emission profiles with an overall correlation coefficient value of
0.99742, wherein 0.99783, 0.99951 and 0.99969 for training, validation and testing
datasets, respectively. Results made clear that the formulated AI-based ANN model
is viable for predicting the existing CRDI engine performance and emission profiles
of Diesel-Karanja blends operating under high fuel injection pressure.
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1 Introduction

The global energy demand in transportation sector has immensely relied on fossil
fuels [1]. Fast reduction of petro-fuels and their deleterious effect on environment
are creating huge concern over usage of fossil Diesel in conventional Diesel engines.
However, Diesel engines are acknowledged for their operational reliability, higher
thermal efficiency and lower carbon monoxide (CO) and unburned hydrocarbon
(UBHC) emissions [2]. Despite these benefits, stringent emission mandates and
limited fossilDiesel reservesmay scotch the production and employability of conven-
tional Diesel engine in coming years. Accordingly, most of the research is now
intended toward finding an alternative renewable fuel source with acceptable perfor-
mance and emission characteristics. Research studies [3–6] show that biodiesel has
great potential to meet future global energy demand.

The properties of biodiesel primarily depend on the feedstock and processing tech-
nology, but usually it has ~11% (by mass) fuel-bound oxygen, high cetane number
and low aromatic content when compared to fossil Diesel [5]. Biodiesel also exhibits
high flash point temperature which is beneficial for safe storability and transportation
[4]. However, the problematic issues of biodiesel are high viscosity and densitywhich
result in inferior spray characteristics [2]. Many researchers [3–6] have concluded
that the usage of biodiesel in CI engines has resulted in approximately higher oxides
of nitrogen (NOX) emissions and decreased particular matter (PM), CO and UBHC
emissions. In a study by Lee et al. [7] concurred that biodiesel blends have resulted
in lower brake thermal efficiency (BTE)and torque but higher NOX emissions than
pure Diesel operation.

In order to study the performance–emission profiles of a compression ignition
(CI) engine over its entire operational range, arduous experimentation is required. To
prevail over this problem, computational models are necessary. In this present study,
artificial neural network (ANN) technique has been chosen because of its ability
to learn, model curvilinear process and flexibility to changes in real time. Yusuf
cay [8] developed an ANN model by using feed-forward back propagation method
and demonstrated the viability of ANN model in forecasting the performances and
exhaust fumes of gasoline engine. In another study Bhowmik et al. [9] devised an
ANNmodel with high accuracy for estimating the indirect injection engine outcomes
under ternary blends of Diesel, kerosene and ethanol. Paul et al. [10] discussed
the effect of diesel–ethanol pilot fuel on performance–emission characteristics of
compression ignition engine operating in dual-fuel mode with compressed natural
gas as the main fuel. They created ANNmodel by using experimental data and stated
that themodel has good relationship between estimated and experimental values with
an overall correlation coefficient (R) value of 0.99689. Bhowmik et al. [11] devised
an ANN model for predicting output parameters of Diesel engine. The proposed
model has given R value which ranges from 0.999312 to 0.999852.
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In this study, first experimentation was performed with Diesel-Karanja blends
to evaluate performance and emission characteristics. Later, by utilizing this exper-
imental data, an ANN model was formulated by considering the engine load and
Karanja biodiesel share in the blend as input parameters and BTE, NOX, UBHC and
CO as output parameters.

2 Experimental Setup and Procedure

A single-cylinder, four-stroke, water-cooled, CRDI engine was used for the present
investigation. The engine is synchronized to a crank angle sensor for measuring
engine rpm. An eddy current dynamometer is synchronized to the CRDI engine
for load measurement. By employing, NIRA©-based centralized data acquisition
system, each and every instrument fitted to the engine is interfaced to the computer.
Gaseous emissions from the CRDI engine are measured by using an AVL MDS
250 and an AVL 437 smoke meter. The engine experiments were performed at three
different load conditions, namely 50, 75 and 100% for all the fuel blends (B10, B20
and B30), and high fuel injection pressure of 900 bar is employed for injecting fuels
into combustion chamber. During the experimentation, speed of the CRDI engine
is kept constant at 1500 rpm. Prior, to experimentation, the engine was first run on
fossil Diesel fuel at the same operating points to acquire baseline data. To increase
the authenticity, the engine experiments were conducted three times, and their mean
value has been considered as the final output. Figure 1 encapsulates the schematic
of CRDI engine setup.

3 ANN Modeling

ANN is a computational model based on biological processes, predominantly
inspired by human brain. Its architecture involves three layers, for instance, input
layer, hidden layer and output layer. The experimental data provided to ANN is
divided into three sets, namely training dataset, validation dataset and testing dataset
[11]. Training dataset is utilized to improve the generalization of the network in
predicting the input–output relationship, validation data is used to lessen overfitting
of network, and testing data is utilized to validate the generalization capability of
model [12]. Complex nonlinear engineering problems can be simulated with the help
of neural network tools.
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Fig. 1 Schematic diagram of CRDI engine setup

3.1 Selection of Input and Output Parameters

In this study, load and Karanja biodiesel share in the blend are considered as input
parameters for predicting the output parameters, namely BTE, NOX, UBHC and
CO. While developing ANN model, 70% of the experimental data was defined for
training, 15% of the experimental data was defined for validating, and the rest of the
15% data was utilized for testing the network.

3.2 Selection of Transfer Function

The transfer function introduces curvilinear transformation into neural architectures
so that the model is capable of having nonlinear match between input and output
layers [14]. The performance of the neural network is greatly affected by selection
of appropriate transfer function. Three basic transfer functions that are available in
MATLAB© are logsig, tansig and purlin. Research studies [12–14] concluded that
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logsig transfer function is appropriate for predicting the output parameters of aDiesel
engine.

3.3 Selection of Training Algorithm

In simple, training algorithm is the method followed for updating the connecting
weights and bias in order to make improved generalization of input–output relation-
ship. In this study, single hidden layer feed-forward neural network has been used
by employing Levenberg–Marquardt back propagation training algorithm (trainlm).
Many researchers [15–17] reported that trainlm is fast compared to other training
algorithms and it has superior convergence.

4 Result and Discussion

Various network topologies were created by changing the number of neurons from
two to twenty-five for each of the three basic transfer functions. All the constructed
topologies were tested to measure their individual performance. The optimummodel
has been noticed to occurwith logsig transfer function, and the topology comprises of
three neurons in its hidden layer, two neurons in its input layer and four neurons in its
output layer. Figure 2 shows the overallR value obtained for the optimummodel. The
overall R value of the optimum ANN model is 0.99742 wherein 0.99783, 0.99951
and 0.99969 for training, validation and testing datasets, respectively.

All the test fuels containing any proportion of biodiesel have shown decreased
BTE compared to mineral Diesel operation. This is due to higher viscosity and
existence of long chain of unsaturated fatty acidmolecules inDiesel–Biodiesel blends
compared to mineral Diesel. Among all the test fuels, the D90B10 fuel sample has
shown maximum decrease in BTE, which when compared with 50% engine load
mineral diesel operating condition it was found to be 15.9% lesser. The developed
ANN model has estimated BTE with an R value of 0.998266. Figure 3 shows the
comparison of ANN predicted BTE and experimental BTE. Hence, from the value
of R, it can be inferred that ANN model can be employed for estimating the BTE
of CRDI engine energized with Diesel–Biodiesel blends operating with high fuel
injection pressure.NOX emissions of Diesel-Karanja blends have been observed to
be lower than Diesel fuel. Among all chosen test fuels, the D70B30 fuel sample has
shown maximum decrease in NOX emissions. It was found that this fuel sample has
resulted in 32.3% lesser NOX emissions at 50% load condition when compared to
pureDiesel. The fabricatedANNmodel has predictedNOX emissionswith anR value
of 0.9983; from this, we can conclude that the suggested ANN models has proved
its viability in approximating the poisonous NOX emissions (as shown in Fig. 4).
Biodiesel blends has resulted lesser UBHC emission than Diesel fuel. The minimum
UBHC emissions among all the test fuels were noticed for D70B30 fuel sample.
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Fig. 2 Overall correlation coefficient of developed model

When compared to mineral diesel operation, it was found that this fuel sample has
shown 56.98% lesser UBHC emission at 100% engine load. The fabricated ANN
model has predicted UBHC emission with an R value of 0.9880. The comparison
of ANN model mapped UBHC and experimental UBHC is shown in Fig. 5. By
comparing the R value of UBHC emission with that of BTE and NOX emissions, it
can be deduced that the proposed model has lesser accuracy in estimating the UBHC
emission compared to BTE and NOX.

At most experimental conditions, CO emissions resulted from Diesel–biodiesel
blends were higher compared to pure Diesel operation. This is due to higher viscosity
and existence of long chain unsaturated fatty acid molecules in diesel–biodiesel
blends compared to mineral Diesel. The developed optimum model has predicted
CO emission with an R value of 0.9810. Figure 6 delineates the comparison of ANN
model mapped CO and experimental CO. By comparing the R value of CO emission



AI-Based ANN Modeling of Performance–Emission Profiles … 7

Fig. 3 Comparison of experimentally measured BTE with ANN predicted BTE

Fig. 4 Comparison of experimentally measured NOX with ANN predicted NOX

with that of BTE and NOXemissions, it can also be deduced that the proposed model
has lesser accuracy in estimating the CO emission compared to BTE and NOX.
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Fig. 5 Comparison of experimentally measured UBHC with ANN predicted UBHC

Fig. 6 Comparison of experimentally measured CO with ANN predicted CO

5 Conclusion

Themajor findings from the experimental cumAI-basedANNmodel ofCRDI engine
fueledwith variousKaranja biodiesel share and engine loads under high fuel injection
pressure are as follows:
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• At every load condition, Diesel-Karanja blends have shown decreased BTE than
Diesel fuel operation.

• NOX andUBHCemissions ofDiesel-Karanja blendswere lower than fossil Diesel
at every load condition.

• At most experimental conditions, CO emissions resulted from Diesel-Karanja
blends were higher than pure Diesel operation.

• The model developed with logsig transfer function and three neurons in its hidden
layer has been noticed to be the optimum model for predicting performance–
emission profiles of diesel–biodiesel blends under high fuel injection pressure.

• The optimum model has shown overall R value of 0.99742 wherein 0.99783,
0.99951 and 0.99969 for training, validation and testing datasets, respectively.

ANN has proved its viability in predicting the performance and emission param-
eters of CRDI engine fueled with Diesel-Karanja biodiesel blends operating under
high fuel injection pressure. By utilizing the developed AI-affiliated ANN model,
the present investigation can be extended to map the output values at any distinct
points of the input parameters under Diesel-Karanja strategies without conducting
new experiments which will eliminate the experimental cost, time and effort.
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Research Board under the Department of Science and Technology, Government of India, under the
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and Exhaust Emission Characteristics
of CRDI Engine Fueled
with Diesel–Butanol Strategies

Vivek Kumar Mishra, Subrata Bhowmik, Abhishek Paul, Ajay Yadav,
and Rajsekhar Panua

Abstract The present work investigates the ability of oxygenatedButanol on perfor-
mance and exhaust emission characteristics of a single-cylinder, four-stroke, water-
cooled, common rail direct injection (CRDI) engine. Experiments were performed
at constant engine speed (1500 rpm) and six different load conditions, varying from
5 to 30 Nm. Based on CRDI engine experimental data, an artificial intelligence (AI)-
affiliated adaptive neuro-fuzzy inference system (ANFIS) model has been formu-
lated for predicting the output parameters, namely brake thermal efficiency (BTE),
brake specific energy consumption (BSEC), oxides of nitrogen (NOX), unburned
hydrocarbon (UBHC) and carbon monoxide (CO) by considering the engine load
and Butanol share in the blend as input parameters. With the increasing Butanol
share in the Diesel–Butanol blend, the BTE and BSEC were significantly increased,
and exhaust gas emissions, especially NOX and CO, were also reduced. The devel-
oped AI-based ANFIS model has the capacity of mapping the relationship between
input–output parameters of the CRDI engine with good accuracies. In this study,
the statistical performances obtained from ANFIS predicted model are (0.0000107–
0.0000755) ofmean square error, (0.000353–0.001533) ofmean square relative error,
(0.999722–0.999939) of correlation coefficient and (0.999444–0.999878) of abso-
lute fraction of variance, which elevated the model capability to a higher stage under
Diesel–Butanol strategies.
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1 Introduction

In vehicles like buses, trucks and earth moving machineries, high torque is needed.
The higher torque can be produced by the utilization ofDiesel engines.Diesel engines
have been broadly used to move heavy loads. However, the usage of conventional
Diesel fuel in internal combustion engines is one of the major issues for air pollution,
due to the high level of exhaust gas emissions, such as particulate matter (PM),
oxides of nitrogen (NOX). In recent days, to reduce exhaust gas emissions, from
Diesel engines, researchers have shifted toward renewable and eco-friendly sources
of alternative energy.Many alternative fuels are available like alcohols, biodiesel, etc.
[1]. Among all alternative fuels, alcohols have shown better effects to decrease the
emissions from conventional Diesel engines [1]. Alcohols are oxygenated fuel and
contain a lowamount of sulfur and carbon content as compared to conventionalDiesel
fuel. Alcohol fuels are restricted for their direct use in Diesel engines because of their
poor cetane number [2, 3]. Among various alcohols, the autoignition temperature of
Butanol (365 °C) is less than ethanol (479 °C) and methanol (434 °C) [4]. When the
blend of Diesel–Butanol is used in the compression ignition (CI) engine, it a has high
ability to ignite easily. Dogen [5] has concluded that with the increasing proportion
of Butanol in Diesel, the performances of the CI engine are significantly improved
along with NOX and smoke emissions. Nour et al. [6] investigated that the addition
of Butanol share in Diesel, brake thermal efficiency (BTE) and brake specific energy
consumption (BSEC) relatively improved alongside NOX, unburned hydrocarbon
(UBHC) and carbon monoxide (CO). Compared to other alcohol fuels, Butanol
has a higher cetane number and less corrosion and oxygen content. Due to these
properties, it is a more suitable additive in CI engine operation than other alcohols
[5, 6]. By the process of fermentation of biomass, Butanol can be produced, especially
from wastage of plants, corn and algae. Because of its inherent fuel properties and
availability, Butanol nowadays is widely used in CI engine operation to partially
replace the dependency on conventional Diesel and reduce higher exhaust emissions.

Using the artificial intelligence (AI)-based adaptive neuro-fuzzy inference system
(ANFIS) model, the majority of the researchers have developed their model in order
to predict the input–output relationship of CI engine [7–9]. Hosoz et al. [10] reported
thatANFISmodel is a combination of both neural network and fuzzy logic principles.
Due to this combination, compared to other artificial intelligence models, this model
is able to forecast very efficiently the engine output parameters in a short time.
ANFIS also has a great ability to make the fundamental relationship between input
and desired output parameters of any sector [11]. Bhowmik et al. [12] surveyed
the indirect injection engine outputs for Diesel–Kerosene–Ethanol blends using the
ANFIS approach. They reported that the developed model has an overall correlation
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coefficient (R) value greater than 0.98. The other parameters, such as mean square
error (MSE), Theil U2, were also helpful to validate the developed the ANFISmodel.

1.1 Motivation of Present Work

Global petro-fuel energy plays an important role in the economy growth of society.
According to Krishna et al. [13], in most of the developing countries, the rate of
energy consumption is expected to be increased by 84% by 2035. At present, due
to a large number of automobile sectors, a huge amount of energy is consumed by
heavy load vehicles in the form of Diesel fuel. With the increased Diesel consump-
tion, the fossil Diesel reserves are reducing day by day and also the pollution level in
the environment is increasing due to its higher exhaust gas emissions. To solve the
above-mentioned issues, researchers [14, 15] have focused on an alternative source of
energy which helps to partially reduce fossil Diesel consumption and decrease envi-
ronment pollution. For this purpose, alcohol is considered one of the best sources of
alternative fuel for Diesel engines because of its oxygenated property. In this present
investigation, common rail direct injection (CRDI) engine has been used because
its advanced features like control of injection pressure by use of electronic control
unit (ECU) make it more efficient to control the poisonous emissions. Even though
AI-affiliated models are not a new advancement in the area of internal combustion
(IC) engine, however because of their high accuracy and less time consumption for
forecasting the performance and exhaust gas emission parameters, it is being used
by the various researchers. ANFIS model with Diesel–Butanol blends in the CRDI
engine has not been explored.

1.2 Objectives of the Present Work

The present study proposed the following objectives:

• To investigate the output parameters of a CRDI engine under different loading
conductions and Diesel–Butanol blends.

• To develop an ANFIS model for mapping the input–output relationship of the
CRDI engine fueled with Diesel–Butanol strategies.

• To explore the viability of the ANFIS model to give the result of complex
calculations in a short time with less cost.
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Fig. 1 Schematic ofexisting CRDI engine setup

2 Experimental Setup and Methodology

The engine operation was performed on a Mahindra Jeeto 11 HP, single-cylinder,
four-stroke, water-cooled CRDI engine. For maintaining the different loading condi-
tions, the engine has been coupled with a dynamometer. To calculate the rotational
speed of the engine, a crank angle encoder has been usedwith a one-degree step angle.
Rotameter is provided for engine cooling water flow measurement. Figure 1 delin-
eates the schematic of the CRDI engine setup. In this study, 5% and 10% (by volume)
Butanolwere included tomineralDiesel, and denoted asD95B5 andD90B10, respec-
tively. The engine was operated at six different load conditions such as 5 Nm, 10
Nm, 15 Nm, 20 Nm, 25 Nm and 30 Nm at a constant engine speed of 1500 rpm.

3 Experimental Uncertainty Analysis

With the intention of scrutinizing the errors that arise while operating the CRDI
engine, the root mean square methodology was used (as shown in Eq. (1)) [9]. Using
Eq. (1), the total percentage of uncertainty (TSU) for the performance parameters
is found to be 1.99. Table 1 shows the accuracy of the AVL MDS 250 exhaust gas
analyzer. The study also added standard deviation for increasing the superiority of
error analysis. Table 2 details theTSUand standard deviation for the exhaust emission
parameters.
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Table 1 Accuracy of AVL MDS 250 gas analyzer

Measurand Range Resolution Accuracy

CO 0–15% vol. 0.01% vol. <10.0% vol.: ±0.02% vol., ±3% o. M
≥10.0% vol.: ±5% o. M

CO2 0–20% vol. 0.01% vol. <16.0% vol.: ±0.3% vol., ±3% o. M
≥16.0% vol.: ±5% o. M

HC 0–30.000 ppm vol. ≤2.000: 1 ppm vol. <2000 ppm vol.: ±0.3% vol., ±3% o. M
≥5000 ppm vol.: ±5% o. M
≥10,000 ppm vol.: ±10% o. M

O2 0–25% vol. 0.01% vol. ±0.02% vol
±1% o. M

NO 0–5.000 ppm vol. 1 ppm vol. ±5 ppm vol
±1% o. M

Table 2 Average TSU and
standard of exhaust gas
emissions

Parameter Average TSU (%) Average standard deviation

NOX 1.247 0.7

UBHC 1.682 0.9

CO 0.845 0.3

�U =
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∂U

∂x1

)2

× �x1 +
(

∂U

∂x2

)2

× �x2 + · · · +
(

∂U
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)2

× �xn (1)

4 ANFIS Modeling

ANFIS, in its essence, is a combined form of artificial neural network and fuzzy
logic system. An ANFIS model is capable of mapping the complex relationships
of any system in real life. Even though ANFIS was introduced three decades ago,
due to its more accuracy and less time-consuming process, it is being more popular
among all AI models in the field of internal combustion (IC) engines [9]. ANFIS
model is made up of six layers. Each layer has multiple nodes (except the last layer),
and the summation of all nodes consists of a network. Every layer is responsible for
performing a particular function. In the ANFIS model, the fuzzy membership func-
tion is tuned with the assistance of the least-square and back-propagation gradient
descent method [9]. In this present CRDI engine operation, two inputs such as engine
load and Butanol share in the blend are considered to predict the output parameters,
namely BTE, BSEC, NOX, UBHC and CO. While developing the ANFIS model for
Diesel–Butanol blends, 70% of the total data (30 cases) were preferred for training
(21 cases) the model and rest of the data were preferred for validation (9 cases) of
the model.
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5 Result, Discussion and Validation of ANFIS Modeling

To develop the fundamental relationship between CRDI engine input and output
parameter under Diesel–Butanol blends, ANFIS models have been formulated. The
models have been validated in terms of mean square error (MSE < 0.01), overall
correlation coefficient (R > 0.98) and mean absolute percentage error (MAPE <
5%). The comparison of ANFIS forecasted BTE and experimental measured BTE is
demonstrated in Fig. 2a, b. The uncertainty for theBth is found to be 1.985. TheMSE,
MAPE, mean square relative error (MSRE), R and absolute fraction of variance (R2)
value are 0.000049, 1.79%, 0.00035, 0.999921 and 0.999841, respectively. In the
same fashion, ANFIS predicted BSEC with respect to experimental measured BSEC
is shown inFig. 3a, b. The values of experimental uncertainty,MSE,MAPE,MSRE,R
and R2 are 1.985, 0.000237, 2.92%, 0.000958, 0.999939 and 0.999878, respectively.
ANFIS prediction for NOX emissions depicted in Fig. 4a, b with MSE value of
0.0000579,MAPEof 2%,MSREvalue of 0.000636,R value of 0.999903,R2 value of

Fig. 2 a, b Comparison of ANFIS forecasted BTE and experimental BTE

Fig. 3 a, b Comparison of ANFIS forecasted BSEC and experimental BSEC
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Fig. 4 a, b Comparison of ANFIS forecasted NOX and experimental NOX

Fig. 5 a, b Comparison of ANFIS forecasted UBHC and experimental UBHC

0.999806 and experimental uncertainty of 1.247. Figure 5a, b explains the difference
between ANFIS forecasted UBHC and experimental UBHC with value MSE of
0.0000755, MAPE of 2.28%, MSRE of 0.000615, R of 0.999833, R2 of 0.999667
and experimental uncertainty of 1.682. ANFIS prediction of CO with experimental
uncertainty of 0.845,R value of 0.999722withMSRvalue of 0.0000107,MSREvalue
of 0.001533 and R2 value of 0.999444 is shown in Fig. 6a, b. All developed models
have performed higher prediction quality with noteworthy errors. From the above, it
is deduced that the ANFIS model has the capacity of mapping complex relationships
of CRDI engine under Diesel–Butanol strategies with higher accuracies.
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Fig. 6 a, b Comparison of ANFIS forecasted CO and experimental CO

6 Conclusion

In this study, ANFIS models have been developed for forecasting the output parame-
ters, namely BTE, BSEC, NOX, UBHC and CO of CRDI engine fueled with Diesel–
Butanol strategies. For this aim, the CRDI engine was run by varying engine load
from 5 to 30 Nmwith a step size of 5 Nm and at a constant speed of 1500 rpm. Based
on experimental and developed ANFISmodel, the following important outcomes are
summarized below:

• Diesel–Butanol blends improved the exhaust gas emissions along with the
improvement in BSEC and BTE.

• The developedANFISmodels are found to be optimal for predicting CRDI engine
output parameters.

• Statistical analyses given by the ANFIS model have shown excellent correlations
(R: 0.999722–0.999939) with praiseworthy errors.
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11. Ö İlker, M. Ciniviz, F. Candan, Estimating engine performance and emission values using
ANFIS/ANFIS Kullanılarak motor PerformansveEmisyonDeğerleriTahmini. Int. J. Autom.
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Development and Workspace Study
of a 4-PP Planar Parallel XY Positioning
Stage Using SMA Actuators

Rutupurna Choudhury, Deep Singh, Anuj Kumar, Yogesh Singh,
and Chinmaya Kumar Sahoo

Abstract The necessity to fabricate micron-sized objects at present is increasing
rapidly. Planar parallel manipulators, an area of robotics, is also employed to develop
motion stages for various applications. The present study proposes a 4-PP planar
positioning motion stage. The end-effector of the proposed positioning stage under-
goes motion along both the axis in a plane and restricts any angular motion. The
planar parallel positioning device (manipulator) possesses four active input pris-
matic joints which are actuated by implementing ShapeMemory Alloy (SMA) based
smart material springs. The SMA spring-based actuators are very lightweight and
provide higher work per unit mass in comparison to other actuators. The proposed
manipulator possesses two degrees of freedom. This study presents the workspace
analysis of the proposed manipulator actuated by smart materials. The study depicts
the experimental workspace efficiency of 42.87% for the proposed motion stage in
comparison to the feasibleworkspace region. The planar parallelmotion stage has the
ability to displace inmicronswithin theworkspace domain. This study also shows the
adequacy of SMA spring-based actuators in the development of micro-positioning
devices.

Note: P represents a prismatic joint.
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1 Introduction

Automation is one of the important parts of any industry. Nowadays, necessity of
automation is vital in every field like industry, medical, transportation, etc. Robotics
is one of the keys to automation. It plays a vital role in automating manual activities.
Planar parallel manipulators (PPM) is an important content to robotics. An XY posi-
tioning stage is a PPM device used for movement and positioning of object. The XY
positioningmechanism is driven by actuators for itsmotion and possesseswide appli-
cations including material handling and processing, micro-machining, fabrication,
etc. XY motion stage is also used for precise positioning of objects or components.
The literature consists of various planar positioning devices that actuate on conven-
tional motors which are bulky and requires higher current as driving force. Presently,
smart materials like shape memory alloy (SMA), piezoelectric material, etc., have
gained remarkable recognition due to their great potential and self-transformation
properties [1]. Fesperman et al. [2] developed an XY stage driven by linear motor
which floats on a thin film of air. The object was displaced using three heterodyne
displacement sensors. The object has the ability to displace 10 mm along both X-
and Y-axes. The overall size of the position stage mechanism was 477 m2. Shimizu
et al. [3] developed millimetre-order XY micro-motion stage to position lightweight
objects precisely. This positioning stage is driven by friction to recognize long range
travel motion with the help of small stroke piezoelectric actuators. Lee et al. [4]
designed a novel micro-XY motion stage mechanism with the application of thermal
actuators. This motion was carried out by the thermal expansion force of the SU-8
thermal actuators. This actuator has the maximum displacement of 41 µm at 250 °C.
This material is more suitable for an actuator that needs large displacement for use
in micro-XY stages. Basic design issues like static, dynamic and tracking control are
investigated by Qin et al. [5]. It addresses the fundamental problems of establishing
a decoupled XY stage motion mechanism. The motion is carried out by two piezo-
electric actuators. It was observed that the statically indeterminate structures are able
to decouple the cross-axis coupling with increased stiffness and stability. Yao et al.
[6] studied the design and the performance of parallel micro-positioning XY motion
stage mechanism. This is also driven by piezoelectric actuators. The kinematic and
dynamic study showed that the stage possesses larger workspace, good linearity and
high bandwidth as compared to the serial kinematic designs. Wang et al. [7] studied
the design of the flexure-basedXY precision stage and obtained large task space under
reduced driving force. Choi et al. [8] developed an XY stage motion mechanism by
considering cross-strip flexure joints and over-constrained mechanism. The motion
stage is composed of flexural joints, links and is driven by a linear motor. For large
rotation cross-strip, flexural joints are used. Horizontal straightness, repeatability
test and yaw are studied in this work. From the literature, it was observed that SMA
actuators can be used as the best substitute for conventional actuators like servomo-
tors, hydraulics and pneumatics [9] because of its unique behaviour and mechanical
properties. So, this leads to the development of advanced and cost-effective actuators
with a considerable reduction in complexity, weight and size. Chang-Jun et al. [10]
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developed a micro-wheeled robotic device using SMA actuator. Similarly, Kim et al.
[11] developed an earthworm-based micro-robot using SMA spring as actuator.

1.1 Contribution in the Present Paper

This paper presents the SMA spring actuation-based 4-PP XY micro-motion stage
mechanism and addresses the development of conceptual design and kinematics
of the manipulator. In addition, feasible workspace analysis is also presented. The
proposed motion stage consists of two legs configured prismatic-prismatic along X-
direction and the other two legs configured prismatic-prismatic along Y-direction.
The motion stage consists of four active prismatic joints at each leg actuated by
nitinol (NiTi) SMA springs. The 4-PP XY micro-motion stage was fabricated, and
the experiment was performed to determine the associated workspace and also the
feasibility of smart materials for the development of the motion stage. The manip-
ulator is designed in such a way that the angular orientation of the end-effector is
restricted.

2 Shape Memory Alloy Actuator

Smart materials have the potential to recover large strains due to transformation
in phase from martensite (lower temperature) to austenite (higher temperature) as
in case of SMAs [12]. SMA or nitinol spring possesses a special behaviour called
shape memory effect (SME) [9, 12]. This exceptional characteristic is the prime
reason behind the wide application of the SMA in different fields like the surgical
tool, aeronautical application and micro-actuators. According to the microscopic
studies, SMA rearranges its crystal structure during phase transformation under the
application of heat. This is the mechanism of SMA to recover its original shape.
The major advantage of SMA is that it could restore its original memorized shape
under thermal loading [9]. The SMA implemented as an actuator in the present
study is nitinol tension spring of 0.75 mmwire diameter. It can elongate and contract
maximum up to 140mm and 29mm, respectively. Thematerial has Young’s modulus
and density of 120 MPa and 6.4 E-06 kg/mm3, respectively.

3 Development of Smart Actuation-Based XY
Micro-motion Stage

This paper presents the SMA actuation based XY micro-motion stage. The paper
studies the workspace associated with the XY motion stage by implementing smart



24 R. Choudhury et al.

Fig. 1 Schematic diagram of SMA spring actuation-based 4-PP XY motion stage mechanism

material, nitinol spring, as actuators for the active prismatic joints as depicted in
Fig. 1.

Figure 1 illustrates the schematic diagramof shapememory alloy spring actuation-
based XY robotic micro-motion stage. The XY motion stage consists of four legs of
which each leg has prismatic-prismatic (PP) configuration. All the four legs of equal
lengths together forma square configuration as depicted inFig. 1. This device consists
of eight numbers of nitinol SMA springs (1 – 8) as actuators for the active input
prismatic joints (M1, M2, M3 and M4). Each leg consists of two springs at either side
of the active prismatic joints which help to undergo bidirectional movement along
its orientation axis. The contraction of the springs (1, 6) and (2, 5) results in forward
and backward motion of the end-effector along X-axis, respectively. Similarly, the
contraction of the springs (4, 7) and (3, 8) results in forward and backward motion of
the end-effector along Y-axis, respectively. The blocks A1, A2, A3 and A4 are fixed to
which one end of the SMA springs is connected forms the fixed base. The other ends
of the SMA springs are connected to the active prismatic joints (M1, M2, M3 and
M4). The links L1 and L2 form passive prismatic joints atM1,M2,M3 andM4 of each
leg. The links L1 and L2 form a rigid joint at a point (Q) which is known as the end-
effector of the motion platform. The r1, r2, r3 and r4 at each leg represent the stroke
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length of the active input translational joints which is directly proportional to the
amount of contraction of either spring at the respective legs. The coordinates or the
pose of the end-effector is represented as (Qx,Qy). The manipulator does not possess
any revolute joints in order to avoid the rotation of the end-effector. Further, to avoid
the end-effector rotation, the active prismatic joints (r1 and r3) and (r2 and r4) are
actuated simultaneously and maintained the same value. ‘C’ and ‘E’ represented on
the springs indicate its deformed nature as compressed and elongated, respectively.

3.1 Kinematics of the Proposed XY Motion Stage

The motion of the end-effector is dependent on the active input translational joints
and vice versa. The position of the end-effector can be calculated based on the active
translational joints (r1, r2, r3 and r4) based on the following equations:

x = r1 = r3, y = r2 = r4

4 Fabrication of 4-PP Planar Parallel Robotic Motion Stage

A four-legged 4-PP planar parallel robotic motion stage as depicted in Fig. 1 has
been fabricated in-house to perform an experiment to determine the workspace. The
experiment is performed to analyse the workspace associated with the manipulator.
The fabricated model is depicted in Fig. 2.

The rigidmanipulator’s base represented by yellow area possesses fixed lengths of
220mmand 220mmalongX and Y-axes, respectively. The fabricatedmanipulator is
basically a wooden model comprised of NiTi SMA springs as actuators. The passive
links used in the model is welding filler rod. The active input translational joints
present at each leg move freely in the guide made of electrical wire casing. The
available workspace for the end-effector motion is represented by the red box of
160 mm × 160 mm (25,600 mm2) area.

5 Experimental Procedure

The fabricated prototype has been incorporated with nitinol (NiTi), an SMA, in
order to actuate the active prismatic joints at each of the legs of the manipulator.
The actuator, nitinol, is in the shape of spring with 19 helical windings of which
maximum contraction length is ~29 mm under thermal loading. In order to actuate
the SMA springs, an electrical current is supplied across it. Due to the resistance
of SMA, its temperature rises, thereby leading to thermal loading. Due to a rise in
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Fig. 2 In-house fabricated model of 4-PP robotic XY motion stage

temperature, the SMA contracts and reaches its maximum contraction length under
a certain range of current. The current supplied to the nitinol spring is DC which is
supplied with the help of DC power supply (Model: Scientech 4180).

The experimental setup developed for the analysis of 4-PP SMA actuation-based
micro-motion stage as depicted in Fig. 3 consists of various devices as specified in
Table 1.

The electric current is supplied to only one out of two spring at each leg of the
manipulators which leads to its contraction due to thermal load. This leads to the
linear motion of the active prismatic joint at the legs of the manipulator. This motion
is further transferred with the help of passive joints to the end-effector which reflects
in the variation of its position. The new position so obtained is captured as an image
in the digital camera (Nikon D5600). Further, AutoCAD is employed to interpret the
position of the end-effector in x and y coordinates.

The four active translational or prismatic joints are termed as inputs to the motion
stage while rest being passive. The passive joints are dependent on the motion of the
active input translation joints. The linear motion at the active prismatic joints with
the help of four passive prismatic joints leads to variation in pose (motion along X-
and Y-axes) of the end-effector.
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Fig. 3 Experimental setup

Table 1 List of devices for
experimental setup

S. No. Devices Specifications

1 DC power supply Scientech 4180 (output:
0–30 V, 0–5 A)

2 Planar parallel
manipulator

4-prismatic-prismatic
configuration

3 Digital camera
with tripod

Nikon D5600

6 Results and Discussion

On application of thermal loading to the SMA springs, the SME occurs which results
in a change in shape and size of the SMA to its original form. The spring contracts and
its size reduces. The thermal loading is applied by supplying direct electrical current
(3–5A) to the springwhich is also known as joule heating. The variation in size of the
SMA spring varies the position of the active input translational joints which further
affects the end-effector’s pose with the help of passive prismatic joints. The forward
movement of the active input translational joints in leg 1 and leg 3 together leads to
variation in end-effector’s pose toward positive X-axis, and its backward movement
leads to the motion of the end-effector toward negative X-axis. Similarly, the forward
movement of the active input translational joints in leg 2 and leg 4 together leads to
variation in end-effector’s pose along positive Y-axis, and its backward movement
leads to the motion of the end-effector along negative Y-axis.

The pose of the end-effector is kinematically coupled to the active input translation
joints (r1, r2, r3 and r4). Hence, the position of the end-effector is obtained based



28 R. Choudhury et al.

Table 2 Four sets of experimental data of the end-effector’s pose of the 4-PP motion stage

Direction
of the
actuation
during
heating
of the
SMA
springs

Pose of the end-effector (mm)

Set-1 Set-2 Set-3 Set-4

Qx Qy Qx Qy Qx Qy Qx Qy

Initial
position

116.470 114.319 114.470 120.124 117.830 116.046 110.440 114.041

r1, r3:F 121.390 116.781 121.510 122.217 124.120 115.661 108.900 115.085

r1, r3:B 110.770 115.358 109.280 120.517 107.570 116.170 100.320 115.386

r2, r4:F 114.610 124.716 113.590 126.167 115.490 122.773 101.880 120.193

r2, r4:B 111.550 108.950 114.720 119.744 115.590 108.874 101.330 110.288

r1, r3:F
and r2,
r4:F

122.110 119.949 123.220 126.275 123.170 121.858 107.970 116.913

r1, r3:F
and r2,
r4:B

118.580 107.581 122.570 117.827 126.830 111.057 108.600 108.765

r1, r3:B
and r2,
r4:F

107.740 119.777 109.330 125.430 105.750 123.870 100.440 119.362

r1, r3:B
and r2,
r4:B

113.740 115.476 111.010 115.958 108.450 114.309 100.570 109.539

on various combinations of active prismatic joints and its direction of motion as
specified in the first column of Table 2.

Initially, the image of the motion stage is captured and the pose of the end-effector
was obtained. Then, the joints r1 and r3 were forward actuated which leads to the
motion of the end-effector along positive X-axis as discussed previously. After full
contraction of the SMA springs (1, 6), an image of the manipulator is captured and
the pose of the end-effector was extracted. Furthermore, the backward motion of the
same joints r1 and r3 were considered which led to the motion of the end-effector
along negative X-axis. The pose of the end-effector was obtained for the maximum
backward movement of the joints r1 and r3. Similarly, the pose of the end-effector
was obtained for the forward and backward actuation of the active prismatic joints
r2 and r4 which led to motion of the end-effector along Y-axis.

Till now, the motion of the end-effector was along a single axis. Now, the active
prismatic joints r1, r2, r3 and r4 were actuated in the combination of forward and
backward movements which led to the motion of the end-effector along both X
and Y-axes simultaneously. The image was captured, and the end-effector pose was
extracted for each condition as specified in Table 2.
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(a) Set-2 - r1, r3:F and r2, r4:F (b) Set-2 - r 1, r3:F and r2, r4:B (c)Set-2 - r 1, r3:B and r2, r4:F 

Fig. 4 End-effector pose of the proposed XY micro-motion stage

Four sets of experiments were conducted on the in-house fabricated 4-PP planar
parallel micro-motion stage, and the obtained data are presented in Table 2 of which
few experimental images are depicted in Fig. 4.

where F and B represent forward and backward actuation of the SMA springs,
respectively.

The experiment showed gradual variation in the pose of the end-effector with
gradual variation in the position of the active input translational joints. From the
experimental data in Table 2, theminimumandmaximumposition of the end-effector
along both X and Y-axes obtained are specified in Table 3. The range of deflection
along both the axes denotes the stroke length of 26.51 mm and 18.694 mm along X
and Y-axes, respectively. Hence, the total experimental workspace area is 495.578
mm2 as depicted in Fig. 5.

Although the available workspace area is 160mm× 160mm, the presence of – (i)
certain width of active prismatic joints, (ii) presence of hooks to which springs are
connected and (iii) maximum possible contraction of spring is 29 mm – minimizes
the workspace area. Hence, the workspace area in which the end-effector is feasible
to undergo motion is 34 mm× 34 mm (i.e. 1156 mm2) and is represented as feasible
workspace in Fig. 5.

Figure 5 clearly depicts the variation in workspace regions of feasible workspace
and experimental workspace which is an indication of the presence of certain
inefficiency. The percentage of loss in the workspace is given as

Percentage loss = (Feasible Workspace− Experimental Workspace)

100/Feasible Workspace = (1156− 495.578)100/1156

= 57.13%

Table 3 Stroke length of the
end-effector along the
coordinate axes

Direction Deflection of the end-effector Stroke length
(mm)Minimum (mm) Maximum

(mm)

X-axis 100.320 126.830 26.510

Y-axis 107.581 126.275 18.694
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Fig. 5 Workspace of 4-PP
robotic micro-motion XY
stage

Hence, the efficiency associated with the in-house fabricated model is 42.87%.

7 Conclusion

The major conclusions associated with this study have been outlined below:

1. A 4-PP planar parallel robotic micro-motion stage was fabricated.
2. The feasible and experimental workspace associated with the in-house fabricated

model is 1156 mm2 and 495.578 mm2, respectively.
3. The experimental workspace of the in-house fabricated model showed an

efficiency of 42.87%.
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Review of the Hybrid H-Savonius Rotor’s
Design and Performance

D. Sarkar, A. R. Sengupta, P. Bhadra, S. Alam, and B. Debnath

Abstract In recent times, the progress and activities on renewable energy sources
are growing exponentially. Amongst the various kinds of renewable resources, wind
energy is one of the most preferable due to its abundant availability, lesser cost, zero
emission compared to other sources. Amongst the various kind of vertical axis wind
turbines (VAWT), H-Darrieus rotor is more popular in the built environment for their
simple constructions and higher power coefficient which also suffers from poor self-
starting features. Again, the Savonius rotor is having the good self-starting ability
but possess lesser power coefficient. To address all such limitations, existing inves-
tigations of hybrid H-Savonius rotor have been reported here in terms of the design,
various parameters and aerodynamic performances which are used to improve their
self-starting and efficiency. From this study, it is seen that the coaxial arrangement
of the H-Savonius rotor is capable to exhibit higher efficiency and better self-starting
characteristics than the staging assembly or the individual Savonius orH-rotor.Again,
a newly designed hybrid H-Savonius rotor exhibits the maximum power coefficient
of 0.414 at TSR2.5. Modification of the Savoniusblade and thicker H-rotor airfoil
blade helps to increase the efficiency of the hybrid rotor. This present paper offers
an overall idea on the research growth to improve the design and performance of the
hybrid H-Darrieus rotor.

Keywords Hybrid H-Savonius rotor · Self-starting · Power coefficient · Torque
coefficient · Computational fluid dynamics

1 Introduction

Energy is a key element for social and economicdevelopment andgrowthof a country.
The world demands energy in the form of low cost. Since the beginning of the eleva-
tion, human society has been depending upon the conventional energy resources. The
conventional fossils fuels are depleting so fast day by day, as it has limited resources.
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Burning these fuels affects the environment critically by emitting greenhouse gases,
which is the cause of global warming. The energy demand in the form of electricity
is exponentially increasing very rapidly. Scientist and researchers are trying to meet
the demands by using alternative renewable energy resources to power generation.
This is why it motivates towards the development of wind energy in 1973 due to the
high price of oil and limited fossils fuel resources [1]. Mankind has been using wind
power for agriculture development, irrigation, to simplify mechanical work, naviga-
tion purposes, etc. In the past few decades, the researches and development activities
in the field of renewable energy have been increased. Amongst various renewable
energy sources, wind energy has got great attention as an alternative resource to coal,
petroleumand nuclear energywhich ismore abundant, renewable,widely distributed,
economically affordable, and most importantly, it has zero emission. To reduce the
global energy-related carbon emission require a high growth rate of wind energy as
a source of clean renewable energy.

1.1 Wind Turbine and Its Classification

Amongst the renewable energy sources, wind energy is one of the options for green,
well-economic energy generation. The wind turbine is a device which converts the
wind energy for power generation.Depending upon the axis of rotation,wind turbines
are generally classified into two categories: horizontal axis wind turbine (HAWT)
and vertical axis wind turbine (VAWT). HAWTs are well known for their compara-
tively high efficiency over VAWTs, and it has been used for medium- to large-scale
power generation. Again, VAWTs have advantages over the HAWTs such as lower
installation and cost, compact design, easy to assemble, good self-starting ability, low
cut-in speed, create less noise and omni-directional. VAWTs can be also classified
into two types: Darrieus and Savonius turbines or rotor. H-Darrieus rotor is a variant
of the curved-bladed Darrieus rotor, which has straight vertical blades [2]. In Fig. 1,

Fig. 1 a Savonius rotor, b Darrieus rotor and c H-Darrieus rotor
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Fig. 2 a Single-stage hybrid H-Savonius rotor and b multi-stage hybrid H-Savonius rotor

the classification of the wind turbines is reproduced from the available literature [3].
H-Darrieus rotors are lift force-based device. The energy is taken out from wind

by the component of lift force working in the direction of rotation. Such turbines
have the highest efficiency amongst the VAWTs, but it suffers from its poor starting
torque. The Savonius rotors are drag forced-based device. The main advantages of
such a rotor are its ability to self-staring in contrast to the other VAWTs. In Fig. 2,
there are two diagram; one is single-stage hybrid H-Savonius rotor [4], and another
is multi-stage hybrid H-Savonius rotor [5] which are presented in the classification
of staging of hybrid rotor.

There is aspecial kind of hybrid rotor known as hybrid H-Savonius rotor, where
both the lift and drag mechanisms are useful for the self-starting and performance
improvement of such hybrid rotor [6]. The combined rotor is a combination of two
different rotors (Darrieus and Savonius)which aremounted on the same shaft. Hybrid
rotors are generally a combination of H-Darrieus and Savonius rotors. It is seen that
a hybrid design of Darrieus with Savonius can make it fully self-starting, along with
higher aerodynamic performances compared to any of the single rotor [7].

1.2 Purpose of the Present Study

Since the past few decades, the experimental and theoretical researches and appli-
cations on improving the design and overall performance of the VAWTs have been
increased rapidly.Most of theworks have been performed on either Darrieus or Savo-
nius rotor, but only a few studies are there regarding the theoretical and experimental
investigations of the hybrid H-Savonius rotor. In order to utilize the properties of both
lift- and drag-type rotors, hybrid H-Savonius rotor came into the picture. The present
review has covered most of the research works done on the design and performance
improvement of hybrid H-Savonius rotor.
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2 Experimental Study on the Hybrid Rotor

Compared to a Savonius rotor, one of the greatest advantages of the Darrieus rotor is
its higher power coefficient (Cp). However, the Darrieus rotor suffers from its poor
self-starting features. In order to use the advantages of both the rotors, the hybrid
rotors came into existence to overcome the self-starting problem aswell as to enhance
their aerodynamic performances.

Bhuyan and Biswas [4] have experimentally investigated and found the results of
three S818 unsymmetrical-bladed hybrid rotor having maximum Cp of 0.34 at tip
speed ratio (TSR) 2.29 and Reynolds number of 1.92 × 105 for the optimum 0.15
overlap of the inner Savonius, followed by maximum Cp of 0.28 at TSR 2.42 and at
same Reynolds number for the simple H-rotor. Mousavi et al. [8] studied experimen-
tally the performance of a coaxial hybrid vertical axis wind turbine having DUW200
airfoils for the H-rotor. The performance has been compared with another hybrid
turbine having a multi-staging arrangement and with simple H-rotor having same
airfoils. The results showed that the coaxial system exhibits self-starting features and
higher power coefficient compared to the others. Gawade and Patil [9] attempted an
experimental study to measure the performance of individual Savonius and coaxial
H-Savonius rotor. The maximum power coefficient for Savonius was obtained as
0.16, while for coaxial H-Savonius rotor, the maximum Cp of 0.39 was obtained.
Here, the combined rotor showed the self-starting ability at wind speed of 3 m/s.

Abid et al. [10]concluded from their experimental study that a combination of
NACA 0030 blade H-Savonius rotor showed the starting characteristics at low wind
speed. Here, the three-bucket Savonius was mounted on top of the three-bladed H-
rotor. The H-rotor blades with NACA 0030 airfoil has a higher thickness which
resulted in an increase in the self-start capability of the rotor. Sahim et al. [11]
studied on the hybrid H-Savonius rotor and showed how the radius ratio of the
hybrid rotor affects the torque coefficient and power coefficient. It was observed
that the higher radius ratio (RL = radius of Savonius/radius of Darrieus) resulted
in lower power coefficient and higher torque coefficient. Siddiqui et al. [12] have
experimentally analysed theperformanceof thefivedifferent arrangements ofVAWT,
viz. individual Savonius, Darrieus, two-stage Savonius in the middle of the H-rotor,
two-stage Savonius on the top of the H-rotor and lastly Savonius below the H-rotor. It
was found that the coaxial system showed the highest efficiency than the rest four. The
highest power coefficient of about 0.41 was achieved at TSR of 1.6. Therefore, from
the above experimental studies, it was found that coaxially placed H-Savonius rotor
is the most efficient rotor system compared to the individual Savonius, individual
Darrieus, H-Savonius rotor of multistage arrangements of such rotors.
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3 Computational Fluid Dynamics (CFD) Analysis
on the Hybrid Rotor

On this hybrid H-Savonius rotor, researchers have performed CFD simulations based
on various design parameters and system arrangements to enhance their self-starting
features and power performances. Some notable and important findings are briefly
described below.

Hosseini and Goudarzi [13] have performed a CFD study on the design of an
innovative hybrid H-Savonius rotor for obtaining an extended operative range and
enhancing the self-starting capabilities. This hybrid rotor consisted of two buckets
modified Savonius Bach-type rotor and three-bladed Darrieus rotor while the whole
arrangement included setup of these two rotors in two stage. The result showed
that the maximum value of Cp is 0.414 at TSR of 2.5. This design of the hybrid
rotor being suitable for low and high wind speed also improved its self-starting
ability and operating range. Gupta et al. [14] have studied the performance of a
combination of three-bucket Savonius and three-bladed Darrieus rotor arrangement
with the Savonius placed at the top over the Darrieus. It has been seen from this
study that with the increase of overlap, the power coefficient started to decrease. The
highest power coefficient obtained was 0.51 at TSR 0.61 without overlap, which is
higher than the efficiency of the Savonius rotor at any overlap positions under the
same test conditions. Letcher [15] has carried out an experiment in three different
directions which are: CFDmodelling, generator design and materials/manufacturing
process. From the data, it was concluded that the power output of the combined setup
is higher than the single Savonius and single Darrieus rotor. Some notable results of
CFD analysis along with a comparison of various hybrid rotor systems have been
discussed in Table 1.

In Fig. 3, Cpvs TSR graph of various designed hybrid rotors have been plotted.
From this figure, it has been noticed that two-stage two buckets modified Savonius
Bach-type rotor-combined three-bladed Darrieus rotor setup has the maximum Cp
value of 0.414 at TSR 2.5.

Sharma et al. [16] also investigated on the hybrid three-bladed Darrieus–Savonius
rotor, where Darrieus mounted on the top of the Savonius for overlap variation from

Table 1 Notable results of CFD analysis along with a comparison of various hybrid rotor systems

Turbine Optimum TSR Maximum Cp Minimum TSR Maximum TSR

Bhyuan et al. (with Savonius
overlap 0) [6]

2.29 0.19 – ~3

Bhyuan et al. (with Savonius
overlap 0.15) [6]

2.29 0.34 – ~3

Hosseini et al. [15] (hybrid
rotor)

2.5 0.414 Self-starting 4.5

Sun et al. [19] 1.8 0.33 1.25 2.25

Liu et al. [20] 2.24 0.41 0.4 2.58
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Fig. 3 Cp versus TSR curve for various designs

10.8% to 25.8%.ThemaximumCpof 0.53was obtained at 0.604TSR for an optimum
overlap position of 16.8%. It was observed that Cp increases with the increase of
overlap. However, there is an optimum value of overlap for which Cp is maximum,
and beyond this, Cp started to decrease. The similar results are observed forCt aswell.
Sun et al. [17] performed numerical analysis on the performance of the hybrid H-
Savonius rotor with four different hybrid models; the numerical result indicated that
the power coefficient (Cp) of the hybrid H-Savonius rotor is dropped down when the
distance between its centre axis and the Savonius blades, whereas the starting torque
can be significantly improved. The comparison of power coefficient amongst all the
simulated turbines, the optimum TSR of four hybrid turbines that having maximum
power coefficient is around 1.75. Amongst all four turbines, the Cp is highest of their
hybrid turbine 1 (with zero distance in between the rotation axis and Savonius blade),
the value of the highest obtained Cp is around 0.33 at TSR 1.80. Roshan et al. [18]
investigated on the effects of non-dimensional parameters like initial overlap ratio
(E), arc angle (∅) and curvature (α) of the Savonius blades on the performance of the
18 hybridH-Savoniusmodels at 7 different TSRs. From the result of CFD simulation,
it has been observed that model 12 having the maximum power coefficient (Cp) of
0.195 at TSR of 3 amongst all 18 models. Liu et al. [19]investigated that the larger
modifiedSavonius (MS) rotor has a better self-starting capability.However, the power
coefficient of hybrid Darrieus-modified Savonius (HDMS) VAWTs decreases when
the size of MS rotor increased. An appropriate size of an MS rotor can maintain
the power efficiency of HDMS compared to the Darrieus. The maximum power
coefficient of theHDMS-1XiVAWT is 0.41which is 13%higher than theMSVAWT.
Abdolahifar and Karimian [20] were done CFD analysis on the hybrid H-Savonius
VAWT with the suitable wall and proper Savonius blade. In the comparison of the
normal straight blade Darrieus rotor to the hybrid H-Savonius rotor, the hybridone
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produced 2.3% more average moment along with 40% less moment fluctuation at
TSR 0.9.

4 Conclusions

To improve the overall efficiency and self-starting characteristics, hybrid H-Savonius
rotor is being analysed by researchers which have shown the better result on low cut-
in speed, wide operational range and especially in self-starting capability. From the
present literature review, some important findings are listed below.

• Experimental study reveals that the coaxial arrangement of the H-Savonius rotor
can exhibit higher efficiency and better self-starting features than the staging
assembly or the individual Savonius or H-rotor.

• From the CFD result, the highest of power coefficient of 0.53 is obtained for an
overlap position 16.8% of Savonius blade at TSR 0.604. The use of the modified
Savonius rotor generated higher torque coefficient which helps to achieve self-
starting characteristics of hybrid H-Savonius rotor.

• From the numerical analysis of an innovative new design of hybrid H-Savonius
rotor, the maximum power coefficient of 0.414 at TSR 2.5 is achieved.

• The HDMS produced maximum Cp of 0.41 which is very closer to the new
innovative-designed hybrid H-Savonius rotor, whereas the HDMS hybrid rotor
produced 0.4% a lesser amount of power coefficient.

The present study gathered most of the investigations regarding the performances
and designs of the hybrid H-Savonius rotor. It can act as a platform for future research
in the field of Hybrid H-Savonius rotor.

References

1. S. Roy, U.K. Saha, Review on the numerical investigations into the design and development
of Savonius wind rotors. Renew. Sustain. Energy Rev. 24, 73–83 (2013)

2. S. Eriksson, H. Bernhoff, M. Leijon, Evaluation of different turbine concepts for wind power.
Renew. Sustain. Energy Rev. 12(5), 1419–1434 (2008)

3. https://www.researchgate.net/profile/Eqwan_Roslan/publication/319242300/figure/fig2/AS:5
30482716319744@1503488343744/Types-of-VAWT-Savonious-Darrieus-and-Hrotor-
types10.png (Accessed on 26/10/2019)

4. S. Bhuyan, A. Biswas, Investigations on self-starting and performance characteristics of simple
Hand hybridH-Savonius vertical axiswind rotors. Int. J. EnergyConvers.Manage.87, 859–867
(2014)

5. P. Rathod, K. Khatik, K. Shah, H. Desai, J. Shah, A review on combined vertical axis wind
turbine. Int. J. Innov. Res. Sci. Eng. Technol. 5(4) (2016)

6. N.H. Mahmoud, A.A El-Haroun, E. Wahba, M.H. Nasef, An experimental study on improve-
ment of Savonius rotor performance. Alexandria Eng. J. 51, 19–25. ISO 3297 (2007)

7. A. Kumar, A. Nikhade, Hybrid kinetic turbine rotor. Int. J. Eng. Sci. Adv. Technol. 4(6),
453–463. ISSN: 2250-3376



40 D. Sarkar et al.

8. S.M. Rassoulinejad-Mousavi, M. Jamil, M. Layeghi, Experimental study of a combined three
bucket H-rotor with Savonius Wind Turbine. World Appl. Sci. J. 28(2), 205–211 (2013)

9. S.G. Gawade, D.S. Patil, Comparitive study of a single stage Savonius with a combined
Savonius-three bladed Darrieus. Int. J. Technol. Res. Eng. 2(6). ISSN (Online): 2347–4718
(2015)

10. M. Abid, K.S. Karimov, H.A. Wajid, F. Farooq, H. Ahmed, O.H. Khan, Design, development
and testing of a combined Savonius and Darrieus vertical axis wind turbine. Iranica J. Energy
Environ. 6(1), 1–4 (2015)

11. K. Sahim, D. Santoso, D. Puspitasari, Investigations on the effect of radius rotor in combined
Darrieus-Savonius Wind Turbine. Int. J. Rotating Mach. 1–7 (2018)

12. A. Siddiquia, A.H. Memonb, S.N. Miana, R.K. Hatoona, M. Kamran, H. Shaikh, Experimental
investigations of hybrid vertical axis wind turbine, in 4th International Conference on Energy,
Environment and Sustainable Development 2016 (EESD 2016). Mehran University, Jamshoro,
Sindh, Pakistan, Jan 2016

13. A. Hosseini, N. Goudarzi, Design and CFD study of a hybrid vertical-axis wind turbine by
employing a combined Bach-type and H-Darrieus rotor systems. Energy Convers. Manage.
189, 49–59 (2019)

14. R. Gupta, A. Biswas, K.K. Sharma, Comparative study of a three-bucket Savonius rotor with a
combined three-bucket Savonius-three-bladedDarrieus rotor.Renew.Energy33(9), 1974–1981
(2008)

15. T. Letcher, The Ohio State University, Columbus, OH. Small Scale Wind Turbines Optimized
for Low Wind Speeds. [Online] Available from: https://pdfs.semanticscholar.org/b7ff/253ec0
da4f4d18e7a7cd3bdc5d77c19919ad.pdf?_ga=2.31398079.121060044.1577950283-195283
3286.1573065156 (Accessed on 26/10/2019)

16. K.K. Sharma, A. Biswas, R. Gupta, Performance Measurement of a three-bladed combined
Darrieus-Savonius rotor. Int. J. Renew. Energy Res. 3(4), 13 (2013)

17. X. Sun, Y. Chen, Y. Cao, G. Wu, Z. Zheng, D. Huang, Research on the aerodynamic char-
acteristics of a lift drag hybrid vertical axis wind turbine. Adv. Mech. Eng. 8(1), 1–11
(2016)

18. A. Roshan, A. Sagharichi, M.J. Maghrebi, Nondimensional parameters’ effects on hybrid
Darrieus–Savonius wind turbine performance. J. Energy Resour. Technol. 142(1): 011202,
12 (2019)

19. K. Liu, M. Yu, W. Zhu, Enhancing wind energy harvesting performance of vertical axis wind
turbines with a new hybrid design: a fluid-structure interaction study. Renew. Energy140,
912–927 (2019)

20. A. Abdolahifar, S. Karimian, Aerodynamic performance improvement of hybrid Darrieus-
Savonius vertical axis wind turbine. Amirkabir J. Sci. Technol. (2019)

https://pdfs.semanticscholar.org/b7ff/253ec0da4f4d18e7a7cd3bdc5d77c19919ad.pdf?_ga=2.31398079.121060044.1577950283-1952833286.1573065156


Energy Storage Using Sensible Heat
Storage Media: Thermal and Economic
Considerations

Laxman Mishra, Abhijit Sinha, Prasanta Majumder, and Rajat Gupta

Abstract Storage of energy is an important technology to bridge the time and space
gap between the source/supply and sink/utilization of energy. Thermal energy storage
has emerged as ameans to capture heat from both low- and high-temperature sources.
Storage of waste heat and solar thermal energy is easier and cheaper with the appli-
cation of sensible heat storage materials. However, the knowledge of thermal and
physical properties of sensible heat storage materials is important for economical
and effective heat storage. Therefore, this paper presents the thermal and economic
aspects of liquid and solid-state sensible heat storage materials. Thermal aspects are
important for designing of the energy storage systems, while economic considera-
tions are important in material selection and payback calculations. From the thermo-
economic studies, it is found that water and rocks have great potential as liquid and
solid sensible heat storage materials, respectively, primarily due to their low cost.
Water also has impressive thermal properties which makes its storage density higher
as compared to other liquids. Also, cast iron and steel present good potential as heat
storage materials due to their high thermal capacity.

Keywords Cost · Sensible energy storage · Thermal capacity · Thermal
conductivity

1 Introduction

With rapid development and improvement in standard of living, demand for energy
has been increasing at an accelerated rate. Increased use of fossil-based energy
sources has led to environmental concerns in the international society [1]. Also,
the demand for energy varies depending on time of the day and month of the year.
For example, demand of energy is higher during evenings as compared to mid-day.
Thermal energy is in higher demand during winter months than those of summer.
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Fig. 1 Sensible heat storage
system

Similarly, sources of energy like solar and wind are intermittent in nature. The exis-
tence of discrepancy in demand and supply makes it important to store energy when
it is in surplus so that it may be utilized during instances of high demand [2]. Storage
of energy is also important as it can be collected from place of availability, stored,
and supplied where and when it is required [3].

Various means and media have been used for storage of different forms of energy.
Thermal energy is one of the important forms of energy essential for both household
and industrial applications. It can be stored in three forms, viz. sensible heat, latent
heat, and thermo-chemical energy [4]. Schematic of sensible heat storage system is
shown in Fig. 1. The system is said to be charging when the material absorbs heat
from the heat transfer fluid (HTF). This happens when the inlet temperature (T in)
of HTF is greater than storage temperature (T s) of the storage material. Discharging
occurs when T in is lesser than T s. In this condition, the HTF gains heat from the
storage material and its outlet temperature (T out) is greater than T in.

Each method of energy storage holds some basic advantage over others and is
also associated with some drawbacks. Storing energy as sensible heat or latent heat
is simple and relatively cheaper [5]; however, it cannot be stored for longer periods in
these forms [1]. It has to be used within certain period of time after storage since it is
lost to the ambient once the source of energy supply has been removed. Hence, they
are mostly used for heating applications during intermittent cloudy hours or during
the night hours of the same day. However, thermo-chemical storage overcomes this
drawback. In such systems, thermal energy is stored in the formof chemical reactions,
usually by removing the water of hydration from hydrated salts. The stored energy
can be stored for months and recovered by mixing the separated chemical species
back to get the original product along with release of stored heat. In sensible and
latent mode of heat storage, there is loss of heat during storage. However, in thermo-
chemical storage, since the salt and water are stored separately there is no loss of
heat [6]. Also, the storage capacity or storage density of thermo-chemical storage is
much higher than sensible and latent heat storage. However, this technology is not
well developed yet which limits its practical application.

Effective methods of heat storage are also important for efficient use of solar
energy which is a free source of energy [7, 8]. Application of sensible heat storage
media enhances the absorption of solar flux and thus improves the daily output of a
solar energy-based system [9]. Storage of thermal energy is necessary for an unin-
terrupted supply of power from solar thermal plants [10]. The heat storage materials
are also useful for recovery of waste heat from thermal systems. Hence, this paper
presents the thermal and economic aspects of sensible heat storage materials. The
thermal properties of these materials are important for design of the energy storage
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system. While the economic aspects are important considerations that affect the
choice of materials for energy storage.

2 Methodology

The thermal capacity has been obtained as the product of the density of the material
and its specific heat capacity as shown in Eq. (1).

Thermal Capacity = SpecificHeat Capacity× Density (1)

The thermal conductivities of thematerials have been obtained from the literature.
It is also important for faster and uniform distribution of heat within the bulk of the
material which enhances its overall performance as energy storage material. The cost
price of the materials has been obtained from online store [11]. The minimum price
for a reasonable purity of the materials has been reported. The price is expressed as
US dollars per ton of material.

3 Results and Discussion

Thermal and physical properties of materials are of important consideration while
selecting a material for sensible heat storage. The amount of heat stored depends on
thermo-physical properties of the material, viz. heat capacity and density. The rate of
storage and retrieval depends on the thermal conductivity of the materials. Sensible
heat storage materials have been divided into liquid materials and solids for the sake
of convenience.

3.1 Liquid Sensible Heat Storage Materials

Liquids like water, thermal oil, etc., have been widely used as thermal storage mate-
rials. A list of common liquid sensible heat storage materials and their thermo-
physical properties are shown in Table 1. Water is abundantly available and is free
natural resource. It also has high heat capacity which makes it popular among several
applications.

Figure 2 shows the thermal capacity of some common liquid materials and liquid
mixtures.Water has the highest thermal capacity of 4186 kJ/m3K followed by water–
ethylene glycol mixture in 50–50 fraction. Although engine oil has relatively lower
thermal capacity of 1669 kJ/m3K, it has been used by several researchers due to its
stability in the temperature interval of its application and relatively lower price.
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Table 1 Thermo-physical
properties of some common
liquid sensible heat storage
materials

Material Density (kg/m3) Cp References

Water 1000 4.186 [12]

Water–ethylene
glycol (50:50)

1050 3.47 [13, 14]

Draw salt 1733 1.55 [13, 14]

Ethylene glycol 1116 2.382 [13, 14]

Molten salts 500–2600 1.5 [12]

Isobutanol 808 3 [13, 14]

Lithium 510 4.19 [13, 14]

Mineral oil 800 2.6 [12]

Propanol 800 2.5 [13, 14]

Synthetic oil 900 2.1–2.3 [12]

Butanol 809 2.4 [13, 14]

Dowtherms 867 2.2 [13, 14]

Ethanol 790 2.4 [13, 14]

Isopentanol 831 2.2 [13, 14]

Octane 704 2.4 [13, 14]

Engine oil 888 1.88 [13, 14]

Therminol 66 750 2.1 [13, 14]

Sodium 960 1.3 [12]

Fig. 2 Thermal capacities of
some common liquid
sensible heat storage
materials
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3.2 Solid Sensible Heat Storage Materials

Several solids have been adopted for sensible heat storage. One major advantage of
using solids is that they do not need any specialized mechanism for heat exchange
between thematerial and charging/dischargingmedium (heat transfer fluid). Liquids,
on the other hand, need better sealed heat exchangers to avoid leakage. Also, most
solids are stable and do not undergo any major changes under repeated cycles of
charging and discharging. Use of solids as sensible heat storage materials has several
advantages including lower cost, wider range of temperature application, absence of
leakage and corrosion, no requirement for freeze protection, and ability to use locally
available materials for energy storage [15]. Solids are also easy to handle, and there
is no loss of material with time (other than corrosion which is usually slow). Figure 3
shows thermal conductivity and thermal capacity of some solid sensible heat storage
materials.

Table 2 shows the thermal capacity and thermo-physical properties of some solid
sensible heat storage materials. These solid-state sensible heat storage materials
have a vast range of thermal capacities ranging from cast iron (4980 kJ/m3K) to
sandstone (2000 kJ/m3K). Materials below 2000 kJ/m3K are usually not preferred as
heat storage materials. They are used in some cases due to their lower price or some
other specific requirements. Compounds of iron, viz. cast iron, steel, and magnetite,
have highest thermal capacities. These are followed by gravely soil and wet earth

Fig. 3 Comparison of thermal conductivity and thermal capacity of solid sensible heat storage
materials
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Table 2 Thermal capacity and thermo-physical properties of solid sensible heat storage materials

Material Density
(kg/m3)

Thermal
conductivity
(W/m K)

Specific
heat (kJ/kg
K )

Thermal
capacity (×
100 kJ/m3 K)

References

Cast iron 7900 51.15 0.837 66.12 [10, 12–14, 16, 17]

Steel 7840 45 0.465 36.46 [12–14, 17]

Soil (gravelly) 2040 0.5 1.84 37.54 [12–14, 17]

Pure iron 7897 59.3 0.452 35.69 [13, 14, 17]

Copper 8954 373 0.383 34.29 [12–14, 17]

Brick magnesia 3000 5 1.13 33.90 [12–14, 17]

Alumina (99.5%) 3960 25.5 0.8 31.68 [10, 12]

Castable
Ceramics

3500 1.35 0.866 30.31 [12, 18–21]

Slag 2700 0.6 0.836 22.57 [10, 12]

Steatite 2850 2.5 1.024 29.18 [12]

Diorite 2900 2.5 1 29.00 [12]

Cofalite 3120 1.75 0.917 28.61 [10, 12, 18, 19]

Basalt 2650 1.75 0.965 25.57 [12]

Molten Salt 1750 1.075 1.5 26.25 [18, 19]

Schist 2700 2.55 0.945 25.52 [12]

Graphite
concrete

2680 2.43 0.95 25.46 [2, 21]

High temperature
concrete

2750 1 0.916 25.19 [12, 14, 19, 20]

Aluminum 2707 238.4 0.896 24.25 [12–14, 17]

Dolerite 2800 2.6 0.885 24.78 [12]

Brick 1698 0.5 0.84 14.26 [12–14, 17]

Gabbro 2950 2.05 0.8 23.60 [12]

Gneiss 2700 2.9 0.8745 23.61 [12]

High alumina
concrete

2400 0.2 0.98 23.52 [10, 12]

Concrete 2000 1.279 0.88 17.60 [12–14, 17]

Granodiorite 2700 2.35 0.835 22.55 [12]

Schale 2800 1.6 0.82 22.96 [12]

Hornfels 2700 2.25 0.82 22.14 [12]

Dolomite 2800 2.1 0.802 22.46 [12]

Stone, marble 2600 2.75 0.8 20.80 [12–14, 17]

Andesite 2650 2.55 0.815 21.60 [12]

Stone, limestone 2500 2.2 0.9 22.50 [12–14, 17]

Granite 2750 2.9 0.892 24.53 [12, 13, 16, 17]

(continued)
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Table 2 (continued)

Material Density
(kg/m3)

Thermal
conductivity
(W/m K)

Specific
heat (kJ/kg
K )

Thermal
capacity (×
100 kJ/m3 K)

References

Argillite 2450 2.2 0.838 20.53 [12]

Stone, sandstone 2200 1.8 0.71 15.62 [12–14, 17]

Plain concrete 2451 1.02 0.81 19.85 [2, 14]

Rhyolite 2450 1.95 0.785 19.23 [12]

Quartzite 2550 4.3 0.7265 18.53 [12]

Sodium chloride 2200 6.75 0.855 18.81 [12]

Silica fire bricks 1800 1 1.5 27.00 [12]

Fiber-reinforced
concrete

2440 1.16 0.63 15.37 [2, 14]

Lead 11,340 35.25 0.131 14.86 [12–14, 17]

Soil (clay) 1450 1.3 0.88 12.76 [12–14, 17]

Graphite (solid) 2200 155 0.879 19.34 [10, 12]

with thermal capacities of 3772 kJ/m3K and 3680 kJ/m3K, respectively. Both iron
compounds and soil are very stable materials which can be used for several cycles of
heating and cooling without causing major changes in their thermal properties. This
contributes to their wide acceptance as sensible heat storage materials.

3.3 Thermal Conductivity

Thermal conductivity of energy storagematerials is an important factorwhilemaking
selection of materials. This is because the rate of storage and retrieval of heat to and
from the material depends largely on its thermal conductivity. Amaterial with higher
thermal conductivity is more effective in storing energy and is preferred over other
materials with lower conductivities. Thermal capacity, on the other hand, determines
howmuch of heat energy can be stored by a givenmaterial. FromFig. 3, it can be seen
that copper has the highest thermal conductivity and also thermal capacity which is
desired froma sensible heat storagematerial.While pure iron, steel, and cast iron have
lower thermal conductivities and appreciably high thermal capacities. Aluminum
and graphite have high thermal conductivities and good thermal capacities. Rocks
and pebbles have average thermal capacity and low thermal conductivity. However,
they are widely used due to their economic aspects, easy availability, and thermal
stability. Copper, aluminum, and graphite are less popular in spite of their good
thermal properties. This is because of the economic considerationswhich is discussed
in the following section.
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Fig. 4 Cost of some
common solid sensible heat
storage materials

3.4 Economic Aspects

Cost of the energy storage material is one of the most important factors which often
dominates over thermo-physical properties. Materials with lower cost are preferred
over others since it leads to lower initial investment and return on investment is faster.
Some materials may not be used for energy storage in spite of having high thermal
capacity and thermal conductivity because of its high cost. Figure 4 shows the cost
price of some common sensible heat storage materials in US dollars per ton. It can
be observed from the figure that copper has the highest price which makes it less
popular as energy storage materials even though it has high thermal conductivity and
thermal capacity as seen from Fig. 3. On the other hand, iron derivatives like steel
and cast iron have been in wide use due to their low cost and high thermal capacity.

4 Conclusion

The thermal capacities of some solid and liquid sensible heat storage materials have
been presented. Thermal conductivities and cost of some common solid materials
have also been discussed. Based on thermo-physical properties, thermal conductivity,
and cost of materials, it is found that certain materials having average thermal prop-
erties are more popularly used than others with better thermal properties due to their
low cost and availability. Among liquids, water is widely used due to its high thermal
capacity of 41.9 MJ/m3K and low cost. Among solids, rocks and pebbles find appli-
cation in several systems due to their low cost and easy availability. Iron derivatives
like steel (36.4MJ/m3K) and cast iron (66.12MJ/m3K) have good thermal capacities,
average thermal conductivities of 45 W/m K and 51.15 W/m K, respectively, and
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relatively low price. Hence, they are more popular than copper or aluminum which
have excellent thermal properties but are costly.

References

1. M. Eslamiand M.A. Bahrami, Sensible and latent thermal energy storage with construct alfins.
Int. J. Hydro. Energy 42(28), 17681–17691 (2017)

2. L. Mishra, A. Sinha, R. Gupta (2020) Thermo-Economic Study of Phase Change Materials
(PCMs) for Thermal Energy Storage, ed by B. Biswal, B. Sarkar, P. Mahanta, Advances
in Mechanical Engineering Lecture Notes in Mechanical Engineering (Springer, Singapore,
2020), pp. 1217–1226

3. J. Schroder, Thermal energy storage and control. J. Eng. Ind. 74, 893–896 (1975)
4. L.Mishra, A. Sinha, R. Gupta, Recent developments in latent heat energy storage systems using

phase changematerials (PCMs)—a review, inSpringerTransactions inCivil andEnvironmental
Engineering. ed. by H. Drück, R. Pillai, M. Tharian, A. Majeed (Springer, Singapore, 2019),
pp. 25–37

5. L. El-kaddadi, M. Asbik, N. Zari, B. Zeghmati, Experimental study of the sensible heat storage
in the water/TiO2 nanofluid enclosed in an annular space. Appl. Therm. Eng. 122, 673–684
(2017)

6. F. Trausel, A.J. De Jong, R. Cuypers, A review on the properties of salt hydrates for
thermochemical storage. Energy Procedia 48, 447–452 (2014)

7. A. Abhat, Low temperature latent heat thermal energy storage: Heat storage materials. Sol.
Energy 30(4), 313–332 (1983)

8. D.V.N. Lakshmi, A. Layek, P.M. Kumar, Performance analysis of trapezoidal corrugated solar
air heater with sensible heat storage material. Energy Procedia 109, 463–470 (2017)

9. P. Patel, R. Kumar, Comparative performance evaluation of modified passive solar still using
sensible heat storage material and increased frontal height. Procedia Technol. 23, 431–438
(2016)

10. S. Khare, M.D. Amico, C. Knight, S. Mcgarry, Solar energy materials and solar cells selection
of materials for high temperature sensible energy storage. Sol. Energy Mater. Sol. Cells 115,
114–122 (2013)

11. Alibaba. [Online], Available from: https://www.alibaba.com, last accessed 2018/01/03
12. R. Velraj, Sensible heat storage for solar heating and cooling systems, eds. by R.Z. Wang, T.S.

Ge, Advances in Solar Heating and Cooling (Woodhead Publishing, UK, 2016), pp. 399–428
13. D.L. Perry, Handbook of Inorganic Compounds (CRC Press, Taylor & Francis Group, Boca

Raton, FL, 2011), pp. 33487–2742
14. R. Tiskatine, R. Oaddi, R. A. El. Cadi, A. Bazgaou, L. Bouirden, A. Aharoune, A. Ihlal, Solar

energy materials and solar cells suitability and characteristics of rocks for sensible heat storage
in CSP plants. Solar Energy Mater. Solar Cells 169, 245–257 (2017)

15. C. Odenthal, W.D. Steinmann, M. Eck, The cellflux concept as an alternative solution for
sensible heat storage. Energy Procedia 69, 957–967 (2015)

16. L. Nkhonjera, T. Bello-Ochende, C.K. King, A review of thermal energy storage designs, heat
storage materials and cooking performance of solar cookers with heat storage. Renew. Sustain.
Energy Rev. 75, 157–167 (2016)

17. A. Dinker, M. Agarwal, G.D. Agarwal, Heat storage materials, geometry and applications: a
review. J. Energy Inst. 90(1), 1–11 (2015)

18. X. Py, N. Calvet, R. Olives, A. Meffre, P. Echegut, C. Bessada, E. Veron, S. Ory, Recycled
material for sensible heat based thermal energy storage to be used in concentrated solar thermal
power plants. ASME J. Solar Energy Eng. 133(3), 031008–031008-8 (2011)

19. M.E. Navarro, M. Martınez, A. Gil, A.I. Ferna, L.F. Cabeza, R. Olives, X. Py, Solar energy
materials & solar cells selection and characterization of recycled materials for sensible thermal
energy storage. Sol. Energy Mater. Sol. Cells 107, 131–135 (2012)

https://www.alibaba.com


50 L. Mishra et al.

20. D. Laing, W.D. Steinmann, R. Tamme, C. Richter, Solid media thermal storage for parabolic
trough power plants. Sol. Energy 80(10), 1283–1289 (2006)

21. C. Ferone, F. Colangelo, D. Frattini, G. Roviello, R. Cioffi, R. diMaggio, Finite elementmethod
modeling of sensible heat thermal energy storage with innovative concretes and comparative
analysis with literature benchmarks. Energies 7(8), 5291–5316 (2014)



Convective Flow of Nanofluid
and Nanoencapsulated Phase Change
Material Through Microchannel Heat
Sink for Passive Cooling
of Microelectronics

Manoj Kumar, Vikram Bisht, Sheshang Singh Chandel, Sumit Sinha-Ray,
and Pradeep Kumar

Abstract In this work, a microchannel heat sink (MCHS) of dimension 40 mm ×
40 mm × 14 mm with a circular copper tube (ID 0.8 mm) is designed, mimicking
microelectronic component. The MCHS is subjected to a constant temperature
condition which is mitigated via convective flow of single-phase fluid and different
nanofluids. The investigation focused upon the heat transfer characteristics of all the
coolants and to elucidate the effect of non-spherical nanoparticles in nanofluid. Here,
the fluid flowand heat transfer parameters of theMCHSare focused experimentally at
a constant Reynolds number of 1170 (velocity 1.19 m/s). Four coolants were used to
study the heat transfer characteristics of the MCHS which was subjected to constant
surface temperature of 125 °C, namely de-ionized (DI) water (hereafter abbreviated
as water), Water + 0.0005% (v/v) CuO, Water + 0.0005% (v/v) multi-wall carbon
nanotube (MWCNT) and DI water + 0.0005% (v/v) wax-intercalated MWCNT
(WICNT). The wax is the phase change material (PCM) in this context which was
encapsulated within MWCNT via self-sustained diffusion. Carbon nanotubes had
an aspect ratio of 200. During the experiment, the temperature of particular depth
within the MCHS from the surface was monitored. The maximum allowable limit
of that particular point, aka the part of the integrated circuit (IC), was fixed between
70 and 50 °C, while the lower one is considered safe, whereas the upper one is
critical for IC. It was seen that over a long period of unsteady-state investigation,
the effect of WICNT was more pronounced in reducing the time required to lower
the temperature to the safe operating limit. The cooling time of MCHS is reduced
by 11.54% and 20.77% using Water + 0.0005% (v/v) multi-wall carbon nanotube
and wax-intercalatedMWCNT, respectively, over water which explains thatWICNT
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enhances the heat transfer which is beneficial to increase the total operation time or
computation time at the same memory usage rate.

Keywords Multi-wall carbon nanotube · Phase change materials ·Microchannel
convective cooling · Nanofluid · Nanoencapsulation

1 Introduction

Modern personalized device assistants (PDAs) require high power and fast processing
to deal with sophisticated calculations. With the advancement in this field, these
systems have become portable with rapid miniaturization, compact design, yet
billions of integrated circuits (IC) in onemotherboard, per se. However, the reduction
in microelectronics size peril of heat dissipation arises. This causes further degra-
dation of electronics such as inducing thermal stresses which results in cracking of
soldered joints, thermal runaway and electric overstress resulting in more heat accu-
mulation [1]. Therefore, in order to increase heat dissipation, it requires an efficient
cooling system. There are two broad cooling techniques to increase the heat transfer
coefficient, i.e., active cooling and passive cooling. One of the most used forms of
active cooling is using forced convection of air [2]. Passive cooling includes a heat
pipe, heat spreader, installing fins on the heat sink (passive cooling), etc. which indi-
rectly either need power from board or are not effective enough. Going through the
basic relation of heat transfer coefficient h = (Nu · κ/D) [2], which suggests that
to increase h, either D (characteristic length) needs to be decreased or κ (thermal
conductivity) of fluid is increased. By using the approach of decreasing characteris-
tics length, the microchannel heat sink was first used by Tuckerman and Pease [2]
which gained attention because of its capability to remove large amounts of heat
from a small area. The detailed study of micro heat pipes, their models, classifi-
cation and working fluids can be found in Ref. [3]. Further, in order to enhance
performance different configurations of microchannels [4] rectangular, triangular,
rectangular curved, triangular curved and trapezoidal are taken. Another approach
is by increasing the thermal conductivity of the fluid. Frequently and easily avail-
able fluid is water. Therefore, to make water more conducting in order to enhance
microchannel efficiency is enhancing water properties by selecting suitable addi-
tives and/or synthesizing nanofluids. After the invention of nanofluids [5], they seem
to be promising for cooling applications [6, 7]. Using these ideas, various works
on nanofluids for microchannel have been undertaken. Using copper and diamond
nanoparticles in water resulted in a 10% enhancement in heat dissipation as observed
by Jang et al. [8]. With the addition of CuO nanoparticles, the nanofluid absorbs
more heat at a low flow rate as discussed by Chein et al. [9]. Al2O3 nanoparticles
[10, 11] produced heat transfer enhancement of 21.6%. Recent growth in industrial
applications is also seen where several industries, inclined to automotive or heating
industries, are partnering with well-known research laboratories like.
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Argonne National Laboratory (ANL) for industrial grade cooling applications
[12] or for quenching applications [13]. The hydrodynamic property of nanofluid
depends on various factors like volume fraction, particle size which has been shown
by [14]. An unconventional nanomaterial for nanofluid is carbon nanotubes (CNTs)
which is used for nanofluid preparation demonstrating a 2.9 °C additional cooling
than base fluid water [15]. CNTs are expected to be the next-generation material
for interface materials electronics in order to overcome contact thermal resistance
because of their high thermal conductivity [16].

PCMs are lucrative options to extract a large amount of heat and maintaining
temperature for specific applications, like in solar heating or building heating appli-
cations. Details of several PCMs and their thermal properties are mentioned in Ref.
[17]. Apart from solar heating, PCMs are extremely useful for electronic cooling
applications, like in a heat sink with or without fins or porous matrix filled with
PCM [18–20]. The thermal properties of PCMs affect the heat dissipation rate. Low
thermal conductivity limits their usage despite having large latent heat, and hence,
various works have been undertaken to study the enhancement of thermal conduc-
tivity of PCMs by embedding nanoparticles within nanoconfinements like CNTs
and carbon nanofillers [21], TiO2 nanoparticles dispersed in n-octadecane, etc. A
new microencapsulated PCMs based on Al2O3 [22] nanoparticles were synthe-
sized through emulsion polymerization, and it was found that microencapsulation
enhanced thermal conductivity.

Here in this work the effective cooling of microchannel heat sink via various
coolants, namely DI water, Water + 0.0005% (v/v) CuO, Water + 0.0005% (v/v)
multi-wall carbon nanotube (MWCNT) andWater+0.0005%(v/v)wax- intercalated
MWCNT(WICNT), is studied. The wax intercalation is achieved via self-sustained
diffusion which has followed the procedure from ref. 13. The work will demonstrate
the use of nanofluid for enhancement of the life cycle of amicroelectronic component
by reducing the time required to bring a superheated integrated circuit from a critical
temperature of 70 °C to lower the safe temperature of 50 °C. This is to further add that,
over the course of this article, the additional positive effects of intercalating wax in
CNTs will be discussed which will further improve the cooling effects of nanofluids
flowing through microchannels over a microelectronic component. Following this
route, within a given time frame, a microelectronics is expected to perform more
computational cycles even under higher memory consumption, before falling under
critical operating condition.

2 Experiments

In this study, nanofluids have been used to increase the thermal performance of
microchannel with the aim to use the potentials of high thermal conductivity of
CNTs and storage property of paraffin wax. Magnetic stirrer set at 125 °C used as
an equivalent chip surface/Heater. Copper block of dimensions 40 mm × 40 mm ×
14 mm was fabricated as the heat sink with two circular copper tubes of ID 0.8 mm
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Fig. 1 a Schematic diagram of the microchannel heat sink and its components and b electrical
circuit of the driving mechanism. The details of individual components are mentioned in Table 1.

x length 120 mm engraved in it as a microchannel passive cooling arrangement. The
entire working scheme is described in Fig. 1. Arduino Mega (6) is used to measure
the temperature of the microchannel. As thermocouple T3 reads 70 °C (upper critical
temperature), relay (7) is used to switch on the pump (5) and working fluid is forced
to flow in microchannel until temperature reaches 50 °C (lower safe temperature).
The temperature at inlet and at the outlet is measured by thermocouples T2 and
T1, respectively. Outlet working fluid is recycled to a reservoir (3), and then before
re-entering, it passes through the cooling coil (4) in order to keep the same inlet
temperature for all cycles. Four different working coolants are taken: water, copper
oxide (CuO) nanofluid in water, CNT suspension (0.0005 vol%) in water, paraffin
wax (as obtained from Sigma-Aldrich)-intercalated CNT suspension (0.0005 vol%)
in water. CNT suspension was prepared by mixing surfactant sodium dodecyl sulfate
(SDS) solution (five timesweight of CNT) inwater; however forWICNT suspension,
the SDS concentration was increased to 13 times to tackle the hydrophobicity of
wax, which may stick to exterior of CNTs. Wax-intercalated CNT is prepared by a
self-sustained mechanism [23] which is as follows 1.5 wt% wax solution made in
benzene was sonicated for 30 min. After sonication, 30 mg of CNT was added to
the solution and further sonicated for 3 min and the solution was left open in fume
hood. As benzene evaporates, wax diffuses into CNT and the driving force for this
process keeps increasing as the wax concentration keeps on increasing in evaporating
solution. Thereby, wax-intercalated CNT got prepared and further characterization
was done using differential scanning calorimetry for melting point and latent heat of
sample calculation, as shown in Fig. 2.

3 Results and Discussion

The DSC data of wax-intercalated CNTs is shown in Fig. 2, where it can be seen
that the melting peak was observed at 59.45 °C, with melting starting at 57 °C and
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Fig. 2 DSC thermogram of
wax intercalated CNTs

Table 1 Components as
numbered in Fig. 1a

1. Microchannel 2. Hot surface 3. Reservoir

4. Cooling area 5. Pump 6. Arduino Mega

7. Relay 8. PC 9.Temperature monitor

ending at 62 °C. The calculated latent heat was 135.49 J/g, which was near similar
to 141 J/g as mentioned in ref. 13. This indicates to a filling of 90% within the CNT
cores.

As mentioned in Sect. 2, the experiment was conducted between two critical
temperatures 70 °C and 50 °C, which represented an upper critical temperature for
microelectronics and safe temperature, respectively. The intention of this experiment
was to understand whether the effect of CNT and wax-intercalated CNT can be
prominent in reducing the time required for cooling than water, which was otherwise
subjected to the same conditions. The effect of CNT should be more pronounced on
the thermal conductivity of water following Hamilton–Crosser model [24], which
describes the enhancement of thermal conductivity (κ) of any base fluid due to the
addition of non-spherical particles.

κn f =
[
κp + (n − 1)κ f − (n − 1)φ

(
κ f − κp

)]

[
κp + (n − 1)κ f + φ

(
κ f − κp

)] (1)

where κ is thermal conductivity, φ is a particle concentration of nanofluid in %
(here, 0.0005), n is an experimental parameter.

n is an experimental parameter, called as ‘shape factor’, where n= 22.97 for CNT
and defined as n = 3

/
ψ whereψ is known as sphericity. It is defined as surface area

of a sphere with the same volume as the particle to the surface area of the particle.
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Fig. 3 Heating–cooling cycles for a different coolant where the upper temperature is 70 °C and
lower bound is 50 °C. Individual coolant cycle legends are embedded in the picture

Subscripts nf , f , p signify nanofluid, base fluid and particle, respectively. The thermal
conductivity of CNTs was taken as ~300 W/m K [25].

Following Eq. 1, the thermal conductivity of CNT-nanofluid was found to be
0.6048 W/m K, mere 1.08% greater than base fluid-water (0.6 W/m K). However, as
per Ref. [13], the uniaxial flow of CNTs in microchannels actually allows them to
align in the direction of flow and hence an apparent increase the volume percentage
at any local cross section could be experienced, which may result in higher temper-
ature reduction. Although the magnitude of thermal conductivity increment was not
lucrative by mere calculation, but from the arguments of Ref. [13], an indicative
efficient heat conduction could be predicted. During the experiments, the base plate
was kept at 125 °C.

The heating–cooling cycle was run ten times, where the entire process started
to come to a steady state on from seventh cycle, which can be seen in Fig. 3. The
performance of all the coolants is shown in a single graph, where the difference in
cooling time starts to become more prominent. Figure 4 explains the heating cooling
curve for different fluid for the tenth cycle,which is shownhere for better visualization
and for sake of brevity. From the graph, it can be concluded that the heating time
is relatively close for all fluids, but cooling time was observed to be significantly
different. Due to the possible alignment and possible percolative network of CNTs
in CNT+water flow, it takes less time for cooling compared to water. ForWICNT+
Water, additional cooling is obtained due to wax that absorbs a significant amount of
energy during the melting process. This is near analogous to the results mentioned in
Ref. [13], where the effect of coolingwas studied in terms of reduction in temperature
at steady state, but it was evident from their result that at the transient condition, the
CNT nanofluid was able to remove heat quicker than base fluid (DI water). Here,
in this study, a similar effect was observed over a fixed temperature difference in
the transient condition. Given the flow rates were near similar. To visualize better,
within a domain of 70–60 °C, all the coolants’ performances are plotted in Fig. 4b,
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Fig. 4 Comparison of the heating–cooling curve for different fluid at a the tenth cycle, b cooling
variation for 70–60 °C, c average cooling time to reach from 70 to 60 °C, d curve fitting for different
coolant

where it can be seen that CNT or WICNT suspension performed much better than
other coolants. Hence, this is an indication of the applicability of CNT suspension
as an effective coolant for the given situation. However, the additional effect of wax
melting was clear for WICNT suspension. Figure 4c shows the average cooling time
to achieve 60 °C for different coolants used in microchannel cooling. WICNT +
Water takes 16 s less time to achieve a safe working temperature than DI water and
3 s lesser than CNT + water; definitely, melting of wax was evident in this working
domain, which correlates to data obtained from DSC thermogram.

The effect of wax melting on cooling behavior, in the temperature range of 68–
60 °C, is shown in Fig. 4d. The cooling rate of different coolant is shown as a zoomed-
in curve from the data elucidated in Fig. 4b. It is a safe assumption of linear decrement
in temperature over time, and hence, a linear fitting is a well-suited elaboration of
data to provide the temperature reduction gradient. The adjusted-R2 value of data
fitting close to ~0.97 for all the cases is a clear statement of that [c.f. Figure 4d].
Figure 4d concludes the cooling effect of MCHS became more significant in case
of WICNT + Water suspension compared to CNT + Water suspension, where the
cooling rate was seen to be 68.4% more than base fluid (DI water) in the former case
and 36.17% additionally enhanced than pure CNT+Water suspension. The effect is
an ensemble effect of fresh PCM being pumped into the system which is subjected
to a temperature greater than its melting point, as suggested by Fig. 2. The readers
may note that the particle characteristic reaction time (τ ) is much smaller than the
particle retention time (t), the latter being simply the process time scale, the former
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can be deemed to be insignificant than the latter, and hence, PCM melting will be in
effect.

The time required for heat transfer across wax in CNT, aka characteristic reaction
time, which is a function of thermal diffusivity (α) and characteristic length (Lc, in
this case, the inner diameter of CNT) is given by [26]

Characteristic reaction time τ = L2
c

α
(2)

The melting time of confined wax is calculated using the characteristic reaction
time. In the present study, value of thermal diffusivity of wax was taken as ~10−7

m2/s following Ref. [26] and characteristic length is the inner diameter of CNT
(35 nm) which gives the value of 12 ns. It is also safe to mention, following Ref.
[13], that CNTs agglomerate during the flow in a microchannel and hence the local
volume fraction increases drastically which will lead to near metallic thermal diffu-
sivity across the channel and hence, CNTs near the wall will be subjected to wall
temperature almost instantly. On the other hand, the particle retention time as shown
in Eq. 3, yields a value of 76 ms.

Particle retention Time t = L

V
. (3)

where L is the length of themicrochannel (90mm) andV is the velocity at the inlet
of the microchannel (1.19 m/s). This proves that the processing time was immaterial
in regards to wax melting and hence over a period of 33 s, which is mentioned in
Fig. 4c, provides ample time for the wax to interact with the hot fluid surrounding
CNTs andmelt to absorbmore heat. Themere fact that near 55–52 °C, where the wax
is almost solidified (c.f. Fig. 2), the cooling curve of WICNT + water approaches
toward CNT + water.

Table 2 explains the cycle performance of MCHS for different coolants. Results
are analyzed in terms of cooling enhancement (70–50 °C) by reducing the cooling
time, which shows that once the process is stabilized, hereinafter 6th-7th cycle,
WICNT+ water, allows ICs to run for additional time under the same duty cycle, or
on the same note the microelectronics can work at a higher capacity than any other
coolant mentioned herein under a stipulated time.

Table 2 Cooling time
reduction (70–50 °C) of
different coolants as
compared to base fluid water

Coolant Cooling time reduction (%)

Water 0

CuO +Water (0.0005% v/v) 6.92

CNT +Water (0.0005% v/v) 11.54

WICNT +Water (0.0005% v/v) 20.77
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4 Conclusion

Experiments were carried out to observe the heating cooling curve of microchannel
heat sink using different nanoparticles likeCuO,CNT andWICNTwithwater as base
fluid. The automated system is used to increase the effective working of the cooling
techniques during the working condition of microelectronic. The study of the heating
and cooling behaviors is experimentally monitored and the enhancement of cooling,
aka cooling time reduction, is shown in Sect. 3. The data explains the total working
efficiency in terms of the number of cycle gain which directly elucidates the cooling
enhancement of coolant in the microchannel heat sink. The present study shows
the cooling performance enhancement in terms of cooling time, and the WICNT +
Water gives the maximum cooling time reduction of 20.77% as compared to water.
The cooling rate of WICNT + Water is 68.4% more than base fluid (water) and
36.17% more than CNT + Water during critical temperature. This result leads to a
potential increase in the number of cycles or increases the operating performance of
the chip. It can also be concluded from the above calculation that different types of
wax, with a variety of melting temperatures, can be used in the nanoencapsulated
systems to expand the domain of working temperature to extend for a wide range
of electronic cooling, depending upon the critical functioning of microelectronics.
The study hence proves to open a plethora of options to exercise the passive cooling
of microelectronics, where the integral effect of efficient phase change couple with
forced convection can be utilized.
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Fabrication of Treated and Untreated
Coconut Fibre-Reinforced Epoxy-Based
Composites of Different Fibre Content
and Comparison of Their Tensile
and Flexural Strengths

U. Deka, M. Bhuyan, C. Borah, S. Kakoti, and R. K. Dutta

Abstract The use of natural fibres has found impetus in recent times in place
of conventional composites. Coconut is widely grown in tropical and subtropical
regions. In the present work, an attempt has been made to study the use of coconut
fibre as reinforcements in epoxy-based composites. The tensile and flexural proper-
ties of the coconut fibre-reinforced composite are studied to investigate its external
load-carrying capacity. The quantity of fibre content was varied from 1% by weight,
3% by weight and 5% by weight of coconut fibre. These were employed as rein-
forcements in epoxy resin for both alkali-treated and untreated specimens. Alkali
treatment enhanced the mechanical properties of the composites by providing better
adhesive properties between matrix and fibre. The results revealed that composite
having 3% by weight of treated coconut fibre showed the best tensile and flexural
strength out of all the samples. In the light of these findings, it can be concluded
that coconut fibre-reinforced composites may be used in various domestic, construc-
tion and industrial purposes. However, there is a dearth of research on how to further
enhance their mechanical properties which might help in several applications by also
reducing the quantity of natural waste produced by coconut fibres.

Keywords Alkali treatment · Coconut fibre · Fibre pull out · Flexural strength ·
Tensile strength

U. Deka (B) · M. Bhuyan · C. Borah · S. Kakoti · R. K. Dutta
Mechanical Engineering, Assam Engineering College, Guwahati, India
e-mail: uddiptaadeka1996@gmail.com

M. Bhuyan
e-mail: monamibhuyan1994@gmail.com

C. Borah
e-mail: chayanikaborah013@gmail.com

S. Kakoti
e-mail: sangitakakoti25@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
K. M. Pandey et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-7711-6_7

61

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7711-6_7&domain=pdf
mailto:uddiptaadeka1996@gmail.com
mailto:monamibhuyan1994@gmail.com
mailto:chayanikaborah013@gmail.com
mailto:sangitakakoti25@gmail.com
https://doi.org/10.1007/978-981-15-7711-6_7


62 U. Deka et al.

1 Introduction

A budding environmental consciousness for the need for sustainable development
has burgeoned during the recent years. This, in turn, has promoted interest in using
natural fibres as reinforcements in polymer composites instead of synthetic fibres.
The composites of natural fibres impart stiffness and strength to the product. More-
over, they have numerous advantages like low density, low cost, low energy content,
easy availability and recyclability [1]. Thus, natural fibres can be used to replace
conventional materials like plastic andwood in different structural and non-structural
applications.

Various investigations have been carried out to study the variation of properties
of natural fibres as reinforcements in the polymer. The chemical treatment of the
fibres showed to have enhanced the mechanical properties of the composites [2, 3].
Yan et al. studied how the mechanical and microstructural properties are influenced
by alkali treatment of the fibre-reinforced cement composites [4]. Kumar et al. [5]
prepared composites by taking different weight ratios of coir fibres with epoxy resin.
They then performed tensile, impact and hardness tests on them. Results showed that
the addition of fibres improved the strength of the composite. Comparison studies
have been made on the effects of different types of chemical treatments of the rein-
forced fibres [6]. Biswas et al. [7] found that the length of the fibres also significantly
influences the mechanical properties of the composites such as tensile strength, flex-
ural strength, impact strength and micro-hardness of the composites. Sharifah et al.
studied how the flexural strength depends on the location of high resin density areas
and orientation of fibres [8]. Furthermore, Sumesh et al. [9] studied how temperature
and compression pressure also affected the properties of coconut fibre-reinforced
epoxy composites. The dynamic mechanical properties of these composites have
also been studied [10]. Sarki et al. studied coconut shell-filled composites which
were prepared from epoxy polymer matrix containing up to 30 wt% coconut shell
fillers. The effects of coconut shell particle content on the mechanical properties of
the composites were investigated [11]. Ramaraj et al. studied the poly(vinyl alcohol)
(PVA) composites with 10, 20, 33 and 55 wt% of coconut shell powder, and it was
observed that the introduction of coconut shell powder varies the tensile strength and
affects percentage of elongation, tear and burst strengths, moisture content, density
and swelling capacity [12]. Yuhazri et al. developed a unique bulletproof vest made
of coconut fibre, which provides all the protection that can be found in a regular vest.
It is not only economical but also lighter. As opposed to a traditional bulletproof vest
which weighs about 9 kg, this particular vest weighs only 2 kg and is also less in
cost [13]. Yuhazri et al. utilized coconut fibres in the manufacturing of motor cycle
helmet. They used epoxy resins from thermoset polymer as the matrix materials and
coconut fibres as the reinforcement [14]. Although an extensive study has been done
on the different properties of coconut fibre-reinforced epoxy composites, there is a
bereft of research on how the smallest variations can change the mechanical proper-
ties of the composites as well as devising methods for making these composites more
robust for practical applications. Factors such as curing time also need to be studied
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Fig. 1 Coconut fibres

and expounded. In the present research work, we have carried out the mechanical
and flexural testing of treated coconut fibre and untreated coconut fibre-reinforced
epoxy composite of different compositions.

2 Materials and Method

2.1 Coconut Fibres

Coconut fibreswere extractedmanually from the husk ofCocos nucifera. The density
of the fibres was found to be 1.2 g/cm3. Figure 1 shows the extracted coconut fibres.

2.2 Resin

In the present investigation, Araldite XIN-100 IN epoxy and Hardener XIN-900 IN,
both supplied by Amazon India, are used.

In the present investigation, the volume percentage of epoxy used with hardener
is 10:1 [5].

2.3 Chemical Treatment of Coconut Fibres

In the present study, the fibres were treated with a NaOH solution. After extraction
of the fibres, they were cut to a length of 3 mm. Then, they were soaked in water for
60min and were heated at 50 °C until a constant weight was obtained. The process of
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Fig. 2 Tensile test sample

Fig. 3 Flexural test sample

heating was done to ensure that there is no moisture left in the fibres. Some portion of
the total fibres was kept separately as untreated fibres. The other portion was soaked
in a 0.25 M NaOH solution for 60 min. After the alkaline treatment, the fibres were
rinsed with water to extract out the remaining alkali content and again dried at 65 °C
in a hot air oven for 7 h to remove moisture [4]. The treated and untreated fibres were
ready to be used for making composites.

2.4 Composite Preparation

The composites were cast in the mould by hand lay-up process. Cardboard moulds
were prepared according to the ASTM D638 Type I for the tensile test and ASTM
D790 for the flexural test (Figs. 2 and 3). The inside surface of the moulds was coated
with silicon spray for easy removal of the composites from the moulds. The epoxy
resin is mixed with a hardener in the volume ratio of 10:1 with a mechanical whisk
for 5–7 min. The prepared mixture is then poured into the cardboard moulds. The
coconut fibres were randomly placed over the resin. After 20 min, another thin layer
of resin is poured over the fibres. Then, the composites were left to cure for 3 days
so that the fibres were impregnated with epoxy. After the removal of the composites
from their moulds, they were heated at 65 °C for 7 h to eliminate any moisture left
in the fibres [4]. The weight percentage of fibres was varied at 1, 3 and 5% to the
weight of the resin.

2.5 Testing of Composite Material

2.5.1 Tensile Testing

For finding the tensile properties of coconut fibre-reinforced epoxy-based composite
material, an INSTRON-8801 Dynamic Universal Testing Machine was used. Seven
different samples (three untreated and four treated) with varying weight percentages
were tested using this machine shown in Fig. 4.
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Fig. 4 Tensile testing of
composite in
INSTRON-8801

2.5.2 Flexural Testing

For the flexural test, a jig was attached to the INSTRON-8801 Dynamic Universal
Testing Machine. The lower part of the jig was mounted and set according to the
span length before it was attached to the INSTRON machine shown in Fig. 5.

3 Results and Discussion

The results obtained from the tensile and flexural tests are analysed tomake a compre-
hensive study on the effect of both treated and untreated fibres in epoxy composites
for 1, 3 and 5% by weight composites.

The various results are given in Tables 1 and 2.
From Fig. 6, it is seen that the composite sample having 3% by weight of treated

coconut fibres as reinforcement material has the maximum strength of 15.06 MPa.
Figure 7 shows that flexural strength is maximum for the composite having 3% by
weight of treated coconut fibres as a reinforcementwhichwas found to be 50.97MPa.
Both tensile and flexural strength showed improvement on addition of fibres to pure
epoxy.

The mechanical properties of reinforced composites may be attributed to factors
like adhesive forces betweenmatrix and fibreswhich ultimately account for the effec-
tiveness of load transfer, orientation, and length of fibres, aspect ratio and inherent
properties of both fibres and matrix [15]. The increase in weight percentage of fibre
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Fig. 5 Flexural testing of
composite

Table 1 Tensile strength of composites with different weight % of the fibre

Sample Weight % of
the fibre (%)

Tensile load, F
(N)

Extension
(mm)

Tensile
strength
(MPa)

Tensile
modulus, E
(MPa)

Pure epoxy 0 348.70 2.55 7.74 310.78

Coconut fibres
treated with
NaOH solution

1 534.71 5.26 11.88 350.53

3 677.67 1.92 15.06 733.33

5 512.40 2.79 11.39 447.52

Untreated
coconut fibres

1 490.48 2.25 10.90 421.34

3 535.20 1.80 11.90 768.11

5 518.90 2.70 11.53 400.00

Table 2 Flexural strength of composites with different weight % of the fibre

Sample Weight % of
the fibre (%)

Flexural load, F
(N)

Extension
(mm)

Flexural
strength
(MPa)

Flexural
modulus, E
(MPa)

Pure epoxy 0 35.10 5.76 12.19 144.38

Coconut fibres
treated with
NaOH solution

1 115.43 5.25 40.08 613.33

3 146.80 5.07 50.97 847.24

5 73.18 4.88 25.40 341.26

Untreated
coconut fibres

1 79.61 4.67 27.64 205.52

3 83.12 6.00 28.86 286.22

5 92.84 5.63 32.24 511.50
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Fig. 6 Comparison of
tensile strength

Fig. 7 Comparison of
flexural strength

in epoxy resin tends to increase the tensile strength. This is mainly due to increased
stress transfer from the polymer matrix to the fibres [16, 17]. But after 3% by weight
of fibre reinforcement, its strength decreases for 5% by weight of fibre reinforce-
ment. This might be because as fibre wt% increases, the binding force and interface
between fibres to resin starts to decrease. This may be due to improper adhesion and
agglomeration of fibres. Moreover, both elongation and tensile strength increase for
composites reinforcedwith 1%byweight-treated coconut fibreswhen comparedwith
pure epoxy, which can imply that it is possible to have such reinforced composites
with both higher strength and flexibility. The trend seen in flexural strength is caused
due to bending and breaking of fibres [18].The flexural strength of untreated compos-
ites increases from 1 to 3 to 5% wt/wt composites. This implies that increased fibre
content resists the bending of the composite. This can be counterintuitive to research
where it has been found that increasing reinforcement can result in poor dispersion
of fibres and the formation of voids resulting in lower flexural strength [19]. Alkali
treatment of fibres helps to reduce the percentage of lignin and hemicelluloses and
increase that of cellulose, thus allowing better stress transfer to the reinforcement
by removing the hydrophilic nature of coconut fibres [5, 20]. Alkali treatment also
makes the breaks the fibres into further smaller fibres, thus increasing the surface
roughness and aspect ratio of the fibres. This improves fibre wet ability and is found
to improve the mechanical properties of the fibres [21]. Tensile strength of treated
fibre-reinforced composite is found to be more than their untreated counterpart for
1% by weight and more significantly so for 3% by weight fibre-reinforced specimen.
The untreated samples have a larger number of voids and weaker bonding than the
treated samples [17] for both 1% by weight and 3% by weight samples. Higher
strength of 1 and 3% wt/wt composites implies complete matrix fusion which facil-
itates fibre permeation and formation of strong fibre/matrix interfacial bonding [5].
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However, alkali treatment does not have a prominent effect on the tensile strength
of composite with 5% by weight of fibre as reinforcement. The flexural strength of
both 1 and 3% wt/wt treated composites is more than their untreated counterparts.
However, the flexural strength of 5% wt/wt untreated composite is greater than that
of 5% wt/wt untreated composite. One reason for this might be damage caused to
fibres due to the addition of NaOH which negatively affected the fibre and resin
adhesive properties.[22]. It is also to be noted that flexural strength also depends on
the orientation and presence of fibre rich areas, which might have been in play here
as well.

4 Conclusion

It was observed that the tensile and flexural properties are influenced by the fibre
content as well as by chemical (alkaline) treatment of the composite. The composite
sample having 3% by weight of treated coconut fibre as reinforced material showed
the highest tensile strength (15.06 MPa) as well as the highest flexural strength
(50.97 MPa). Alkali treatment improved the properties in general, but it did not
show a favourable effect on the properties of a composite having 5% by weight of
coconut fibre as reinforced material. This implies that chemical treatment might not
always enhance the properties of the composites. The elastic modulus was noted
to be following a trend (rate of change) different from that of the maximum tensile
strength. Further investigation is necessary to account for this observation. The influ-
ential design factor is only limited to composition in this particular experiment.
However, more robust design modules are necessary to study the effect of chem-
ical treatment, curing time, the temperature on the properties of composites with
different fibre contents. The future scope of the use of coconut fibres as reinforce-
ments in composites is very wide and can pave the way for the manufacturing of
robust, economical, environmentally friendly and durable alternatives to synthetic
fibre based composites.Moreover, these reinforced composites pave the way tomake
use of coconut fibres which are usually discarded as waste products as useful raw
materials for robust materials with excellent properties and strength.
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Study on Gate Location and Gate
Number for Manufacturability
of Polymer Gears

Bikram Singh Solanki, Harpreet Singh, and Tanuja Sheorey

Abstract In recent years, the utility of polymer gear increased tremendously due to
their substitutability over the conventional metallic gear for light load applications.
The gear is subjected to complex working conditions during the meshing; therefore,
manufacturing technique may play a crucial role to produce the gear with high mate-
rial characteristics and dimensional accuracy. The injection molding process is one
of the most useful techniques for mass manufacturing of the plastic parts and gear as
well because this process offers lower production cost and superior profile accuracy.
However, the injection molding product may contain some common defects, namely
weld line, shrinkage, residual stress, deflection, etc. This study emphasized to find out
the best gate location and gate number for the spur gear made of KEPITAL®F20-03
material. A set of designs and locations of the gate have been studied using molding
softwarewith the aim tominimizemolding defects. The result shows that the polymer
gearwith four-gate central injection system (CIS) possessed better weld line location,
the maximum value of minimum weld line meeting angle of 13.292°, the minimum
value of maximum von Mises residual stress of 118.352 MPa and maximum weight
of 11.57 g. However, the polymer gear with two-gate CIS possessed minimum value
of maximum volumetric shrinkage of 14.454% and deflection of 0.26 mm.
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1 Introduction

The metallic gears are being used since a century ago to transfer the power from
driving shaft to driven shaft. In recent decades, these metallic gears are replaced by
polymer gears for light load applications. Since, polymer gears offer low weight,
low cost, self-lubrication, noiseless operation, high corrosion resistance, high accu-
racy, high efficiency and design freedom [1]. Therefore, replacing the metallic gear
from polymer gear can reduce 70% mass, 80% inertia and up to 9% fuel consump-
tion [2]. Due to these advantages, polymer gears are used in automotive applica-
tions, household machinery, food and textile industries [3]. The polymer gears are
manufactured using an abrasive water jet, milling, shaping, hobbing and injection
molding machine. Out of these machines, the injection molding is mostly used to
manufacture the polymer gear. Because this machine converts plastic pellets and
plastic powder into finished gear with a superior surface feature, low production
cost, high-dimensional and profile accuracy. However, the injection-molded gear
may contain defects like weld lines, air traps, shrinkage, residual stresses, deflec-
tion, etc. The weld lines are formed when two different fluid streams flowing in the
opposite direction and meet together due to geometrical constraints in the mold. The
meeting flow fronts might have different temperature and different meeting angle.
Due to this, weld lines may contain anisotropic material properties, which can be a
cause of failure. Therefore, meeting flow fronts should have a minimum tempera-
ture difference and maximum meeting angle. Imihezri et al. [4] have increased the
gate number from one to three, the number and length of weld lines increased in
V- and X-type rib clutch pedal made of polyamide. Similarly, Zhaoet al. [5] have
reported the minimum number of weld lines formed in the inner decoration part of
the automobile with a single gate. Therefore, the formation of weld lines depends
upon gate number, and it should be optimized. In polymer gear, the weld lines are
hazardous if these appear at flank, face and a tip portion of gear teeth. Since these
portions of teeth are subjected to severe mechanical and thermal loading during the
meshing of gear. The volumetric shrinkage is a volumetric contraction in the cavity
volume of injection molded part subjected to the cooling process. In the cooling
stage, the specific volume of polymer reduces and causes contraction in part dimen-
sions. If the reduction in a component is greater than the acceptable tolerance limit
of part, it causes a huge loss to the manufacturer. Mehat et al. [6] have compared gear
shrinkage in PA66-GF and recycled PA66-GF. They found gear shrinkage depends
56% on blending ratio, 24.1% on mold temperature and 10.6% on cooling time.
Yoon et al. [7] have reported a 9% improvement on shrinkage of P-type gear than
S-type gear at pressure released time of 4 s. Similarly,Wang et al. [8] haveminimized
POMmicro-gear shrinkage to 0.06% by optimizing process parameters. In shrinkage
of micro-gear, packing time was the most influenceable parameter with a 32.47%
contribution. Taifor et al. [9] have analyzed that volumetric shrinkage increased as
long as melt temperature increased; however, it decreased as the mold temperature
and packing time increased. The residual stresses are the process-induced stresses
frozen in the molded parts. The residual stresses influence the polymer part in a
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similar way to externally applied mechanical and thermal stresses. If, the magnitude
of the induced residual stresses becomes higher than the material strength causes
part either to change shape or crack generation. These stresses are flow-induced
residual stresses and thermal induced residual stress. However, the magnitudes of
flow-induced residual stresses are usually less than the thermal-induced stresses.
Shruik et al. [10] have found that in cooling stage, the skin of polymer parts cool
instantly and solidify while the core remains in a molten state. As cooling continues,
the core heat transfer through a solidified outer surface of parts which act as a barrier
in heat transfer. Due to non-uniform temperature distribution between the core and
skin of parts, compressive stresses at the skin and tensile stresses at the core region
were reported. Similarly, Siegmann et al. [11] have noticed that the compressive
stresses at surface and tensile stresses at the core of part. Moreover, Isaza et al.
[12] have found that mold and melt temperature as the most significant parameter
to control the residual stresses. Huang et al. [13] have observed a thinner portion of
SD card cools easily because less heat accumulates in this region but prone to high
residual stress, which causes the polymer part to deflect more.

2 Numerical Study

2.1 Polymer Gear

For the study, an involute profile spur gear was used as model. It was designed with
Solidworks 2014 (Fig. 1). The gear dimensions are given in Table 1. The keyway
of dimensions 10 mm x 3 mm x 2 mm was provided to fix the gear with a shaft
of 12 mm diameter. The numerical analysis was performed using CIS and surface

Fig. 1 Gear model
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Table 1 Gear dimensions Dimensions Values

Module (mm) 3

Number of teeth 12

Face width of gear tooth (mm) 10

Pressure angle (°) 20

Tip diameter (mm) 42

Fig. 2 Gear mesh

injection system (SIS). In both types of injection system two, three and four gates
were employed alternatively.

2.2 Polymer Material

In this study, KEPITAL F20-03, Acetal (POM) copolymer material was used. This
is a medium viscosity grade thermoplastic material manufactured by Korea Engi-
neering Plastics Co. Ltd. for general-purpose injection molding applications [14].
The molding condition and properties of KEPITAL F20-03 are shown in Table 2.



Study on Gate Location and Gate Number … 75

Table 2 POM properties [14] Property name Properties

Material structure Crystalline

Melt temperature (°C) 165

Melt density (g/cc3) 1.41

Melt mass flow rate (g/10 min) 9

2.3 Injection Moulding Process Parameters

Injection molding process parameters were fixed on the basis of material datasheet
of KEPITAL F20-03 [14] and the study carried out by Ramakrishna et al. [15]. The
numerical analysis was performed using gate diameter 1 mm, injection time 1.75 s,
injection pressure 100 MPa, melt temperature 180 °C, packing pressure 100 MPa,
packing time 25 s and cooling time 20 s, air temperature 25 °C, injection volume 8.
58267 cc3 and ejection temperature 114.8 °C.

2.4 Tools and Outcomes

Gate location and gate number effect evaluated to minimize molding defect (weld
lines, volumetric shrinkage, residual stress and deflection) on POM gear. Mesh type
usedwas “mixed 3Dmesh” (Fig. 2).Gearmodel consists of 1,949,807 solid elements.
The best gate location and best gate number for gear were determined numerically
using the “fill-pack-warp” analysis sequence.

3 Results and Discussion

3.1 Weld Line

In gate location and gate number analysis, 272, 274 and 364 weld lines were formed
in gear with three-gate SIS, two-gate SIS (Fig. 3a) and four-gate CIS (Fig. 3b),
respectively. Therefore, gear with three-gate SIS contains a minimum number of
weld lines. However, in all types of SIS, long weld lines were formed on the face and
flank of four teeth which would produce anisotropic material property at those teeth.
This may encourage early fatigue and wear failure of gear teeth. The maximum value
of minimum flow front meeting angle of 13.292° was found in gear with four-gate
CIS followed by 9.639° and 7.085°with two-gate CIS and two-gate SIS, respectively.
Moreover, gear with two-gate CIS contains weld lines with the maximum flow front
meeting angle 134.99° resulting in better mechanical strength but concentrated weld
lines at two teeth lead to failure of the gear part. Therefore, in injection system
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(a) (b)

Fig. 3 Weld line distribution on gear with (a) two-gates CIS and (b) four-gates CIS

analysis, the gear with four-gate CIS contains 374 weld lines, maximum ofminimum
flow frontmeeting angle andfive teethwhichwere affected by smallweld lines. These
can be further minimized by optimizing the process parameters.

3.2 Volumetric Shrinkage

In this study, the minimum value of maximum volumetric shrinkage of 14.454% and
the minimum value of average volumetric shrinkage of 5.59% were found at the end
of packing stage in gear with two-gate CIS (Fig. 4). Similarly, the minimum value of
maximum volumetric shrinkage of 17.358% was also obtained at the end of cooling
stage in gear with two-gate CIS. A larger value of maximum volumetric shrinkage
may indicate the chances of sink mark and voids inside the cavity. However, no
voids were found inside the gear cavity. In a 35.618% portion of gear, small amount
of positive sink mark was observed with the maximum value of 0.059 at a thicker
section; moreover, in remaining portion, negative sink marks were observed with a
value of −0.0008 at teeth and surface of the gear. Positive sink mark indicates that
more packing pressure is required at the thicker section, whereas negative sink mark
indicates over packing of teeth and surface of gear.

The minimum value of volumetric shrinkage was observed in gear with two-gate
CIS because this injection system provided lowest average temperature of 85.10°C
and highest average pressure of 35.087 MPa at the end of packing stage. Further, it
produced the highest average polymer density (Fig. 5) of 1.348 g/cc at the end of
packing stage and 1.391 g/cc at the end of cooling stage. The maximum volumetric
shrinkage was also found at thicker section of gear with all types of injection system.
This is due to the accumulation of heat at that section. As the polymer possesses
lower thermal conductivity, therefore, surface of polymer cools easily while the core
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Fig. 4 Volumetric shrinkage

Fig. 5 Density

remains hot and provides enough time to achieve a highly oriented structure at the
core [10]. The effect of gates location and gates number on the maximum volumetric
shrinakge of gear are shown in Fig. 8.

3.3 Residual Stress

In this study, the minimum value of maximum thermal induced von Mises stress
and minimum value of average thermal induced von Mises stress were found as
14.989 MPa and 37.284 MPa in two-gate CIS (Fig. 6). Similarly, the magnitude
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Fig. 6 Residual stress

Fig. 7 Deflection

of 118.352 MPa and 38.03 MPa were found in four-gate CIS, respectively. The
minimum von Mises stress was found in two-gate CIS because this injection system
provides a minimum average temperature of 85.108°C and minimum average volu-
metric shrinkage of 5.593% at the end of packing stage. The effect of gates location
and gates number on residual stress are shown in Fig. 9.
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Fig. 8 Volumetric shrinkage
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3.4 Deflection

In this study, the minimum value of maximum deflection of 0.26 mm found at tip of
gear teeth in two-gate CIS (Fig. 7) followed by 0.272mm in three-gate CIS. However,
the minimum value of average deflection in two-gate and four-gate CIS was found
as 0.204 mm and 0.212 mm, respectively. The minimum deflection was observed
at a thicker section of gear, while the maximum deflection was observed in teeth of
gear with all the six analyzed injection system. The maximum deflection was found
at the tip of gear teeth because this zone has a larger surface area to transfer heat in
comparison to a thicker section, where large heat accumulates. Therefore, gear teeth
solidify easily but the thicker section of gear remains hot, which causes tensile stress
at a thicker section and compressive stress at the tip of teeth. As gear teeth have low
rigidity than thicker sections, these stresses produce more deflection at teeth [10].
The effect of gates location and gates number on deflection of gear are shown in
Fig. 10.

4 Conclusions

The gate location and gate number play a significant role in the manufacturing of
polymer gear. In this study, the numerical analysiswas performed to observe the effect
of gate location and gate number onmanufacture ability of high-quality polymer gear.
The following conclusions can be drawn from the present study:

• The minimum number of weld lines found in gear with three-gate SIS; however,
the maximum value of minimum flow front meeting angle observed in gear with
four-gate CIS.
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Fig. 9 Residual stress
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Fig. 10 Deflection
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• The minimum volumetric shrinkage and residual stress found in a thicker section
of gear with two-gate CIS; moreover, the minimum deflection of 0.26 mm also
found at teeth of same gear.

The gear with two-gate CIS contains minimum volumetric shrinkage, residual
stress and deflection, but many weld lines were formed at gear teeth, which would
degrade the strength. However, the gear with four-gate CIS contains minimum weld
line at gear teeth; hence, this can be recommended for future work.
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Fuzzy-PID Control of Hydro-motor
Speed Used in Heavy Earth Moving
Machinery

Shivdutt Sarkar, Mohit Bhola, Harsha Rowdur, and N. Kumar

Abstract Hydrostatic transmission (HST) system is widely used in the Heavy Earth
Moving Machineries (HEMM). The hydro-motor used in the HST system provides
the rotary motion for their traction, swing or other functions used in HEMM catering
to different load profiles. This causes continuous variation in speed of the hydro-
motor which reduces the efficiency of the HST system. Hence, controlling the speed
of the hydro-motor is very much indeed. Constant speed of the hydro-motor can be
achieved by controlling the input flow of it. Input flow can be controlled by control-
ling the displacement of the variable displacement hydraulic pump or by varying the
flow through a proportional directional control valve (PDCV). The main objective of
this researchwork is to design the PID controller which regulates the input flow to the
hydro-motor so that the speed of the hydro-motor remains constant irrespective of the
varying external load. To increase thePIDcontroller performance, fuzzy control algo-
rithm has been employed usingMATLAB/Simulink environment. Themain function
of the fuzzy controller is to online tune the PID parameters which increase the perfor-
mance of the drive. Comparison has been drawn based on the results obtained using
Fuzzy-PID controller to the simple PID controller. The results show that Fuzzy tuned
PID controller provides minimum settling time and less overshoot when compared
to simple PID controller.

1 Introduction

In HST fluid power is used as a medium to transmit the mechanical energy at the
input shaft of the pump to the output shaft of the hydraulic motor. The main reason
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for the deployment of HST system is due to its high power to weight ratio, step-
less speed variations, and stable control. Essentially, an HST system can be of two
types: one is closed circuit and another one is open circuit. The hydro-motor (rotary
actuator) used in the HEMM provides the rotary motion for their traction, swing or
other operation used in HEMM catering to the different load profiles during their
operation. The speed of the hydro-motor is achieved by controlling the input flow to
it. Input flow to the hydro-motor can be controlled in 3 ways:

• By controlling the displacement of the Hydraulic Pump (VDP).
• By controlling the speed of the pump with the help of variable frequency drive

(VFD)
• By varying the flow through a proportional directional control valve (PDCV).

In fact, there are many types of controllers that exist in practical to get the desired
output. These controllers calculate the error and nullifies it to provide the desired
output. In this paper, an open circuit HST system is considered which comprises a
hydrostatic pump, directional control valves, pressure control valves, and the hydro-
motor. The speed of the hydro-motor is controlled irrespective of the load using
PID control. The parameters of the PID need to be tuned “on-line” depending on
the operation situation. Perfect tuning of the PID coefficients can make the system
stable and efficient. For this, fuzzy logic controller (FLC) serves the purpose. In this
regard, some of the recent works carried out on hydro-motor speed control by the
eminent researchers have been discussed.

Yang et al. [1] made a comparative study on PID control and fuzzy control of
the hydro-motor speed of an HST type wind turbine. The hydro-motor speed is kept
almost constant by controlling the input flow at the two hydro-motors with the help of
fuzzy controller. It is concluded that better dynamic response can be achieved using
FLC compared to PID controller. Sailan et al. [2] presented modeling, design and
implementationof steering systembyusing fuzzy-PIDcontroller on an automated all-
terrain vehicle (ATV). Steering wheel angle and brake pedal are the input parameters
used to control the spool movement of the built-in proportional valve. Depending on
the movement of the spool, the flow entering into the hydro-motor will increase or
decrease which results in the change in speed of the hydro-motor.

Similar sort of work was carried out by Tran et al. [3] used fuzzy self-tuning PID
controller for investigating the speed stability of the shaft. Another research carried
out by Xu et al. [4] studied the control system of the coordinate controller of the fin
stabilizer used in marine applications by using two electro-hydraulic proportional
pumps. The work carried out by Varshneyet al. [5] has found that there is reduction
in fluctuation of brushless direct current (BLDC) motor speed up to 50% and 80%
during suddenly and gradual removal of load, respectively. This gets possible with
the incorporation of the fuzzy-PID controller over traditional PID control algorithm.

Barai et al. [6] carried out his research on hydraulically actuated hexapod robot
and its motion is effectively controlled using fuzzy logic tuned PID controller. It has
been found that the fuzzy logic controller is also suitable for nonlinear plants like
electro-hydraulic servo systems which have many non-linearities associated with it.
Sinthipsomboon et al. [7] proposed a combination of fuzzy -PID or simple FLC for
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the hydro-motor speed control in servo electro-hydraulic systems (SEHS) depending
on the deviation in the resulted error. In case of potential boom energy recovery of
the hybrid excavator using a fuzzy-PID control system was performed by Dai et al.
[8]. Fuzzy tuned PID control is used to work the generator in its most efficient zone.
Results obtained with the fuzzy-PID control are more accurate when compared to
results obtained through only PID controller.

Based on the above literature works, FLC is used to tune the PID parameters
for the robust development of the controller according to the motor speed error
and its derivative. Fuzzy-PID controller provides better performance and greater
adaptability for the control system. In this respect, the current research work is
focussed on controlling the speed of the hydro-motor using PID whose parameters
are tuned by FLC.

2 Proposed System

As per the test setup figure (a), The primary objective of the current work is to
control the hydro-motor speed by using Proportional Directional Control Valve
(PDCV). Referring to Fig. 1, The electric motor drives a fixed displacement pump.
The hydraulic fluid from the main pump flows to hydro-motor through a PDCV. To
control speed of hydro-motor, solenoid controls the displacement of the DCV spool

Fig. 1 Schematic diagram of a proportional DCV control HST system and b pump control HST
system
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along its axis. Thus, by varying the orifice area, the amount of fluid flowing through
hydro-motor is controlled. The stroke of spool is dictated by a PID controller working
in a closed loop with angular velocity as feedback signal. And for linear and better
control of the PID parameters, fuzzy logic is used.

Figure (b) proposes another possible way of controlling the hydromotor speed by
controlling the flow discharged by the pump. In this case, the main pump used is the
VDP. A VDP is driven by an electric motor, fluid from pump flows to hydro-motor
via a flexible hydraulic hose. A pressure relief valve is incorporated to prevent the
damage of system in case if pressure rises above its set point. A rotating load is
attached to the hydraulic motor shaft. Electric motor is rotating at a fixed angular
speed. Themain flow from the VDP is controlled by regulating the swash plate angle.
By varying the swash plate angle the volumetric displacement of pump is varied. By
varying the volumetric displacement, amount of fluid flowing to the hydraulic motor
is varied according to the requirement. For continuously varying load the swash plate
angle needs to be changed accordingly. For this purpose, a Fuzzy-PID controller with
angular velocity feedback is provided. The Fuzzy PID controller is tuned to give the
best results in terms of angular velocity by continuously changing swash plate angle
accordingly.

3 Mathematical Modelling of the Proposed System

The angular velocity of motor shaft can be calculated using this equation according
to the specifications and working conditions.

ωm = ∫
(P1−P2)Dm−Mload−Mloss

J (1).

Equations Used for Speed Control of Hydro-motor Through Proportional
DCV
Inlet and outlet flow across the hydro-motor is defined by

Q1 = v

β

dP1
dt

+ Dmωn + P1 − P0
Rleakage

(2)

Q2 = Dmωn − (P2 − Po)

Rleakage
− v

β

dP2
dt

(3)

Equations of flow through proportional DCV are derived from the application of
flow continuity through the orifices of valve and can be given as

Q1 = Cdwxv(t)

√
2

ρ
(Ps − P1) (4)

Q2 = Cdwxv(t)

√
2

ρ
(P2 − P0) (5)
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Here, Cd is discharge coefficient, xv(t) is spool displacement,
Similarly, pressure across the hydro-motor defined below

P2 = β

v2

∫
Dmωm − (P2 − Po)

Rleakage
− Q2 (6)

P1 = β

v1

∫
Q1 − Dmωm − (P1 − Po)

Rleakage
(7)

Equations Used in Speed Control of Hydro-motor Using Variable
Displacement Pump
Inlet and outlet flowof the hydro-motor is definedby considering port valve resistance
at the inlet port of hydro-motor.

DPωP = Qout + P1 − P0
Rleakag

+ V

β

dp1
dt

(8)

Qout = P1 − P2
RVI

(9)

Similarly, pressure across the hydro-motor defined with considering external
leakage and port valve resistance

P2 = β

V

∫ (
P1 − P2
RVI

− P2 − P0
Rleakage

− Dmωm

)

(10)

P1 = β

V

∫ (

DPωP − P1 − P2
RVI

− P1 − P0
Rleakage

)

(11)

4 PID Controller

The structure of the (Proportional Integral and Derivative) PID control algorithm
used for the angular velocity control of HST system is given below.

u(t) = kp.e(t) + ki
t∫
0
e(t)dt + kd

de(t)

dt
(12)

The initial tuning of the PID control parameters was made based on the Ziegler–
Nichols tuning method and the gain coefficients are Kp = 0.04, Ki = 0.75 and Kd =
0.001. Likewise, in Fig. 1b for pump control HST system values of PID parameters
are KP = 5, KI = 2 and KD = 0.5.
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5 Design of the Fuzzy-PID Controller

The basic schematic structure of the fuzzy-PID controller and rule base is shown in
Figs. 2 and 3 respectively. The inputs for the fuzzy block are the speed error ‘e(t)’
and the time differential of the speed error ‘de(t)/dt’. These parameters generate the
tuned PID controller coefficients.

Membership Function of Input and Output of Fuzzy-PID Control
in MATLAB/SIMULINK

Fuzzy Rules to Calculate the Coefficients of the Parameters of the PID
Controller
Figure 4 provides the logic for the calculation of the coefficients of the PID controller.
The range of PID parameters based on the speed error and its rate is defined.

Fig. 2 Self-tuning parameter fuzzy-PID control structure

Fig. 3 Membership function for a proportional DCV control system and b variable displacement
pump control
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Fig. 4 Fuzzy rules calculated for online tuning of PID parameters

6 Simulation Work and Results

The simulation work has been carried out onMATLAB/Simulink is discussed below.

6.1 MATLAB/SIMULINK Model of the Fuzzy-PID Control
Test Setup for Proportional (DCV) Control

Figure 5 shows the hydraulic circuit developed for the HST drive operated by PDCV
developed in MATLAB Simulink environment. Hydro-motor speed error and its rate
are the input parameters fed to fuzzy system in order to optimize the PID parameters
for better response and control of the hydro-motor speed.

Figure 6 shows the actual speed response with demand speed using conventional
PID and FuzzyPID controller tuned by applying Ziegler–Nichols method. It has

Fig. 5 Proposed MATLAB/SIMULINK model of proportional DCV control system
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Fig. 6 a Hydro-motor load-torque versus time, b pressure difference across hydro-motor versus
time

been observed that there is a significant amount of oscillations during step demand
of the speed. After 2.27 s, the load on the hydro-motor varies results in fluctuation
of the speed at the time 4.1 and 4.6 s, respectively. So, to minimize the settling time,
overshoot and making the system linearly more stable conventional PID is tuned by
fuzzy logic.

The comparison has been made between the conventional PID controller and
fuzzy-PID controller. It has been observed that there is a significant reduction in
settling time and overshoot in the speed response of the hydro-motor using fuzzy-PID
controller.

Load and Pressure Varying Graph with Time
The pressure difference across the hydro-motor at different load and speed are shown
in Fig. 6. As the graph shows when the load varies, inlet pressure P1increase at the
same time outlet pressure P2 decrease. Because when P1 increase then inlet flowwill
decrease, hence to retain the flow across the motor the pressure P2 decreases.

Figure 7 represents the comparison in response to the hydromotor speed variation
when system is employed under conventional PID and Fuzzy-PID controller. The
blue line represents system response with conventional PID control and red line
with Fuzzy-PID control. From the graph, it can be observed that the peak rise time
and settling time of the PID control is high compared to fuzzy-PID control. Hence,
fuzzy-PID control ismore efficient and better in response compared to PID controller.

6.2 MATLAB/SIMILINK System Model of Fuzzy-PID
Control Test Setup for Pump Control

Figure 8 shows the hydraulic circuit developed for theHST drive operated by control-
ling the displacement of the VDP developed in MATLAB Simulink environment.
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Fig. 7 System step response for the Fuzzy-PID control

Fig. 8 Proposed MATLAB/SIMULINK model of variable displacement pump control system

Hydro-motor speed error and its rate are the input parameters fed to fuzzy system in
order to optimize the PID parameters for better response and control of the hydro-
motor speed. Flow coming out the VDP is regulated based on the demand of the
hydro-motor speed.

From Fig. 9 it can be observed that response of the system following a first-order
system and fuzzy-PID controller is having better response compared to PID control
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Fig. 9 System step response for the Fuzzy-PID control

system. Peak rise time and time required to achieve SteadyState has been shown in
zoomed portions.

Load and Pressure Varying Graph with Time
Figure 10 shows the actual speed response with demand speed using conventional
PID and Fuzzy-PID controller and it has been observed that there is a significant
reduction in settling time and overshoot in the speed response of the hydro-motor
using fuzzy-PID controller. The pressure loss between inlet pressure (P1) and inside
pressure of hydro-motor (P2) is due to port valve resistant, nearly about 2 bar. Both
test setup performed at the same load of hydro-motor used in proposed model and
result has been found that the response time of VDP control system is more than
Proportional DCV control system.

7 Conclusion and Future Work

Thismanuscriptmainly focuses on the controlling the hydromotor speed irrespective
of change in external load torque and speed demand. This is accomplished with
the help of PID controller and fuzzy-PID control. The comparative analysis has
been drawn based on the simulation results obtained from MATLAB Simulink
environment. From the above performance of Proportional(DCV) control system and
variable displacement pump control (VDPC) system. It has been concluded that the
speed response of hydro-motor is precisely controlled by fuzzy-PID controller when
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Fig. 10 Comparison between actual and demand pressure

compared with PID controller. The response of fuzzy-PID controller is much better
than PID controller in sense of various parameters like settling time, overshoot and
achieving the steady-state. Hence, it is much necessary for the online tuning process
of the PID parameters using fuzzy logic control, for smooth control of hydro-motor
for varying speed and load profiles. Due to irrespective change in external load torque
and speed demand of an HST system its stability, efficiency, accuracy & production
getting affected so this paper proposed a novel control system to control the all
these following parameters like Delay time, Rise time, Peak time, Time constant,
Settling time and Maximum overshoot as well that could optimize HST system at
any circumstances.

Appendix Factors

4.45e-6 m3/rad Displacement of Hydro-motor (Dm )

350e5 Pa Constant pressure supply by pump (Ps )

0 Pa Atmospheric Pressure (pressure of tank) (Po)

1e9 Pa The bulk modulus of oil (β)

0.001 kgm2 Inertia load at Hydro-motor output shaft (J)

0.01 m Valve gradient (W )

0.8e-3 m The maximum opening width of Valve (xv(t))

1000 Filter coefficient (N)

1e12 n-s/m5 External leakage (Rleakage)

(continued)
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(continued)

Appendix Factors

1e11 n/m5 Bulk stiffness ( β
v
)

0.019 kgm2 Inertia due to viscusfriction (M loss)

16e-10 n-s/m5 Port valve resistance

VS Very small

S Small

M Medium

B Big

VB Very big

NS Negative small

NB Negative big

Z Zero

PS Positive small

PB Positive big
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Phase Change in an Enclosure Under
Different Combinations of Boundary
Wall Condition: A Numerical Study

Bhaskar Ranjan Tamuli, Sujit Nath, and Dipankar Bhanja

Abstract The research presented here studies heat transfer process in phase change
material (PCM) in an enclosure under three different combinations of boundary
heated surface. Isothermal conditions were imposed at the boundary, with adjacent
sides and opposite sides heated. Numerical techniques were implemented to solve
the governing equation employing “effective heat capacity” method for modelling
of the phase change. The fastest melting was observed for adjacent heating walls,
approximately 28.08 and 13.79% faster than other two. It was observed that natural
convection is the main reason driving the pace of melting and has different impacts
under different conditions. Natural convection is not significant while providing
heat through vertical walls which also corresponds to slowest response time. The
natural convection is also responsible for the wave-like shape attained by the solid–
liquid interface. The pattern of melting signifies a symmetric melting pattern for the
vertically heated sides.

Keywords Phase change material · Effective heat capacity · Melt fraction

Nomenclature

cp Specific heat of PCM (kJ/kg K)
g Gravitational acceleration (m/s2)
LF Latent heat of fusion (kJ/kg)
k Thermal conductivity of PCM (W/m K)
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p Pressure (Pa)
T Temperature (K)
Tm Melting temperature (K)
t Time (s)
v Velocity (m/s)
β Coefficient of thermal expansion (1/K)
θ Melt fraction
μ Viscosity of liquid PCM (Pa s)
ρ Density of fluid (kg/m3)

1 Introduction

Flexibility in energy usage is one of the desired qualities for a better energy security.
Unlike other forms of energy, heat energy dissipates continuously and is difficult to
store. This problem is countered by energy storage systems which essentially stores
energy in the form of sensible or latent heat. Latent heat energy storage (LHES)
is more suitable than sensible energy storage due to its higher volumetric energy
density [1]. Phase change material (PCM) has been quite commonly used for the
purpose of energy storage and more research is now being focused in it. Apart from
energy storage, it has found different applications in the fields of electronic cooling,
solar PVT, building integrated cooling system, space heating, etc. [2, 3].

Heat transfer in enclosures has been widely studied as it resembles many engi-
neering problems e.g. solar energy collection, geothermal applications, reactor
cooling, insulation systems, etc. [4]. Natural convection plays a crucial role in the
convection inside these enclosures. Enclosures filled with PCM are also studied
by different researchers over the years. Experimental investigation on a rectangular
enclosure with lauric acid was investigated byKamkari et al. [5] on the angular orien-
tation and reported that decrease in angular placement with horizontal enhances the
chaotic flow resulting in the formation of Benard convection cells. Enclosure with
PCM was also studied widely and one such numerical study is performed by Fadl
and Eames [6] with a different heat flux applied to one boundary. Most of the PCM
suffers the disadvantage of low thermal conductivity. Different techniques have been
employed to tackle this problem such as inserting of metal fins, nano-particles and
wire mesh. The phase change process can be subdivided into four stages: conduction,
transition, strong convection and weak convection. Experimental study by Shokouh-
mand and Kamkari [7] reported that the convection intensity decreases with the
evolution of melt front. Though conduction is equally dominant in phase change
phenomena, it is the buoyancy-driven natural convection which is responsible for
interface shape and the melting rate. The melting rate seems to be affected by hori-
zontal fins with different lengths attached to a PCM enclosure. Compared with equal
length fins, decreasing fin length ratio increases the melting rate and the melting
time is reduced significantly. The melt front propagation is subjected to the boundary
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condition applied and it greatly affects the heat transfer and flow physics. For latent
heat storage (LHS) system incorporatingPCM, thenatural convectionplays an impor-
tant role in charging rather than discharging [8]. Hence, understanding the details
of natural convection and its variation with different applied boundary conditions is
of extreme importance. Impact of natural convection in an enclosure with PCM is
related to metal structure through which heat is provided and its orientation. Loca-
tion of the applied heated surface has been varied in a study by Dadvand et al. [9]
at three different locations and their result signifies that placing of heated surface at
top promotes high melting rate.

The above-mentioned literatures provide the evidence that natural convection
plays an important role in the melting process and it is applicable only after the liquid
phase is attained. This work presents a comparison of three different orientations of
boundary conditions in a view to study the natural convection induced in the process.
Observation of the melting pattern and the set-up of natural convection under the
influence of boundary conditions is the prime focus in this study. This is aimed to be
achieved by numerical techniques employing suitable models.

2 Physical Model

Figure 1 shows a schematic diagram of the different cases studied in the presented
paper. A square enclosure with the dimensions H = 0.05 m is filled with a phase
change material. Isothermal boundary condition is applied at the boundary of the
enclosure. Three cases are studied here, where the isothermal conditions are applied
in three different ways. In Case 1, two adjacent sides are kept at constant temperature
while the other two are maintained at adiabatic condition. In Cases 2 and 3 being
similar, isothermal boundary condition is implemented at two opposite sides. In
Case 2, two vertical sides are maintained in isothermal condition whereas same
situation has been made for two horizontal sides in Case 3. Natural convection set
up differently according to spatial position. Therefore, above-mentioned cases have

(a) Case 1 (b) Case 2 (c) Case 3

Fig. 1 Schematic representation of the enclosure studied
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Table 1 Thermo-physical
properties of lauric acid [10]

Specific heat capacity (kJ/kg K) 2.18 (solid)—2.39 (liquid)

Density (kg/m3) 940 (solid)—885 (liquid)

Thermal conductivity (W/m K) 0.16 (solid)—0.14 (liquid)

Viscosity (Pa s) 0.004

Latent heat of fusion (kJ/kg) 187

Thermal expansion coefficient
(1/K)

0.0008

Melting temperature range (oC) 43.5–48.2

been selected with a view to understand the effect of heat input through different
locations in the enclosure. Lauric acid is selected as the phase change material here.
The thermo-physical properties are given in Table 1.

2.1 Governing Equation

2-D transient numerical study was performed for the investigation of the PCM in the
enclosure. The PCM domain is assumed to be melt over a range of temperature. The
governing equations are shown below

Continuity equation

∇.−→v = 0 (1)

Momentum equation

∂−→v
∂t

+ (−→v .∇)−→v = 1

ρ

(
−∇ p + μ∇2−→v + −→

F + −→
S

)
(2)

Energy equation

ρcp
DT

Dt
= k∇2T (3)

The buoyancy effect due to natural convection is combined in the body force term
F in momentum equation and Boussinesq approximation is assumed.

−→
F = ρ

−→g β(T − Tm) (4)

The PCM is treated as liquid in the developed model; hence to nullify the effect
of velocity in the solid PCM, Darcy’s source term is used which is represented by−→
S .
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−→
S = (1 − θ)

(
θ3 + e

)
2

Amush
−→g (5)

Amush is mushy zone constant and it can have any arbitrary value ranging from 103

to 107. Based on the literature, the value is taken as 106. This parameter is responsible
for velocity transition in mushy region.

Theta (θ ) is the melt fraction and expressed as:

θ = T − Ts
Tl − Ts

(6)

The model is based on effective heat capacity method, which combined both
specific heat and latent heat of a material into one term called effective heat capacity.

cp =

⎧
⎪⎨

⎪⎩

cps if T < Ts
cps +cpl

2 + LF
Tl−Ts

if Ts ≤ T ≤ Tl
cpl if T > Tl

(7)

The above equations are solved using COMSOL Multiphysics [10]. The special
treatment required to handle the extra source term and the specific heat is allowed
by the phase change module of the software.

2.2 Initial and Boundary Condition

Initially, (t= 0) thewhole domain ismaintained at initial temperature,To = 298K.At
any time, t > 0, isothermal boundary condition (T ) is applied at specified boundaries
as mentioned in Fig. 1. All the other sides of the enclosure are remained insulated.
The simulation is carried out at dimensionless Stefan number 1.20 corresponding to
temperature (T ) 393Kwhich ensures smooth handling by the computational software
to observe results. Stefan number (Ste) is defined as the ratio of sensible heat to the
latent heat and expressed as:

Ste = cps (Tm − To) + cpl (T − Tm)

LF

2.3 Model Validation

The developed model is validated by comparing against the work of Abdi et al.
[10]. The physical model and the geometrical arrangements considered are same in
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Fig. 2 Comparison of
developed model with Abdi
et al. [11] for bottom heated
cavity

their published work. A rectangular enclosure of length 0.12 m and width 0.5 m
surrounded by a layer of plexiglass of thickness 0.025 m is the studied domain.
Isothermal condition of Ste= 0.55 is maintained at the bottom wall of the enclosure.
Figure 2 shows the melt fraction curve for the reference work and the present work.
The result depicts a well agreement of current numerical result with published work.

3 Results and Discussion

The present study intends to compare and evaluate the melting phenomenon due
to application of heat at different boundaries of the enclosure. In addition, how
this variation of isothermal boundaries induces the natural convection is also under
the scope of the investigation. Before proceeding with the intended analysis, grid
independency test was performed. Four models with 10,000, 15,000, 20,000 and
22,500 grid points are studied. The grid independency test showed that the relative
change in melting time for each model with bottom heated temperature (T = 343 K)
was 1.5, 0.06 and 0.03%. Hence, little changes in the result were observed when
model is upgraded from 15,000 grid points onwards. Keeping both the accuracy and
computational cost in mind, the model with 15,000 grids is chosen as the point of
grid independency. The convergence criteria are taken as 10–6.

Figure 3 depicts the liquid fraction or the melt fraction growth over time due to
the application of heat. As heat is supplied through the boundaries of the enclosure
to the PCM inside, which is kept at an initial temperature of 298 K, the temperature
of the PCM starts increasing. The temperature variation inside the enclosure is not
uniform, resulting in some portion of the PCM being melted while some part still in
solid phase. Henceforth, there is coexistence of two phases (solid and liquid) which
can be expressed by the parameter melt fraction or the liquid fraction. Melt fraction
study for the present work reveals that adjacent heated boundary sides are faster than
other two cases. Case 2 andCase 3 show28.08 and 13.79% slower response thanCase
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Fig. 3 Melt fraction graph

1. Natural convection can be attributed for this difference in melting time observed
in these three cases. Interestingly, the melt fraction curve for Cases 2 and 3 intersects
with each other which points out that for most of the time period faster melting rate
was observed for two parallel vertical heated sides than horizontal sides. However
nearing the completion of the melting process, the convection in horizontally heated
case becomes dominant resulting in faster completion of the melting process. This
phenomenon can be explained with contour plots.

Figure 4 shows the visualization of the same parameter as mentioned earlier, but it
will give a more comprehensive idea about it. At the very early phase of the melting
process, conduction mode is more dominated as seen by symmetric propagation
of melt fraction. At 300 s, formation of Benard convection cell in the horizontal
heated sides can be observed in Cases 1 and 3 by the wave-like interface of melt
fraction. At this instance, natural convection sets up in the PCM which accelerated
the heat transfer process. In Case 3, the top heated side does not contribute to natural
convection and only conduction mode prevails from the top side which leads to
relatively slower melting process than Case 2. After some time, the effect of natural
convection diminishes in vertically heated case leading to weak convection phase
which shows that the total melting time required becomes highest among all the
cases. At 1000 s, almost all the PCM is converted to liquid part, whereas a significant
portion of solid can be seen in Cases 2 and 3.

Figure 5 describes the temperature contour of the enclosure at different time
instances. This gradual depiction of contours also gives an idea of evolution of
melting pattern in different cases. In Cases 1 and 3, at the bottom horizontal side,
Benard convection cells are found forming which will eventually give rise to natural
convection. Due to the close proximity of the heated sides, the convective current
mixing is possible in Case 1 which leads to lowest melting time. In Case 3, there
is no convection induced due to top heated wall and the heat transfer occurs by
conduction. For bottom plate, natural convection appears which makes the melting
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Case 1 Case 2 Case 3

60 s

300 s

600 s

1000
s 

Fig. 4 Melt fraction contour

process quicker in upward direction. However, evolution of melting pattern in Case
2 is symmetrical about vertical axis. The melt front produced by the heated surface
at both right and left walls, progressed towards each other and finally merged as bell
curve-shaped melting interface is formed. The contour plot 5 also infers about the
variation of the temperature inside the enclosure. The higher temperature region is
generally shifted towards the heated boundaries. But in Case 2, higher temperature
regions are identified at the top of the enclosure rather than left and right walls and
with time it gradually propagates to bottom of the enclosure.

4 Conclusion

The study presented here investigates PCM in an enclosure numerically under
different combinations of heated surface. Isothermal conditions are maintained at
two adjacent and parallel sides of the enclosure at Ste = 1.2. During phase change
process, both conduction and convection phenomena come to the picture, but which
mode is dominant over the other ultimately decides themelting rate. The results show
that when heat is supplied through the adjacent sides, fastest melting rate is achieved.
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Case 1 Case 2 Case 3

60 s 

300 s 

600 s 

1000 s 

Fig. 5 Temperature contour

The combination of natural convection induced by both the plates contributes to it.
Parallel heated sides, i.e. both vertically heated and horizontally heated cases, show
28.08 and 13.79% slower response than adjacent heated sides. The melting patterns
deform when natural convection becomes dominant, otherwise it follows a steady
symmetrical path.
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Finite Element Modelling
of Electromagnetic Crimping
of Copper-Stainless Steel Tube-to-Tube
Joint

Deepak Kumar, Sachin D. Kore, and Arup Nandy

Abstract Electromagnetic crimping is a high-speed joining by forming method that
deforms electrically conducting materials using an electromagnetic field. This paper
explores the finite element modelling of electromagnetic crimping of Cu-SS tube-to-
tube joint with the use of LS-DYNA™ software which utilizes finite element method
combined with the boundary element method. Simulations are performed at five
different discharge energy values and stand-off distance, as well as the overlapped
length of the tube is kept constant. Effect of discharge energies on the magnetic
field, radial displacement and impact velocity and effect of plastic strain have been
studied.Themaximummagnetic field of 17T is obtained at 6.2 kJ of discharge energy.
The developed model can be used as a primary study to investigate interference-fit
tube-to-tube joining by electromagnetic forming.

Keywords Electromagnetic crimping · Tube-to-tube joint · Interference-fit ·
Cu-SS · Finite element modelling · LS-DYNA
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B Magnetic flux density
E Electric field intensity
H Magnetic field intensity
σ Electrical conductivity
A& B, C, n Material constants
T Absolute temperature
δ Skin depth
C1 Structural damping matrix
ü Nodal acceleration vector
u Nodal displacement vector
δ Damping coefficient
V Discharge voltage
J Current density
p(t) Magnetic pressure
Tm Melting temperature
Js Source current density
ρ Total charge density
t Time
μm Magnetic permeability
F Lorentz force
ε Electrical permittivity
σy Equivalent plastic stress
Tr Room temperature
M Structural mass matrix
K Structural stiffness matrix
u̇ Nodal velocity vector
�F Applied load vector
ω Damped angular frequency
V0 Initial discharge voltage

1 Introduction

Electromagnetic forming is a high-speed forming method, which utilizes the electro-
magnetic field to deform an electrically conducting material like copper, aluminium,
etc. Compared to conventional forming, high-strain rate forming allowsmaterials like
aluminium to improve formability [1]. Electromagnetic forming can have one of the
most promising applications in joining and forming of tubular parts [2–4]. Two vari-
ations of joining by electromagnetic forming have been proposed as electromagnetic
crimping and electromagnetic welding [5]. Electromagnetic crimping is a joining by
an electromagnetic forming technique where parts are joined without any metallic
bond formation. This method is preferred for asymmetrical objects. Based on the



Finite Element Modelling of Electromagnetic … 107

process parameters as well as the shape and material of joining parts, the mecha-
nism of joining can be form-fit, interference-fit or a combination of both. Form-fit
joining is based on mechanical interlocking between two parts, while interference-
fit is based on interference stress between the parts. Strength of such joints depends
on the interference stress between the workpiece, coefficient of friction and area of
contact between the workpiece [6]. Hyping Yu et al. have developed a sequential
coupling model using Ansys explicit dynamics for electromagnetic forming [7]. In
this paper, a finite element model has been developed using electromagnetic module
of LS-DYNA™ software to simulate electromagnetic crimping of copper (outer)
tube onto SS 304 (inner) tube creating an interference-fit tube-to-tube joint. Varia-
tion of the magnetic field, radial displacement, impact velocity and effective plastic
has been studied at five different discharge energies. Discharge energy levels are
selected based on experimental investigation. Pull-out strength of the Cu-SS tubular
joint gets stagnant after 6.2 kJ of discharge energy. Therefore, analysis is performed
for 3.9 kJ (lower) to 6.2 kJ (higher) discharge energy levels.

1.1 The Theoretical Background of Electromagnetic
Crimping

Electromagnetic crimping can be analysed in terms of an RLC circuit as shown in
Fig. 1. Capacitor bank, which acts as a power source, discharges a high-amplitude,
damped sinusoidal current through the solenoid coil. Current flowing in the coil
generates a magnetic field as perMaxwell’s law. A single-step field shaper is inserted
between the solenoid coil and copper tube. As per Faraday’s law of eddy current
induction, the magnetic field induces a secondary current on the surface of the field

Fig. 1 Schematic diagram of the electromagnetic crimping set-up
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shaper which flows inwards towards the axis due to slit of the field shaper generating
its ownmagnetic field. This induces a tertiary current on the surface of the copper tube
leading to another magnetic field generation in the opposite direction. Interaction of
opposite magnetic fields causes high Lorentz force acting on the outer tube leading
to plastic and elastic deformation of the copper and SS 304 tube, respectively.

Physics of the electromagnetic crimping process can be explained by Maxwell’s
equationwhich is the governing equation of electromagnetic crimping as shown from
Eqs. 1 to 6.

�∇ × �E = −d �B
dt

(1)

�∇ × �H = �J + ε
d �E
dt

(2)

�∇ · �B = 0 (3)

�∇ · �E = ρ

ε
(4)

�J = σ �E + �J S (5)

�B = μ �H (6)

Energy stored in the electromagnetic forming system can be represented as

E1 = 1

2
CV 2 (7)

�B = �∇ · �A (8)

�J = �∇ × �B
μm

(9)

�J = �∇ × 1

μm

( �∇ × �A
)

(10)

�F = �J × �B =
(

�∇ × �B
μm

)
× �B (11)

p(r, t) = ri∫
ro
F(r, t)dr = 1

2
μ

(
H 2

gap(t) − H 2
pen(t)

)
(12)
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p(t) = 1

2
μH 2

gap(t) (13)

The Lorentz force acting on the outer tube is dependent on the skin effect.
Discharge frequency is a function of circuit inductance and capacitance of the elec-
tromagnetic forming system. Skin depth is a function of electrical conductivity,
frequency and magnetic permeability of the workpiece. Skin depth can be described
as

δ =
√

1

πμ0 f σ
(14)

2 Finite Element Modelling

A finite element model has been developed using LS-DYNA™ electromagnetic
module, which uses a combination of finite element method and boundary element
method to solve the electromagnetic forming problem. BEM solves electromagnetic
problems for regions, which does not have eddy current and therefore eliminates
the use of meshing for air, which further reduces the complexity of the model. The
simulation set-up is shown in Fig. 2. Dimensions of the coil and workpiece are shown
in Tables 1 and 2, respectively.

Schematic diagram of the flow chart of the finite element model is shown in Fig. 3.

Fig. 2 Simulation set-up

Table 1 Dimensions of the
solenoid coil

Coil material: copper

No. of turns: 13 Outer diameter: 57 mm

Coil length: 91 mm Inner diameter: 47 mm

Outer diameter: 55 mm Diameter of wire: 4 mm
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Table 2 Dimensions of the outer and inner tube

Parts Materials Outer diameter (mm) Inner diameter (mm) Thickness (mm)

Outer tube Copper 12.7 10.9 0.9

Inner tube SS 304 10.0 6.0 2.0

Fig. 3 Flow chart showing the simulation steps

LS-DYNA solves the model in two steps. First, it solves the electromagnetic model
to compute the Lorentz force from equation acting on each node of the outer tube
and use it as an input to the mechanical solver, which computes the deformation.
The mechanical solver uses transient dynamic equilibrium equation to compute the
deformation at each time step [8].

Mü + C1u̇ + Ku = �F (15)

which further updates the geometry back into the electromagnetic model, and the
cycle continues with each time increment until the simulation reaches on end time.
All the parts are modelled with brick element. The number of elements of each part
is shown in the figure. Schematic of the simulation set-up is shown in the figure. The
field shaper, and outer and inner tubes are modelled with eight-node brick element,
whereas solenoid coil is modelled with four-node rigid brick element. Electromag-
netic crimping process is a high-strain rate process, and a simplified Johnson–Cook
material model, which is a widely used material model for high temperature and
high-strain rate applications, is used. Here, the effect of temperature is neglected.
The simplified Johnson–Cook material model is given in Eq. 16. Johnson–Cook
parameters for copper and SS 304 are given in Table 3.

σy = (
A + Bεn

)(
1 + C ln

(
ε̇

ε̇o

))
(16)

Table 3 Johnson–Cook material constants for copper and SS 304

Material A (MPa) B (MPa) n C Tm (K) m

Copper 90 292 0.31 0.025 1331 1.09

SS 304 350 275 0.36 0.022 1723 1
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Fig. 4 Discharge current waveform at different discharge energies

Discharge current flowing in the solenoid coil is used as a loading curve in the
electromagnetic model of LS-DYNA™ to solve the electromagnetic model, which
is measured experimentally with the help of Rogowski coil and an oscilloscope as
shown in Fig. 4. Current can be explained by a damped sinusoidal function as

I = V 0

ωL
e−δ t sinωt (17)

It has been observed that major deformation happens during electromagnetic
crimping and during the first half period of the first cycle of discharge current wave-
form. Therefore, to reduce the computation time, simulation is performed up to the
first pulse only. Discharge current waveform is shown in the figure. To make the
results independent of the time step and mesh size, mesh convergence study has
been performed at four different mesh sizes as shown in Fig. 5.

Results are measured at four different nodes, and convergence is achieved at all
the nodes. Final selected mesh size is 0.5 mm. The total number of elements and
nodes in the final simulation model is 47,948 and 56,363, respectively.
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Fig. 5 Variation of impact velocity with time at 3.9 kJ of discharge energy for 4 different mesh
sizes

3 Result and Discussion

3.1 Magnetic Field

The magnetic field is dependent on many factors, such as the number of turns per
unit length of the solenoid coil, discharge current flowing in the solenoid coil and
the steps of the field shaper which intensifies the magnetic field strength. Discharge
current is dependent on discharge energy/voltage as per Eq. 17, and higher current
leads to higher magnetic field strength. Therefore, the magnetic field varies with
time as per the variation of the current pulse with time as shown in Fig. 4. From
the results, it is observed that the magnetic field strength increases with an increase
in discharge energy. The maximum magnetic field of 17 T is observed at 6.2 kJ of
discharge energy as shown in Fig. 6a.

3.2 Radial Displacement

Radial deformation of the outer tube increases with an increase in discharge energy.
Maximum radial deformation is observed at 6.2 kJ of discharge energy as shown in
Fig. 6b.
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Fig. 6 Variation of a magnetic field, b displacement, c velocity and d effective plastic strain in the
outer tube with time in the crimping zone

3.3 Impact Velocity

The velocity of the impact of the outer tube onto the inner tube is averaged in the
crimping zone, and the maximum impact velocity of this is observed at 6.2 kJ of
discharge energy. Impact velocity increases with an increase in discharge energy as
shown in Fig. 6c.

3.4 Effective Plastic Strain

Increase in discharge energy leads to an increase in impact velocity, which causes an
increase in the effective plastic strain of the outer tube as shown in the figure. The
maximum effective plastic strain of 0.31 is observed at 6.2 kJ of discharge energy.
The fringe pattern showing the effective plastic strain of the electromagnetically
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Fig. 7 Effective plastic
strain in the
electromagnetically crimped
joint at 6.2 kJ of discharge
energy

crimped sample at 6.2 kJ is shown in Fig. 6d, and the fringe pattern of the crimped
joint is shown in Fig. 7.

4 Conclusion

A finite element model has been developed for electromagnetic crimping of Cu-
SS tube-to-tube joint using LS-DYNA™ software. Simulations are performed at
five discharge energy values, and the copper tube is electromagnetically crimped
onto SS 304 tube. FEM–BEM combination is very suitable because it reduces the
computation time. Increase of discharge energy leads to an increase in deformation
of the outer tube, which increases the interference pressure leading to higher joining
strength.
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Optimization of Protrusions
for an Impinging Jet on a Curved Surface

Alankrita Singh and B. V. S. S. S. Prasad

Abstract Numerical simulations using ANSYS Fluent 17.2 are carried out to
explore the heat transfer characteristics of jet impingement on a protruded leading
edge of a gas turbine blade. Many researchers have found that inclusion of protrusion
does not improve Nusselt number though this contributes to augmentation in heat
transfer due to an increase of surface area. In certain cases, the protrusion has also
been found to degrade the heat transfer performance. Therefore, this work focuses
on the effect of single protrusion to determine the effect of position of the protru-
sion on a concave surface and finally obtaining an optimized position of protrusions.
The position of the single protrusion is varied at several angles with respect to the
centre of the plate to explore the corresponding heat transfer characteristics. There-
after, multiple protrusions are considered at desired positions to determine optimum
effective location of protrusions for maximum heat transfer. The optimal position is
determined using Genetic Algorithm.

Keywords Impingement cooling · Genetic Algorithm · concave surface ·
Protrusion · Numerical simulations

1 Introduction

Jet impingement is an effective cooling technique to keep thermo-mechanical stresses
of turbine blades within safe limits, while operating at higher turbine inlet tempera-
tures (TIT). Impinging jets involve complex flow physics and also inherit complex
heat and mass transfer phenomena. Because of their flexibility, they are used in
various industries like metal annealing, paper and textile drying, electronics cooling
and turbine blade cooling.
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Compared to the studies of jet impingement on smooth flat and concave surfaces,
very few work can be found on protruded surfaces. Similar to pins and ribs, protru-
sions are provided to generate high turbulence around them. Xie et al. [1] numer-
ically, investigated three-dimensional convective heat transfer in rectangular two-
pass channels which consisted of arrays of circular pins, hemispherical dimples and
protrusions. The pins, dimples and protrusions enhanced heat transfer with respect to
smooth tip channel at a moderate subsidiary pressure loss. They also concluded that
protrusions exhibit moderately higher heat transfer compared to dimples at higher
Reynolds number. Zhang et al. [2] carried out PIV and numerical simulations for
single jet impingement on a spherical protrusion over a flat surface. They observed
an improvement in the Nusselt number with the increase of protrusions area. An
elevation in heat transfer with the use of dimples and protrusions was also observed
by Shen et al. [3], in a rectangular passage with ejection slots. Dobbertean and
Rahman [4] conducted a numerical study on heat transfer from an impinging jet on
a rectangular and triangular ribs over flat plate for different materials. For all the
cases, they found an increase in the Nusselt number values with an increase of the
depth of indentation of the protrusion. However, for the case of rectangular step, there
was a limit on the depth of indentation because of slower recirculation. Jing et al.
[5] observed an enhancement in cooling by various arrangements of protrusions in
non-flat channels. Taslim et al. [6] conducted experimental studies on the inclusion
of a protrusion on a concave surface. They found that the major contribution of heat
transfer augmentation was due to increased surface area for heat transfer.

Huang et al. [7] investigated the effect of a dimple on the thermal performance.
They concluded from their study that an optimized arrangement of dimples with
the right size is necessary to achieve better heat transfer. In view of the foregoing
discussion, the present study is devoted to study the effect of location of a single
protrusion on a concave surface to determine the desired position for inclusion of
protrusion for the purpose of heat transfer augmentation.

2 Methodology

2.1 Physical Model

In spite of the fact that the leading edge of gas turbine is not of circular shape, the
use of circular profile is regarded to be the best model for the objective of specifying
the geometric parameters. With this view, the present modelling is done on semi-
circular concave surface. The present work focuses on evaluating and comparing
numerical simulations of the heat transfer characteristics of jet impingement cooling
from smooth and protruded semi-circular concave plate at various Reynolds number
and curvature ratio. For the purpose of validation, some of the dimensions of geom-
etry are based on the numerical study of Yang et al. [8]. The geometrical model
used in simulation for present study is shown in Fig. 1. Two-dimensional uniformly
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Fig. 1 Computational model
used in the present study

heated (T = 335 K) smooth semi-circular concave plate (D = 160 mm) is cooled
by perpendicular jet impingement by a circular nozzle (d = 2 mm) at the centre of
plate. The velocity of air jet coming out from nozzle is specified such that Reynolds
number falls in the required range (5000 < Re < 50,000) at an atmospheric temper-
ature of 300 K. The same computation is repeated with slight modifications in the
concave plate geometry. The smooth semi-circular concave plate previously assumed
is modified by adding a circular protrusion (diameter of protrusions: 2–5 mm).

2.2 Computational Details

Because of symmetry, a two-dimensional computational model is chosen for the
present investigation. The governing equations are the Reynolds averaged continuity,
momentum and energy equation. The turbulence model is selected after comparing
available reports on jet impingement with present numerical simulation as discussed
in validation in the later section. The SST k-ω model is chosen to investigate
jet impingement cooling as studies in the past have proved that for jet impingement
study on concave surfaces, the best compromise between accuracy and solution speed
can be obtained with this model.

The fluid flow is assumed to be steady and incompressible with constant fluid
properties. The flow is fully developedwith a turbulence intensity of 5%and turbulent
viscosity of 10. Viscous dissipation and buoyancy effects are neglected.

Finite volume-based solver Fluent 16.1 is used to carry out two-dimensional
steady-state simulation. All equations are solved by pressure-based solver by using
second-order upwind scheme for discretization. Semi-implicit method for pressure
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Table 1 Boundary
conditions employed in the
present study

Location Variables Values

Inlet pipe Temperature Reynolds
number

300 K
5000–50,000

Impingement plate Constant temperature 335 K

Pipe wall Heat flow Insulation

Outlet pressure Pressure outlet

Fig. 2 Mesh adopted in present study

linked equation (SIMPLE) algorithm is used. The convergence of solution is consid-
ered when sum of the scaled residuals falls below 10–4 for momentum, continuity
and turbulence equation and 10–7 for energy equation.

The two-dimensional model used for present computational study is shown in
Fig. 1 and the boundary conditions are described in Table 1. Meshing is done in
Ansys Workbench 16.1. Finer meshes are used near the jet pipe surface and the
concave surface as shown in Fig. 2. For all cases considered, the maximum wall Y+
was maintained to be less than 1.

2.3 Validation of Results

The present numerical model is validated with the experimental results of Yang et al.
[9] for H/d = 3 and several values of Reynolds number and the results are shown
in Fig. 3. From the figure, it is seen that there is a good agreement between present
study and experimental results of Yang et al. [9]. The slight deviation (4.7%) may be
because of round off and experimental errors. Different sizes of mesh were chosen
to carry out a grid independence study. Simulations on grid with 92,000 and 0.17
million nodes showed grid independence for single and multiple protrusions over a
concave surface, respectively.
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Fig. 3 Numerical validation of present study

2.4 Background of Present Study

Smooth (d= 0) and various sizes ofmultiple (N = 21) semi-circular protrusionswere
considered over a concave surface for the jet impingement study. Figure 4 represents
behaviour of heat transfer with variation in dimension of protrusion. It is observed
that smooth plate corresponding to d = 0 mm gives the highest heat transfer and
all the sizes of protrusions fail to enhance heat transfer compared to smooth plate.
It was expected that protrusions would enhance heat transfer because of increase
in surface area and turbulence but the reverse happened. The local Nusselt number
plot in Fig. 5 shows that protrusions are helpful in the augmentation of local Nusselt
number. Keeping this in mind, the behaviour of single protrusion at various positions
on the concave plate is studied to determine the desired location of inclusion of
protrusion for heat transfer augmentation.

Fig. 4 Variation of local Nusselt number over a concave surface
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Fig. 5 Variation of heat transfer with location of protrusion

3 Results and Discussion

A comparison of actual heat transfer results with the amount of heat being released
after the impingement effect may throw more light on the physics of the problem.
Nusselt number being non-dimensional number can be misleading as it does not
incorporate the increase in surface area.

3.1 Effect of Heat Transfer with Location of Single
Protrusion

Figure 5 shows the variation of heat transfer with the location of single protrusion
over concave surface for different diameters of protrusion. For most of the cases,
protrusions are helpful only when 50° < θ > 70°. It is noticed from Fig. 6 that two
counter rotating vortices are formed for all the locations of the protrusion. For θ =
57° and 10°, the vortices are located at the edge of plate but the strength of vortices is
lower for θ = 57° contributing to heat transfer augmentation. However, for θ = 70°,
the vortices are stable, generating less mixing and turbulence and thereby resulting
in lower heat transfer.

3.2 Curvature Ratio on Heat Transfer

Figure 7 represents the variation of heat transfer with two different dimensions of
plate. It is seen that for the same curvature ratio the geometrical dimension of plate
and the jet influence the impingement heat transfer. A lower jet diameter results in
lower heat transfer because of lower jet momentum and energy. The curvature of the



Optimization of Protrusions for an Impinging … 123

Fig. 6 Velocity streamline for H/d = 3, Re = 6461, dp = 3 mm at various location on a plate of
D = 260 mm

Fig. 7 Velocity streamline for H/d = 3, Re = 6461, dp = 3 mm at various location on a plates
with D/d = 130
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Fig. 8 Velocity streamlines for D = 160 mm, d = 1.23 mm, θ = 10°

plate also affects the heat transfer. A larger curvature (D= 260mm) shows symmetric
streamlines with single protrusion (Fig. 6b), whereas for a smaller curvature (D =
160 mm), the effect of protrusion is showing more asymmetry in streamlines as seen
in Fig. 8.

3.3 Optimization of Multiple Protrusions

The optimization is carried out using genetic algorithm for determining the effective
angle and diameter of the protrusion at which the heat transfer is maximum. The
objective function created by nonlinear regression is:

maximize : y = − 1.822− 9.751× 10−4x1 + 0.156x2 − 1.987× 10−4x1x2

+ 4.201× 10−6x21 − 1.713× 10−2x22

where x1 and x2 are angle and diameter of protrusion, respectively. Through the
optimization procedure, the optimum set of conditions turns out to be of 1660.6 W
for θ = 78.1° and d = 2.01 mm.

Based on the optimum effective location of protrusions, multiple protrusions are
placed at desired location as given in Table 2. For particular case, it is seen that
multiple protrusions at desired location always give higher heat transfer compared
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Table 2 Position of
protrusions and its
corresponding heat transfer
values for 2 mm diameter of
protrusion

S. No. θ Heat transfer (W)

1 smooth 1591.8

2 ±(45°, 50°,55°) 1756

3 ±(50°, 53°, 56°) 1660.8

4 ±(60°, 65°, 70°, 75°) 1670

5 ±(68°, 73°, 78°) 1666.5

6 ±(65°, 69°, 73°, 77°) 1666.6

to the smooth surface. However, more detailed studies are required to generalize this
conclusion and full solution space has to be searched.

4 Conclusions

Based on detailed numerical solutions of heat transfer froma circular jet impinging on
a concave surface, it is seen that random location of protrusions throughout a concave
surface may not necessarily increase the impingement heat transfer. Analysis of heat
transfer by considering only single protrusion at various locations of the plate must
be done to determine the desired position of allocation of protrusions to achieve the
highest heat transfer. The curvature ratio of a protruded plate also plays a vital role
in the impingement heat transfer.
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Numerical Analysis on a Selection
of Horn Material for the Design
of Cylindrical Horn in Ultrasonic
Machining

Guddakesh Kumar Chandan and Chinmaya Kumar Sahoo

Abstract Ultrasonicmachining is one of the advancedmachining processes, utilized
for machining hard and brittle materials viz. ceramics, glass, titanium–aluminium
composites, etc. for drilling operation with high precision. Horn is one of the impor-
tant components in the ultrasonic machining process, which transfers longitudinal
vibration from the transducer to the tool end. The present investigation considers
the design of a simple three-dimensional cylindrical horn using different materials
(aluminium, titanium, steel, stainless steel and mild steel) in dynamic conditions.
COMSOL multiphysics, a finite element software, is used to investigate the effect of
the materials on the horn performance. The results are presented in terms of ampli-
tude, mode shape, and von Mises stress. The analysis results showed that aluminium
is one of the suitable materials for horn design followed by titanium, steel, stainless
steel, and mild steel. The aluminium horn showed a high amplitude of vibration at
the horn end (20.12 μm) at the frequency of 18,445 due to the low damping coeffi-
cient. Other materials titanium (12.266μm), steel (7.134μm), mild steel (7.036μm)
and stainless steel (6.145 μm) have also shown reasonable amplitude at appropriate
applied natural frequency.

Keywords Ultrasonic horn · COMSOL multiphysics · Modal analysis

1 Introduction

The recent development of hard, tough, and brittle materials for aerospace automo-
tive, textile,medical, etc. industries creates challenges for themanufacturing industry.
The hard and heat resistantmaterial and brittlematerials show difficulty inmachining
using a conventional machining process. Advanced machining processes are the
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most suitable for machining the hard and brittle material. Ultrasonic machining
(USM) is one of the preferred methods for machining hard and brittle material due
to its high accuracy and surface finish. The USM process depends on the param-
eters like frequency, amplitude, the flow of abrasives, temperature and design of
horn. In USM, the horn is one of the major components used for transmission and
amplification of the ultrasonic vibration from the transducer to the cutting tool. The
machining process is largely dictated by the design and material of the horn. Amin
et al. [1] studied four types of horn geometry (cylindrical, conical, stepped, expo-
nential) for horn materials (Steel AISI-4063) and suggested that a new horn design
considering the upper end with hole and tooltip at the free end. The suggested horn
profile has an advantage in the case of material removal rate and safer working stress
over other horn profiles mentioned earlier [1]. Nad [2] studied dynamic characteris-
tics of the horn (amplification factors and natural frequencies) in the resonant state
for different geometrical shapes viz. cylindrical, tapered, exponential, stepped. The
study revealed that the efficiency and performance of ultrasonic machining systems
depend on the design of the horn [2]. Rani et al. [3, 4] investigated the effect of horn
geometry (i.e. cylindrical, Gaussian, catenoid, stepped, bezier) on the generation of
von Mises stresses and amplitude during ultrasonic welding. Bezier profile horn has
shown a high amplitude within the permissible stress limit. They further designed
and experimentally tested horn for ultrasonic welding; the results showed that the
titanium horn achieved high amplitude with a low rise in temperature compared to
aluminium, mild steel, and stainless steel horn [3, 4]. Roy et al. [5] concluded that
circular hollow horns made with titanium showed better magnification factors and
lower stress compared to conical and exponential horns. Lin [6] studied ultrasonic
sinusoidal horns made up of hard aluminium. He further studied movement of sinu-
soidal horn in the torsional and longitudinal direction. The result reveals about the
sinusoidal horn had a large mechanical amplitude [6]. Lin et al. [7] purposed an
adjustable longitudinal step-type ultrasonic horn using aluminium alloy. The author
used a non-traditional way to improve the steeped Al alloy horn performance by
varied the electric impedance and location of piezoelectric material [7]. Rosca et al.
analysis [8] designed and characterized by an axisymmetric ultrasonic horn using
steel. It had the specific working frequency, nodal point position, and amplification
factor. The designed ultrasonic horn showed a frequency of around 19,900Hzwith an
amplification factor at 5. Results revealed that the purposed horn has higher accuracy
in terms of placing of nodal points which altogether help in the better analysis [8].
Wang et al. [9, 10] developed a bezier profile horn using stainless steel for the cutting
process. The design showed a reduction of penetration force during cutting material
with high displacement [9, 10]. Nguyen et al. [11] studied different horn geometry
(i.e. stepped, catenoidal, bezier, ounbs, nurbs) made up of stainless steel for ultra-
sonic welding. The joints welded by the bezier horn had maximum bonding strength
while comparing with the catenoidal and stepped horn [11]. Seah et al. [12] designed
conical and stepped horns using the empirical equation. The experimental results
revealed that stepped horns suffer from stress concentration [12]. Xiao et al. [13]
designed and manufactured an ultra-long horn using titanium alloy for machining
deep hole parts with 1/2 wavelengths. For design, the four-terminal network method
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is used and calculates the transition of different geometric horn studied cases viz.
conical and sinusoidal. Their results showed that resonant frequency, width, stiffness
for the conical case are larger. In the case of a sinusoidal horn, the vibration frequency
is stable and has higher magnification [13]. Fu et al. [14] designed a barbell horn
operated at full wavelength longitudinal vibration. Full wavelength horn is helpful
to improve in the transfer of the acoustic energy of the ultrasonic oscillatory system
operated in the longitudinal vibrational mode and obtained the resonance frequency
equations [14]. Xu et al. [15] designed a cup-shaped horn with wavelength with the
consideration of natural frequency equations. It revealed that the cup-shaped horn has
a distinctive equivalent circuit with good vibrational performance. The horn showed
a high amplitude of the operating mode with uniformity of amplitude at the working
surface [15]. Kumar et al. [16] studied about free vibration response of laminated
composite and sandwich shell model based on higher-order zigzag theory (HOZT).
The proposed FEM satisfies the inter-laminar shear stress, hence most suitable to
model sandwich shells along with composite shells [16]. Anish et al. [17] inves-
tigated the influence of openings and additional mass on free vibration analysis of
laminated composite sandwich skew plates using improved higher-order shear defor-
mation theory (IHSDT). FE model based on IHSDT has been coded in FORTRAN
[17].

Numerous studies have been done on ultrasonic horn design and material.
Research groups have studied the effect of ultrasonic vibration on limited materials.
An attempt has been made to analyze the characteristics of different horn materials at
similar conditions using the finite element method. The numerical analysis provides
a clear view of the effect of horn material on longitudinal displacement, von Mises
stress, and frequency. For the current analysis, a simple cylindrical horn has been
selected. The cylindrical horn can be easily manufactured and it is easy to modify the
existing design of cylindrical horn, which makes it a preferred choice in industrial
applications.

2 Numerical Analysis

A cylindrical horn of diameter 17.5 mm and length 130 mmwas developed as shown
in Fig. 1. The structural and harmonic response of the cylindrical horn model was
analyzed using a commercial finite element analysis software (COMSOL multi-
physics). To study the effect ofmaterial on the ultrasonic horn, five differentmaterials
viz. aluminium, titanium, mild steel, stainless steel, and steel were considered. The
different properties of the material are tabulated in Table 1. The relationship between
Young’s modulus (E) and density (δ), speed the sound (Cc) can be represented as Cc
= (E/δ)1/2.

Following assumption are considered for the numerical analysis of cylindrical
horn.

i. The material is assumed to be linearly elastic in nature.
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Fig. 1 Ultrasonic horn and its components and cylindrical model (meshed) used for numerical
analysis

Table 1 Properties of the different horn materials

S. No. Material Density (kg/m3) Young’s
modulus

Poisson’s ratio Speed of sound
(m/s)

1 Aluminium 2740 74.5 0.33 5215

2 Titanium 4430 114 0.34 5073

3 Steel
(AISI-4063)

7800 210 0.33 5064

4 Mild steel 7870 205 0.29 5104

5 Stainless steel 7900 200 0.3 5032

ii. Displacement amplitude is equal to the wavelength of the horn.
iii. Horn motion is irrotational.
iv. The walls of the horn are perfectly rigid and smooth.
v. The effect of forces like viscosity, gravity, external force, and friction has not

considered.
vi. The horn was subjected to a frequency range of around 18–20 kHz.

2.1 Governing Equation

The governing equations are used that have been numerically solved can be expressed
as:

Equation of motion for free vibration,

M B Ku 0ü ů+ + = (1)

M,B,K, u, ů, ü denotes inertial force, damping force, stiffness, displacement, velocity,
and acceleration, respectively.

For natural frequency in the object,
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−ρω2u = ∇.S (2)

ρ,ω, S, u indicates the density of thematerial, angular frequency, stress, displacement,
respectively.

For the travel of frequency in the wall of the following equation used,

∇.

(
− 1

ρc
(∇Pt − qd)

)
− K 2

eqPt

ρc
= Qm (3)

ρc, Pt , qd , Keq, Qm shows the density of the material, total pressure, dipole domain
source, wavenumber used in the equation, monopole domain source, respectively
[18, 19].

2.2 Boundary Condition

The boundary conditions used to solve Eqs. (1)–(3) are summarized as follows:

i. Horn is assumed to be rigidly fixed with transducer end.
ii. Boundary normal component of velocity and acceleration is considered as zero,

i.e.

−n.

(
− 1

ρc
(∇Pt − qd)

)
= 0

iii. The damping of the materials considered zero.
iv. A frequency amplitude is applied at the transducer–horn interface.

2.3 Numerical Solution Methodology and Mesh Quality
Evaluation

A commercial finite element analysis software (COMSOL multiphysics) was used
to solve the governing Eqs. (1)–(3) along with the boundary conditions of cylindrical
horn made of different materials. Prior to detailed modal analysis, a mesh sensitivity
evaluation is conducted for the present study. The free tetrahedral mesh is gener-
ated for the entire present geometry. Mesh size varied between 5505–43,490, for
analysis to check the effect of meshing and find the correct size of the mesh for the
analysis. The effect of mesh size and displacement of the horn (amplitude of vibra-
tion) subjected to ultrasonic frequency has been shown in Table 3. The corresponding
results are presented in the form of a graph in Fig. 2. The present study is divided into
two studies. One is to find natural frequency of cylindrical horn. The computational
time taken for first study is 478 s. Another one is to determining amplitude and von
Misses stress for cylindrical horn. The computational time taken for another study is
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Fig. 2 Variation of amplitude with the number of elements

144 s. There was 12 different mesh used for the selection of the size of mesh element
over 5 different materials. There is a sharp drop in result for the mesh elements 5505–
21,428 due to increase in mesh elements. The results also showed minimization of
error by increasing the mesh element size (in between 40,158 and 43,490), the error
in the 0.004% error with the increase in the number of mesh elements from 40,158
to 43,490. However, the increase in the number of elements enhances the computa-
tion time. A trade-off is finalized between computational accuracy and computational
time. As a result, the number of domain elements, boundary elements, edge elements
are selected as 40,158, 2980, 204, respectively. Furthermore, the maximum element
size i.e. 3.7 mm is considered for the entire domain of cylindrical horn. Shear locking
is avoided in present work by using finer element meshes using mixed interpolated
tensorial components (MITC) schemes [20].

2.4 Model Validation

The correctness of the numerical study has been validated by comparing the results
of the present study (Al horn design) with earlier published research papers under
similar conditions [3]. Figure 3 shows the amplitude and von Misses stress obtained
for aluminium horn compared with earlier studied. A negligible difference in results
can be obtained.
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Fig. 3 Comparison of
displacement amplitude and
von Mises stress with a
previous study [1]

3 Result and Discussion

In this study, the effect of the different material configuration of the cylindrical horn
is numerically analyzed. Five different materials are carried out for investigation
viz. aluminium, titanium, stainless steel, mild steel, and steel. The natural frequency
of the materials varied around 18–20 kHz. The results are in the form of dynamic
conditions for horns in the modal analysis are presented in the subsequent sections
as shown in Table 2.

3.1 Modal Analysis

The natural frequency of the horn is deduced from themodal analysis where different
mode shapes are generated by a mechanical system at a specific frequency due to
the specific pattern of vibration which is shown in Table 3 and Fig. 4. Table 3 clearly
shows that the natural frequency of the horn completely depends on thematerial prop-
erties which varies between 18,445 and 19,354 Hz for aluminium, steel (AISI-4063),
mild steel, and stainless steel. It would be observed that the horn made of aluminium

Table 2 Dynamic analysis results like natural frequency, amplitude, and von Mises stress of
different horns materials

S. No. Material Natural frequency
(Hz)

Amplitude (μm) von Mises stress
(MPa)

1 Aluminium 18,445 20.12 40.092

2 Titanium 19,512 12.266 40.478

3 Steel (AISI-4063) 18,354 7.134 40.091

4 Mild steel 18,332 7.036 41.005

5 Stainless steel 19,354 6.145 40.905
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Table 3 Different mode shapes and respective frequencies (Hz) for aluminium, titanium, steel,
mild steel, stainless steel

Material Mode shape (1) Mode shape (2) Mode shape (3) Mode shape (4)

Aluminium 17,706 18,445 20,058 28,893

Titanium 14,452 19,512 22,690 23,606

Steel (AISI-4063) 17,619 18,354 19,477 28,751

Mild steel 17,402 18,332 19,631 28,444

Stainless steel 18,003 19,354 28,001 28,972

(a). Mode Shape (1) 

(c). Mode Shape (3) 

(b). Mode Shape (2) 

(d). Mode Shape (4) 

Fig. 4 Different mode shapes of cylindrical shaped aluminium horn at different eigen frequency

showed the high amplitude of vibration, i.e. maximum displacement of 20.12 μm at
the end of the horn. Similarly, titanium showed amplitude about 12.266 μm, mild
steel, and stainless steel shows the amplitude of 7.036 and 6.145 μm, respectively,
at the end of the horn. The von Mises stress developed in these materials is around
40 MPa. The aluminium showed better behaviour of ultrasonic wave transfer and
high amplitude at the end of the horn. However, the selection of the material for
horns is also on mode shape. Mode shape for the Al horn showed (Fig. 4a–d) that
close to natural frequency, i.e. at 18,445 Hz (mode shape 2). The numerical simula-
tion showed that the improper axial movement is observed for the aluminium horn
especially for mode 1, 3 and 4 (refer Fig. 4). Similar results are also observed for
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material made of titanium, stainless steel, and mild steel. Effect of mode shape for
Al has already reported by earlier published articles.

3.2 Harmonic Analysis

From the base end of the transducer, frequency is applied at the top of the horn.
The analysis indicates (from the mode shape) that there is a flow of frequency from
the top end to the bottom end of the horn uniformly at its natural frequencies. The
amplitude of vibration gradually increases along the axis of the horn approaches
to a minimum and again increases reach to the maximum at the lower part of the
horn due to that there is a formation of wave shape in the horn. It is due to the
wavelength of the horn which travels between horns [2]. It is also shown that the
amplitude of vibration around 20.12, 12.266, 7.134, 7.036, 6.145μm for aluminium,
titanium, steel, mild steel, and stainless steel, respectively, at the bottom portion of
the horn. The variation in the amplification factor is due to the relationship between
the density of the material and Young’s modulus of the materials [4]. The von Mises
stress depends upon the geometrical shape of the horn, and in this study, a simple
cylindrical horn is considered. von Mises stress depends upon yield stress of the
material, and since in this horn there is the load applied axially, there is the very
minute difference between von Mises stress upon different materials. Generally, von
Mises stress is considered when complex loading applies throughout the system.

4 Conclusion

The present work showed that the simple cylindrical horn made of aluminium,
titanium, stainless steel, and mild steel can be successfully utilized for ultrasonic
frequency transmission. The increase in the amplitude of the vibration at the end
portion of the cylindrical horn provides the opportunity to use it for ultrasonic
machining, welding, etc. The result of the numerical analysis can be considered
as follows:

I. Aluminium is observed to be one of the best material amongmild steel, stainless
steel, titanium due to high amplitude at the end of the horn.

II. Mode-shaped analysis confirms that for aluminium mode2 (frequency: 18,845)
found to be suitable. In other modes, the proper longitudinal transmission of
the vibration has not occurred. The improper flow of the frequency makes the
horn unsuitable for utilization.

III. The amplitude at the end of the horn is observed to be 20.12, 12.266, 7.134,
7.036, and 6.145 for aluminium, titanium, steel, mild steel, and stainless steel,
respectively. The aluminium horn showed is the high amplitude of vibration
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due to its low damping coefficient and followed by titanium, steel, mild steel,
and stainless steel.
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Emission Studies on a Diesel Engine
Fueled with Mixed Biodiesel Produced
from Non-edible Oils

Bhabani Prasanna Pattanaik, Chandrakanta Nayak, and Rahul Dev Misra

Abstract Over exploitation of fossil-based fuels for energy has given rise to
serious issues like environmental degradation and global warming. Replacement
of petroleum-based fuels with biofuels, such as vegetable oils, biodiesels, etc. has
drawn the attention of researchers in order to address the a fore-mentioned issues in
recent years. The present experimental investigation aims to producemixed biodiesel
(MXBD) from a mixture of three non-edible oils, viz. jatropha, karanja, and mahua
and its application in a compression ignition engine to study the engine performance
and exhaust emission behaviors. Results showed that MXBD exhibited superior
engine performance and emissions over diesel, jatropha biodiesel (JBD), karanja
biodiesel (KBD), andmahua biodiesel (MBD). Brake thermal efficiencywithMXBD
was greater compared to diesel and other biodiesels, whereas brake specific energy
consumptionwithMXBDwas lesser than other biodiesels and a littlemore than diesel
at all engine loads. CO,HC, and smoke emissionswere lowestwithMXBDcompared
to all other considered fuels at entire engine loads. NOx emissions withMXBDwere
found to be marginally higher than those with other test fuels. Thus, the present work
establishesMXBDas a better alternate fuel option for diesel engines over JBD,KBD,
and MBD in terms of both engine performance and exhaust emissions.

Keywords Diesel engine · Engine performance · Exhaust emissions ·Mixed
biodiesel · NOx emissions
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1 Introduction

The worldwide concern for depletion of fossil fuels, environmental pollution,
increasing fuel prices, and climate change has led to intensive search for alterna-
tive fuels. At present, attention is being focused on development of renewable and
clean burning fuels. Use of biofuel in engines has been an emerging technology in
the past few years owing to its inherent characteristics, such as biodegradability, non-
toxicity, and lower exhaust emissions [1]. In this context, biodiesel ormethyl/ethyl
ester derived from straight vegetable oils (SVO) and animal fat via trances terification
is regarded as a bio-degradable, non-toxic, and environment-friendly alternative fuel
for diesel engines.Biodiesel is low in sulfur and aromatics content and is comprised of
oxygen in its molecular structure [2]. Combustion of biodiesel leads to lesser carbon
monoxide (CO), unburned hydrocarbons (HC), sulfur dioxide (SO2) and particulate
matter (PM)emissions in contrast to diesel [2–4]. Further, its improved cetanenumber
leads to better combustion in compression ignition (CI) engines. However, biodiesel
shave poor low-temperature properties, such as relatively higher cloud and pour
points, and their combustion might release higher nitrogen oxides (NOx) emissions
[5, 6]. Thus, biodiesels can be used as blends in CI engines minus any engine alter-
ations. However, properties of the blends must be compatible with the international
biodiesel standards, i.e., EN14214+A1 and ASTM 6751-12 [7]. Else, it may cause
serious damage to the engine components, such as fuel injector and filter choking
and plugging, corrosion of fuel flow components, increased carbon deposits, etc [8].
Thus, biodiesel production from non-edible sources may be an effective solution to
address the concerns related to the uses of petroleum diesel fuel. Many researchers
have published substantial number of research articles on successful use of biodiesel
produced from non-edible sources as fuel in CI engines [9–11]. However, the limited
availability of non-edible vegetable oil sources for making of biodiesel in various
regions across the globe raises questions over its commercial production.

Arunprasad and Balusamy [12] conducted the performance and emission study on
a CI engine run with mixed biodiesel produced from four non-edible SVO sources,
namely Jatropha Curcas, Pongamia Pinnata, Thevetia Peruviana, and Azadirach-
taIndica. As reported by them, the mixed biodiesel exhibited comparable engine
performance along with lesser HC, CO, and smoke emissions besides little higher
NOx emission in contrast to diesel fuel. Khan et al. [13] used mixed biodiesel
produced from castor and karanja oils as blended fuel in a CI engine and reported
decline in CO, CO2, HC, NOx, and smoke emissions with rise in percentage of
biodiesel in the fuel blends. Mishra and Nayak [14] investigated on the application
of post-mixed biodiesel blends, produced from karan ja and mahua SVO sources,
in a turbo charged direct injection (DI) diesel engine and revealed that the post-
mixed biodiesel blends displayed significantly lower HC, CO, and smoke emissions
along with comparable engine performance at the cost of marginally higher NOx
and CO2 emissions. Likewise, lesser HC, CO, and smoke emissions accompanied
bymarginally increasedNOx emissionswere reported byÖztürk [7], who studied the
use of mixed biodiesel, derived from canola oil and hazelnut soap stock sources, as a
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blended fuel in a CI engine. In the present work, efforts weremade to study and estab-
lish the use of mixed biodiesel fuel, derived from various non-edible SVO sources,
as a prospective alternative fuel for CI engine applications. Further, the present work
features a few novelties that are highlighted in the subsequent sentences. Produc-
tion of biodiesel from purely non-edible sources nullifies the possibilities of food
versus fuel controversy. Establishment of non-edible mixed vegetable oil as a poten-
tial source for biodiesel production successfully addresses the feedstock availability
issues. Lastly, the economy of biodiesel production process is improved as low-cost
non-edible sources can be used for preparation of mixed vegetable oil as a source for
biodiesel production.

2 Materials and Methods

Three different non-edible SVOs, namely Jatropha, Karanja, and Mahua were
selected for production of biodiesel. All the three selected SVOswere initially filtered
and then thoroughly mixed in equal volume proportions to prepare a mixture of non-
edible SVOs named as mixed SVO. A specified quantity of mixed SVO was fed
into the biodiesel reactor along with measured quantities of methanol (CH3OH) and
potassium hydroxide (KOH). Transesterification reaction of the mixed SVO was
then carried out at 60 °C for a period of 1 h. After the reaction time is over, the reac-
tion was stopped by switching off the heater and the stirring motor and the reaction
product was allowed to settle down inside the reactor for a period of four hrs. After
the settling time ended, the methyl ester or biodiesel produced was collected, water
washed, and dried to obtain pure biodiesel. The biodiesels produced from mixed
SVO, Jatropha, Karanja, and Mahua oils are referred as MXBD, JBD, KBD, and
MBD, respectively. Fuel characterization for all the developed biodiesels and diesel
was carried out following standard ASTM methods and the results are displayed in
Table 1.

Table 1 Fuel properties

S. No. Properties Diesel MXBD JBD KBD MBD ASTM standard

1 Density at 20 °C,
kg/m3

835 848 852 865 878 D4052

2 Kinematic viscosity at
40 °C, cSt

2.67 4.36 4.45 4.73 5.02 D445

3 Flash point, °C 71 145 152 158 172 D93

4 Calorific value, MJ/kg 44.58 41.8 41.6 40.75 39.35 D240

5 Cloud point, °C 6.6 10.8 11.2 11.8 12.5 D2500

6 Pour point, °C 3.2 4.8 4.9 5.4 6.2 D97

7 Cetane index 49 54.5 54 51 50.5 D4737

8 Ash content, % 0.001 0.004 0.005 0.007 0.007 D976



140 B. P. Pattanaik et al.

F1: Fuel flow measuring sensor, F2: Airflow measuring sensor, PT: Pressure sensor, 
W: Load, N: rpm pick-up and crank angle encoder 

Fig. 1 Schematic diagram of the test engine setup

A computerized four-stroke single-cylinder water-cooled DI diesel engine was
used for engine experiments using the prepared test fuels. The test engine was
attached to an eddy-current dynamometer for applying loads on the engine. The
exhaust line of the test engine was appropriately reformed and attached to the AVL
Digas 444 exhaust emission analyzer and AVL 437 smoke meter for estimation of
various emission parameters. The fuel supply line was attached with two distinct
fuel tanks for the supply of diesel and biodiesel fuels. The fuel flow and airflow
rates were measured through an optical sensor and pressure transducer, respectively.
Thermocouples were used to know the inlet air, exhaust gas, and cooling water
temperatures. A schematic diagram displaying all the main components of the test
setup is displayed in Fig. 1. Further, the systematic technical specifications of the
test engine are described in Table 2.

3 Results and Discussion

3.1 CO Emissions

It is observed that the CO emissions for the entire test fuels and diesel gradually
decrease from zero load up to 85% load and then tend to increase at a sharp rate
up to full load which may be ascribed to the fact that as the load increases, better
turbulence is achieved which inturn results in better mixing and availability of more
oxygen leading to better combustion and reduced CO emissions . However, increase
in load beyond 85% leads to increased fuel injection, formation of rich mixture, and
availability of less oxygen. These factors cause incomplete combustion and higher
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Table 2 Technical specifications of the test engine

S. No. Particulars Specifications

1 Make and model Kirloskar AV-1

2 Engine type Computerized single-cylinder 4-stroke DI diesel engine

3 Max. power 5.2 kW

4 Max. speed 1500 rpm

5 Compression ratio 17.5

6 Bore × stroke 110 mm × 87.5 mm

7 Swept volume 661 cc

8 Injection pressure 220 bar

9 Injection nozzle opening 23°bTDC

10 Dynamometer Eddy-current type

CO emissions up to full load. The lowest CO emissions for all the fuels are observed
at 85% load. All the biodiesels showed lower CO emissions in comparison with
diesel at all loads, which is credited to the existence of oxygen in biodiesels leading
to better combustion and lower CO emissions. MXBD showed lowest CO emissions
at all engine loads owing to its lower viscosity, higher calorific value, higher cetane
index, and superior combustion. The CO emissions with MXBD are observed to be
23.8%, 7.2%, 14.3%, and 16.7% lower than that with diesel, JBD, KBD, and MBD,
respectively, at 85% load (Fig. 2).

3.2 HC Emissions

Results showed that the HC emissions decrease with rise in load until 85% and then
follow an increasing trend until full load. With increase in engine load, increased
turbulence is achieved which is responsible for better mixing of the fuel and better
combustion leading to lower HC emissions. Higher HC emissions at lower loads is
because of poor combustion owing to poor mixing and lower cylinder temperatures.
On the other hand, beyond 85% load incomplete combustion takes place due to
formation of rich mixture as a result of increased fuel injection and availability of
less oxygen. All the biodiesels exhibited lower HC emissions in comparison with
diesel at all loads. This is credited to the existence of oxygen in biodiesels and their
higher cetane index, which is accountable for improved combustion and reduced
HC emissions [15]. Further, among all the biodiesel fuels, MXBD showed lowest
HC emissions at all loads. This is attributable to the higher calorific value, higher
cetane index, and lesser viscosity of MXBD over other biodiesels leading to better
combustion and reduced HC emissions. At 85% load, the HC emissions withMXBD
are 30.8%, 8.1%, 16.3%, and 18.5% lower than that with diesel, JBD, KBD, and
MBD, respectively (Fig. 3).
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Fig. 2 Variation of CO emissions with load

3.3 NOx Emissions

It is observed that NOx emissions for all the fuels increase with rise in load.With rise
in load, the inside cylinder temperature also rises leading to increasedNOxemissions.
The highest NOx emissions were recorded at full load conditions. In addition, all
the biodiesels exhibited higher NOx emissions in comparison to diesel at all engine
loads. The probable cause for increased NOx emissions with biodiesels, compared
to that with diesel, could be the reduced ignition delay and early commencement of
combustion owing to their large value of cetane index and presence of oxygen. The
same increases the premixed combustion period resulting in an extended residence
time of higher temperature within the engine cylinder [16]. The NOx emissions with
MXBD are observed to be marginally higher than other biodiesels at all loads. The
probable cause for the same may be the higher calorific value and greater cetane
index of MXBD, over the other biodiesels, resulting in shortest ignition delay and
earliest start of combustion leading to highest in-cylinder temperatures and higher
NOx emissions. At 85% load, theNOx emissionswithMXBDare found to be 7.56%,
0.6%, 1.13%, and 1.3% higher than those with diesel, JBD, KBD, andMBD, respec-
tively. Similarly, the NOx emissions with MXBD are observed to be 8.87%, 0.86%,
1.6%, and 1.93% higher than those with diesel, JBD, KBD, and MBD respectively,
at full load conditions (Fig. 4).
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Fig. 4 Variation of NOx emission with load

3.4 Smoke Emissions

Smoke or soot is mainly composed of carbon particles.It is noticed that smoke
opacity attains higher value with upsurge in engine loading for all the considered test
fuels. With rise in load, the rate of fuel injection increases, which results in inade-
quate mixing and incomplete combustion, thereby leading to greater smoke or soot
formation [7]. Lower smoke opacity with biodiesels shows improved combustion of
biodiesels because of their higher cetane index and oxygen content [14]. Another
reason to the lower smoke opacity with biodiesels is their lesser carbon to hydrogen
proportion, which leads to reduced soot creation. The observed smoke opacity trend
is in agreement with the existing literature [12, 14].The smoke opacity with MXBD
is found to be lowest among all the biodiesels, which is credited to its higher cetane
index, greater calorific value, and low viscosity resulting in better combustion. The
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Fig. 5 Variation of smoke opacity with load

smoke opacity with MXBD is 31.8%, 5.4%, 13%, and 13.8% lower than those with
diesel, JBD, KBD, and MBD, respectively. Similarly, at full load, the same with
MXBD is found to be 25.7%, 3.6%, 5.2%, and 8.3% lower in comparison to diesel,
JBD, KBD, and MBD, respectively (Fig. 5).

4 Conclusions

The primary conclusions of the present experimental investigation drawn through a
painstaking analysis of the obtained results are summarized below .

• All the considered biodiesels exhibit lower exhaust emissions as HC, CO, and
smoke opacity in contrast to diesel at all engine loads.

• The NOx emissions for biodiesels are little higher at all loads in contrast to diesel.
• MXBD exhibited excellent fuel properties among all the prepared biodiesels.
• TheHC, CO, and smoke emissions withMXBD are significantly lower in contrast

with diesel, JBD, KBD, andMBD. However, the NOx emissions with MXBD are
observed to be marginally higher than that with other considered biodiesels.
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Recent Advancement in Electromagnetic
Forming Processes
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Abstract Electromagnetic forming (EMF) is a contactless forming process where
electromagnetic forces are applied to achieve the required deformation. It is also
called as a pulsed magnetic forming technology where the main driving force is
Lorentz force. Generally, EMF is used to deform highly conductive materials where
tubes or sheets are expanded or compressed and magnetic forces are used to shape
or join or cut the materials. It is a high-speed, high-energy rate forming process. As
it involves a high strain rate, therefore, with the use of it the forming limits of several
materials can be extended. In this paper, the EMF processes are reviewed by consid-
ering the recent advancements in different applications of electromagnetic forming,
which includes perforation of tubes, crimping of tubes for different applications,
joining by forming of tubes for torsional applications, etc. The working principle
of different electromagnetic manufacturing techniques is explained. Based on this
survey, it is identified that the recent developments of the electromagnetic forming
research show a wide range of industrial applications. It can be commercialized to
have sustainable manufacturing technology.
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1 Introduction

In the metal forming process, external forces are applied on the metal in such way
that the stresses induced are greater than the yield stress and less than the ultimate
stress, so that the metal is experiencing plastic and permanent deformation to change
the shape. The external forces applied for the forming process is called deforming
force. Forming processes are classified into two types, conventional forming process
and high-energy rate forming processes. In high-energy rate forming processes, a
large amount of energy is applied for a very short interval of time. Many metals
tend to deform more rapidly under extra fast application of a load, which results
in the usefulness of these processes to deform large size parts out of most metals,
including those who are difficult to deform. The parts are deformed at a fast rate, so
these processes are called a high-speed rate or high velocity forming processes. The
electromagnetic formingprocess (EMF) is also a high-energy rate formingprocess. In
theEMFprocess, highLorentz forces are produced due to the interaction between two
magnetic fields. It is a high-energy system that can discharge its energy within a short
duration of time, and the conductive workpiece is driven into the die or free-formed
by magnetic pressure [1, 2]. The working principle is well explained by Maxwell
[3]. In early 1924, Kapitza is the first one who used magnetic forces to deform the
solid conductor [4]. After that Harvey and Brower explained the detailed working
principle as well as explained some application of process [5, 6]. Psyk et al. [7] in the
year 2011 did the extensive review of basic research on the principle of EMF as well
as the study related to the involvement of different process parameters. It is observed
that various applications of the EMF can be possible by various arrangements and
shapes of coil and workpiece. Very high velocities like about 250 m/s and high strain
rates in the range of 104 s−1 are observed. Due to the high strain rates, the mechanical
properties of thematerial can be improved compared to the conventional or low strain
rate forming processes.

In electromagnetic compression of the tube, the coil is placed around the tube,
and for electromagnetic expansion, the coil is placed inside the tube. These two
processes, as well as the electromagnetic expansion of sheet, are shown in Fig. 1. In
other applications, based on different requirements, various kinds of coil geometries
can be used. In the following review, the recent advancements and their working
principles are discussed. The focus of this review is set on the advancement in the
following processes,

• Electromagnetic forming.
• Electromagnetic joining by forming (crimping).
• Electromagnetic forming and perforation of tubes.
• Electromagnetic forming and perforation of sheets.
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Fig. 1 a EM compression of the tube, b EM expansion of tube and c EM expansion of the sheet

2 Working Principle of the Electromagnetic Forming
Process

The electromagnetic forming is based on the resonant circuit configuration. The
high magnetic pressure which is required to deform the electric conductive material
is obtainedwith the help of amagnetic pulse generator [8]. The schematic representa-
tion of electromagnetic forming is shown in Fig. 2where the electromagnetic forming
machine is represented by resistorRi, inductance Li, and capacitance C circuit. Here,
the coil is represented as a tool.

EMF system consists of a bank of capacitors, a workpiece, and a coil. The energy
is stored in the capacitor bank and it is discharged through the coil which produces
an alternative damped electric current in the coil. The magnetic field produced by
the coil induces the eddy current in the workpiece. The produced eddy current
flows through the workpiece and establishes another magnetic field around it. The
secondary magnetic field is opposite in nature which opposes the primary magnetic
field and causes deforms the workpiece. When charging voltage V is supplied to the
capacitor bank of capacitance C, the stored energy (E) in the capacitor bank is given
by,
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Fig. 2 a EMF circuit diagram and b reduced version of EMF circuit diagram

Ec(t) = 1

2
CV 2 (1)

The current flowing through the circuit canbedescribedby the following equations
[18],

Lc
∂ Ic(t)

∂t
+ M

∂ Ic(t)

∂t
+ Rc Ic + 1

C

∫
Ic(t)dt = 0 (2)

∂(Lw Iw)

∂t
+ ∂(MIc)

∂t
+ Rw Iw = 0 (3)

By solving the above equations with the initial conditions I (0) = 0 and L dI
dt (0) =

V gives following equation of current as a function of time,

I (t) = Ime
−βt sin(ωt) (4)

β = R

2L
, ω = 2π f =

√
1

LC
− β2 and Im = V

ωL
(5)

With Im is the maximum intensity of the current, ω is the angular frequency and β

is the damping coefficient. The electromagnetic phenomenon involved is taken care
by the following Maxwell’s equations,

∇ × H = J (6)

∇ × E = − ∂

∂t
B (7)

∇ · B = 0 (8)

J = γ E (9)
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B = μH (10)

where J is the current density, B is the magnetic flux density, E is the electric
field, H is the magnetic field, μ is the permeability and γ is the electric conductivity
of the material.

The Lorentz forces (F) can be calculated by the Eq. (11),

F = J × B (11)

3 Joining by Electromagnetic Forming

The electromagnetic crimping is a type of joining by the electromagnetic forming
process, which is used to join two metal tubes. In this process for joining, no other
material is used. Different types of fit joints can be possible by this process. The basic
physics is the same as the electromagnetic forming process. Here, for the joining, the
coil is placed over the workpiece. The schematic representation of the EM crimping
process is shown in Fig. 3a. To increase the joint strength different types of groves
have been created on the rod surface. Wedeling et al. have reported the variation in
dimensions of the joint on the pull-out strength [9] and concluded that triangular
grooves are weakest among the other.

To achieve more joint strength, many researchers have studied the effect of the
number of grooves on the same rod aswell as by variation in other process parameters
[10–12]. In EM crimping, field shaper is very important. It is used to concentrate
the magnetic field into the required region to achieve an efficient joint with more
strength. The schematic representation of EM crimping with field shaper is shown
in Fig. 3b.

Recently, some researchers have studied electromagnetic crimping processes with
different shapes of field shapers [13–15]. Rajak et al. have compared conventional
crimping with the EM crimping process and showed the advantages of EM crimping
over the conventional crimping process [16]. The different types of field shapes are
shown in Fig. 4 and it is observed that among all, step type field shaper is best.

Fig. 3 a Schematic representation of EM crimping and b EM cramping with field shaper
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(a) (b) (c) (d)

Fig. 4 Different field shapers: a conical, b step, c convex and d concave

Researchers have well documented the use of electromagnetic crimping in joining
dissimilar material used in various industrial applications.

4 Electromagnetic Shearing

Electromagnetic shearing is a recently developed non-conventional manufacturing
process that can fulfill the increasing demands of the flexible manufacturing market.
This process is carried out at a very high velocity of about 200 m/s and hence called a
high-speed shearing process. In the automobile industries, it is very difficult to shear
the lightweight material. In conventional shearing, setting the optimum clearance is
very difficult, and it will lead to the formation of burrs on the edges of the sheared
panels. While in the case of electromagnetic cutting, the setting of optimal cutting
clearance need not be required. One side tooling provides high flexibility as well
as saves the production cost. The advantages of EM shearing over conventional
are explained by Golowin et al. [17]. Electromagnetic shearing has the number of
benefits over the other methods like it can shear very thin materials with almost zero
clearance angles and can cut theworkpiece into any desired shape. Some of the recent
developed electromagnetic shearing techniques are explained below.

4.1 Electromagnetic Forming and Perforation (EMFP)
of Sheets

The feasibility study of the simultaneous EMFP of the sheet is carried out by Patel
and Kore [18]. The detailed analysis of the variation of process parameters is carried
out. The EMFP of sheet setup is the design and manufactured. Since it is single
side shearing method, the requirement of matching the tooling set is eliminated,
which will reduce the production time. This feasibility test has been carried out to
manufacture deformed and perforated part used in washing machine. The schematic
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Fig. 5 a Electromagnetic forming and perforation of the sheet, b die views [18] and c deform
sample [18]

representation of the electromagnetic forming and perforation of the sheet process
are shown in Fig. 5a. The die used and sheet after the experiment are shown in Fig. 5b,
c.

4.2 Electromagnetic Forming and Perforation of Tubes

The EMFP of tubes is a simultaneous process, and it is an application of the elec-
tromagnetic forming process. It has large applications where deformed perforated
tubes are used, such as in muffler tubes, oil and gas industries, as well as in filters.
Pawar et al. [19] have developed a setup for electromagnetic forming and perfora-
tion process. The detailed study of the shape of punch on the quality of perforation
has been studied [20]. The schematic representation of electromagnetic forming and
perforation of tubes is shown in Fig. 6a. The tubes after experiments are shown in
Fig. 6b.

5 Conclusion

This review shows the recent advancements in electromagnetic forming techniques.
It is observed that the electromagnetic forming process can be used for the manu-
facturing of different types of products. The advancement in joining by electromag-
netic forming techniques as well as their advantage over conventional manufacturing
process is valuable, and in the future, it may replace the convention way of joining.
The feasibility study of simultaneous forming and perforation of sheets and tubes
motivates to develop new EM forming setup and manufacture more complex and
near-net-shape products with the help of EM forming techniques. This combination
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Fig. 6 a Schematic representation of electromagnetic forming and perforation of the tube and
b perforated tubes [19]

may eliminate the use of different processes involved in the manufacturing of single
products and can lead to cost-effectiveness and higher production rates.
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Review on Pool Boiling Heat Transfer
Enhancement by Surface Fabrication
Using Various Surface Coating Methods

Sonali Priyadarshini Das, Raghavendra Singh, and Rahul Dev Misra

Abstract This review paper includes different coating methods with different
nanocoating material for enhancing the surface properties. Due to surface prop-
erties (wettability, surface contact angle, roughness, porosity, etc.) and thickness of
nanocoating, heat transfer rate increases. Nucleate boiling heat transfer and critical
heat flux are major factors which decides the heat transfer rate. So if these factors
are controlled, then heat transfer rate automatically controlled. Future scope in this
field is also presented in this paper. Coating methods, by which non-metal material
coated on metal are also listed below.

Keywords Nucleate boiling heat transfer (NBHF) · Critical heat flux (CHF) · Heat
transfer

1 Introduction

Many methods are there for removing thermal energy in large quantity and among
those method boiling is the most efficient one helps in the maintenance of very low
wall temperature as compared to other methods. Boiling heat transfer finds its appli-
cations in many engineering fields like cooling of turbine blades, supercomputers,
etc.

The boiling curve, as first stated by Nukiyama [1], demonstrates the important
features of the boiling heat transfer as shown in Fig. 1.
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Fig. 1 Pool boiling curve [1]

From the boiling curve, it is observed that the nucleate boiling heat transfer
(NBTH) region to be the most important region where maximum heat is being trans-
ferred after which the critical heat flux (CHF) is reached and burn out occurs due to
excessive surface temperature. So our main focus is to increase both the parameters.
This could be achieved by surface fabrications.

Many surface fabrication processes are as such:

• Mechanical machining of the surface
• Coating of the surface
• Chemical processes
• Micro/nanoelectro mechanical system (MEMS/NEMS) method.

Webb [2] has suggested in their experiment that the boiling performance can be
increased or enhanced by mechanical working or by chemical etching, by coating
of nanoparticles of metal, non-metal or metal oxide or by attaching nucleation site
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promoters. He also found that the shape of the coating grit barely affects the boiling
parameters, but the coating thickness has a great influence on the parameters. Webb
[3] again did nanocoating this time using spherical structure and found that the
geometry of nanoparticle has no effect on the boiling performance.

Milton [4] researched that porous metallic coating has been an enhancement
technique. Various geometric parameters have been considered to produce higher
enhancement such as particle size, particle shape, coating thickness and porosity.

Chang and You [5], as summarized the work of You et al. [6] and Chang and You
[7] on micro-porous coating, and did used five different coating over copper base
that were aluminum, diamond, silicon and copper nanoparticle. Saturated FC-72 was
used as the boiling liquid at atmospheric pressure. This lead to 90% reduction in wall
super heat, 30% increment in CHF and 100% enhancement of NBTH.

This paper constitutes the work of various researchers using different coating
methods and coating materials for enhancing the NBTH and CHF of pool boiling
heat transfer.

2 Nucleate Boiling Heat Transfer (NBTH)

In NBTH region, a large amount of heat is being transferred as a virtue of vigorous
bubble activities, i.e., bubbles generations, growth and detachment from the heating
surface.

The heat flux partitioning model expresses boiling heat flux as the sum of the
following three parameters.

1. Evaporation heat flux (qe′′)
2. Quenching heat flux (qq ′′)
3. Convective heat flux (qc ′′).

The nucleate boiling heat flux can be expressed as

q ′′
NB = q ′′

e + q ′′
q + q ′′

c (1)

Many parameters affect the heat flux like the nucleation (active) site density,
frequency and diameter of the departing bubbles, etc.

Parameters like surface roughness, wettability, cavity size, active nucleation site
density, bubble departure diameter [8] and frequency highly affect NBTH character-
istics [9–13]. For enhancing and optimizing NHBT, we need a good knowledge of
surface characteristics effects on NBTH.

Many studies have claimed surface roughness to be major factor affecting NBTH.
Westwart [14] has reported that the surface roughness affects the boiling curve, hence,
many theories emerged to validate that the nucleation site density can be changed by
surface roughness.

Overall the recent studies have shown that roughness, wettability, etc., surface
characteristics affect the surface superheat, NBTH and CHF.
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3 Critical Heat Flux (CHF)

The upper limit of NBTH is the CHF and its very important to predict and enhance
CHF for the efficiency and safety of the boiling system.

Firstly, You et al. [15] have enhanced the CHF by using nanofluid in the boiling
medium. Then, Zuber [16] has explained the CHF phenomenon in his hydrodynamic
theory. Liter and Kaviany [9] have enhanced CHF by using modulated porous layer
coating which increased CHF by three times. Kandlikar [11] has developed upper
surface with horizontal and vertical orientation. The experiment was done for water,
refrigerant and cryogenic liquid. It showed that how varied contact angle could affect
the boiling. Similarly, many researchers have investigated that capillary wicking,
surface grain size and thermal conductivity of the surface affect CHF. Eastman [17]
has used copper nanoparticle in ethylene glycol and found the thermal conductivity
to increase by 40%.

None of the research till date are able to accurately enhance CHF and NBTH,
hence, there is a lot of scope in this field.

4 Surface Fabrication by Coating Methods

The surface can be coated byvariousmethods like vapor deposition techniquewhere a
small sample of the coatingmaterial is taken in the vacuumchamber and is evaporated
such that the vapor sticks to the bare surface. Similarly, we could use the basic
electroplating method or chemical etching. We could also use plasma spray method
where the nanoparticle is well mixedwith the epoxy is dispersed over the bare surface
and is cured. We could also use the nanofluid for coating.

You et al. [15] have coated diamond nanoparticle over copper surface and the
boiling liquid was FC-72. Five different sizes of diamond was taken, i.e., 2, 10, 20,
45 and 70µm. It was observed that when the current was below 25W/cm2 the coating
with larger grit size showed enhanced boiling phenomena due to increased nucle-
ation site density (active), but when the current density was increased to 25 W/cm2

the performance started degrading as increased thermal resistance by the coating
material. Kim et al. [18] have also used diamond as their coating material and also
found the same trends in the boiling curve with 12 W/cm2 current density supply.
They also found that CHF got delayed due to increased heat transfer which led to
hydrodynamic stability (Table 1).

Many researchers have usedmetal or metal oxide coating for enhancement of pool
boiling heat transfer. Tehver et al. [30] have usedAl, bronze, Cu, corundum as coating
material over Al and Cu heating rod by help of plasma sprayed coating method while
the boiling was done in Freon. Liter and Kaviary and Hwang and Kaviary [31] have
used copper nanoparticles to coat over copper plate by dry diffusion and sintering in
nitrogen and hydrogen atmosphere with pentane as boiling liquid. Li et al. [32] have
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Table 1 Lists the work of
many researcher using
nanofluid for coating

Ref. Base surface Nanomaterial Base boiling
fluid

[19] Nichrome SiO2 Water

[18, 20–23] Nichrome Al2O3, TiO2 Water

[12, 20] Stainless steel Al2O3, ZrO2,
SiO2

Water

[24] Copper ZrO2 Water

[25] Nickel SiO2 Water

[26, 27] Brass Al2O3 Water

[28] Copper ZnO Ethylene
glycol

[29] Copper Al2O3 Water

used copper nanoparticle of size 250µm for coating over copper in argon atmosphere
with water as the boiling fluid.

Apart from metal oxides, researchers have also used TiO2, grapheme, etc., for
coating. Takata et al. [33] have used TiO2 as coating material over copper plate. The
method he used was dipping and sputtering. A mixture of TiO2 and SiO2 (20 wt%)
was used and baking was done at a temperature of 150 °C. He found that the CHF
and NBTH coefficients have increased substantially as compared to the bare copper
(Tables 2 and 3).

Ahn [44] used multiwalled carbon nanotubes (MWCNT) for coating over the
silicon wafer by chemical vapor deposition method. They found the CHF to be
increased by 28%.

Table 2 Surface coating
using metal or metal oxide

Ref. Base surface
material

Coating material Boiling fluid

[30] Al, Cu Al, bronze, Cu,
corundum

Freon

[32] Cu Cu Water

[34] Al Al2O3 FC-72

[35] Al, Cu Cu, Mo, Al, Zn R134a, R407c

[36] Cu Cu Pentane

[37] Cu Cu Water

[38] Al, Cu ZnO Water

[39] Pt Al2O3 Water
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Table 3 Surface coating
using TiO2, ghaphene, etc.

Ref. Base surface
material

Coating material Boiling fluid

[33] Cu TiO2 Water

[40] Cu Graphite fiber
reinforced
copper

Freon 113

[41] Al, Cu Graphite fiber
reinforced Al/Cu

Pentane

[42, 43] Cu Graphite HFE-7100,
FC-72

[33, 44] Si wafer CNTs PF-5060

[45] Cu CNTs, Nafion Water

[46, 47] Si wafer Teflon Water

5 Conclusion

From this discussion,we get to know that theNBHTcan be enhanced by the following
points.

• Increasing nucleation (active) site density
• Increasing wettability
• Bubble formation, growth and development.

Similarly, CHF can be increased by the following points.

• High wettability
• Increased surface roughness
• Microstructure.

Overall it can be concluded that if nano/microcoating is done we get more surface
for bubble formation, nucleation growth and dispatch, hence, increasing the boiling
performance. And the coating thickness should be of adequate thickness so that there
is no thermal resistance and the burnout is delayed.

Still many obstacles like durability of the coating material, corrosion, thermal
stress, mechanical and chemical wear out fouling, etc., that could ensure the
longevity of the boiling experiment setup. Therefore, enhanced fabrication tech-
nique is required which could ensure the long term application of the boiling heat
transfer for cooling purpose.
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Comparative Study of Extended
and Unscented Kalman Filters
for Estimating Motion States
of an Autonomous Vehicle-Trailer System

Hussein F. M. Ali, Nader A. Mansour, and Youngshik Kim

Abstract Kalman filters are used for motion state estimation of an autonomous
vehicle-trailer system, which can be utilized directly to motion control and
autonomous navigation. The autonomous vehicle-trailer system consists of an
autonomous vehicle and a passive trailer coupled to the vehicle by a trailer hitch. The
vehicle-trailer system is equippedwith the global positioning system (GPS), encoder-
based odometry, and hitch angle sensors. A Simulink model is first developed for
the system kinematics. The vehicle states are then estimated using extended Kalman
filter (EKF) and unscented Kalman filter (UKF). Simulation results are compared
and discussed based on the root mean square error (RMSE) and the simulation time.
The results indicate that both EKF and UKF algorithms have very close RMSE for
the position x and y, whereas the processing time is increased by 17.7% for the UKF.

Keywords Kalman filter ·Motion state estimation · Localization · Sensor fusion ·
Vehicle-trailer

1 Introduction

Recently, significant research work has been conducted and huge capital has been
invested in the field of autonomous vehicles (AV) or also known as self-driving vehi-
cles. Autonomous vehicles were typically endorsed by customers for many reasons.
They can be safer by reducing non-deliberate mistakes and risky behavior of the
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Fig. 1 Autonomous vehicle-trailer system

drivers. They can reduce traffic congestion, pollution, and fuel consumption. Addi-
tionally, they can increase the benefit of the time wasted through driving. In the same
context, autonomous vehicle-trailer systems may be more important to transport
goods for long driving periods among excessively remote cities. The vehicle-trailer
system consists of an autonomous vehicle and a passive trailer which are coupled by
a trailer hitch as shown in Fig. 1 [1].

The term “autonomous” implies that the vehicle is computer-controlled and driven
depending on a variety of sensors that help the vehicle perceive its surroundings. The
accuracy of these sensor data is necessary for the vehicle to make proper decisions
instantaneously. However, it is usually very hard to obtain accurate data from the
sensors due to the existence of noise and uncertainty. For that reason, measurements
from different sensors are used together through estimation algorithms to obtain the
best estimate of motion states such as positions and velocities required to solve the
navigation and control problems.

Based on the dynamics model of the system, the state estimation approach can
be categorized into linear and nonlinear model. Dynamic model-based approaches
depend on differential and difference equations along with the measured data to
generate estimates of the unmeasured variables [2]. State observers and Kalman
filter approaches are presented in [3, 4] to estimate variables of linear systems.
However, most of the systems encountered in engineering domains are nonlinear.
For the nonlinear vehicle systems, different estimation algorithms have been imple-
mented. Extended and unscented Kalman filters are used to estimate vehicle velocity
as reported in [5, 6]. Nonlinear observer (NLO) and reduced nonlinear observer
(RNLO) estimation approaches are also applied in [7] to estimate vehicle states.
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Additionally, dual extended Kalman filter (DEKF) and nonlinear unknown input
observer (NUIO) strategies are proposed in [8, 9]. Furthermore, artificial neural
network (ANN) is used to estimate the sideslip angle as discussed in [10].

In this paper, we provide simulation-based estimation for the motion states of the
vehicle-trailer system using both extended and unscented Kalman filters. Random
noise has been added to the input and the measured signals to simulate a real noisy
environment. We also provide comparison study on the two algorithms in terms of
processing time, effect of noise, and quality of the estimated states. These estimated
states can be used later for navigation and control purposes. This paper is organized
such that the vehicle-trailer model is presented in Sect. 2. In Sect. 3, we discuss
Kalman filtering estimation techniques including extended and unscented Kalman
filter. Simulation results are presented in Sect. 4, and finally conclusions and future
plans are provided in Sect. 5.

2 Modeling of Vehicle-Trailer

This section presents the continuous-time kinematic model for the vehicle-trailer
system, which we used to formulate the discrete-time linear state-space model for
the EKF and UKF in the next section. Based on the system as illustrated in Fig. 2,
we can derive the general vehicle-trailer system mathematical model considering
steering kinematics. The state variables are the Cartesian coordinates, (x, y) at the
pointC1 (the center of the vehicle rear axle), the heading angle,θ , and the hitch angle,
ψ . The state equations of the vehicle-trailer system:

Fig. 2 Kinematics of vehicle-trailer system
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ẋ = v cos θ, ẏ = v sin θ

θ̇ = ω, ψ̇ = v

L2

[
tan φ

L
(L2 + L1 cosψ) − sinψ

]
(1)

where

v the vehicle linear velocity at the rear axle center C1, (control input 1 in this
model)

ω the vehicle angular velocity (θ̇) at C1, (control input 2 in this model)
φ the steering angle
L the distance between the front and rear axles
L1 the hitch length
L2 the trailer length.

In Fig. 2, using curvature definition, trigonometric is identified for the right-angled
triangle OC0C1, the curvature can be expressed at the point C1 by:

κ = 1

OC1
= θ̇

v
= tan φ

L
(2)

Consequently, the state model can be formulated for the vehicle-trailer system by
applying (2) to (1) in vector–matrix form by,

⎡
⎢⎢⎣

ẋ
ẏ
θ̇

ψ̇

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

cos θ 0
sin θ 0
0 1

− sinψ

L2

L2+L1 cosψ

L2

⎤
⎥⎥⎦

[
v

ω

]
(3)

Based on Eqs. (2) and (3) the discrete-time state-space representation for the
vehicle-trailer system is formulated:

Xk = f
(
Xk−1, uk

) = A(k)Xk−1 + B(k)uk (4)

Xk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xk

yk

θ k

ẋ k

ẏk

θ̇ k

ψk

ψ̇k

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xk−1 + vk cos θ k−1�t
yk−1 + vk sin θ k−1�t

θ k−1 + ωk�t
vk cos θ k−1�t
vk sin θ k−1�t

ωk

ψk−1 + (−vk sinψk−1/L2 + ωk
(
L2 + L1 cosψk−1

)
/L2

)
�t

−vk sinψk−1/L2 + ωk
(
L2 + L1 cosψk−1

)
/L2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)



Comparative Study of Extended and Unscented Kalman … 169

3 Kalman Filter

This section presents the basic concept of the linearKalmanfilterwhich is a stochastic
model based on the state observer of deterministic systemEq. (6). Thismethod is used
to model input noise and also the measurement noise Eq. (7), where u contains noise
and also the measurement state contain noise Eq. (8). The Kalman filter algorithm
is based on two steps. The first step is the prediction based on the states model
(including input noise) and the second step is the update based on the measurement
(including measurements noise) as illustrated in Fig. 3.

State observer: x̂k+1 = Ax̂k + Buk + K
(
yk − Cx̂k

)
Deterministic system (6)

Kalman Filter: x̂k = Ax̂k−1 + Buk + Kk
(
yk − C

(
Ax̂k−1 + Buk

))
Stochastic system (7)

The measurement noise covariance R and the control input noise covariance Rv

are determined using diagonal matrices,

R = diag
[
σ 2
x , σ 2

y , σ 2
θ , σ 2

ψ

]
, Rv = diag

[
σ 2

v , σ 2
ω

]
(8)

Extended Kalman filters (EKF) is for nonlinear systems which can be linearized.
EKF drawbacks are:

• It is difficult to calculate the Jacobians (if they need to be found analytically)

Fig. 3 Linear Kalman filter two steps estimation: prediction then update [11]
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Figure 4 a Extended Kalman filter main concept and b limitation [11]

Table 1 Comparison between different type of Kalman filters

State estimator Model Assumed distribution Computational cost

KF Linear Gaussian Low

EKF Nonlinear (linearizable) Gaussian Low (if Jacobians are
computed analytically)
Medium (if Jacobians are
computed numerically)

UKF Nonlinear Gaussian Medium

PF Nonlinear Non-Gaussian High

• There is a high computational cost (if computer numerically)
• EKF only work on a system that have differentiable model
• EKF is not optimal if the system is highly nonlinear, as shown in Fig. 4.

Instead of approximating a nonlinear function, unscented Kalman filter (UKF)
approximates the probability distribution. Sigma points are selected such that their
mean μ and covariance P are the same as the probability distribution. The mean
μ and covariance P of the transformed sigma points are used to calculate the new
state estimate. Particle filter (PF) uses the same concept as the UKF, which uses
sample points. However, it is for any arbitrary distribution (not limited to Gaussian
assumption) and it needs larger number of points [11]. Table 1 compares Kalman
filters based on model type, distribution and the computation cost.

4 Simulation

In this section we simulate motion state estimation of a vehicle-trailer system
applying EKF and UKF. The discrete kinematic model, Eq. (5), for the vehicle-
trailer system is implemented using MATLAB/Simulink as shown in Fig. 5. We
then consider input noises in vehicle’s linear and angular velocities, v and ω, and
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Fig. 5 Vehicle-trailer nonlinear model using Simulink

measurement noises in the GPS position, (x, y), the heading angle, θ , and the hitch
angle, ψ .

For relatively higher noises in the GPS position (x, y) where
[
σx , σy, σθ , σψ

] =
[0.5, 0.5, 0.1, 0.0149] and [σv, σω] = [0.034, 0.034] , we observe more noises in
the estimated vehicle position rather than the trailer, as shown in Fig. 6.

While for less noises in the GPS postion where
[
σx , σy, σθ , σψ

] =
[0.0124, 0.0037, 0.1, 0.0149] and [σv, σω] = [0.034, 0.034], higher noises in
inputs (v, ω) and states (θ , ψ ) rather than (x, y) cause more noises in the estimated
trailer position compared to the vehicle, as shown in Fig. 7.

These simulations are repeated 10 times and the average elapsed time is 5.49 s
for EKF and is 6.46 s for UKF. Moreover, to study the effect of input values on
the performance of EKF and UKF, the same simulations are repeated with different
inputs in terms of amplitude and frequency. Hence, multiples of (1, 2, 3, 5, and 10) of

Fig. 6 Simulation set 1: higher GPS noise
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Fig. 7 Simulation set 2: lower GPS noise

the amplitude and frequency are applied. The simulation results show slight change
(i.e., 10–4 m) in the performance of EKF and UKF. The RMSE for x position is
0.0971 m and for y position is 0.0933 m.

5 Conclusion and Future Work

Kalman filtering-based motion state estimation methods are used for an autonomous
vehicle-trailer system. The autonomous vehicle-trailer system consists of an
autonomous vehicle and a passive trailer which are coupled by a trailer hitch. The
vehicle-trailer system is equipped with the GPS, encoder-based odometry, and hitch
angle sensors. Using GPS and odometry sensors, we obtain two independent vehicle
motion information which includes orientation, position (localization), and velocity
data.

After implementing the kinematic Simulinkmodel for the system, we investigated
the effect of two levels of inputs noises and measurements noises. We noticed that
the high GPS noise impact the vehicle localization more than the trailer localization.
Also, we verified that the Kalman filters succeeded to remove the noise significantly.

Moreover, EKF and UKF results are compared and discussed based on the RMSE
and the simulation time. The results indicate that both algorithms have very close
RMSE for the position x and y, whereas the processing time is increased by 17.7%
for the UKF. So, we can apply both of them while UKF is more suitable for highly
nonlinear systems.

For future work, we will investigate the performance of the EKF and UKF while
considering tire friction effects by implementing a tire model such as Fiala model.
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Numerical Study on Material Flow
Behaviour in Friction Stir Welding
of Low Carbon Steel

Pardeep Pankaj, Abhishek Bhardwaj, Avinish Tiwari,
Lakshmi Narayan Dhara, and Pankaj Biswas

Abstract In friction stir welding (FSW) process, material flow is themost important
aspectwhich affect themechanical properties andmicrostructure of thewelded joints.
The good plasticized material flow reduces the formation of defects in the welded
joint. In the present study, a three-dimensional volume of fluid (VOF) model based
on ANSYS 14.5 FE software package was developed to predict the effect of traverse
speeds (i.e. 90, 132 and 180mm/min) on material flow behaviour during FSW of low
carbon steel. Stain and temperature-dependent material properties were incorporated
in developed material flow model. It is observed that the tool traverse speed strongly
influenced themixing of plasticizedmaterial in FSWof lowcarbon steel. The velocity
of material flow was reduced as the distance increases away from the rotating axis
of the probe or weld zone. The velocity vector of plasticized material was different
at different planes throughout the welded joint. The material in plane nearby the top
surface exhibited the maximum velocity than the plane close to the bottom surface.
Experiment was also carried out using tungsten carbide tool to validate the material
flow model. The transient thermal profile obtained from FE analysis and experiment
was agreed properly well for peak temperature with a maximum percentage error of
6.72%.
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Keywords Material flow behaviour · Volume of fluid · Sticking and sliding ·
Friction stir welding · Low carbon steel

1 Introduction

Several manufacturing techniques, i.e. welding, brazing, soldering, clinching, adhe-
sive bonding, injected metal assembly and discrete fastening are able to join the
similar and dissimilar material [1]. In FSW, the thermal analysis and material flow
analysis are the important characteristics during welding of low carbon steels which
need to be numerically investigated and validated. FSW is a solid-state welding tech-
nique to joins the workpieces without melting and using filler metals. The stir zone
exhibits the highest temperature which is generally 80% of the liquidius temperature
of the materials being joined [2]. Friction stir (FS) welded joints exhibit the excellent
mechanical properties due to the absence of defects (i.e. porosity, slag inclusions and
spatter) and lower temperature generation compared to the fusion welding processes.
DuringFSWprocess, the rotating tool creates the joint action of frictional heat, plastic
deformation and stirring phenomena. The heat generation between theworkpiece and
tool is the major element which acts as a driving force for friction stir welding tech-
nique. The maximum temperature generated by the heat flux must be high enough
such that it softens the material for stirring action by pin but it should be low enough
so that material does not liquefy. This generated heat is conducted to both workpiece
and tool. The weld quality, shape and size of weld, residual stress and deformation in
the FSwelded specimen, tool life and its efficiency for thewelding process is depicted
by the extent of the heat conducted into the workpiece material [3]. Insufficient heat
could lead to wear of the tool pin resulted in insufficient plastic deformation. There-
fore, it is most important to get the understanding about the material flow aspect
for improving the weld quality for FSW process. Buffa et al. [4] developed the FE
model using DEFORM-3DTM software to predict the thermal history during FSW
of AA7075 aluminium alloy. The FEmodel was assumed the FSW tool as rigid body
and workpiece as a rigid viscoplastic. Das et al. [5] assumed the sticking and sliding
phenomena between the workpiece and FSW tool in developed FE thermal model
for FSW of AA6061 plates. Their established heat source model was fairly agreed
the experimental results with percentage error of 5% for maximum temperature.
Kadian et al. [6] investigated the flow behaviour in friction stir welded AA6061 by
using a threaded tool. The higher relative velocity at tool/workpiece interface gener-
ates the more heat in the advancing side than the retreating side. S.D. Ji et al. [7]
developed the FE model based on ANSYS Fluent software to investigate the effect
of pin and shoulder geometry on plasticized material movement during friction stir
welding. It was found that the material flow velocity decreases as distance increase
away from welded region. Pankaj et al. [8] performed the FSW to join the DH36
steel and mild steel at welding speed of 2.2 mm/s and rotational speed of 600 rpm.
They reported the maximum hardness value in TMAZ of DH36 steel. Tiwari et al.
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[9] used the FSW technique to join the low carbon steel with tool made up of tung-
sten carbide. The tensile strength of the FS welded specimens was increased by
decreasing the rotational speed and increasing the traverse speed due to grain refine-
ment in macrostructure. Kadian et al. [10] studied the material flow behaviour using
volume of fluid (VOF) approach during FSW of aluminium and copper alloy. They
reported the plasticized material flow strongly influenced by welding parameters, i.e.
rotational speed and traverse speed.

From the literature survey, it is observed that numerous models were developed
for FSW process to predict the material flow behaviour, most of these were not
concerned with the FSW of aluminium alloys. In this study, 3D material flow model
based on volume of fluid (VOF) approach was established to investigate the material
flow during FSW of low carbon steel. The experimental work was also performed to
validate the numerical model.

2 Finite Volume Model

The finite volume model was established to investigate the flow of plasticized mate-
rial during FSW of low carbon steel. The sheets having length of 100 mm, width
of 75 mm and thickness of 4 mm were welded in square butt joint configuration. In
this study, FSW tool with cylindrical pin diameter of 9 mm and shoulder diameter of
25 mmwas used. Except the bottom surface, the heat transfer coefficient of 25W/m2

K was applied on the remaining surfaces. However, the higher heat transfer coeffi-
cient (i.e. 2000 W/m2 K) was applied at the bottom surface to achieve the realistic
results. The schematic illustration of the developed model for material flow analysis
is shown in Fig. 1a. This diagram shows the coordinate system with all solid and

Fig. 1 a Schematic illustration for material flow analysis, b mesh view of model
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fluid regions in the worksheet for material flow analysis. A mesh sensitivity analysis
was implemented to predict the optimum meshing parameters such as element size
and number of elements. The tetrahedral and brick elements were used to mesh the
tool wall in the worksheets. A fine meshing was applied near the tool pin zone in
order to record the detailed flow behaviour of the pin as shown in Fig. 1b. Coarse
mesh was applied away from this region to reduce the computational time.

Based on the following heat generation equation, the heat input was applied as a
heat flux in developed material flow model.

Q = (1 − δ)Qsliding + δQsticking (1)

Q = (1 − δ)

{
2

3
πμ∗ωP

(
R3 − r3p

) + 2

3
πμ∗ωPr3p + 2μ∗πτ ∗ωr2pl

}

+ μ∗π S∗
ys Rh1v + μ∗S∗

ysπrplv

+ δ

{
2

3
πωτ ∗(R3 − r3p

) + 2

3
πωτ ∗r3p + 2πτ ∗ωr2pl

}
(2)

where τ* is the shear strength of the materials at about 80% of its melting point
temperature, S∗

ys is the yield strength of the materials at about 80% of its melting
point temperature,ω is the angular speed of tool, rp is the tool pin radius, R is the
cylindrical shoulder radius and l is the pin height. In present FEmodel, δ = 0.58 was
taken for considering both sticking and sliding conditions [11]. The constant value
of coefficient of friction (μ*) was taken as 0.3 and the value of plunging force was
considered as 25 kN. Temperature dependent material properties of mild steel were
taken from published literatures [12, 13]. The viscosity of the material in the term of
flow stress and strain rate is given by:

μ = σR

3ε
(3)

where σR is the flow stress, ε is the effective strain rate and μ denotes the viscosity
of the material. The following Zener–Holloman equations is used to determine the
flow stress.

σR = 1

α
ln

⎡
⎣

(
Z

A

)1/n +
(
1 +

(
Z

A

) 2
n

) 1
2

⎤
⎦ (4)

Z = ε exp

(
Q

RT

)
(5)

where Z is the Zener–Holloman parameter, R is the universal gas constant, T is the
temperature and α, n, A are the material properties were taken from published paper
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[14]. The momentum, mass and energy are generally monitored by the FSW process.
Considering the material mass constant, the equation of mass conversation is written
as follow.

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0 (6)

ρu
∂u

∂x
+ ρv

∂u

∂y
+ ρw

∂u

∂z
= Fx − ∂p

∂x
+ μ

(
∂2u

∂x2
+ ∂2u

∂y2
+ ∂2u

∂z2

)
(7)

ρu
∂v

∂x
+ ρv

∂v

∂y
+ ρw

∂v

∂z
= Fy − ∂p

∂y
+ μ

(
∂2v

∂x2
+ ∂2v

∂y2
+ ∂2v

∂z2

)
(8)

ρu
∂v

∂x
+ ρv

∂v

∂y
+ ρw

∂v

∂z
= Fy − ∂p

∂y
+ μ

(
∂2v

∂x2
+ ∂2v

∂y2
+ ∂2v

∂z2

)
(9)

where the velocity components in the x, y and z directions are represented by u, v,
and w, respectively. The energy conservation equation is represented as follow. Fx,
Fy and Fz denotes the forces in x, y and z direction, respectively.

ρCp
∂T

∂x
+ ρCp

∂T

∂y
+ ρCp

∂T

∂z
= k

(
∂2T

∂x2
+ ∂2T

∂y2
+ ∂2T

∂z2

)
(10)

where T denotes the temperature of the fluid. ρ and Cp represent the density and
specific heat capacity of the material respectively.

3 Results and Discussion

In the present study, a three-dimensional material flow model based on ANSYS
Fluent 14.5 FE software package developed to predict the effect of traverse speeds
(i.e. 90, 132 and 180 mm/min with constant rotational speed of 600 rpm) during
FSW of low carbon steel. Figure 2 shows the temperature contour of the FS welded
low carbon steel on the top surface at 600 rpm and 180 mm/min.

Figure 2 shows that the maximum temperature was reached about 1091 K, which
is lesser than themelting point temperature of low carbon steel. Hence, it is confirmed
that the FSW is a solid-state welding process. As going far from the weld centre line,
the temperature was decreased as shown in Fig. 2. To obtain the sound quality weld,
it is very important that the mixing or flow behaviour of the plasticized material
should be sufficient during welding process. The better plasticized material reduces
the formation of defects/voids in the FSwelded joint. Figure 3 represents thematerial
flow behaviour with velocity vector at varying traverse speed.
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Fig. 2 Thermal contour during FSW of low carbon steel

(a) (b)

(c)

Fig. 3 Material flow behaviour during FSW at a 90 mm/min, b 132 mm/min, c 180 mm/min

It is observed that material exhibits the higher value of velocity vector in the
shoulder edge as compared to the other shoulder surface and the material rotational
direction is similar as the FSW tool as shown in Fig. 3. The material flow is also
influenced by the tool pin. Towards the pin region, the velocity vector value keeps on
decreasing because the shoulder is responsible for maximum amount of deformation
in weld nugget. The material flow pattern is almost equivalent but the magnitude is
different at varying traverse speed. It is also found that the value of velocity vector



Numerical Study on Material Flow Behaviour … 181

90 mm/min

132 mm/min 180 mm/min

Top plane

Bottom plane

2 mm3.4 mm Middle plane

(a)
(b)

(c) (d)

1 mmShoulder

Pin
Workpiece

Y

Z

 

Fig. 4 a Different planes from top surface, material flow behaviour during FSW in middle plane
at, b 90 mm/min, c 132 mm/min, d 180 mm/min

increased by decreasing the traverse speed due to large amount of deformation at
lower traverse speed. Particles at the outer pin surface exhibited the higher velocity
as compared to the pin centre. The strength of the welded joints strongly influenced
by the temperature distribution. Increase in temperature reduce the strength of the
material and increase the material flow velocity. The uneven temperature distribution
during FSW process resulted in gradient distribution to plasticized material flow. In
order to get the better understanding of material flow, some planes, i.e. top plane,
middle plane and bottom planes were considered at 1 mm, 2 mm and 3.4 mm away
from the top surface, respectively, as shown in Fig. 4a. The material flow behaviour
in the middle plane at varying traverse speed is shown in Fig. 4b–d. Figure 5 shows
the velocity vectors against the top and bottom at 1 mm and 3.4 mm away from the
top surface, respectively.

The flow of plasticized material was different at different planes throughout
the welded joint as shown in Figs. 4 and 5. The material at top plane nearby the
shoulder/workpiece interface exhibited the maximum velocity than the middle plane
and bottom plane which was close to the bottom surface as shown in Fig. 5. The
motion of shoulder mainly affected the top plane and bottom plane was strongly
influenced by the stirring of the pin. The rotating FSW tool revolved the plasti-
cized material and deposited this material in a circulated manner behind the pin. The
transient temperature data was measured at 600 rpm and 90 mm/min using K-type
thermocouples connected with the data acquisition system as shown in Fig. 6a. From
experiment, the transient thermal profile obtained at 18 mm far fromweld centre line
was compared with numerical results as shown in Fig. 6b.

The transient thermal profile obtained from FE analysis was compared fairly well
with experiment for peak temperature with maximum percentage error of 6.72% as
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Fig. 5 Material flow behaviour during FSW at a top plane, b bottom plane
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Fig. 6 a FSW machine and temperature measuring setup, b comparison of experimental and
numerical thermal profiles
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shown in Fig. 6. Therefore, the good comparison showed that the established 3D
material flow model can be able to investigate the material flow behaviour in the
FSW of low carbon steels.

4 Conclusions

In present study, 3D volume of fluid (VOF) model was established to predict the
material flow behaviour during FSWofmild steel. Experimentwas also implemented
to confirm the established material flow model. The numerical work can be drawn
the following conclusions.

• The developed material flow model was validated with experimentally obtained
thermal profile for peak temperature with a maximum percentage error of 6.72%.

• The tool traverse speed significantly affected the magnitude of the material flow
velocity. The higher velocity vector was obtained at the low traverse speed.

• Increasing distance away from the rotating axis of the probe or weld zone reduces
the material flow velocity.

• The material at the plane nearby the top surface exhibited the maximum velocity
than the plane which was close to the bottom surface. The motion of shoulder
mainly influenced the top plane and bottom plane was strongly influenced by the
stirring of the tool.
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Comparing Wettability and Frictional
Performance of Laser Micro-machined
Discrete and Continuous Textures

V. Kashyap and P. Ramkumar

Abstract TiAl4V is used widely in aerospace and biomedical application due to
its high specific strength and good bio-compatibility. Its poor tribological perfor-
mance restricts usage for hip implant articulation.Various surface characteristics such
as surface roughness and wettability affect the tribological behaviour of Ti6Al4V
sliding. Surface texturing is the recent technique to modify the surface features and
improve the wettability. This study aims to compare the wettability and coefficient
of friction (CoF) of discrete and continuous texture under bio-lubricated condition.
Dimple and crosshatch textures are fabricated using laser surface texturing (LST)
technique. The geometrical parameters such as depth, pitch and area density have
been kept the same. Wettability associated with both the textures are analysed by
measuring surface contact angles using goniometer. Further, friction behaviour is
evaluated for all the textured and non-textured surfaces under biological environment
using reciprocating pin-on-disc tribometer. Results show a significant reduction in
contact angle for crosshatch texture compared to dimple and non-textured surface.
Also, both the texture reduced the friction by 24% compared to non-textured surface.

Keywords Contact angle · Crosshatch · Dimple · Friction · Laser surface
texturing (LST) · Ti6Al4V ·Wettability

1 Introduction

Ti6Al4V grade-5 material is widely used in various aerospace and orthopaedic appli-
cations due to its remarkable specific strength, chemical inertness, bio-compatibility
and corrosion resistance [1, 2]. However, currently the poor tribological property
of this material is being investigated intensively using various surface modifications
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such as nitriding, coating and texturing [3–6]. These modifications greatly affect
the various surface characteristics such as surface finish, wettability and tribological
performance under different contact interfaces [7–9]. These surface characteristics
play an important role determining the lifespan of any component under service. In
particular, wettability is one of the key factors in improving lubrication and fluidic
behaviour of a tribo-contact [1, 9]. It is the balanced intermolecular interaction of
adhesive (liquid to solid) and cohesive (liquid to liquid) forces to finally maintain the
liquid contact over a solid surface. The same is measured in terms of surface contact
angle which is the angle between solid plane and tangent of liquid vapour interface.

To improve the wettability and other tribological properties of an articulating
interface, surface texturing with different shapes is being investigated over past few
years [10, 11]. Discrete textures such as circular, triangular and elliptical shapes
are already studied for their positive influence over tribological performance [12].
Also, effect of geometrical parameters is being studied to obtain better wettability
and maximum frictional benefits under engine application [13, 14], mechanical
seals [15, 16] and biomedical application [17]. However, recent studies for contin-
uous/connected textures have also shown tremendous tribological benefits [18]. But
the effect of various textured surface characteristics such as feature geometry, area
density and distribution is not having been investigated to the fullest. Moreover,
a comparative study is needed to determine the difference in the wettability and
tribological behaviour in discrete and continuous textures to finally select a desired
functional surface for any specific application. Hence, discrete dimple texture and
continuous crosshatch texture of similar geometry are fabricated using laser surface
texturing technique. To improve the usefulness of Ti6Al4V under biological condi-
tion, the wettability and frictional performance of these textures are evaluated and
compared with non-textured surface using goniometer and reciprocating pin-on-disc
tribometer, respectively.

2 Experimental Methodology

2.1 Sample Preparation and Texture Fabrication

Ti6Al4V square samples with a size 20 × 20 × 5 mm3 is EDM cut and mirror
polished to a surface roughness Ra of 0.05 µm measured by Bruker non-contact
optical profiler. Later, Nd:YAG nanosecond solid beam laser of 1064 nmwavelength
at 3.5 kHz frequency was used to fabricate the textures over polished samples. The
texture pitch and depth for both the textures were 160 µm and 5 µm, respectively.
Whereas width of 20 µm and diameter of 85 µm were opted to maintain an equal
texture area under single pitch square. Therefore, a constant texture area density
of 25% is achieved for both the textures. Both the fabricated textures are shown in
Fig. 1. All the geometrical parameters and surface roughness factors are provided in
Table 1.
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Fig. 1 SEM image of a crosshatch and b dimple texture

Table 1 Geometrical parameters of the textures

Texture Dia./width (µm) Depth (µm) Pitch (µm) Aspect ratio Roughness factora

Dimple 85 5 160 0.06 1.052

Crosshatch 20 5 160 0.25 1.109

aRoughness factor (r) for dimple and crosshatch texture are given by Eqs. (1) and (2), respectively

r = p2 + πdh

p2
(1)

r = p2 + 4(p − w)h

p2
(2)

where

p pitch of the textures.
d diameter of dimple texture.
w width of crosshatch texture.
h height of the texture.

2.2 Contact Angle Measurement

Ideally, the wettability of a surface is represented by a static contact angle or Young’s
contact angle θY . However, it really difficult to measure a single static angle value
as the angle is greatly affected by surface roughness surface, time-dependent oxida-
tion, contamination and continuous evaporation of the liquid droplet used during
the measurement [19–21]. Hence, instantaneous contact angle (θ i) is measured by
goniometer using drop shape analysis (DSA) technique where the instantaneous
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Figure 2 a Advancing angle, b receding angle

angle is given as Eq. (3).

θi = 2× tan−1

(
2hi
di

)
(3)

Contact angles of all the textured and non-textured surface were measured by
sessile drop technique using contact angle goniometer. The accuracy of the contact
anglemetre is 0.1°, and all themeasurementswere taken at room temperature (27 °C).
Ultrasonically cleaned samples were mounted over the micro-stage, and the pure
water droplet is formed gradually using piezo inkjet head. The volume of pure water
sessile droplet is gradually increased at a rate of 1.2n L/s for 20 s, and the dynamic
contact angles were measured by capturing the droplet images at every 1/5th of
sec. The maximum contact angle during liquid front advancing is recorded as the
angle of advancing (as shown in Fig. 2a). Similarly, the minimum contact angle
while retracting the droplet volume is measured as angle of receding (as shown
in Fig. 2b). These two angles are the limiting values of the equilibrium contact
angle, and the difference between these angles is known as contact angle hysteresis
which is further used to obtain the final equilibrium contact angle. The results from
the wettability test would be a determining factor for the lubricant film retention
at any functional interface and hence affecting the tribological performance of the
articulating components.

2.3 Tribology Test for Textured and Non-textured Surfaces

Ti6Al4Vmaterial has been greatly studied in orthopaedic application due to its good
bio-compatibility but its usage is limited due to poor tribological performance. Due
to unsatisfactory performance of a metal-on-polymer (MoP)-type hip implant, hard-
on-hard (MoMandMoC) type of contact tribo-pairs are being investigated alongwith
the implementation of different textured surfaces. Hereby, the frictional performance
of discrete dimple texturewas comparedwith the continuous crosshatch texture using
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reciprocating pin-on-disc tribometer (Rtec Instruments, USA). The alumina pin of
10 mm length and 6 mm diameter was made slid against all the textured and non-
textured surfaces under bio-lubricated condition. Fetal bovine serum (FBS) with
25% concentration and viscosity which is 1.36 cP was heated at 40 °C for 30 min to
replicate the synovial joint fluid condition. Stroke length of 10 mm and frequency of
1 Hz were selected to achieve average walking speed. A load of 10 N was applied,
equivalent to 100 MPa Hertzian pressure, according to the reported contact pressure
at the hip joint interface [5].Generally, amaximumcontact pressure of 10MPaoccurs
at the joint [21] but even higher contact pressures can be observed depending upon
the material combination, area of contact and applied load [22]. The test duration
was 30 min including 5 min of running-in period; all the experiments were repeated
thrice for better repeatability, and friction force was measured for all the textured
and non-textured surfaces.

3 Results and Discussion

3.1 Contact Angle and Surface Wettability

The observed advancing and receding contact angles for discrete, continuous and
non-textured samples are presented in Fig. 3. The advancing angle for non-textured
sample is lesser than 90° suggesting that the surface is hydrophilic [23]. Advancing
and receding angles for dimple and crosshatch texturewere comparatively lesser than

Fig. 3 Advancing and receding contact angles for textured and non-textured surface
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that of non-textured surface. This indicates that both of the textures have a reasonably
good wettability and affinity for liquid film formation over the surface. The varia-
tion in advancing and receding angles for both textured surfaces correctly follows
Wenzel criteria and therefore making non-textured hydrophilic surface even more
hydrophilic. Also, the improved wettability of crosshatch texture can be associated
to the increased roughness factor value (as provided in Table 1) when compared to
dimple texture of similar geometry. Discrete textures may also tend to trap air within
the texture and end up increasing the contact angle [24], whereas crosshatch textures
are fully connected and hence are free from the air entrapment. Overall, continuous
texture has shown better surface wettability compared to discrete and non-textured
surface and can significantly improve the lubricating conditions at the hip implant
interface.

3.2 Friction Response Under Biological Environment

Coefficient of friction (CoF) plays an important role in estimating the overall perfor-
mance on a hip implant interface. Figure 4 shows the friction coefficient response
for all the textured and non-textured surfaces. The non-textured sample showed the
highest friction. Whereas, both textures showed relatively lower friction and reduced

Fig. 4 Coefficient of friction for all textured and non-textured surfaces for 10 N load
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by almost 24%. Under the opted load and speed, the fluid film thickness of 10 nm
is expected [25], which is lesser than the roughness value at the interface. Thus, the
articulation occurs under boundary lubrication regime. Here, the friction reduction
with both textures can be directly related to the reduced real area of contact and
additional hydrodynamic pressure generation [18, 26, 27]. For both the textures, not
only the reduced real area, but also the ability to capture the wear debris would have
helped in reducing friction for the textured surfaces. In overall, both the textures are
equally capable of reducing friction but the improvedwettability in crosshatch texture
may retain a thin lubricant layer at the interface. Hence, the continuous textures may
benefit for improved durability by providing additional lubricity at the hip implant
interface.

4 Conclusion

Dimple and crosshatch textures of similar geometry were fabricated using laser
surface texture technology. Wettability and frictional characteristics were evaluated
and compared with non-textured sample. Following conclusions can be drawn:

• Surface texturing greatly affects the wettability of the surface and followsWenzel
criteria. Moreover, the increase in roughness factor increases the wettability even
for the textures with different shapes.

• Crosshatch texture shows significantly lower contact angles (both advancing and
receding) compared to dimple and non-textured surface. Therefore, continuous
texture significantly improves the wettability compared to discrete one.

• The frictional associated with both the textures were comparable and almost 24%
frictional reduction was observed compared to non-textured surface for 10N load.
In overall, crosshatch textures can be preferred over dimple textures as improved
wettabilitywould show better lubricant film formation at the hip implant interface.
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Influence of Heat Input on Bead
Geometry in Metal Inert Gas Welded
Thick P91 Steel

Lakshmi Narayan Dhara, Pardeep Pankaj, and Pankaj Biswas

Abstract Heat input during welding is the controlling factor for weld bead geom-
etry (bead width, reinforcement height, and depth of penetration). Heat input plays
an important role to evaluate the quality of the joints. Present experimental inves-
tigation aims to determine the effect of heat input on weld bead geometry. Gas
metal arc welding of creep strength enhanced ferritic (CSEF) steel P91 with filler
wire ER90SB9 using pure argon gas has been done. It has been found out that with
increasing heat input, depth of penetration increases. However, variation of bead
width and reinforcement with heat input is not so much clear. Based on bead-on-
plate experiment, heat input of 1.337 kJ/mm was recommended for joining of 6 mm
thick P91 steel plate. For weldments characterization, optical macroscope, optical
microscope, Vickers microhardness tester were used.

Keywords Welding · Bead-on-plate ·Weld bead geometry · P91 steel

1 Introduction

The creep strength enhanced ferritic (CSEF) steels are special kinds of high alloy
steels that contain 9–12% Cr, small amounts of Mo, V, Nb, W, Co, B, N, and Ni
[1]. It possesses more creep resistance property than austenitic stainless steel [2].
In this modern era, CSEF steels are used in various nuclear and thermal plants at
large scale due to its low thermal coefficient, good thermal conductivity, adequate
creep rupture strength at elevated temperature as well as good corrosion resistance
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and stress corrosion cracking [3–5]. P91 is one grade of CSEF steel which was first
developed at Oak Ridge National Laboratory (ORNL) [6].

Gas metal arc welding or metal inert gas welding (GMAW orMIG) is extensively
used inmany industries due to its high reliability, ease of use, high deposition rate, the
absence of flux, all position capability, and suitability for both ferrous and nonferrous
metals and alloys [7]. GMAW is used quite prevalently toweld a thick P91 steel plate.
Welding demands a high depth of penetration with optimum weld bead width for
joining thick plate. Heat input is responsible for producing such a required weld bead
profile [8]. Therefore, it is necessary to study the influence of heat input on the weld
bead geometry.

Shen et al. [9] conducted a series ofmeasurements on submerged arcwelded plates
of ASTM A709 Grade 50 steel to know the variation in heat input achieved using
single and double wires with bead reinforcement, bead width, penetration depth,
contact angle, heat-affected zone (HAZ) size, deposition area, penetration area, and
total molten area. They found that the bead reinforcement, bead width, penetration
depth, HAZ size, deposition area, and penetration area increasedwith increasing heat
input, but the bead contact angle decreased with it [9]. Mondal et al. [10] investigated
the influence of heat input on weld bead geometry using duplex and

stainless steel wire electrode E2209 T01 on low alloy steel specimens. They
observed that parameters ofweldinggeometry are on thewhole linearly related to heat
input [10]. Saha et al. examined the role of heat input on bead width, reinforcement
and depth of penetration of fiber laser-welded nitinol shape memory alloy. They
reported that welding depth is changed from full penetration to partial penetration
with a decrease in heat input [11]. Saha et al. studied the effect of heat input on
austenitic steel weld bead on low carbon steel. They concluded that weld bead width
increases linearly with an increase in heat input, whereas reinforcement height and
depth of penetration do not increase with the increase in heat input [12].

Various researchers have published their work on the relationship between heat
input and weld bead geometry. However, there is a little bit of work that has done
to establish a relationship between heat input and weld bead geometry in GMAW of
P91 steel with 100% argon as a shielding medium.

2 Experimental Details

In the present work, the ER90SB9 weld bead was produced on P91 steel. Process
parameters such as welding current and torch travel speed were selected in three
levels (i.e., 120A, 140A, 160A, and 155mm/min, 175mm/min, 200mm/min) while
voltage was kept constant at 27 V throughout the experiment. In the second part of
the experiment, welding was performed using the best heat input at optimum process
parameters. Post-weld heat treatment (PWHT) of the welded specimen was carried
out at 746 °C for 4 h. For weldments characterization, optical macroscope, optical
microscope, Vickers microhardness tester were used. To examine the shape of the
weld bead, the polishing of samples were carried out by different grade emery papers
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Table 1 Chemical composition of P91

%C %Si %Mn %P %S %Zr %Al

0.109 0.462 0.564 0.0185 0.003 0.0025 0.038

%Ni %Co %Cu %Nb %P %V %Sn

0.26 0.0059 0.263 0.0096 0.085 0.22 0.0137

%Pb %As %Mo %Cr %Fe

0.0126 0.0662 0.953 9.11 87.81

followed by cloth polishingwith diamond paste as an abrasive particle. Samples were
etched by Vilella’s reagent (1 gm picric acid, 100 ml ethanol, and 5 ml hydrochloric
acid) for 50 s.

2.1 Base Material

P91 steel of 75 mm × 150 mm × 6 mm was used as a base material. The chemical
composition is shown in Table 1.

2.2 Electrode Material

ER90SB9 was used as electrode/filler material for this present experiment. The
chemical composition of ER90SB9 electrode is shown in Table 2.

Table 2 Chemical composition of filler material

%C %Si %Mn %P %S %Cr %Mo

0.090 0.270 0.540 0.0289 0.0076 8.80 2.0906

%Ni %Al %Co %Cu %Nb %Ti %V

0.470 0.0105 0.0741 0.3417 0.0023 0.0316 0.0475

%W %Cr %Ce %B %Fe

0.0261 8.80 0.0103 0.0010 Rest



196 L. N. Dhara et al.

Fig. 1 Experiment setup and work holding fixture

2.3 Welding Technique

Gas metal arc welding using 100% argon as shielding gas was used to produce
weld bead. Gas flow rate was constant 14 lit/min. Migatronic Pvt Ltd, Denmark,
made GMAW machine (Model-SIGMA GALAXY 501c) was used for experiment
(Fig. 1).

2.4 Process Parameter

Heat input depends on process parameters like welding voltage, welding current,
and torch travel speed as shown in Equation 1. The heat input and other process
parameters that are used for the present investigation are shown in Table 3.

Q = V × l × 60

S × 1000
× η (1)

where,

Table 3 Process parameter
of the welding process

Voltage, V
(V)

Current, I (A) Travel speed, S
(mm/min)

Heat input
(kJ/mm)

27 120 200 0.777

27 120 175 0.888

27 120 155 1.003

27 140 175 1.036

27 160 200 1.036

27 140 155 1.170

27 160 175 1.184

27 160 155 1.337
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Q Heat Input (kJ/mm) V = Voltage (V).
I Current (A).
S Travel Speed (mm/min).
η Efficiency (In this experiment, it is taken as 0.8).

3 Results and Discussions

Results obtained from visual observation are shown in Table 4. Observation results of
weld bead geometry are represented in Table 5. Low-to-medium spatter was observed
during the bead-on-plate experiment. The continuous deposition was made on the
base plate. One blowhole defect was seen in a weld sample.

The values of the weld bead parameters, variation of weld bead parameters with
heat input, and macrograph of weld bead geometry are shown in Table 5, Figs. 2,
and Fig. 3, respectively. Figure 2 shows that depth of penetration increases with
increasing heat input. The maximum width of depth of penetration is obtained data
maximum heat input of 1.337 kJ/mm. With an increase in heat input, the volume of
molten electrode and work region increases causing the possible increase in depth
of penetration. However, the trend of weld bead width and height of reinforcement
with heat input are not so much clear in this experiment domain. This is maybe
due to 100% argon shield. Ebrahimnia et al. [13] reported that pure argon is not
suitable for welding steel since it cannot provide the desired arc stability and desired
weld bead characteristics [13]. Maximum weld bead width and reinforcement are
obtained at a heat input of 1.003 kJ/mm. High depth of penetration with reasonable
good weld bead width is desired in welding. It is seen that at welding heat input

Table 4 Visual inspection of bead-on-plate experiments done by GMAW with a shielding gas of
100% argon.

Sl.
No.

Sample
No

Voltage
(V) (V)

Current
(I) (A)

Travel
Speed (S)
(mm/min)

Heat input
(kJ/mm)

Blow
hole

Continuity
in
deposition

Spatter

1 A1 27 120 200 0.777 Nil Cont Nil

2 A2 27 120 175 0.888 Nil Cont Nil

3 A3 27 120 155 1.003 Nil Cont Nil

4 A4 27 140 175 1.036 Nil Cont Med

5 A5 27 160 200 1.036 yes Cont Nil

6 A6 27 140 155 1.170 Nil Cont Nil

7 A7 27 160 175 1.184 Nil Cont Med

8 A8 27 160 155 1.337 Nil Cont Low

Cont. continuous, Med. medium
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Fig. 2 Plot of the variation ofweld beadwidth, the height of reinforcement, and depth of penetration
with heat input

A4 A5 A6

A8A7

A3A2A1

Fig. 3 Macrograph of weld bead geometry

of 1.337 kJ/mm, good penetration and weld bead width at optimum reinforcement
height are observed.

Figure 4 shows themacrograph andmicrograph of the different zone of thewelded
sample with or without post-weld heat treatment (PWHT). Coarse grain is observed
at fusion zone, whereas the base metal has finer grains. According to Hall–Petch
relationship, finer grains will have greater yield strength [14]. So this implies that
the yield strength of weld metal is lesser than the base metal.



200 L. N. Dhara et al.

50 µm
Base Metal HAZ 50 µm

50 µm 50 µm

Fusion Zone (PWHT)Base Metal (PWHT)

50 µm
Fusion Zone

Fig. 4 Macrograph and micrograph of different zone of welded sample before and after PWHT
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Fig. 5 Variation of microhardness of weld joint as-welded and PWHT condition
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Variation of microhardness for the weld zone is shown in Fig. 5. The hardness
was measured across the weld zone at 3 mm below the reinforcement outer surface.
It is also seen clearly that the Vickers hardness is less in the case of post-weld
heat treatment. Post-weld heat treatment relieves the material of internal stresses
and softens the material. Hardness leads to brittleness, and by performing the heat
treatment after welding, the hardness has reduced.

4 Conclusions

Following important inferences may be derived from this experimental investigation:

• The weld bead parameter is highly influenced by heat input. The depth of pene-
tration obtained during GMAW of P91 steel gets increased on increasing heat
input.

• PWHT resulted in a considerable decrease in the hardness of the weld zone.
• Finally, it can be concluded that a heat input of 1.337 kJ/mmmay be recommended

for welding of P91 steel to have an optimum depth of penetration and good tensile
strength within the experimental domain.
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Opportunities and Challenges
in Nanoparticles Formation by Electrical
Discharge Machining

Irshad Ahamad Khilji, Sunil Pathak, Siti Nadiah Binti Mohd Saffe,
Shatarupa Biswas, and Yogesh Singh

Abstract Nanoparticles (NPs) have drawn immense attention due to the full range of
new applications in various fields of industries such as electronics, optical, biomed-
ical, pharmaceutical and cosmetics. NPs gained importance due to their excep-
tional properties like antibacterial activity, high resistance to oxidation, exceptional
adhesive properties, better thermal conductivity and many more. Various interdis-
ciplinary researches have been done in the field and still going on. The aim of this
paper is to briefly describe the details of NPs processing methods, their benefits and
limitations and the need of new process in the field. In this paper, electrical discharge
machining (EDM) has been presented as possible new process for the synthesis of
NPs. The challenges in the development of EDM as a NPs synthesis process have
also been discussed in this paper.

Keywords Nanoparticles · EDM · Physical · Chemical ·Mechanical

1 Introduction

1.1 Nanoparticles

In the current trend, enormous attention has been paid in the field of nanotech-
nology where the matter is considered and deployed on the atomic or molecular
level. Nanotechnology already has and will remain to have, a significant impact on
our life as well as on the global economy [1]. The main reason for the fascina-
tion in nanometer-sized structures is their novel properties such as enhanced surface
tension, larger surface area, adhesion, lubrication, stabilization control flocculation
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of colloidal dispersion [2]. Surface effects and quantum mechanical effects stand
up in nanostructures due to their large surface-to-volume ratio and their dimensions
are of the same order as of the electron wavelength, respectively. Such effects are
utilized to produce new, improved materials, as well as novel medical, optical and
electronic devices. A microscopic particle having a size less than 100 nm in any one
of its dimensions is known as nanoparticle (NP). It can be classified into different
classes based on their properties, shapes or sizes that include fullerenes, ceramic
NPs, metal NPs and polymeric NPs. Due to the wide divergence of their use, exten-
sive researches have been conducted for their optimization and finding solutions to
obtain NPs of novel materials. NPs are of tremendous methodical curiosity as they
form a link between the bulk materials and their atomic or molecular structures [3].
The properties of materials change as their size approaches the nanoscale and as the
percentage of atoms at the surface of amaterial becomes significant[4]. Nanoparticles
also exhibit several unique features relative to the bulk material such as (a) quantum
confinement in particles associated with semiconductors; (b) interface permittivity
in incident lights for somemetallic particles; and (c) super-paramagnetic in magnetic
materials [5]. An example on unique properties of NPs: bulk copper (Cu) in the form
of wire or ribbon, the bending starts at about the 50 nm scale with the undertaking
of Cu atoms, while the same Cu NPs with less than 50 nm are superhard materials
that do not possess similar flexibility and ductility compared to bulk copper. A brief
detail on essential requirements from the NPs is presented in Fig. 1.

Depending upon the applications, the synthesis of NPs may differ. For instance,
NPs prepared from organic polymers are often used for drug delivery, whereas
semiconducting nanoparticles are used for optoelectronic and electronics applica-
tions. The nanoparticles are generated during combustion in car engines and are

Fig. 1 Essential requirements of NPs
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Table 1 Summary of applications for metal NPs

Metal Benefits of NPs

Silver [10] Absorbs and scatters light, stable, antibacterial, disinfectant, used in
coating

Gold [11] Interactive with visible light, reactive, highly conductive, used in
coating

Aluminium[12] High reactivity, sensitive to moisture, heat and sunlight, large surface
area, non-magnetic

Iron[13] Reactive and unstable, sensitive to air (oxygen) and water

Cobalt[14] Unstable, magnetic, toxic, absorbs microwaves, magnetic

Cadmium[15] The semiconductor of electricity, insoluble non-magnetic, low reactive

Lead[16] High toxicity, reactive, highly stable

Copper[17] Ductile, very high thermal and electrical conductivity, highly
flammable solids

Zinc[18] Antibacterial, anti-corrosive, antifungal, UV filtering

Aluminium oxide[12] Increased reactivity, sensitive to moisture, heat and sunlight, large
surface area

Silicon dioxide[19] Less toxic, able to functionalize many molecules

organic soot particles. However, soot particles are also commercially produced to
obtain a substance known as carbon black [6]. Metal oxide particles are found in
paints, cosmetics and sunscreens, while metal nanoparticles have a broad range of
applications [7]. In specific, silver is used for its antibacterial properties, gold and
other transition metals such as palladium, platinum and rhodium possess inert and
catalytic properties [8]. The nanoparticles used as seeds for semiconductor nanowires
were mainly gold particles, while gold, titanium dioxide (TiO2) and soot particles
were used for nano-safety research [9]. A summary of applications for metal NPs is
presented in Table 1.

1.2 Methods for Synthesis of NPs

Various methods can be utilized to engineer NPs of different materials. Fundamen-
tally, there are three methods for generating NPs, namely (i) physical; (ii) chemical;
and (iii) mechanical. The mentioned processes can be further divided into several
processes depending upon the need, but the principle working remains the same. In
chemical synthesis of NPs, solvents and hard chemicals in the form of liquid/gas
were generally used to produce NPs. This process results in bulk generation, easy
and non-laborious work environment. During the mechanical processing’s grinding
of a bulk material in the form of small particles the have been done, it is a less
complicated process compared to others, uncontaminated particles can be produced.
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Whereas the physical processes have the capability to produce controlled particle
size and can produce pure NPs.

These processes were in use for NPs synthesis from decades, but still, they suffer
from there inherent limitations. For example, (i) physical concept-based processes are
costly, less productive (i.e. in terms of time toNPs generations), sophisticated process
design and highly skilled labours are required for operation; (ii) chemical-based
processes generate high chemical waste and toxic emissions which are hazardous for
the environment and humans, difficulties in generating the pure NPs; (iii) mechanical
and its based constituent processes such as milling and grinding also lack with non-
similar size and shape of NPs, larger floor area and high energy consumption are
also one of the major limitations for such processes. A brief detail on the advantages
and limitations of NPs synthesis processes has been presented in Table 2, while a
comparison of these processes based on valuable economical and structural prospects
has been presented in Table 3.

To overcome these limitations of available NPs synthesis processes, a new and
novel procedure for generatingNPs by electrical dischargemachining (a type of spark
erosion process) has been presented in this paper. Opportunities and challenges in
EDM for NP synthesis have been briefly discussed.

Table 2 Comparative table for the technique for the synthesis of the nanoparticle

Physical processes Chemical processes Mechanical processes

Physical vapour deposition,
laser ablation, Sputter
deposition, Electric arc
depositions, ion implantation

Sol–Gel, Electrodeposition,
colloidal methods, water–oil
microemulsions method,
hydrothermal synthesis etc

Attrition Ball Mill, Vibrating
Ball Mil, High Energy Ball Mil,
vibrator

Advantages: Fewer losses
compare with other processes,
chemical-free process

Advantages: Easy, less
time-consuming, large
quantities of material can be
obtaining, variety of size and
shape, self-assembly or
patterning possible

Advantages: Pure NP,
chemical-free process

Limitations: Losses,
time-consuming, required
high-class setup, control over
the process is a typical task,
and high skilled labour is
required

Limitations: High cost, high
chemical waste, contaminated
NPs, hazardous for
environment and human

Limitations: More space
required, high energy required,
the non-uniform shape of
particles, phase change
possibilities

Table 3 Comparison of the available NPs synthesis techniques

Type of Processes Cost Time Oxidation Waste material

Chemical High High High High

Mechanical High High Low High

Physical High High Low Low
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2 Electrical Discharge Machining

Electrical discharge machining (EDM) is an electro-thermal non-traditional
machining process, generate electrical spark with the help of electric energy, and
thermal energy is used to remove the material for the workpiece material [21,
22]. Electrically conductive materials machined by EDM where the thermal energy
of spark detaches the material through repeated sequences of electrical discharge
between the small gap of an electrode and a workpiece. A voltage is usually applied
between two electrodes (i.e. cathode and anode), and a temperature of around
10,000 °C has been generated between electrodes during the spark. EDM process
removes undesirable material in the form of debris and produces the shape of the
tool surface as a metal portion by the recurring electrical spark between the tool and
the workpiece in the presence of dielectric liquid. These particles are flushed away
from the narrow machining zone due to the continuous flow of the dielectric fluid
(generally kerosene, transformer oil, distilled water, etc.) [21]. The study of debris
or flushed particles may play an important role in accepting the mechanism of alloy
formation in EDM process. Additionally, the reuse of debris in engineered compo-
nents will solve a severe problem in mechanical industries and this will also add on
more procedures in the generation of oxides free NPs. The details on the working
mechanism of EDM process can be found in [23].

2.1 Opportunities and Challenges in NPs Synthesis by EDM

A very few researchers have worked and reported the NPs production by EDM.
However, they were not able to report the usefulness of the collected debris in the
application, but they have successfully able to produce micrometer-sized particles
by EDM.

Ultrashort pulse powered low energy EDM has been utilized by Roy et al. [24] for
production of NPs. Their study was focused on observing the shape of the produced
NPs; they reported amixed type of results with some particles being spherical (single
phase) and majority as non-spherical (random). Khanra et al. [23] have used EDM
for mild steel as workpiece and ZrB2–Cu composite as an electrode with kerosene as
the dielectric fluid. They reported multiple types of NPs (i) spherical shaped single
phase of workpiece material while (ii) non-spherical (random) consists of a mixture
ofworkmaterial and toolmaterial. Effects of EDMparameters and cooling procedure
on particle synthesis and tool wear have been studied [25], and they reported that the
pulse-on time and voltage plays an essential role in tool wear. Ayers et al.[26] studied
the effects of EDM parameters on the composition and morphology of titanium
carbide (TiC) metal powder by EDM process, and they reported TiC and WC NPs
having single phasewere successfully produced byEDMwith kerosene as a dielectric
fluid and graphite as a tool. Kumar et al. [27] studied the effect of mixing alumina
particles in a dielectric in EDM of Inconel alloy and reported improvements in the
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formation of debris. In the most recent work, Katiyar et al. [28] have studied the
influence of pulse parameters and applied voltage on the synthesis of Fe–Cu NPs in
the EDM process. They reported that pulse-on time plays a vital role in deciding the
shape of the particles (i.e. spherical/non-spherical), and they observed the minimum
size of spherical NP generated is 20 nm with no oxidation and contamination.

Considering, very fewer literature and huge potential in the process, it is viable
that the EDM can be more frequently used an NPs synthesis process for a wide range
of hard-to-cut materials, namely tungsten carbide, titanium and its alloys, Inconel
and its alloys and many other important engineering materials. However, with the
viability, there are plenty of challenges. Few of the most vibrant challenges are
mentioned below:

• Obtaining a set value of EDM parameters by their optimization for the synthesis
of NPs with uniform shape and size. A detailed list of parameters along with the
set responses for NP synthesis is presented in Fig. 2.

• Avoiding mixing of workpiece and tool materials during the synthesis.
• Development of proper methodology for collection and extraction of NPs from

the dielectric chamber.
• Development of theoretical model and simulations-based studies for proper

rectification of the occurred problem during experiments.
• Avoiding oxidization of the generated NPs, by maintaining a closed environment.
• Repeatability of the results and testing for more difficult to cut materials.

Thementioned challenges can be achievedwith the help of in-depth research in the
field by selecting the most affecting parameters of the EDM and also by developing
a novel collector for the collection of NPs and their extraction.

Fig. 2 Important EDM parameters, along with the set responses for NP synthesis
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3 Conclusions

In the present work, a brief introduction on the nanoparticles and their synthesis
methods has been presented. From the literature and discussion, it can be concluded
that EDM has enormous potential to be developed as an effective process for the
synthesis of uniform shape NPs without any contamination. It was also observed
that EDM has the capability of developing very small-sized spherical particles with
a minimum of 20 nm. It was found from the literature that the pulse parameters
and applied voltage play a crucial role in NPs shape and size. The development of
the EDM process variant with effective utilization is suggested to improve the non-
conventional machining process applicability in NP synthesis field. Still, there are
some sustainability issues required to be addressed in future work particularly to the
EDM process to investigate more sustainable dielectrics. Further research and devel-
opments are encouraged to improve quality, productivity and sustainability of EDM.
The growth of EDM for reasonable production for the small-scale manufacturers as
well across the world to reach triple bottom line sustainability is quite probable.

Acknowledgements Authors are thankful to Universiti Malaysia Pahang for funding the present
work through RDU Grant (RDU1822023) and (RDU1903137).
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Preheating Path Selection Through
Numerical Analysis of Laser-Aided
Direct Metal Deposition

Dhiraj Raj, Bipul Das, and Saikat Ranjan Maity

Abstract The process of laser cladding offers superiormetallurgical andmechanical
properties of the product. This is possible through the additive nature of the process
but brings challenges in controlling the surface requirements and defects. The gener-
ation of thermal stresses in the cladding material as well as the substrate materials
results in delamination and formation of a substantial crack in the remelted zone.
One of the strategies followed to control the defect formation and also to manage
the microstructure in the cladding material, preheating is often applied. Moreover,
preheating also facilitates the localized melting of the cladding material over the
substrate for better melting and remelting. In the current investigation, a laser source
is simulated in COMSOL and two paths for preheating a cavity on stainless steel
materials are used. The power of the laser source is kept fixed at 70 W and the other
parameter like laser traverse speed and beam spot diameter has been fixed at 1.5mm/s
and 1 mm respectively. The numerical solution of the system of equations resulted in
time–temperature information. Later, the heat transfer gradient is computed for the
paths from the time–temperature information acquired through numerical simulation
and the best one is selected to obtain a uniform heat distribution. The study revealed
that the path which followed a circular pattern results in a better heat transfer gradient
for effective preheating of the substrate material.

Keywords Laser cladding · Stainless steel · Temperature profile · Preheating

1 Introduction

Technological developments in the area of materials and alloy having advanced
properties have induced many problems and difficulties regarding the machining
of these materials. The scientist and engineers have started using a laser as a heat
source for machining and achieving high dimensional accuracy of these materials to
meet the requirement of several industries [1]. In today’s industrial world, a lot of
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developments have been done in the laser field because of its frequent use for making
hard and complex shape materials. Laser technology is being widely used after the
development of the high-power laser in various fields, such as in medical field laser
therapy, laser cladding in industry, military field, and in many other areas [2].

Laser cladding process is a process in which fusion occurs with the help of the
laser beam. In this process, one material is used as a cladding material and the other
one is used as substrate material. The laser beam is focused on the material with
the help of a focusing system. When the laser strikes the material, fusion occurs
and molten pool formation starts. The cladding material is either pre-placed on the
substrate or fed simultaneously with the formation of a molten pool. The surface
tension gradient drives the molten material flow. The substrate and clad material get
mixed in the molten state and it is allowed to cool by quenching process which led
to the formation of fine-grained microstructure. Laser cladding technology is highly
preferable because of its advantages over other processes like its high energy density,
small heat-affected zone is formed, metallurgical bonding between the substrate and
the powder is excellent, high depositing efficiency [3]. It is also mainly used for
improving the surface properties of metal materials by depositing a coating of other
metal on it. The coatings deposited by the laser cladding process consist of finer and
densermicrostructurewith a lower dilution rate [4]. It is the technique that controls the
porosity problem, insufficient process temperature, and distortion of the workpiece
to some extent in comparison with the other techniques. The laser cladding process
along with the proper set up has been shown in Fig. 1.

Laser cladding is considered as one of the best technique of improving the surface
quality because the coating deposited by this technique has higher hardness as
compared to the substrate material. The clad process has a major effect on the quality
and characteristics of the layer of the surface formed after the cladding process. The
parameters that affect the clad process also affect the clad profile, dilution, finishing
off the surface and other defects like crack, porosity, etc. Some of the input parame-
ters are scanning speed, laser power, beam spot diameter, overlap ratio, the direction
of clad, etc. [6].

2 Methodology

The AISI 410 stainless steel plate with dimension 40 mm × 40 mm × 5 mm is used
as a base material. A cavity is made around the crack area on the plate having a
maximum radius of 6.6 mm and depth of 2.5 mm as shown in Fig. 2. The chemical
compositions of 410 stainless steel are presented in Table 1 [7]
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Fig. 1 Schematic diagram of laser cladding process [5]
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Fig. 2 Geometry of the 410 stainless steel used for preheating

Table 1 Chemical composition of AISI 410 stainless steel

Material C Mn Si P S Cr Ni

410L stainless steel 0.15 1 1 0.04 0.03 11.5–13.5 0.75

2.1 Heat Transfer Equation and Boundary Conditions

In this model, the basic Fourier heat conduction equation is used for heat transfer. All
surfaces except the cavity area were assumed to be thermally insulated. Convection
and radiation phenomenon is neglected in this model. The governing equation for
heat conduction is given by Eq. (1). Equation (2) is the initial condition and Eqs. (3)



214 D. Raj et al.

Fig. 3 Thermal conductivity
of 410 stainless steel [9]

and (4) are the boundary conditions.
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where T is the temperature, k is the thermal conductivity of the material, ρ is the
density of the material (7800 kg/m3), c is the specific heat capacity of the material
which was 500 J/Kg-K, and q is the internal heat. T 0 is the initial temperature, i.e.,
293.15 K [8], qo is the total heat flux. Equation (3) represents the boundary condition
of the surfaces which is thermally insulated. Equation (4) represents the boundary
condition of the cavity area where heat flux was given. The thermal conductivity of
the material varies with the change of temperature which is shown in Fig. 3.

2.2 Heat Source Model

Comsol software is used to build a finite model for this study. In this model, a moving
laser beam is used as a point heat sourcewhich is having aGaussian distribution inten-
sity profile. In this model, point heat source is used instead of volumetric heat source
becausewe are only preheating the surface of thematerial and the temperature will be
below itsmelting point somelting pool will not be formed. Inmodellling of thewhole
process, an extra-fine physics-controlled mesh is used for computational efficiency
and simulation accuracy as shown in Fig. 4. The 3D finite element entity possesses
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44,679 tetrahedron elements and 5142 triangular elements.Minimumelement quality
is 0.1972. The Gaussian heat flux (Qin) is given by Eq. (5)

Qin = 2nQ0

�R2
b

exp(−(2R2)/R2
b) (5)

where Qo is the total power, n is the absorption co-efficient, i.e., 0.25. Rb is the
radius of focus of the beam, and R is the radial co-ordinate of the focus of the beam
which is given by Eq. (6). x1 and y1 are the coordinate of the center of the focus of
the laser beam [10].

R =
√

(x − x21 ) +
√

(y − y21 ) (6)

In this study, the cavity is preheated by using two different paths. In the first path,
it is heated by moving the point laser heat source continuously on a circular path
inside the cavity. In the second path, point laser is used to heat only nine different
points inside the cavity. For a circular path, the radius of the path is calculated from
the designed geometry of the cavity. The x1 and y1 are given by the parametric
equation of circle as described in Eq. (7). For preheating the whole cavity, six paths
are considered with different radius and different velocity.

x1 = R ∗ cos(ω ∗ t), y1 = R ∗ sin(ω ∗ t) (7)

For point heating, the center of the focus of the beam, x1 and y1 are defined for
all nine points and simulations are computed. The process parameters of laser point
heat source used for preheating of the cavity are laser power Qo = 70 W, scanning
velocity V = 1.5 mm/s and beam spot diameter D = 1 mm.

Fig. 4 Finite element mesh model
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Fig. 5 Temperature distribution model at t = 103.5 s

3 Results and Discussion

3.1 Temperature Profile Obtained During Preheating
by Circular Path

The temperature distribution model obtained after the final simulation in Comsol is
shown in Fig. 5. The maximum simulated temperature obtained is 1658 K which
is lower than the starting range of melting temperature of 410 stainless steel. The
temperature profile with respect to time is calculated at six points: point 1, point
2, point 3, point 4, point 5, and point 6 which are inside the cavity as shown in
Fig. 2. The point lies on the circular path on which the heat source is moving. The
distance between each point is about 1 mm. The temperature profile observed during
circular path preheating is shown in Fig. 6. Point 1 is the initial position of heat
source. Similarly, point 2, point 3, point 4, point 5, and point 6 are the positions of
heat source after completion of first, second, third, fourth, and fifth circular turns.
It is observed that peak temperature is obtained at the time when the heat source
will be nearer to these points and when the distance of heat source from these points
increases, then the peak temperature decreases.

3.2 Temperature Profile Obtained During Preheating
by Point Heating

The temperature distribution model obtained after the final simulation in Comsol is
shown in Fig. 7. The temperature profile during this simulation is calculated at the
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Fig. 6 Temperature profile of preheating of cavity by circular path

same point on which it was calculated during the preheating by the circular path. In
the preheating of cavity, nine points are taken randomly for point heating so that it
almost covers the entire cavity volume and all the points are heated for 11.5 s. The
temperature profile observed during point heating preheating is shown in Fig. 8 It
is observed that the maximum temperature is obtained at point 1 as 1258.5 K. The
reason behind the high temperature obtained at point 1 is that it is one of the points out
of nine points on which point heating is performed. The peak temperature at all the
points except point 1 is much lower as compared to that observed during preheating
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Fig. 7 Temperature distribution model at t = 103.5 s

by the circular path. It is because during the point heating, the temperature rise is not
high.

The numerical temperature gradient has been calculated for both the paths at
all the six points on which temperature profile is obtained using MATLAB that is
shown in Fig. 9. Thus, we can conclude from Fig. 9 that the gradient of the circular
path is higher at all the six points as compared to that of point heating. The rise
in temperature will be higher and heating effect will be more in the circular path as
compared to point heating. So, we can conclude that the circular path heating scheme
will be better for preheating the cavity.

4 Conclusion

In this research work, a numerical investigation is done for selecting a suitable path
for preheating using a laser heat source. Two different paths are taken for preheating
the cavity. The laser heat source is used as a point heat source and modeled using
COMSOL software. The temperature profile was obtained for both the paths at six
different points. The numerical temperature gradient is calculated for both the path at
all the six points and both the gradients are compared. It is observed that the gradient
of the circular path was higher as compared to the point heating which results in
higher temperature rise and better heating effect of the cavity. So, we can conclude
that among the two paths taken, the circular path heating scheme is better and more
suitable for preheating the cavity.
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Fig. 8 Temperature profile of preheating of cavity by point heating
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Fig. 9 Comparison of
numerical temperature
gradient of the paths selected
for preheating
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Robust Synthesis of Path Generating
Four-Bar Mechanism

Sanjay B. Matekar and Ajay M. Fulambarkar

Abstract Synthesis of path generating four-bar mechanism is performed with the
objective to minimize the error between generated and specified path points. The
deterministic synthesis ofmechanismdetermines the link dimensionswithout consid-
ering the effect of uncertainties. The deterministically synthesized mechanism will
not perform as desired due to the uncertainties. Tolerance design has been performed
to improve robustness of such mechanisms by allocating suitable link tolerances and
joint clearances. The robustness of such mechanisms has been analyzed by Taguchi
method. Thus, the robust design of mechanism has been performed in stages. In
this paper, a methodology is presented for optimum robust synthesis of path gener-
ating four-bar mechanism. Differential evolution has been used as evolutionary algo-
rithm for the synthesis. The methodology simultaneously optimizes link lengths and
corresponding tolerances, along with joint clearances at both ends of coupler link.
The modified geometry of four-bar mechanism considering link tolerances and joint
clearances has also been discussed. The methodology has been applied for synthesis
of four-bar mechanism for tracing a straight line path. It has been observed that
the synthesized mechanism has the minimum objective function value. It has also
been observed that the variation in objective function value due to uncertainties is
minimum, as the standard deviation of objective function value is minimum. Thus,
the methodology has resulted in robust path generating four-bar mechanism.

Keywords Differential evolution · Optimization · Robust design · Synthesis of
four-bar mechanism · Uncertainties in mechanism
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1 Introduction

Robust design of mechanism ensures that there will be minimum deviation from
the intended performance. Optimum deterministic synthesis of path generating four-
bar mechanism determines the link dimensions. The effect of uncertainties in the
mechanism is not considered in this synthesis. Tolerance design has been performed
to assign suitable tolerances and joint clearances to these mechanisms to make
them robust. In this paper, the optimum robust synthesis of path generating four-bar
mechanism is discussed.

The objective function for deterministic synthesis has been defined as root mean
square (RMS) of error between the generated path points and the prescribed path
points by Kunjur and Krishnamurthy [1] and Matekar and Gogate [2]. The deter-
ministically synthesized mechanism would deviate from the prescribed task due to
uncertainties. The uncertainties in mechanism are controllable (tolerance and joint
clearance) and uncontrollable (environmental and operating conditions). The effect
of controllable uncertainties on the displacement of slider in a slider crankmechanism
has been investigated by Matekar and Fulambarkar [3].

Tolerance design has been applied to identify suitable values of controllable uncer-
tainties under the influence of uncontrollable uncertainties for the deterministically
synthesized mechanisms. The tolerances for path generating four-bar mechanism
have been obtained using orthogonal arrays, by Chen and Huang [4], Huang and
Zhang [5], Huang et al. [6]. Robustness of such mechanisms can be analyzed using
Taguchi quality loss function defined by Phadke [7].

Researchers have proposed methodologies for robust design synthesis of mecha-
nisms. A robust design optimization objective function has been defined considering
tolerances of design variables byLee andPark [8]. Themethodology has been applied
for structural design. A two-step approach has been proposed for robust design of
mechanism by Caro et al.[9]. Here, in first step of synthesis link, dimensions have
been obtained, and in second step, optimal tolerances have been designed.

From the literature review, it has been observed that robust design of four-bar
mechanism has been performed in stages. First, the link dimensions have been deter-
mined and then the tolerances have been obtained. Thus, if the synthesis is performed
to determine link dimensions and tolerances simultaneously will result in a robust
mechanism. In this paper, robust synthesis of path generating four-barmechanismhas
been discussed for determining link lengths with optimum tolerance and joint clear-
ances. A four-bar mechanism has been synthesized for generating specified vertical
straight line. Differential evolution has been used as the optimization algorithm.

2 Path Generating Four-bar Mechanism

Figure 1 shows the parameters of a path generating four-bar mechanism at ideal
condition, i.e., without any joint clearance and link tolerance. The coupler point ‘C’
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Fig. 1 Path generating four-bar mechanism at ideal condition [3]

traces the specifiedpath.θ1 is the anglemadebyfixed linkwith horizontal axis. r1,r2,r3
and r4 are the link lengths of the fixed, input, coupler and output links, respectively.
θ2 is the angle made by input link with fixed link. r5 and r6 are the coordinates of
the coupler point C in coupler link. X0 and Y0 are the coordinates of fixed pivot. θ1

2
is the input link angle at first desired path point. �θ2 is the angular rotation of input
link to traverse the desired path points.

2.1 Equivalent Four-bar Mechanism

For robust synthesis of mechanism, link tolerances and joint clearances at both ends
of coupler link have been considered as control parameters. The geometry of the
mechanism gets modified due to these control parameters. The modified path gener-
ating four-bar mechanism is shown in Fig. 2. Where all the link lengths are modified
as ‘optimum link length ± link tolerance’. The joint clearances at both ends of
coupler, Rc1 and Rc2, are considered. The joint clearance are considered as virtual
links in the equivalent mechanism.

Figure 3 shows a joint between links ‘i’ and ‘j’, formed by inserting pin at end
of link ‘j’ in the hole at end of link ‘i’. Joint clearance Rc is generated, which is
the difference between radius of the hole and the pin. The radial clearance circle is
also shown in Fig. 3. The joint clearance has been considered as virtual link Rci in
the mathematical model. It has been considered that, as the mechanism moves the
virtual link will orient anywhere in the radial clearance circle. Thus, the angle of
clearance link ‘αi ’ with respect to horizontal axis, as shown in Fig. 4, is considered
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Fig. 2 Modified path generating four-bar mechanism

Fig. 3 Joint clearance

to be randomly oriented between 0° to 360° in the clearance circle.
Figure 4 shows the equivalent link where the mechanism links are connected

by the virtual clearance link. Point ‘P’ is the connecting point of two links. The
coordinates of ‘P’ are calculated using the modified link length and virtual clearance
link with respective angles with horizontal ϕi and αi , as in (1) and (2). The equivalent
link length Ri1 is calculated using the point coordinates, as in (3). The link angle ϕi1

also gets modified as in (4).
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Fig. 4 Fig. 4. Equivalent
link

xp = Ri ∗ cosϕi + Rci ∗ cosαi (1)

yp = Ri ∗ sin ϕi + Rci ∗ sin αi (2)

Ri1 =
√
x2p + y2p (3)

ϕi1 = a tan
(
yp/xp

)
(4)

3 Robust Synthesis of Path Generating Four-bar
Mechanism

The robust synthesis of path generating four-bar mechanism ensures that the mech-
anism will trace the specified path with minimum deviation. The synthesis has been
performed to identify optimum design parameter values along with the applicable
optimum tolerances and joint clearances under the influence of uncertainties.
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3.1 Parameters for Robust Synthesis

In this paper, two types of parameters, controllable and uncontrollable, have been
considered. Controllable parameters are those which are controlled by designer.
Following controllable parameters have been considered for the synthesis:

Link lengths, r1 to r6
Tolerance of each link, tr1 to tr6
Joint clearance at both ends of coupler link, rc1 and rc2
Position of fixed pivot (X0, Y 0)
Orientation of fixed link (θ1)

Uncontrollable (noise) parameters cannot be control by designer but influence the
position of coupler point. Following noise parameters have been considered for the
synthesis:

1. Link deformation due to environmental conditions considered as 5 microns/mm
of link length.

2. Orientation of radial clearance, varying randomly in clearance circle from 0° to
360°.

3.2 Objective Function for Robust Synthesis

Equation (5) shows the objective function for synthesis of path generating four-bar
mechanism, which is same as of deterministic synthesis. It is defined as the mini-
mization of root mean square of error (ERMS) between the specified path points,Ci

s
and the generated path points,Ci

g . Here, ‘n’ is number of points specified on the path.
The coupler point coordinates have been calculated using modified path generating
four-bar mechanism.

ERMS =
√√√√1

n

n∑
i=1

[(
Ci

xs − Ci
xg

)2 + (
Ci

ys − Ci
yg

)2]
(5)

3.3 Procedure for Robust Synthesis

The robust synthesis has been performed using optimization algorithm. Following
values have been decided before start of the optimization process.

1. The lower and upper limits of control parameters.
2. The population size for optimization, ‘Out_mech’.
3. No of mechanism to be evaluated in the inner loop, ‘In_mech’.



Robust Synthesis of Path Generating Four-Bar Mechanism 227

Following procedure has been followed for the optimum robust synthesis of
mechanism. A MATLAB program has been written as per the procedure.

1. A set of control parameter values have been generated randomly, equal to
‘Out_mech’ between the specified lower and upper limits.

2. Each candidate in the set has been analyzed for Grashof’s criterion using the link
length parameter values.

3. The qualified candidates in step 2 have been analyzed for robustness in the inner
loop.

4. Fromeachqualified candidate, a set of equivalentmechanisms equal to ‘In_mech’
have been generated. The link length has been varied using normal distribu-
tion. Where, link length parameter value has been considered as mean, and
corresponding link tolerance parameter value has been considered as normal
distribution.

5. Both the noise parameter values have also been generated randomly, equal to
‘In_mech’, within the specified ranges as discussed in Sect. 3.1.

6. Each equivalent mechanism generated in step 4 is analyzed with each candidate
from thenoise parameter set. Thus, the analysis has beenperformed for ‘In_mech’
× ‘In_mech’ times. The link deformation has been applied tomodified link length
of the equivalent mechanism. The clearance link direction has been considered
while calculating equivalent link.

7. The objective function value for each analysis from step 6 has been stored and
the maximum value has been considered as the objective function value for that
candidate. Thus, the worst performance has been considered as the objective
function value for that candidate.

8. After analyzing each qualified candidate from step 2 in the inner loop, the candi-
date having minimum objective function value has been considered as the robust
mechanism for that run.

Figure 5 shows the flowchart of the outer–inner loop procedure to synthesize the
robust mechanism.

4 Robust Synthesis of Mechanism for Tracing Vertical Line

Figure 6 shows the path generation task, as to trace a vertical straight line. The line
is specified from point (200, 200) to (200, 450). 15 equispaced points on the line
have been considered for the synthesis. Table 1 lists the lower and upper limits of
the control parameters (discussed in Sect. 3.1) used for the synthesis.

The optimization has been performed as per the procedure discussed in Sect. 3.3
using differential evolution as the optimization algorithm. For each run, the popu-
lation size has been considered as 600 and the number of mechanism evaluated
for the inner loop has been 20. The optimization process has been repeated for 50
times, resulting in 50 optimum mechanisms. The objective function values of all
50 mechanisms have been sorted in ascending order to determine the best optimum
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Fig. 5 Outer–inner loop for robust synthesis

mechanism. Table 2 lists the parameter values of the best synthesized mechanism
along with its objective function value.

Figure 7 shows the best synthesized optimummechanism, where the coupler point
is at the start point of line. The complete coupler curve traced by the coupler is shown.
Figure 8 shows the points traced by the mechanism along with the specified points.
It can be observed that the coupler point traces the required points very closely.

The variation in objective function value has been obtained by analyzing the
best optimum parameter values. The link length tolerances have been varied in the
designed ranges and equivalent mechanisms have been generated. These have been
analyzing for variation in noise parameters. Total 400 objective function values have
been obtained. Figure 9 shows the normal distribution of the 400 objective function
values. It can be observed that themean of objective function is 1.261 and the standard
deviation is 0.052.
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Fig. 6 Specified path generation task

Table 1 Limits of design
parameters

Design parameter Lower limit Upper limit

r1 (mm) 50 1200

r2 (mm) 50 400

r3 (mm) 50 800

r4 (mm) 50 1000

r5 (mm) 30 400

r6 (mm) 30 400

tr1 (% of link length) 0.001 0.01

tr2 (% of link length) 0.001 0.01

tr3 (% of link length) 0.001 0.01

tr4 (% of link length) 0.001 0.01

tr5(% of link length) 0.001 0.01

tr6(% of link length) 0.001 0.01

rc1(mm) 0.1 1

rc2(mm) 0.1 1

X0 (mm) −100 400

Y0 (mm) −100 400

θ1(rad.) 0 6.28
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Table 2 Parameter values of
best optimum mechanism

Design variables Optimum value

r1 (mm) 1200

r2 (mm) 474

r3 (mm) 675

r4 (mm) 1000

r5 (mm) 165

r6 (mm) 275

Link 1 Tolerance (%) 0.003

Link 2 Tolerance (%) 0.008

Link 3 Tolerance (%) 0.002

Link 4 Tolerance (%) 0.007

Link 5 Tolerance (%) 0.008

Link 6 Tolerance (%) 0.001

X0 (mm) 19.82

Y0 (mm) 20

θ1(rad.) 0.1065

Joint clearance (crank side) (mm) 0.281

Joint clearance (output side) (mm) 0.105

Objective function value 1.403

Fig. 7 Best mechanism with coupler curve
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Fig. 8 Path traced by best mechanism
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Fig. 9 Normal distribution curve of objective function

5 Conclusion

It is necessary to define the link length tolerances and joint clearances for the mech-
anism for ease of assembly and operation. When the link tolerances and joint clear-
ances are obtained in the design stage, it increased the robustness of the mechanism.
It was observed from the literature review that the robust design of mechanism has
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been performed in stages. In this paper, robust synthesis of path generating mecha-
nism using optimization has been discussed. The robust synthesis results in optimum
link dimensions and corresponding tolerances along with the joint clearance values
of joints at both ends of connecting rod has also been synthesized. The modified
equations for link lengths and link angles have also been discussed. These have
been used to determine the objective function value. A four-bar mechanism has been
synthesized for vertical path generation task. The robust synthesis has resulted in an
optimum mechanism having objective function value of 1.403. The normal distribu-
tion of objective function value indicated that the mean has been 1.261 and standard
deviation has been 0.052. Thus, it can be concluded that the synthesized mechanism
has been optimum as it has minimum objective function value and also robust as the
standard deviation has been less. It can be also be concluded that the methodology
is suitable for synthesis of path generating four-bar mechanism.
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Predicting the Surface Roughness
in Single Point Incremental Forming

Manish Oraon, Vinay Sharma, and Soumen Mandal

Abstract The demand for customized products slowly shifted the manufacturing
industry from mass production to rapid prototyping or batch production that needed
a new sheet forming technique. In recent years, the researchers pay attention to
single point incremental forming (SPIF), an emerging sheet forming technique. It is
a quite flexible sheet forming process which eliminates the dedicated die or punch.
The surface quality of the finished product in SPIF is one of the domains because
it is concerned with the customer’s demand. The tool feed and variation in depth of
deformation resembles in the finished product. For minimizing the waviness of the
finished part, ANN-based modeling is done in the present study. A good agreement
with experimental data and overall regression performance of ANN 98.99% and an
acceptable error of −0.136 is found.

Keywords SPIF · Surface roughness · Artificial neural network · Input variables

1 Introduction

The sheet metal forming is the common forming process in which the metal sheet is
shaped by using specialized dies and punch. The demand for the customized product
increased the cost of production because a dedicated die is needed for processing. The
making of customized die only for prototypes, models, or even for low batch produc-
tion is a critical issue for taking any industry. To overcome this complex situation,
in the early 90s, the incremental sheet metal forming technique has been introduced
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in which the metal sheet is formed by using a simple tool [1]. There are numbers
of experimental results, finite element (FE) modeling, and simulation-based models
are proposed by researches for the optimization of ISMF [2–4] but yet, no adequate
solution is adopted [5, 6]. In SPIF, the induced forces are increased accordingly with
the metal sheet thickness, tool diameter, wall angle and profoundly increases with
increasing the vertical step size [7]. It is found that within the explored limits, vertical
step size has the least significant impact, and therefore, it can be increased without
great penalty, whereas the deformation force is primarily dependent on the wall angle
and tool diameter [8]. The ANN modeling is done for the investigation of vertical
force component (Fz) during the SPIF of two metals, e.g., aluminum AA3003-O
and Cu–Zn alloy. The feed-forward backpropagation (BPNN) algorithm is adopted
for simulation where the sigmoid transfer function is taken at the hidden layer and
linear transfer function at the output layer. The result shows that the predicted Fz
through ANN is found very close to the experimental data set with mean absolute
error of −0.215 [9]. The titanium sheet is formed into a medical implant through
SIPF and measured its interior surface roughness with considering the forming tool
diameter, feed rate, and the coefficient of friction. It is observed that the rough-
ness of the inner surface can be minimized with forming at moderate feed rate [10],
whereas the surface profile of stainless steel DC01, stainless steel 304, and aluminum
AA1050 is improved by doing the SPIF to the large diameter of the tool and at higher
RPM [11]. In the succession, surface roughness is measured and found that the step
depth increment is the prominent input variable [12]. Moreover, the average surface
roughness of aluminum AA3003-O part is predicted. The MAE of 1.068% and the
performance index of the model are coming as 0.95 which is a very close agreement
to the measured surface roughness [13].

In this paper, the ANN model is developed for the prediction of Ra-value of
the aluminum AA3003-O. This material has good formability characteristic and
resistance to corrosion; therefore, it is required in every manufacturing industry.

2 SPIF Experiment

The Taguchi design of experiment (DOE) is adopted for conducting the experiments.
The SPIF experiment has a simple fixture in which theworkpiecematerial is clamped
precisely at its edges. The forming tool that follows a CNC programmed path as per
part design and deformed the clamped sheet plastically. The machine, forming tool,
and material used in the SPIF are discussed below.

2.1 Machine

The SPIF is conducted in a precisemultifunctional CNCmachineDT-110,Mikrotool
Pvt. Ltd, Singapore (Fig. 1), placed in the department of production engineering,
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Fig. 1 Mickrotool DT-110
and typical fixture of SPIF

Birla Institute of Technology, Mesra, India. The machine has the capability to turn,
mill, drill, electric discharge machining (EDM), wire electric discharge machining
(WEDM), and electric discharge grinding (EDG) at micro-level.

2.2 Forming Tool

The customized tool is made of mild steel 40C6. The material is turned to a dimen-
sion of 50 mm long and 7 mm diameter. On one end of this turned workpiece, a
hemispherical groove is been made to hold 06 mm diameter ball bearing. The balls
are being inserted into the groove to make the hemispherical head of the tool. The
standard 06 mm diameter bearing ball (BOHLERW300) was inserted in the groove.
It is chosen because of sustainability during SPIF and high resistance to wear. This
material usually used to manufacture the press die and cutting tools.
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Table 1 Ultimate tensile
testing results

Stress at
ultimate
(MPa)

Strain at Max.
load (%)

Stress at Auto.
break (MPa)

Maximum
percent strain
(%)

161.48 2.66 130.6 5.46

Fig. 2 Proposed dimension of the square pyramid and tool traverse direction

2.3 Workpiece Material

The commercialized aluminum grade AA3003-O is taken for SPIF. The stresses and
strains of AA3003-O are measured in an automated materials testing system ‘Instron
Series-9.′ The test samples are prepared as per ASTM standard B-557-M. The results
are given in Table 1.

During the literature review, It is noticed that the symmetric components which
are having no corners are formed easily in SPIF such as conical frustum [14–16],
whereas the shapes having any corners are suffering through-thickness at corners
and blank get failed at corners, e.g., square pyramid, pentagonal shapes, etc. [17–
19]. Since the thickness deviation and strain distribution at the corners of a square
frustum during SPIF are different from conic [20–22], therefore research interest
towards the forming of the square pyramidal frustum is taken into consideration.
The square pyramid frusta with specified dimensions are shown in Fig. 2.

After an extensive review and pivot experiment, the significant input parameters,
e.g., step downsize (�z), feed rate (f ), RPM (R), the thickness of the metal sheet
(T ), wall angle (θ ), and type of lubricant (LL) are considered for SPIF. The Taguchi
design of experiment (DOE) is used for conducting the experiments. The orthogonal
array L16 design which is adopted for the experiment and the numeric value of input
variables in two levels are presented in Table 2.

3 Surface Roughness Measurement

The test samples are prepared by cutting 5 mm*5 mm section from the base of the
pyramid frusta. The average surface roughness Ra is measured across the direction
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Table 2 Orthogonal array (L16) and numeric value of input variables

Exp No �z (mm) f (mm/min) R(×102) � (°) T (mm) L (kg/m3)

1 0.1 20 5 15 0.2 15

2 0.1 20 5 45 0.4 49

3 0.1 20 20 15 0.4 49

4 0.1 20 20 45 0.2 15

5 0.1 100 5 15 0.4 49

6 0.1 100 5 45 0.2 15

7 0.1 100 20 15 0.2 15

8 0.1 100 20 45 0.4 49

9 0.7 20 5 15 0.4 49

10 0.7 20 5 45 0.2 15

11 0.7 20 20 15 0.2 15

12 0.7 20 20 45 0.4 49

13 0.7 100 5 15 0.2 15

14 0.7 100 5 45 0.4 49

15 0.7 100 20 15 0.4 49

16 0.7 100 20 45 0.2 15

of tool feed, since the change in layer formation by moving forming tool downwards
formed a wavy profile in the finished part. The average surface roughness Ra is
measured in nanoscale through atomic force measurement (AFM) technique on a
sophisticated machine (NT-MDT) at 5X magnification (Fig. 3).

4 ANN Modeling for Surface Roughness

Thevariability in the output response is a common issue in themanufacturing process.
These variationsmaybedue tomachine efficiency, personnel skill, or evendue to poor
quality of raw materials. There are some chance causes which are also responsible
for the variation. Presently, the artificial intelligence (AI) is used for overcoming
these complex situations in manufacturing processes. ANN is a module of AI which
is used in a very simple way without having complete knowledge of relationships
between inputs and outputs [23]. However, large data is required for its training and
to validate the model. Also, the better ANN modeling needed an analysis of neural
network (NN) configurations. Therefore, it is required to set the input parameters
carefully during the investigation phase. During the training of data, over-fitting
should be avoided. The data for validation is recommended for measuring the error
function during the analysis as it freezes the NN at its minimum value (early stopping
method).
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Fig. 3 Atomic force measurement equipment used for measuring Ra-value and formed pyramid

The feed-forward backpropagation (FFBP) algorithm is widely utilized by
researchers for solving themanufacturing processes over otherANNsuch as cascade-
forward backpropagation (CFBP), Elman backpropagation (EBP), time-delay back-
propagation (TDBP), perception, radial basis, and self-organizing map (SOM). The
ANN model is used for the prediction of the maximum height of forming part with
varying wall angle in SPIF. They developed two learning algorithms, e.g., error
backpropagation (EBP) with momentum and Levenberg–Marquardt (LM) theory
[24]. Further, the FFBP is used for predicting the surface roughness SPIF [25, 26]. In
ANN modeling, Ra obtained from each experiment is taken as output and different
experiment set of input parameters are considered as input for Ra prediction and
mean square error (MSE) FFBP is used for modeling in which the network topology
6–10-1 is developed in MATLAB R2010a (Fig. 4).

Fig. 4 Network topology 6–6-1 developed in MATLAB R2010a
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Sigmoid transfer functions (sigmoid) at the hidden layer and linear activation
function (Purelin) are used at the output layer. Randomly, 55% of experimental
data are used for training (Exp. No. 1,2,3,4,5,6,7,9,13,14,15), whereas 25% data are
used for testing (Exp. No. 4,5,12,16) and the rest 20% are used for validation (Exp.
No. 8,10,11) of the BP model without normalizing the input data. The network has
started the training with one neuron, and it is varied to 15 neurons and compared the
coefficient of regression (R-value). The ANNmodel adopted for the present study is
summarized below.

Network type: Feed-forward backpropagation.
Training: Levenberg–Marquardt (LM) algorithm.
No. of layers: 3
Output: 1
No of neurons (n): 0–15.
Performance: Mean square error (MSE).
Training function: TRAINL M.
Hidden layer transfer function: Tran sigmoid.
Output layer transfer function: Pure linear.
Adaption of learning rate: LEARNGD M.

5 Result and Discussion

The modeling of the SPIF process through ANN is showing a good agreement to the
measured Ra-values. It is observed that the best-fitted function is achieved with 10
neurons in the hidden layer and the minimum error function is found at epochs 05. At
this iteration stage, the natures of curves for training, validation, and test data are the
same. The performance plot (training, testing, and validation) is shown in Fig. 5. An
acceptable testing regression coefficient of 0.916≥ 0.900 is observed as compared to
training regression coefficient of 0.999 and validation regression coefficient of 0.994.
The overall coefficient of regression (0.989 = 98.9%) indicated the confidence level
of the developed model. The present ANN model results the R-value and MAE of
0.9899 and −0.136, respectively (Table 3).

6 Conclusion

The soft computing tool, i.e., MATLAB, is a user-friendly modeling tool which may
be used for the prediction of the output responses without knowing the processing
environment, even thoughwith entering new input variables. The feed-forward neural
network along with backpropagation learning algorithm finds the best-fitted model
for surface roughness with the limited experimental data set. The overall regression
performance of ANN found as 98.99% (0.9899), and an acceptable error of −0.136
is showing the capability of the artificial intelligence tool with the limited data set.
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Fig. 5 Plot of training, testing, validation, and overall performance

Table 3 Comparing experimental and predicted Ra-value and MAE

Exp. No. Measured Ra (nm) Predicted Ra (nm) Error Mean error

1 57.244 57.354 −0.110 −0.136

2 62.951 62.858 0.092

3 58.29 61.927 −3.637

4 60.477 61.161 −0.684

5 67.654 67.347 0.306

6 60.259 60.367 −0.108

7 53.735 53.618 0.116

8 51.844 51.741 0.102

9 89.637 88.446 1.190

10 72.573 72.636 −0.063

11 78.532 74.1567 4.375

(continued)
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Table 3 (continued)

Exp. No. Measured Ra (nm) Predicted Ra (nm) Error Mean error

12 86.358 89.264 −2.906

13 72.751 73.698 −0.947

14 74.845 74.863 −0.018

15 86.102 86.034 0.067

16 73.735 73.700 0.034

Therefore, with the help of previous results, ANN can be used as a tool for modeling
and prediction of output responses before conducting new experiments.
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Prediction of Droplet Size Distribution
For Viscoelastic Liquid Sheet

Saurabh Sharma, Debayan Dasgupta, Sujit Nath, and Dipankar Bhanja

Abstract A maximum entropy formulation (MEF) has been applied to predict the
droplet size distribution for a viscoelastic planar liquid sheet. A modified approach
has been introduced in the formulation to solve the set of nonlinear equations which
result in less computational time and increase probability of convergence of Newton–
Raphson method. The effect of gas–liquid density ratio (ρ) also has been studied
over the droplets size distribution at different gas–liquid velocity ratio (U ). Analysis
shows that droplet size distribution becomes narrower and peak of the curve increases
and shift towards the finer droplet size with increase in ρ and U .

Keywords Atomization · Sprays · Droplet size distribution · MEF

1 Introduction

Sprays are formed after the disintegration of the bulk liquid sheet into the small
droplets. A liquid spray consists of millions of droplets of different sizes. Typically,
the size of the droplets in a spray varies from 0.1 to 1000µm and depends on its final
application. Droplets are present all around us in different forms such as fog, rain,
andmist. Sprays are playing an important role in human life since hundreds of year in
the various field such as health care (drug delivery and respirable sprays), agriculture
(herbicides spray), fire exhausting systems, industrial use (painting, aerosols), auto-
mobiles (fuel injection system), and household use. The efficiency of such systems
depends on the size of the droplets produced [1]. Thus, it is becoming amajor interest
to precise control over the size of the droplets. In any calculation, it is convenient to
use the average or mean diameter of droplets besides individual droplets size. Thus, it
is favorable to represent the spray in terms of average diameter like surface, volume,
and Sauter mean diameter (SMD). SMD is the diameter for which volume to surface
ratio is the same as that of the entire droplet sample [2].
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However, due to the continuous distribution of the droplets of varying sizes in a
spray, only mean/average diameter does not provide sufficient information about the
spray but also droplets size distribution or probability density function is required.
It is important to measure the droplet size distribution for the design and operation
of a spray generating system. Initially, an empirical approach to modeling drop
size distribution uses the curve fitting to fit the experimentally obtained data. The
problem with this empirical approach is that it becomes difficult to extrapolate this
experimental data outside the experimental range. Thus, it becomes very tedious to
use this approach for the modeling of droplet size distribution.

As an alternative to this classical approach, an analytical approach widely known
asmaximum entropy formulation (MEF)was introduced formodeling of droplet size
distribution. MEF is based on the concept of information entropy given by Shannon
(1948) [3]; later, it was introduced by Jaynes [4] as a tool for statistical analysis.
Later, it found its application in various fields such as thermodynamics concept,
biomedical, information technology, economic and atomization, and spray. MEF is
applicable for the probability associated problems where sufficient information is
available. MEF is commonly used approach for the prediction of droplets size and
velocity distribution in a spray forming process. It was firstly introduced by Sellens
and Brzustowski [5] and Li and Tankin [6] in the area of droplet formation. Droplets
formation is a state-changing phenomena, thus according to the thermodynamics
concept, in a state-changing process in a control volume its mass, momentum, and
energy remains conserved and entropy maximization happens [2].

Accuracy of the maximum entropy formulation depends on the number of
constraints considered and their definition. Here in this paper, normalization, mass,
momentum, and energy constraint have been considered. In this method besides the
satisfaction of constraint equations, the entropy of the system also is to be maxi-
mized. Thus, the most suitable distribution will be which satisfies the conservation
equation as well as the entropy principle too. In this approach, Newton–Raphson
method has been considered for the solution of the constraints equation. Previously,
many issues have been reported by the several researchers regarding the convergence
of the Newton–Raphsonmethod [5, 6]. In this paper, a modified formulation has been
introduced related to the solution of the constraint equations and result in improved
convergence and less computational time required.

2 Mathematical Formulation

Maximum entropy formulation’s (MEF) credibility depends on the definition of the
constraints consider in the formulation. Here in this paper, normalization constraint
as well as mass, momentum, and energy balance between the liquid sheet and
surrounding medium have been considered. The energy balance constraint consists
of sum of the surface and kinetic energy of the liquid sheet following the previous
work of Li and Tankin [7], Li et al. [8, 9], Bodaghkhani et al. [10].
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As we know that total sum of probability Pi j will be equal to unity. Thus,
normalization constraint in the spray defines as

n∑

i=1

k∑

j=1

Pi j = 1 (1)

where Pi j is the number based probability of the droplets, ni j is number of droplets
having diameter,di and velocity v j , and N = total number of droplets formed.

Another constraint in the work is that mass flow rate of the liquid sheet will be
equal to the total mass of all the droplets formed per unit time. Here no vaporization
or condensation has been considered at liquid and gas interface; thus, mass source
term sm will be equal to the zero. Therefore, mass balance constraint is

n∑

i=1

k∑

j=1

Pi j D
3
i = 1 + sm (2)

where Di = di/D30.
On injecting the liquid sheet into the gaseousmedium, due to high relative velocity,

some momentum transfer will happen between the two medium, which is due to the
frictional force acting at the interface. On applying the conservation of momentum,
the final expression obtained is as follows,

n∑

i=1

k∑

j=1

Pi j D
3
i Vj = 1 ± smu (3)

where smu is the non-dimensionalized momentum source term, which repre-
sents the amount of momentum transfer from bulk liquid to the gas or vice versa.
Momentum source term smu can be calculated as

smu = 1

2
ρ(U − 1)2LC f

Here C f is the drag coefficient and can be calculated as [11]
CD = 1.328√

Re
For Re > 1000

CD = 1.328√
Re

+ 2.3
Re For Re < 1000

Energy balance constraint equation (Eq. 4) can be obtained after equating the
energy of the liquid sheet coming out at exit of the nozzle to total energy of the
droplet formed resulting to the disintegration of bulk liquid sheet. The energy balance
equation entertains the both gain and loss in energy due to drag force on the interface
of liquid and gaseous medium.
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n∑

i=1

k∑

j=1

Pi j (D
3
i V

2
j + BD3

i )i = 1 ± se (4)

where B = 12σ/ρlu2l d30 and se is the non-dimensionalized energy source term,
which represent the amount of energy transfer from bulk liquid to the gas or vice
versa. Energy source terms can be calculated as

se = ρ(U − 1)3LC f

The normalization, mass, momentum, and energy balance constraint equations
can be represented in form as discussed below (Eqs. 5–8)

f =
n∑

i=1

k∑

j=1

Pi j − 1 (5)

g =
n∑

i=1

k∑

j=1

Pi j D
3
i − Sm (6)

h =
n∑

i=1

k∑

j=1

Pi j D
3
i Vj − Smu (7)

m =
n∑

i=1

k∑

j=1

Pi j
(
D3

i V
2
j + BD2

i

) − Se (8)

where Sm = 1 ± sm ,Smu = 1 ± smu Se = 1 ± se
As there is the infinite number of probability distribution possible but most unbi-

ased distribution is whichmaximize the Shannon entropy [3], which can be expressed
in the form,

S =
m∑

i

n∑

j

Pi, j ln Pi, j

After maximizing the entropy, the obtained expression for Pi j is,

Pi j = exp[−(1 + λ1 + λ2D
3
i + λ3D

3
i Vj + λ4(D

3
i V

2
j + BD2

i ))] (9)

n∑

i=1

k∑

j=1

Pi j =
n∑

i=1

k∑

j=1

exp[−(1 + λ1 + λ2D
3
i + λ3D

3
i Vj + λ4(D

3
i V

2
j + BD2

i ))]

From Eqs. (1) to (9), the final expression for the λ1 is
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λ1 = ln

⎡

⎣
n∑

i=1

k∑

j=1

exp[−(1 + λ2D
3
i + λ3D

3
i Vj + λ4(D

3
i V

2
j + BD2

i ))]
⎤

⎦ (10)

On putting the value of λ1 from Eqs. (10) to (6),

g =
n∑

i=1

k∑

j=1

Pi j D
3
i − Sm

=
n∑

i=1

k∑

j=1

exp[−(1 + λ1 + λ2D
3
i + λ3D

3
i V j + λ4(D

3
i V

2
j + BD2

i ))]D3
i − Sm = 0

=
n∑

i=1

k∑

j=1

exp[−(1 + λ1 + λ2D
3
i + λ3D

3
i V j + λ4(D

3
i V

2
j + BD2

i ))]D3
i − Sm = 0

=
n∑

i=1

k∑

j=1

exp[−(1 + λ2D
3
i + λ3D

3
i V j + λ4(D

3
i V

2
j + BD2

i ))]D3
i − Sm exp(λ1) = 0

g =
n∑

i=1

k∑

j=1

exp[−(1 + λ2D
3
i + λ3D

3
i Vj + λ4(D

3
i V

2
j + BD2

i ))](D3
i − Sm) = 0

Let, kk = exp[−(1 + λ2D3
i + λ3D3

i Vj + λ4(D3
i V

2
j + BD2

i ))]

g =
n∑

i=1

k∑

j=1

(D3
i − Sm)kk = 0 (11)

Similarly Eqs. (7) and (8) can be modified to Eqs. (12) and (13), respectively,

h =
n∑

i=1

k∑

j=1

(D3
i Vj − Smu)kk = 0 (12)

m =
n∑

i=1

k∑

j=1

(D3
i V

2
j + BD2

i − Se)kk = 0 (13)

Set of the above nonlinear Eqs. (11–13) is to be solved with the help of the
Newton–Raphson method. After finding out the value of λ2, λ3 and λ4, value of λ1

can be find out by using normalization constraint as discussed in Eq. (10).
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3 Result and Discussion

In this paper, we have studied the effect of liquid–air density for different gas–liquid
velocities on the droplets size distribution. All these studies have been carried out at
Re= 1000.Obtained results after the second-order stability analysis for a viscoelastic
liquid sheet have been shown inTable 1. Considering the brevity of the paper, stability
analysis has not been discussed here.

Break-up length is defined as the distance between the nozzle exit and point of
break-up of the liquid sheet. It has been non-dimensionalized with the help of liquid
sheet thickness which has been considered as a reference length parameter. All the
obtained results (Table. 1) have been plotted (Fig. 1). Study has been carried out
at different value of gas–liquid density ratio (ρ), viz. 0.0010, 0.0015, 0.0020, and
0.0030. It has been seen that at particular gas–liquid velocity ratio (U ), peak of the
droplet size distribution is shifting towards the finer droplets size with increasing ρ

as well as droplet size distribution is also getting narrower (Fig. 1a). Studies show
that with higher density more uniform droplets will produce. This same kind of trend
also has been noticed on differentU , viz. 2.00, 2.25, 2.50, and 2.75 (Fig. 1a–d). Peak
of the curve is also increasing with increment in the gas–liquid velocity ratio.

To see the effect of U , a comparison analysis also has been done for ρ = 0.003
(Fig. 2). Thus, it is found out that peak of the curve has being shifted towards the

Table 1 Result of nonlinear stability analysis for Re = 1000, at different ρ and U

Gas–liquid
velocity ratio (U)

Weber No. Gas–liquid density
ratio (ρ)

Non-dimensional
breakup length

Non-dimensional
breakup area of
ligament after
breakup

2.00 200 0.0010 799.29 62.83186

0.0015 516.88 41.88790

0.0020 396.65 31.41593

0.0030 215.04 20.26835

2.25 200 0.0010 495.44 39.26991

0.0015 332.40 26.17995

0.0020 206.13 19.63496

0.0030 109.63 12.82283

2.50 200 0.0010 359.9 27.31820

0.0015 180.77 17.95196

0.0020 116.30 13.36850

0.0030 61.68 8.49080

2.75 200 0.0010 214.02 20.26834

0.0015 112.50 13.08997

0.0020 71.80 9.519980

0.0030 37.77 5.872140
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Fig. 1 Effect of gas–liquid density (ρ) on volumetric probability size distribution for a U = 2
b U = 2.25 c U = 2.5, d U = 2.75 at Re = 1000

Fig. 2 Effect of gas–liquid
velocity (U ) on volumetric
probability size distribution
at ρ = 0.003 and Re = 1000
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finer droplets with increasing U. Hence, it can be said that droplet size distribution
became narrower and more uniform droplets would be produce with increase in ρ

and U .

4 Conclusions

A maximum entropy formulation has been applied to predict the droplet size distri-
bution for a viscoelastic liquid sheet. The effect of gas–liquid density ratio (ρ) has
been studied at different gas–liquid velocity ratio (U ). It has been seen that distri-
bution curve is getting narrower and peak of curve is increasing and shifting toward
the smaller droplets size with increase in ρ. Thus, smaller droplets will produce with
increase in ρ. This trend is consistent with all the U . Same effect also has been
encountered with increasingU at particular ρ. Thus, it can be concluded that smaller
droplet would produce with increase in ρ and U .
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Linear Stability Analysis of Viscoelastic
Liquid Sheet in Presence of Moving Gas
Medium

Debayan Dasgupta, Saurabh Sharma, Sujit Nath, and Dipankar Bhanja

Abstract A linear analysis of sinuous instabilities in a two-dimensional planar
viscoelastic sheet subjected to two inviscid gas streams of equal non-zero veloci-
ties is performed. The rheological model of the viscoelastic sheet is considered to be
corotational Jeffrey’s model. Perturbation technique is employed to obtain the linear
governing equation and boundary conditions. Solution of the first-order dispersion
equation yields themaximumgrowth rate and corresponding dominantwave number.
Parametric investigation of the effects of elasticity number and time constant ratio
is performed for different gas-to-liquid velocity ratios. Linear analysis predicts that
elasticity number enhances the maximum growth rate. On the contrary, time constant
ratio is observed to dampen the maximum growth rate. Hence, elasticity number and
time constant ratio exhibit a destabilizing and stabilizing effect on the liquid sheet,
respectively

Keywords Instability · Linear · Viscoelastic · Non-zero gas velocity

1 Introduction

Viscoelastic fluids exhibit fluid like properties at in steady shear over long time
scales but behave like elastic solids in presence of deformation over short time
scales. Viscoelastic fluids are often employed in applications concerning polymer
processing operations like spray coating, spray drying, food processing, etc. Early
investigation on viscoelastic fluid was performed by Liu et al. [1] for symmetric
and antisymmetric disturbances in the presence of still gas medium. Brenn et al.
[2] performed a comparatively analysis of 2D and 3D disturbances on viscoelastic
liquid sheet and observed that growth of 2D disturbances was relatively higher than
that of 3D disturbances. Combined influence of sinuous and varicose instabilities on
viscoelastic gel propellant sheetwas conducted byYang et al. [3]. It was observed that
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viscoelastic sheet was relatively more unstable than Newtonian liquid sheet. Atalik
and Keunnings [4] reported dual effect of elasticity for liquid sheet with Oldroyd
B model. Initial increase in elasticity number destabilized the sheet, but a further
increase showed the existence of a restabilizing regime. Wang et al. [5] and Xie
et al. [6] analyzed sinuous and varicose disturbances in viscoelastic liquid sheet,
respectively.

All the literature discussed above have considered the gas velocities to be zero.
However, applications dealing with viscoelastic fluid often employ twin fluid atom-
izer, where the kinetic energy of the fast moving gases is utilized to disintegrate
the liquid sheet in small droplets. As a result, it is imperative to study the effect
of viscoelasticity on sheet behavior in the presence on nonzero gas velocities. The
current study performs linear stability analysis of temporal instabilities in a planar
viscoelastic liquid sheet sandwiched between two inviscid gas streams of equal
nonzero velocities.Only antisymmetric or sinuous disturbances have been considered
for the present case.

2 Mathematical Formulation

A two-dimensional viscoelastic sheet having of thickness 2 h has been considered.
Liquid density, surface tension, and viscosity are represented as ρl , σl andμl , respec-
tively. Initially, the unperturbed liquid sheet has velocity only in the x-direction, repre-
sented by ul . The surrounding inviscid gases have density ρg and are flowing with
velocity ug . The sheet is subjected to an initial sinuous mode of disturbance. Both
liquid and gas velocities are considered to be incompressible and the effect of gravity
has been neglected. Non-dimensionalization of constitutive relation, governing equa-
tion, and boundary conditions is performed using the following scale: [length, time,
density, velocity, stress] = [h, h

ul
, ρl , ul , ρlu2l ]. Reynold’s number is expressed as

Re = ρl ul a
μ

. The schematic of the configuration is presented in Fig. 1.
The convected Jeffrey’s model for corotational model in its non-dimensional form

is expressed as [5]

τ + λ1
[
τ̃ − W.τ + τ.W

] = 1

Re

[
γ + λ2

[
γ̃ − W.γ + W.γ

]]
(1)

Here, λ1 and λ2 represent stress relaxation time and deformation retardation time,
respectively. τ is extra stress tensor and its material derive is expressed as

τ̃ = ∂τ

∂t
+ (v.∇)τ (2)

γ is the strain tensor such that

γ = ∇v + (∇v)T (3)
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Fig. 1 Schematic of planar viscoelastic liquid sheet surrounded by two moving gas streams with
equal velocities subjected to sinuous mode of instability

W represents the vorticity tensor such that

W = 1

2

[∇v − (∇v)T
]; Wxx = Wyy = 0; Wxy = Wyx = uy − vx ; (4)

Two characteristic numbers viz. elasticity number (El) and time constant ratio
(λ) are introduced to define the rheological property of the viscoelastic fluid.
Corresponding expressions are gives an

El = λ1

Re
; λ = λ2

λ1
; (5)

Gas phase is considered to be irrotational and is represented by velocity poten-
tial φg j , where j = 1 and 2 represent upper and lower gas liquid interface, respec-
tively. Gas velocity potential at undisturbed state is given as φg j

∣∣
t=0 = Ux ,

where U is the non-dimensional gas velocity
(
ugj
ul

)
. Liquid and gas pressures in

their non-dimensional form are represented as Pl and Pg , respectively. Location of
non-dimensional interfaces after initial perturbation is given as

y(x, t) = (−1) j+1 + η j (x, t) (6)

where η j (x, t) is non-dimensional surface deformation.
All the parameters used in governing equations and boundary condition are

presented using power series of η0, where η0 is the initial perturbation and its value is
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considered as 0.1 [5]. The governing equations and boundary conditions are approx-
imated around the unperturbed interface using Taylor series expansion. Finally,
by comparing the power of η0, the first-order governing equations and boundary
conditions are obtained as

τ1 + λ1
(
τ1,t + τ1,x

) = 1

Re

[
γ1 + λ2

(
γ1,t + γ1,x

)]
(7)

u1,x + v1,y = 0 (8)

u1,t + u1,x = −Pl1,x +
(

∂

∂x
τ1,xx + ∂

∂y
τ1,xy

)
(9)

v1,t + v1,x = −P1,y +
(

∂

∂x
τ1,yx + ∂

∂y
τ1,yy

)
(10)

v1 = η j1,t + η j1,x (11)

τyx1 = 0 (12)

ϕg j1,xx + ϕg j1,yy = 0 (13)

ϕg j1,y − η j1,t −Uη j1,x = 0 (14)

ϕg j1,y = 0 (15)

−Pl1 + τyy1 + (−1) j
1

We
η j1,xx − ρϕg j1,t − ρUϕg j1,x = 0 (16)

3 Solution Procedure

The first-order solutions are expressed as [5]

(
u1, v1, Pl1, ϕg j1, η j1

) =
[
û1, v̂1, P̂l1, τ̂1, γ̂1, ϕ̂g j1, η̂ j1

]
exp [i(k1x − ω1t)] + c.c

(17)

Here, ω1 is linear complex frequency whose real (ω1r ) and imaginary part (ω1i )

signify angular frequency and growth rate, respectively. The symbol ‘ˆ’ represents the
components that are function of ‘y’ only and ‘c.c’ is complex conjugate. Substituting
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Eq. (17) in the linear constitutive relation (7) yields

(
u1, v1, Pl1, ϕg j1, η j1

) =
[
û1, v̂1, P̂l1, τ̂1, γ̂1, ϕ̂g j1, η̂ j1

]
exp [i(k1x − ω1t)] + c.c

(18)

τ1 = 1

Re1
γ1 where Re1 = 1 + λ1i(k1 − ω1)

1 + λ2i(k1 − ω1)
Re (19)

Components of strain tensor obtained from Eq. (2) are

γxx = 2ux ; γyx = γxy = uy + vx ; γyy = 2vy (20)

Using Eqs. (17) and (19) in Eqs. (7)–(16), solutions for liquid and gas phase are
obtained as

û1 = i A1 sinh(k1y) + il1
k1

B1 sinh(l1y) (21)

v̂1 = A1 cosh(k1y) + B1 cosh(l1y) (22)

p̂1 = (w1 − k1)

k1
i A1 sinh(k1y) (23)

where A1 = (k21+l21)η̂ j

Re1 cosh(k1)
; B1 = −2k21 η̂ j

Re1 cosh(l1)
;

l21 = k21 + iRe1(k1 − ω1) (24)

ϕ̂g j1 = (−1) j+1

[
iω1

k1
− iU

]
η̂ j exp

[
k1 + (−1) j k1y

]
(25)

It can be noticed that when λ1 = λ2 = 0, first-order effective Reynolds number
Re1 reduces to Re and the solutions of the liquid phase reduces to the solutions of
viscous liquid [7]. The first-order dispersion equation is obtained by substituting Eqs.
(22)–(25) in the dynamic boundary condition (Eq. 16) and is expressed as

−ρ
[
(ω1 −Uk1)

2
] + k31

We
+

(
l21 + k21

)2

Re21
tanh(k1) −

(
2

Re1

)2

l1k
3
1 tanh(l1) = 0

(25)
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4 Results and Discussions

Solution of the first-order dispersion equation provides the first-order complex root
ω1. The imaginary part of ωi1 yields the linear growth rate (β). This linear growth
rate is plotted against wave number k to obtain the maximum growth rate (βmax) and
corresponding dominant wave number (kdominant). Figures 1a and 2b show variation
of maximum growth rate (βmax) and corresponding (kdominant) with elasticity number
(El), respectively, for different gas to liquid velocity ratios (U) keeping We = 300
and ρ = 0.0014.

Figure 2a shows that an increase in elasticity number (El) increases the maximum
growth rate (βmax) However, the influence of El on βmax is very minor at U = 2. But
as U increases, the effect of El on βmax becomes more significant. Hence, it can be
concluded that elasticity produces a destabilizing effect on linear growth rate. Similar
effect of El can also be noticed on the most dominant wave number. An increase in
El at higher values of U shifts kdominant toward higher wave number.

Figure 3a and b shows variation of βmax and kdominant with λ at different values of
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Fig. 2 Variation of amaximumgrowth rate b dominantwave numberwithEl at differentU keeping
λ = 0, We = 300 and ρ = 0.0014
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U. It can be observed that an increase in λ reduces both βmax and kdominant. However,
the effect of λ is very minor atU = 2 and increases with increase inU. Hence, it can
be said that time constant ratio produces a stabilizing effect on linear growth rate.

5 Conclusion

A temporal linear analysis of sinuous disturbances in a two dimensional planar
viscoelastic liquid sheet has been performed. The effect of elasticity number and time
constant ratio on linear growth rate in presence of nonzero equal gas velocities has
been discussed. Results show that elasticity number and time constant ratio exhibit
a destabilizing and stabilizing effects on linear growth rate, respectively. However,
their corresponding effects are very minor at low gas velocities and become increas-
ingly significant with increase in gas velocity. Similar effect of elasticity number
and time constant ratio can also be observed on the most dominant wave number.
Elasticity number and time constant ratio shift the dominant wave number toward
large and small wave number at relatively higher gas velocities. Their corresponding
effects are very negligible at small gas velocities.
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Development of Feature
Extraction-Based Currency Recognition
System Using Artificial Neural Network

Deep Singh, Rahul Kumar, Rutupurna Choudhury, Ashutosh Padhan,
and Yogesh Singh

Abstract Development of paper currency detection system is one kind of smart
framework which is of significant requirement in today’s modern world. Currency
recognition means denomination classification and counterfeit detection. There are
many currencies all over the world. Every currency appears unique based on features
such as variation in size, texture, colour etc. In the present study, a system is devel-
oped to reduce counterfeit detection time. Image processing and feature extraction
technique in the presence of UV light are implemented for currency identification.
Some of the features of real banknote are only visible in the presence of UV light. In
case of Indian currencies, security thread looks green in presence of UV light. This
study trains a feedforward backpropagation neural network with 20 samples of each
denomination. The validation resulted 100% accuracy with reduced processing time
for currency recognition and counterfeit detection.
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1 Introduction

The Indian currency framework is predominant for quite a while. The Government
of India has presented its first paper currency-issuing 10 rupees notes in 1861. As of
November 1, 2016, the present circulating paper currencies were in denominations of
5, 10, 20, 50, 100, 500, and 1000 rupees. These denominations have been in use for a
long time. However, to overcome the problem of money laundering, the government
decided to ban a few currency denominations. In 2016, the denomination of 500 and
1000 was banned and introduced new paper currencies of denominations 10, 50, 100,
200, 500, and 2000.

The methods for recognizing banknote includes artificial neural networks (ANN),
hidden Markov chains, and dynamic templates that mimic human brain behavior.
Currency check frameworks are utilized for separating authentic currency from the
fake. These frameworks have a wide scope of utilization, for example, automatic
teller machines (ATMs), auto-vender machines, cash trade offices, lodgings, banks,
and shops. The headways in imaging advancements for checking and printing have
made the creation of fake banknotes a lot simpler and hard to identify. Besides, the
complex procedures utilized by forgers in the arrangement of fake banknotes lead to
provoking assignment in separating real and fake banknotes physically.

Many researchers have contributed to the domain of feature recognition tech-
nique so far and performed currency recognition. Feature extraction has been proven
very helpful in differentiating the fake currency and the classification of currency
denominations.

Lee and Kims [1] suggested a recognition algorithm for the identification of paper
currency using the coordinate extraction technique of a particular point from the
banknotes of the same color. Five neural networks were developed for identification
purposes. The aim of the framework design was to decrease the recognition time.
The test resulted in an outstanding recognition level under a small training duration
[1].

Debnath et al. [2] introduced a paper currency identification system by means of
ensemble neural network (ENN) through negative correlation learning (NCL). The
currencies used were fresh, noisy, and old. The banknote image is converted into
grayscale and compressed. Then, each pixel of the compressed image is transferred
to the network as an input. This technique identifies the noisy currencies and delivers
excellent outcomes. Results indicate the precision of identification range from 100
to 54% on the basis of the distortion level of the input images [2].

Sharma et al. [3] proposed a system on the basis of local binary patterns (LBP)
to recognize Indian paper currency. The outcome demonstrates that the framework
provides superior performance for low-noise images with 99% precision using a
smart phone [3].

Sargano et al. [4] proposed a new smart framework for the identification of
Pakistani currency which required lesser time as compared to other frameworks. For
classification, three layers of feedforward backpropagation neural network (BPN)
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were used. The system was tested with 350 Pakistani banknotes. The outcome indi-
cated that the precision of identification of the system was 100%. This technique is
introduced without distortion to banknotes [4].

Vijay and Jain [5] suggested an image processingmethod to extract the denomina-
tion of banknotes. The region of interest (ROI) is obtained by the feature recognition
method and the corresponding neural networks. In this technique, they obtained the
images with a defined size by the easy flat scanner and then a few filters were applied
to obtain the banknote denomination value [5].

Currencies show much more resistance to brightening because of the absence
of specular reflection [6]; likewise, they have many subtleties that should be distin-
guished. Currency acknowledgment in a changeable domain is a complex problem
since we have numerous unrestrained conditions that influence the quality of image.
On the other hand, due to the lack of specular reflection, bills demonstratemuchmore
tolerance to lighting. Currency possesses many details to be recognized. Currency
recognition, however, has several troubles such as warping of shape due to folding
or wrinkling [7].

1.1 Contribution in the Present Paper

In this regard, the present paper proposed a currency recognition system with the
help of image processing, feature extraction, and neural network. The dataset is
the images of Indian currencies (Rs. 200, Rs. 500, and Rs. 2000). This system has
high accuracy and low cost as compared to other currency recognition system. For
counterfeit detection, image processing is done on the image captured in the presence
of ultraviolet and white light against the currency. This makes the hidden attributes
(visible underUV light) of the currency visible. For currency identification, the image
fed into the algorithm undergoes various image processing and feature extraction.
The extracted features are further compared using a trained neural network. The
neural networks were trained by the dataset of original currency with denominations
Rs. 200, Rs. 500, and Rs. 2000.

2 Image Processing

Image processing is a simulation process that evolves one or more images input into
an image output. There are many types of image processing steps such as image
histograms, monadic operations, dyadic operations, spatial operations, template
matching, nonlinear operations, and shape changing [8]. The present study uses
two types of operation, monadic and spatial, for the image processing in currency
recognition.
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A monadic operation can transform a color picture into a gray picture where each
pixel yields a scalar value describing the mid-tones of the respective pixel input. It
helps in reducing the image size in order to reduce the processing time.

Spatial operation (for edge detection) acquires a broad area in image processing
such as linear spatial filtering, template matching, and nonlinear operations. In the
present study, the identification of the edge of features present in the currency is
detected using edge detection technique, linear spatial filtering. The two-dimensional
edge detection technique operates with the help of three masks—Robert operator,
Prewitt operator, and Sobel operator [8].

3 Artificial Neural Network

The artificial neural network (ANN) is a scheme that processes data and is considered
as a generalization of the human brain’s mathematical model. The neural network
comprises an input layer, a concealed (hidden) layer, and an output layer. The number
of neurons in the hidden layer is determined on the grounds of trial and error [9].

4 Methodology

To structure the total framework in an appropriate manner, a graphical user interface
(GUI) is utilized in MATLAB. A GUI provides the user with a recognizable envi-
ronment to work. The procedure followed for the recognition of original currency
is depicted in Fig. 1. In this methodology, the execution is finished for denomina-
tions of Rs. 200, Rs. 500, and Rs. 2000. The validation is performed on these three
denominations only.

4.1 Image Acquisition

In order to obtain an image of the paper-based Indian currency, a model depicted in
Fig. 2 is developed as per the required environment. The model depicted in Fig. 2
has been developed using the integration of various devices as specified in Table 1.

The camera is placed 14 cm above the screen or the currency to capture a focused
image (2.2 focus aperture) with clear visibility of each currency features.



Development of Feature Extraction-Based Currency Recognition … 263

Fig. 1 Steps followed in the present study for currency recognition

Fig. 2 a Model setup to capture the image and b model setup fixed inside a box

4.2 Image Preprocessing

The captured image is too large, and hence, the image is cropped and resized for
further processing which leads to reduced processing time. During image prepro-
cessing, three features are extracted from each denomination which are (a) denomi-
nation logo, (b) angular bleed lines, and (c) security thread. The features are cropped
using the command “imcrop (a, [co-ordinates])”.
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Table 1 Devices integrated to develop the model setup

Device Purpose

White LED bulb A 5 W LED bulb used in the setup provides white backlighting
behind the screen to make the currency attributes visible

Ultraviolet tubelight Two numbers of 8 W UV neon fluorescent lights are fixed
behind the screen which also makes the hidden features of the
currency visible

Primary glass The primary glass is used as a screen

Sliding glass The sliding glass ensures that the paper currency is unwrinkled
and straight

Switch Two switches are used to provide alternate white and UV
backlighting

13 MP digital camera (mobile) It is used to take the image of the paper currency under
different lighting conditions

Cover The model placed inside a cover ensures a dark environment
for better results

4.3 Grayscale Conversion

The acquired RGB image is converted to grayscale using the command “rgb2gray
(a)” to reduce the processing time. For perfection in grayscale image, the threshold
value is selected using the command “im2bw (a < (1–277))” such that the image is
visible along with the hidden attributes. Further, the complement image is obtained
which inverts the pixel value using the command “imcomplemnt (a)”.

4.4 Edge Detection

During the edge detection process, the edges are recognized from the complement
image of the paper currency by incorporating a Sobel operator, the first-order deriva-
tive in edge detection. It helps to extract thick and smooth edges from the processed
image using the command “Edge (a, ‘sobel’)”.

4.5 Image Segmentation or Feature Extraction

Edge-based segmentation is incorporated here to differentiate the region of interest
from the background. These segmented images are usually extracted features of the
currency referring to a zone with a few amusing geometric or topological properties.
These extracted features are used for making the dataset. For each denomination,
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there are four dataset files referring to four different features. These dataset files are
used to train the neural network.

4.6 Training of Artificial Neural Network (ANN)

In the present study, a multilayer feedforward neural network is formed which is also
known as multilayer perceptron (MLP). The MLP consists of three layers namely:
input layer, hidden layer, and output layer. The learning procedure of MLP can be
summarized in the following three steps:

(i) The patterns of training data are forward propagated through the network using
the input layer to generate network output.
(ii) On the basis of network’s output, the calculated error is further minimized
using the cost function.
(iii) The error is back propagated and its derivative with respect to each weight in
the network is determined and the model is updated.

The extracted features of 200, 500, and 2000 rupees were used to build a neural
network in order to classify the different currencies. The concerned features of the
currency, in order to build the differentiating model, are the security thread and the
denomination markings. This study implements a single hidden layer.

5 Results and Discussion

In the present study,MATLABhas been used to perform computation. The developed
algorithm is tested on the Indian paper currencies of denominations Rs. 200, Rs. 500,
and Rs. 2000. The model classifies and recognizes the Indian currencies accurately
based on trained datasets.

5.1 Image Acquisition

The developed model has been implemented to capture two images (one under white
backlighting and the other under UV backlighting) for each denomination. Figure 3
depicts the images of Rs. 200 currency note. Similar images were obtained for the
other denominations Rs 500 and Rs. 2000.
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Fig. 3 Rs. 200 currency under a white backlight and b UV backlight condition

5.2 Image Preprocessing

Based on the region of interest (ROI), the features of the currency note as discussed
in Table 2 are cropped based on different lighting conditions to reduce image size.
Figure 4 depicts the cropped images of the discussed currency features for the
denomination Rs 200. Similar images were obtained for the other denominations as
well.

Table 2 Features of the
currency cropped under
different lighting conditions

Sl. No. Region of interest Lighting condition

1 Denomination logo White backlight

3 Angular bleed lines

4 Security thread Ultraviolet light

Fig. 4 Cropped images of currency features a denomination logo, b angular bleed lines, and
c security thread for the denomination Rs. 200



Development of Feature Extraction-Based Currency Recognition … 267

5.3 Conversion of an Image to Grayscale and Complement
Images

The cropped image is in RGB color format with large file size which is converted to
grayscale by setting a threshold value. Figure 5 and 6 depicts the converted threshold
grayscale image and the complement image respectively, for the denomination Rs.
200. Similar images were obtained for the other denominations also.

Fig. 5 Grayscale images of currency features a denomination logo, b angular bleed lines, and
c security thread for the denomination Rs. 200

Fig. 6 Complement images of currency features a denomination logo, b angular bleed lines, and
c security thread for the denomination Rs. 200
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Fig. 7 Sobel operated images of currency features a denomination logo, b angular bleed lines, and
c security thread for the denomination Rs. 200

5.4 Edge Detection Using Sobel Operator

Edge detection for the currency features has been performed on the obtained comple-
ment images by the Sobel operator based on gradient method. The edge detection
technique obtains the slope at the edges of the features, as depicted in Fig. 7, and is
completely visible.

5.5 Training ANN from Extracted Features

In the previously discussed steps, the converted images of the currency features are
obtained based on the image processing technique. These images serve as input to
the ANN. For each feature, a set of matrices is present whose rows and columns
depends on the number of pixels in the image.

In the present study, a three-layered feedforward back propagation neural network
is implemented for training. ANN is applied in the system for two purposes: (i) to
detect the counterfeit currency and (ii) recognition of currency denomination. Hence,
the system requires two separate networks for the said purposes.

5.5.1 Network to Detect Counterfeit Currency

TheUV light detects the counterfeit currency. Presence of UV light makes the hidden
attributes (“RBI” and present on the security thread) complete visible as a green
small text over the security thread in the original currency as depicted in Fig. 8.
Whereas the counterfeit currency shows only a black or blue thread.
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Fig. 8 Security thread of a original and b counterfeit currencies

5.5.2 Network to Recognize Currency Denomination

The extracted features of the angular bleed lines are used to recognize denomina-
tion value as it easily differentiates the different valued currencies. The number of
line depends on the value of currency such as four angular bleed lines for Rs 200,
five angular bleed lines for Rs 500, and seven angular bleed lines for Rs 2000. Its
complement image makes the recognition easy as it results in a matrix with element
values as 0 or 1.

In the network, we set three inputs for Rs. 200, Rs. 500, andRs. 2000 to train based
on one output of a particular denomination. Three-layer neurons are used as an input
layer, output layer, and a hidden layer. Figure 9 depicts the regression result of the
trained neural network. The regression clearly states that the target data fit perfectly
and the obtained neural network model effectively predicts the paper currencies.

6 Conclusion

In the present study, a currency recognition model has been developed based on
feature extraction and ANN. The developed model detects the counterfeit currency
based on the hidden currency features visible under UV light. The ANN algorithm
is trained using twenty images of each currency feature for the denominations Rs.
200, Rs. 500, and Rs. 2000. The algorithm when tested resulted in 100% accuracy
and more efficient as compared to previous research.

The automated version of the model when implemented will give rise to a
new era in the currency recognition system. It can further be implemented for the
identification of objects present with holograms.
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Fig. 9 Data fitting through regression of neural network model
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Design and Fabrication of Android
Application-Based Grass Cutter Robotic
System

Rutupurna Choudhury, Deep Singh, Anuj Kumar, and Yogesh Singh

Abstract The study presents the design and fabrication of the Android application-
based robotic grass cutter. A smartphone is used as remote, and it is able to control the
movement of four omni wheels to perform grass cutting operation with the smooth
movement of the cutter installed on the system. This apparatus composed of five DC
motors, two motor drivers, an Arduino board, a Bluetooth module and a battery. The
DC motor aligned vertically, compounded with a blade, cuts the rough grass as the
robot moves in a particular direction. Remaining four DC motors are connected to
the four wheels of the robotic grass cutter vehicle providing three planar motion, i.e.,
motion along x-axis, y-axis and rotation about z-axis. The direction of rotation of these
motors can be controlled by the Arduino board. The battery supplies power to the
motors. Bluetoothmodule is used as a transmitter aswell as a receiver to follow up the
input/output signals from the Android phone to the Arduino board controller. As the
mobile remote sends input data to the Arduino, the motors are driven accordingly by
themotor drivers. Thus, the remote is able tomove the grass cutter in all the directions
in the plane like forward, backward, diagonal motion and can also turn around. The
mobile-operated grass cutter presented here is a very convenient robotic devicewhich
is simple in assembly and construction. It is employed to maintain and conserve the
lawns in gardens, schools and colleges etc. Design is intended to be simple and
effective thereby making grass cutting inexpensive.
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1 Introduction

Grass cutting machines are highly popularized today due to the wide application in
the agriculture fields, sports complex, schools, public centers, industries, and hotels.
In the past few years, several advancedmanual grass cuttingmachines are developed.
The past grass cutting technology consisted of physically operated hand devices like
scissors, which required more human effort and time to accomplish the desired work.
Also, in such methods, a lack of uniformity of the residual grass is often seen. The
use of engine-powered cutting machines increases the air and noise pollution and
such machines also require high maintenance. The traditional grass cutting mowers
thus produces a variety of spiteful effects on humans as well as on the society. This
paper presents themobile-operated automated robotic grass cuttingmachinewhich is
capable to resolve the above-said demerits. The prime advantage of this robotic device
is that it can be operated by a smartphone. In the world of smartphone technology,
the use of an Android-based grass cutter will always be more preferred over the
conventionally used models. This is more flexible in use. Edwin Beard [1] first
introduced the concept of grass cutting machine, which consists of a gear mechanism
in association with a large roller and cutting cylinder for cutting the grass. This is the
prime step toward the innovation of grass cutters. In recent years, various research
were performed on the robotic grass cutters. Maity et al. [2] developed an Android
application-basedBluetooth that controlled the automated vehicle. Thewhole vehicle
is controlled by an Android application. This device composed of the Bluetooth
module (HC-05) and Arduino Uno (ATMEGA 328P) for smooth control. A detailed
review of the mobile-controlled robots has been examined using audio channels of
the cell phone for the closed loop control systems and presented by Pahuja et al. [3].
Rahul et al. [4] investigated the Android-controlled Bluetooth robot in association
with the 8051 controller. It was shown that robots and smartphones are the perfect
matches for advanced robots. Eshita et al. [5] presented an Android application-
controlled robot imparts by means of Bluetooth-to-Bluetooth module available on
the robotic device. A smartphone is used as a remote to the robot. Embedded C
language is used to achieve the objective. Jain et al. [6] presented the autonomous
robotic grass cutter which can perform with minimum effort. The key advantage of
this design requires no perimeter wires for the motion of the robot within the grass.
Solar energy is used as a power source. Hariya et al. [7] developed a solar energy-
based autonomous grass cutter. It is very simple in construction and ease in use. The
battery is used to reserve the energy directly from sunlight. Atmega8 microcontroller
operates the device by driving the motors connected to the wheels. Syeda Asra et al.
[8] developed an automated renewable energy-based robotic device for the guidance
and obstacle detection application. This device consists of an ultrasonic sensor for
obstacle detection, DE MCU for networking, a cutter to cut the grass and DC motor
to drive the robot. Rao et al. [9] developed a solar lawnmowermonitoringmechanism
which can be controlled by computer andBluetooth device. The real-timemonitoring
system is achieved by the LabVIEW software. LabVIEW software is used for the
current coverage of the grounds along with the magnitude of voltage developed in



Design and Fabrication of Android Application-Based Grass … 273

the photovoltaic cell. More et al. [10] developed an automatic and portable grass
cutting machine. This is controlled by a microcontroller 8051 and work on solar
energy. The speed and direction of the device are controlled by a Bluetooth module
device which made the device fully autonomous. Kumar et al. [11] developed a grass
cutting device with 12V batteries to providemotion to the vehicle as well as the grass
cutting motor. An attached solar panel charges the battery. Microcontroller 8051 is
used to control the motion and an IR sensor is used for object detection. The key
advantage of this device is that it can detect the object and change the direction of
motion. This paper presents the Android application-based robotic grass cutter. A
smartphone is used as remote, and it is able to control the movement of four omni
wheels to perform grass cutting operation with smooth movement. This apparatus
composed of five DC motors, two motor drivers, an Arduino board, a Bluetooth
module, and a battery. A DC motor located vertically is compounded with a blade
to cut the rough grass with the motion of the robot. Remaining four DC motors are
connected to the four wheels of the grass cutting machine which rotates 360°. The
direction of rotation of these motors can be controlled by the Arduino. The attached
battery supplies power to the motors. The Bluetooth module is used as a transmitter
as well as a receiver to follow up the input/output signals from the Android phone to
the Arduino. As the mobile remote sends input data to the Arduino, the motors are
driven accordingly by the motor drivers. The novelty of this work is that it can move
in omnidirectional motion. The Bluetooth module controls the grass cutter system.
The ultrasonic sensor is used to protect the cutting blades from the external obstacles.
The linear mechanism is used to adjust the cutting operation. At last, this design is
simple and reliable in structure. The remaining topics of the paper are described in
the following manner. The objectives of the robotic device are explained in Sect. 2.
Section 3 explains the methodology and terminology of the robotic setup. Section 4
comments on the outputs or the results obtained in the research work. At last in
Sect. 5, the conclusion of the present work is presented.

2 Contribution of the Present Paper

The sole objective of this paper is to develop an Android-based autonomous robotic
grass cutter which requires minimum human effort. It is designed to move in all
possible directions. Omni wheels are used to obtain the multidirectional movement.
In this device, the cutter can be controlled by the Bluetooth module device which
becomes more flexible in cutting operation. In the literature, the grass cutters already
in place do not have sensors to detect objects in front and avoid unwanted accidents
and damage to the cutter model. This device used the ultrasonic sensor to detect
nearby objects and avoid them. This protects the grass cutter body and blades from
damage. The grass cutters which are in use and themodels which have been proposed
cannot trim the grass according to the desired height. This device use a linear actuator
mechanism to achieve such a purpose of the adjustable cutting operation. This is the
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most important feature of the grass cutter. The device is simpler as compared to the
existing literature.

3 Development of the Android-Based Grass Cutter

Grass cutter is a key machine for the maintenance of the yards. This machine can
be designed on the basis of various parameters like an energy source, size, mode of
control, andmode of operation, size, material and human effort. The proposed device
canworkwith the help of the battery. The novelty of the proposed system is that it can
be controlled by anAndroid application-based smartphone. Bluetoothmodule device
is used to control the height of the grass as per the user requirement. This device
is composed of five DC motors, two motor drivers, an Arduino controller board, a
Bluetooth module and a battery. The Android application control is achieved with
the help of Arduino Uno board. The grass cutter that has been developed involves the
fabrication and assembly of all its components and subsequently installing commands
into the microprocessor board, i.e., the Arduino Uno to run the robotic system. The
primary components of the device areArduino board, omniwheels, Bluetooth device,
DC gear motors, motor drivers, lead screw for the linear actuator and a cutter blade.

3.1 Arduino Uno (Atmega328)

Arduino Uno is a prime device for the control scheme. It is a microcontroller board.
It consists of 14 digital i/o pins out of which 6 can be employed as PWM outputs,
a USB connection, 6 analog inputs, a 16 MHz ceramic resonator, an ICSP header, a
power jack and a reset button.

The physical diagram of the Arduino Uno is shown in Fig. 1. It contains all the

Fig. 1 Schematic diagram
of the Arduino Uno
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Table 1 Different pins of
Android Uno microcontroller
board

Pin No. Purpose

Pin-1 Power button

Pin-2 Power barrel jack

Pin-3 Voltage regulator

Pin-4 Crystal oscillator

Pin-5, 17 Arduino reset pin

Pin-6, 7, 8, 9 Pins (3.3, 5, GND, Vin)

Pin-10 Analog pin

Pin-11 Microcontroller

Pin-12 ICSP pin

Pin-13 Power LED indicator

Pin-14 TX and RX LEDs

Pin-15 Digital I/O

Pin-16 AREF

useful supports to the microcontroller. It can be connected to any computer with the
help of USB cable and can be powered with the help of an AC-to-DC adapter. The
detailed components of the Arduino are presented in Table 1.

3.2 Omni Wheel

Omnidirectional wheels are uniquely designed that can roll in two directions. There
are wheels present on the circumference of the wheel which helps for the lateral
motion. The prime advantage of the omni wheel is that it can convert the robotic
device from non-holonomic to holonomic. A non-holonomic robot is a device that
can move only forward, backward, and rotation motion. The lateral movement is
the demerit of this robot. The proposed omni wheel has overcome this problem by
allowing the lateral motion. The holonomic omnidirectional robot has the ability to
travel in any arbitrary direction continuouslywithout any alteration to the direction of
the wheels. It can move backward, forward, lateral and can turn in the same direction
(Fig. 2).

Fig. 2 a Schematic diagram
of the omni wheel and
b working principle of omni
wheel

 (a) (b)
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Fig. 3 a HC-05 Bluetooth
module and b pin diagram of
HC-05 module

(a) (b)

3.3 Bluetooth Module

The Bluetooth module, HC-05, controls the motion of the device. It can be connected
to the device by a smartphone. HC-05 module is simple and reliable to use Blue-
tooth serial port protocol (SPP) module for wireless connection. The module is
advanced and can be employed for master configuration, a great solution for wire-
less connections. The HC-05 serial Bluetooth device has V2.0 + EDR (Enhanced
data rate), 3 MBPSmodulation and 2.4 GHz radio baseband. The schematic diagram
is illustrated in Fig. 3.

3.4 Geared Motor

A geared motor is a definite type of electrical device that is planned to generate
high torque while maintaining low speed, or, low horsepower motor output. Here,
DC motor (18,000 rpm) and operating voltage of 6–18 V are used. The schematic
diagram is presented in Fig. 4a.

A DC motor driver 20 A of model RKI1341 is used in this device. This device
is designed for a specific application where two motors need up to 20 amperes of
current during starting and during the normal operating condition. It is designed by
considering TTL/CMOS-based interface which helps to directly connect the IOs of
anMCU. The schematic diagram is presented in Fig. 4b. It has a prime advantage that
most high-power applications can ensure an immediate halt to the shaft of motors
and also has safety circuitry to prevent any electrical deviations affecting the general
operation of an MCU.

Fig. 4 a DC gear motor and
b DC motor driver RKI-1341

 
 (a)  (b) 
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Fig. 5 Geometric diagram
of the cutting blade

3.5 Cutting Blade

A steel sheet has been hammered followed by grinding operation to develop the
cutter blade for the prototype model. Grinding is done to provide sharp edges on all
sides of the cutter blade. This ensures an easy and efficient cutting operation of grass.
The schematic diagram is presented in Fig. 5.

The experimental setup for the grass cutter robotic system is presented in Fig. 6.
It is the assembly of all the components discussed in the previous section.

4 Results and Discussion

The present study proposes an Android application-based robotic grass cutter. This
device is fabricated considering the ease availability of components. This is capable
to overcome the previous problems appeared in the literature. The wheels have been
assembled in a cross shape for the better movement of the grass cutter, which is
clearly seen when operated in Fig. 6. The rotation of wheels is presented in Fig. 7
for motion in different directions. Movement of the wheels can be operated in the
Android platform by the following chart.

The Android application runs the grass cutting robotic system according to the
directional buttons present, as shown in Fig. 8. The Bluetooth module is connected
to a smartphone using an open-source Android application from the Internet.

The Android application used consists of the following directional symbols which
are represented by string functions, such as, for forward movement string function
‘f ’, backward string ‘b’, left ‘l’, and right ‘r’. The above string functions are used
while programming to the Arduino board. The movement and direction of rotation
of the motors are controlled in this manner.
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Fig. 6 Experimental setup of grass cutter robotic system

Fig. 7 Different direction and motion of the system

Fig. 8 Android application
for grass cutting robotic
system
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This enables the robot to be controlled from a comfortable distance of 1–2 m
using a smartphone. The integration of the ultrasonic sensors, Bluetooth module and
linear actuators makes the device autonomous to be controlled by smartphone. The
various devices used for the development of the model along with individual prices
have been listed in Table 2. The overall price of the developed model is INR 15,000.
Adequate space has been provided on the base metal board to install the cutter for
the primary operation. The motor of the cutter is controlled via the same Android
application. The height adjustment mechanism is welded at the front of the vehicle
which works on the principle of linear actuator, i.e., the rotary motion is converted to
linear motion with the help of lead screw and nut as shown in Fig. 9. The lead screw

Table 2 Devices incorporated for the development of grass cutting model

Sl. No. Devices Quantity (Nos.) Cost (INR)

1 Omni wheels 4 10,000.00

2 Arduino Uno 1 850.00

3 Bluetooth module 1 250.00

4 DC Gear motor 5 1,500.00

5 Motor driver board 1 700.00

6 Lead screw 1 650.00

7 Battery 1 470.00

8 Miscellaneous (including fabrication) - 580.00

Total cost (INR) 15,000.00

Fig. 9 Height adjustable
cutter setup
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is attached with the motor through coupler which resulted in the height adjusting
chamber. The net weight of the device was 5 kg.

5 Conclusions

The proposed Android application-based robot control framework makes a huge
commitment to the field of the versatility of robot application, effectively incorpo-
rating and using a conventional Arduino board-based robot configuration to develop
amodel that would help the general population to cut grass/mow land from a comfort-
able location. While thinking about the quick progression of brilliant gadgets with
different implanted sensors, it is decided to implement this technology to trim grass
without the necessity of any kind of skill for this job. The use of such a grass
cutter robot greatly decreases the input effort required for the intended operation. The
maintenance and working costs are minimal and so is the pollution generated by this
robot. Such a household gadget can thus be fabricated without much fuss. Moreover,
the overall cost of such a device is much less compared to the other existing grass
cutter robotic systems. Usually, the minimum market price of robotic lawnmower is
INR 50,000 but the proposed system cost is INR 15,000.

The proposed grass cutter model can move in all the directions due to the pres-
ence of omnidirectional wheels. The presence of Bluetooth module enables it to be
controlled by smartphone. The model avoids obstacles due to the presence of the
ultrasonic sensor. Also, the presence of a linear actuator mechanism helps to cut the
grass at any desired height.
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Review on Various Coating Techniques
to Improve Boiling Heat Transfer

Amatya Bharadwaj and Rahul Dev Misra

Abstract Boiling has got prominence in the recent decades for its effectiveness
in cooling of micro-electronic devices due to its superior heat extraction ability as
compared to air or single-phase liquid cooling. Numerousworks have been published
regarding augmentation of boiling heat transfer by developing modified surfaces.
Micro- and nano-surfaces have been developed for this purpose. These surfaces
are engineered either by surface coating or by micro-machining. The present review
attempts to elaborate the various coating techniques andmethods that have been used
to fabricate surfaces to improve pool and flow boiling heat transfer. The experimental
studies have been primarily focused in this paper. The results obtained using the
modified surfaces and the mechanisms responsible for them have been discussed.

Keywords Critical heat flux (CHF) · Heat transfer coefficient (HTC) · Boiling
incipient superheat

1 Introduction

The miniaturization of electronic components has led to the advent of micro-sized
chips. These micro-chips have to satisfy the requirement of very high heat flux dissi-
pation of the order of 103–105 W/cm2 [1], which could not be adequately provided
by air cooling or by single-phase liquid cooling. Due to this, two-phase cooling
mechanisms such as boiling heat transfer has been explored. Two-phase cooling is
also used in fusion reactors, rocket engines, hybrid electronic vehicles, and various
defense sectors [2, 3]. Boiling has a superior heat transfer coefficient compared to
the natural and single-phase forced convection as it utilizes the sensible heat as well
as the latent heat of the coolant, to extract heat.
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The aim of electronic cooling is to extract the requisite heat from the device while
simultaneously maintaining the device temperature within permissible limits. This
has led to exploring avenues for surface modifications to improve boiling perfor-
mance. Recent developments in surface modification techniques have facilitated
the manufacture of micro/nanostructures (having sizes ranging from hundreds of
nanometers to several micrometers) on boiling surfaces. This has expedited the
enhancement of heat transfer coefficient and CHF. Numerous reviews have been
published in this regard [4–7]. A variety of working fluids have been used, for
boiling, ranging from water and nanofluids to refrigerants and dielectric fluids. A
comprehensive review has been presented by Leong et al. [8] on pool boiling and
flow boiling by using dielectric fluids on modified surfaces and also highlighted the
fabrication techniques used.

Numerous mathematical correlations have been proposed by various researchers
to predict boiling characteristics. Rohsenow [9] developed a correlation, shown in
[Eq. (1)], which is widely used in pool boiling analysis, by considering bubble
departure diameter as the characteristic length and bubble departure velocity as the
characteristic velocity.
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Kandlikar [10] proposed a theoretical model [Eq. (2)] to show that CHF is arrived
at when the evaporation momentum force causing the bubble to leave the interface
exceeds the sum total of the surface tension and gravitational forces, keeping the
bubble in place. The effect of contact angle and surface orientation was also taken
into account while formulating the model.
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The factors causing boiling enhancement by surface modifications are improved
wettability, porosity, higher surface area available for boiling, and higher nucleation
site density. The present study emphasizes on various surfacemodification techniques
that have been adopted for developing surfaces showing enhanced boiling character-
istics. Both pool and flowboiling have been discussed in this reviewwith regard to the
surface modification techniques. The mechanisms responsible for the enhancement
have been discussed from the prism of contact angle, surfacemorphology, roughness,
and the surface area enhancement factor.
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2 Pool Boiling

The process of pool boiling can be described through a typical boiling curve as
shown in Fig. 1. The boiling phenomenon is sub-divided into four phases—free
convection followed by nucleate boiling, transition boiling, and film boiling. The
system, however, functions best in the nucleate boiling regime, because it facilitates
maximum heat removal due to the dominance of bubble formation and detachment
processes. However, the CHF phenomenon, caused by bubble coalescence, limits the
heat transfer process. Beyond CHF, there is a rapid transition phase of temperature
rise leading up to film boiling which could cause severe burnout of the device.

The surfacemodificationmodifies the surface properties such as roughness, wetta-
bility, porosity, and surface area such that CHF is enhanced and surface superheat is
reduced.

There has been number of experimental researches to explain roughness effects
on pool boiling [11–13]. These studies have observed increment in heat transfer
and CHF with increase in surface roughness and have ascribed this trend to the
increased active nucleation sites and capillary wicking. Experimental studies [14–
16] have established that heat transfer is improved on hydrophilic surfaces having
hydrophobic spots compared to pure hydrophilic surfaces.

Fig. 1 Typical boiling curve
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3 Flow Boiling

Flow boiling involves two modes, namely forced convection-dominated boiling and
nucleate boiling. In this case, the liquid mass flux and vapor quality are important
factors in determining the rate of heat transfer. Though flow boiling delivers a high
rate of heat removal, a key issue associated with it is the pressure drop that occurs in
the direction of flow. At high heat fluxes ranges, the drop in pressure occurred across
the channel is very high. This leads to high pressure in the upstream region of the
channel which causes vapor backflow preventing any further liquid from entering
the channel. This causes a condition of momentary dry out within the channel, thus
leading to CHF. This continues until the inlet liquid pressure is able to overcome the
drop in pressure across the channel. Kim andMudawar [17] presented a consolidated
database and developed universal correlations for predicting pressure drop in single-
and multi-channelled flow for a wide variety of fluids and operating conditions.

Further, Kandlikar [18] suggested a general correlation to predict heat transfer
coefficients for flow boiling in horizontal and vertical tubes. This study reviewed
5246 data points with ten fluids and also introduced a fluid-dependent parameter Ffl

that could be used to apply this correlation to other fluids as well. Kandlikar [19]
also performed a scaling analysis of the effects of inertia, shear, evaporation, surface
tension, and gravitational forces on heat transfer in micro-channels. It also brought
to light the similarity in heat transfer mechanism between an evaporating bubble in
nucleate boiling and vapor slug in flow boiling.

4 Surface Coating Techniques

Surface modification techniques are of two types—one is surface coating in which
layers are coated on a substrate and the other involves machining of the boiling
surface to generate intrinsic features on it. This paper discusses the surface coating
techniques used to develop boiling surfaces and the associated results yielded.

For surface coating, powdered coatings of same or different composition are
deposited on a substrate material through appropriate techniques. The boiling
surfaces include copper, aluminum, silicon, steel, etc.Micro/nanoparticles of copper,
aluminum, titanium, and zinc have been widely used as coating materials. Copper
micro/nanoparticles have found a major use in electrochemical deposition and
sintering processes because of its superior heat transfer properties. Other coating
materials include oxides or nanocomposites of these metallic powders.

A number of deposition techniques have been adopted to modify boiling surfaces.
The techniques discussed in this paper include:

• Electrochemical deposition
• Spray coating
• Chemical vapor deposition
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• Particle sintering
• Dipping and dripping

4.1 Electrochemical Deposition

Electrochemical deposition is a widely used process in the field of surface modifi-
cation. In this method, powdered form of metallic powder is deposited by mixing
it with an electrolyte. This technique has been adopted by El-Genk and Ali [32] to
deposit copper micro-porous layers and by Gupta and Misra [20] to form Cu-Al2O3

nano-composite coating on copper surface. Hydrophilic CuNW was fabricated on
Si substrates by Yao et al. [21] using this method. Two-stage deposition process has
been adopted by Patil et al. [22]and Gupta and Misra [23] to promote stability of the
layer formed.

In flow boiling research, Gupta and Misra [24] formed four different surfaces by
coating Cu-TiO2 nano-composite on copper minichannels of 1.5 mm height through
a two-step electrodeposition process. Deionized water was flown at different mass
fluxes. This study obtained HTC increment with increase in heat flux in two-phase
zone, but it remained unaffected in single-phase zone. CHF enhancement upto 92%
&HTC enhancement upto 94% have been obtained. Morshed et al. [25] developed a
surface having Cu-Al2O3 nano-composite coating on Cu microchannel. The surface
grewmore hydrophilic with contact angle reduction from 97° to 67°. They conducted
flow boiling of sub-cooledwater at variousmass fluxes. They reported CHF enhance-
ment in the range of ~35–55% and two-phase HTC improvement of ~30–120% due
to improved surfacewettability& capillarity. Higher wettability, porosity, roughness,
and thickness seemed to enhance heat transfer.

4.2 Spray Coating

This technique involves accelerating the micro-particles in specialized apparatuses
and impacting them on the substrate where they undergo plastic deformation and get
adhered to it. Earlier work in this field has been done by Connor et al. [26] where they
modified a simulated electronic chip by spraying alumina particles (0.3–3 µm) and
painting the surfacewith varying thickness of diamondmicro-structures. Pool boiling
experiments performed on it using FC-72 saw reduction of incipient superheat by 33–
55% for alumina and by 63–85%and painted diamondmicro-structurewere reported.
Liu and Yang [27] developed a micro-porous surface on a Cu plate by spraying
Al particles, mixed with a binder (OB-200) and a carrier (methyl ethyl ketone).
They analyzed the effect of confined spaces in boiling phenomenon with methanol
as the boiling fluid and obtained that confined spaces greatly reduce heat transfer
performance. Reduced graphene oxides (rGO) flakes were sprayed supersonically
over a copper substrate byAn et al. [28], and pool boilingwas conducted using FC-72.
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This surface obtained had superior properties such as better wettability, roughness,
repeatability, and permeability which enhance boiling.

4.3 Chemical Vapor Deposition (CVD)

Phan et al. [29] analyzed the impact of surface wettability on the nucleate boiling
process through deposition of a variety of nanocoating materials on stainless steel
(grade-301). They deposited Pt, Fe2O3, SiOx, SiOC, and Teflon by various chemical
vapor deposition processes. The contact angles obtained with water varied from 22°
to 112°. The inferences made from the tests are that, for a hydrophobic surface,
the bubbles form at a lower superheat, but they do not detach from the surface and
coalescewith each other, thus impeding the process of heat transfer. For a hydrophilic
surface, the bubble departure diameter increases, and frequency of bubble departure
decreases with increasing wettability. Dharmendra et al. [30] applied an intermediate
diamond layer between copper substrate and CNTs to improve the adhesion. The
process adopted for CNT deposition was hot filament chemical vapor deposition
(HFCVD) with CH4 and H2 precursor gas. The CHF increased by 38% and HTC
improved by 80% compared to bare Cu. This is suggested to be due to better fin
effectiveness, as the axial thermal conductivity of the CNTs is better than the copper
substrate, and also intermediate resistance was lower between substrate and coating
due to better adhesiveness.

On the other hand for flow boiling, Khanikar et al. [31] fabricated rectangular
microchannel of Cu and coated with multi-walled carbon nanotubes (MWCNTs) of
60 nm diameter by CVD process. Deionized water with varying mass fluxes was
flown through the channel. They observed that CNT arrays provide more surface
area for heat transfer and also serve as high conductivity fins. The percentage of
CHF enhancements observed was more at low mass fluxes. High mass velocities,
though showed higher CHF, tend to fold the CNTs toward the wall. They conducted
another study [32] using similar setup, but the catalyst layer thicknesses were varied.
They observed that as the liquid is converted to vapor at high heat fluxes, significant
pressure drop occurs. A momentary increase in upstream pressure causes vapor
backflow which leads to dryout in the channel and thus CHF occurs. Fish-scale
patterns are formed due to bending of CNTs at high flow velocities. The CHF results
were repeatable at low mass fluxes, but showed degradation on repetition at high
mass fluxes, though enhancement happens initially. The use bending of the CNTs at
high heat fluxes causes lack of stability in the boiling surface.

4.4 Particle Sintering

Particle sintering improves the porosity of the substrate which provides additional
nucleation site cavities. Thiagarajan et al. [33] prepared microporous surfaces on
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copper by particle sintering to study saturated pool boiling and bubble dynamics
with HFE-7100. Copper-rich micro-particles were fused on plain copper surface
to prepare micro-porous surfaces of thickness 100, 360, and 700 µm. The boiling
incipience temperature reduced and HTC improved by 50–270% and CHF improved
by 33–60%. Weibel et al. [34] and Qu et al. [35] developed boiling surfaces by
sintering copper powder of various sizes on copper substrate. They concluded that
decrease in pore size and diameter increased the density of nucleation sites and thus
improved boiling. But, below a certain pore size, the permeability decreased and thus
heat transfer. Sarangi et al. [36] compared pool boiling of FC-72 between copper-
free particle and sintered particle-coated surfaces and established that the better heat
transfer result is shown by the sintered coatings which resulted in a 95% reduction
in wall superheat compared to 32% reduction in case of free-particle coating.

Bai et al. [37] fabricated 15 micro-channels of 400 µm in width. These channels
were coated with copper powders of 30, 55, and 90 µm in diameter by solid-state
sintering to form a porous structure. Boiling was conducted with anhydrous ethanol.
The experimentations led them to conclude that 55 µm diameter was the optimum
particle size for maximum heat transfer. Porous coating was found to increase pres-
sure drop but mitigates pressure drop fluctuations. Sun et al. [38] sintered Cu parti-
cles of size 20, 50, and 120 µm on minichannels of 0.29, 0.93, & 1.26 mm hydraulic
diameter to form micro-porous coatings. With dielectric FC-72 as the working fluid,
maximum heat flux enhancement was ~20%, and heat transfer enhancement was
7–10 times. Best performance was shown by the 50 µm particle size which is in
compliance with results of previous literature showing the medium-sized particle
being the optimum size for heat transfer. Deng et al. [39] fabricated 14 re-entrant
porous micro-channels (RPM) having hydraulic diameter 786 µm. Spherical Cu
powder of particle size 75–110 µm was sintered on a graphite mold, patterned to
the �-shaped profile, and later demoulded. The coolant used was deionized water at
different inlet temperatures andmass fluxes. In addition to the higher nucleation sites
provided by the porous structure, the ONB came down to 0.5–2.1 °C, and a 2–5 times
augmentation in two-phase heat transfer was recorded as opposed to reentrant copper
microchannels. High and moderate sub-cooling caused rapid decline of two-phase
heat transfer with increase in heat flux and vapor quality while it undergoes moderate
decline with low sub-cooled liquid. Nucleate boiling was identified as the dominant
heat transfer mode in the low heat flux regime and forced convection with thin-film
evaporation being the dominant mode in moderate-to-high heat flux regime. This
was also revealed in another analysis [40] by using anhydrous ethanol. Also, onset
of nucleate boiling (ONB) initiates at large heat flux for large inlet sub-cooling, and
large inlet sub-cooling causes low pressure drop and high two-phase instability.

4.5 Dipping and Dripping

Wu et al. [41] prepared a surface by depositing a droplet of TiO2-ethanol solution
on copper and then heating the surface, so that the ethanol evaporates and TiO2
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gets bonded to the surface to form a 1 µm thick layer. The TiO2 coating made the
surface super-hydrophilic with water and FC-72 showing contact angles of 9° and
0°, respectively. This increased the CHF of water and FC-72 by 50.4% and 38.2%,
respectively and also improved the heat transfer coefficient up to 36.2% and 91.2%,
respectively. Tang et al. [42, 43] implemented a hot-dip galvanizing and dealloying
process to develop a nano-porous metallic surface. They reported maximum HTC
improvement of 172.7% and a reduction of wall superheat by 63.3% by boiling
deionized water. They also observed that nano-structured surfaces displayed better
boiling performances at low heat flux which was corroborated by observation of
smaller bubble diameter and higher departure frequency at low heat fluxes. Kim and
Kim [44] proposed that the capillary wicking has a major role in enhancing CHF
of nano-fluids. Boiling of nanofluids causes nanoparticles to be deposited on the
surface. The CHF increased from 950 to 1500 kW/m2 with contact angle coming
down from 70° to 20°. But, it further increased to 2500 kW/m2 with the contact angle
remaining constant at 20°. This led to the investigation of capillary wicking effect
and was observed that capillary wicking increased drastically with concentration
variation from 10–3–10–1%. The coatings developed by this process are relatively
thin compared to the coatings developed by other processes.

5 Conclusion

This review brings into perspective the effects of various techniques used for surface
coating. It also focusses on the effect of various parameters on boiling heat transfer,
i.e., surfacemorphology, wettability effect, roughness, porosity, coolant/boiling fluid
used, type of powder/coating. Micro/nano-pores improve the heat transfer perfor-
mance due to increased density of nucleation sites. These pores trap air/vapor within
them which serve as bubble nucleation sites. Change in micro-structures due to
change in fabrication technique or parameters cause difference in heat transfer perfor-
mance. Decrease in pore size increases available area for heat transfer, but further
decrease cause reduction in permeability and thus reduce heat transfer. Therefore, an
optimum pore size for heat transfer exists. Surface parameters such as coating thick-
ness, surface roughness, and porosity increase the CHF and HTC and reduce boiling
incipient temperature.Hydrophilic surfaces promote betterwetting and increaseCHF
by preventing/delaying dry out. Liquid spreadabiliy and capillary wicking effects
promotes rewetting of the surface after bubble nucleation. On the other hand, in
hydrophobic surfaces, the bubbles do not detach and coalesce with each other and
thus form a film which inhibits heat transfer.

The study also shows that coatings have been formed of metallic powders such
as Al, Cu, Zn; metal oxides such as Al2O3, TiO2, ZnO; and also nanotubes/nano-
wires. It has been observed that use of composite coatings (such as Cu-Al2O3, Cu-
TiO2) could improve heat transfer characteristics because of contributions of their
individual heat transfer properties. This could prove to be a promising aspect for
surface coating material.
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The surface coating techniques used so far includes electrochemical deposition,
chemical vapor deposition, spray coating, MEMS, dipping, particle sintering, etc.
Nano-wires and micro-structures formed by electrochemical deposition are gener-
ally hydrophilic which is beneficial for heat transfer. However, the electrolyte used
could alter the boiling performance. CNTs developed by CVD improve HTC due
to better fin effectiveness and thermal conductivity. But, repeated tests at high mass
fluxes cause bending of CNTs which cause poor stability. Moreover, they require
sophisticated apparatus and controlled environment such as nitrogen or argon envi-
ronment which is also the case with Spray coating, sputtering, etc. On the other hand,
relatively simpler processes such as dipping generate surfaces having low coating
thicknesses. In order to address these issues, an appropriate/alternative technique
of surface preparation could be devised that can result in surfaces with improved
mechanical properties and higher surface roughness. These could cause improved
stability of the boiling surface as well as increased nucleation sites, respectively, thus
leading toward improved boiling heat transfer rate.
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Effect of Particulate Type
Reinforcements on Mechanical
and Tribological Behavior of Aluminium
Metal Matrix Composites: A Review

V. S. S. Venkatesh and Ashish B. Deoghare

Abstract The intrinsic properties of particulate types of reinforcements such as
isotropy, good machinability, withstanding capacity of high tensile, compressive,
shear stressesmake it suitable as a reinforcement inAluminiummetalmatrix compos-
ites. This paper mainly discussed the different types of reinforcements such as TiC,
Boron Carbide, Coconut shell powder, Aloe Vera powder, SiC which affects the
mechanical properties such as yield strength, ultimate strength, fracture toughness,
and tribological properties such aswear resistanceof composite. It has been found that
the harder ceramic particulate reinforcement enhances the ultimate tensile strength
and hardness of the composite under the phenomenon of pilling of dislocations at the
grain boundaries. Reduction in wear resistance due to softening of matrix material at
higher loads has also been noticed in the literature. This study demonstrates that the
Aluminium metal matrix composites can be treated as the superior materials for the
design of automobile components such as piston and cylinder assembly and crank
shafts which require high wear resistance and specific strength.

Keywords Al MMC · Particulate reinforcements · Mechanical properties · Wear
resistance

1 Introduction

Composite is amaterialmade by combining two ormore constituentmaterials having
different physical or chemical properties, so that when combined better characteris-
tics can be achieved from that individualmaterials. Aluminiummetalmatrix compos-
ites (AMC) are implicit materials for numerous applications in automobile industry
like pistons, cylinder liners, crankshafts, etc., because of their higher strength to
weight ratio and higher specific strength [1]. Reinforcements are generally added to

V. S. S. Venkatesh (B) · A. B. Deoghare
Department of Mechanical Engineering, National Institute of Technology Silchar, Silchar, Assam,
India
e-mail: vssvenkateshnits@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
K. M. Pandey et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-7711-6_31

295

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7711-6_31&domain=pdf
mailto:vssvenkateshnits@gmail.com
https://doi.org/10.1007/978-981-15-7711-6_31


296 V. S. S. Venkatesh and A. B. Deoghare

improve the properties of base material like hardness, creep, fatigue, and wear resis-
tance properties. The reinforcing materials are selected in such a way that they must
be stable at given operating temperature and withstanding capacity of higher loads.
There are different types of reinforcements available for manufacturing of composite
like Fibers, Whiskers, Flake, particulates et al., [2]. Among all these reinforcements
Particulate type reinforcements are widely used in MMC because of high density
and less percentage of elongation. There are different techniques available for manu-
facturing of composite materials like stir casting, powder metallurgy, and semi-solid
processing. The main criterion during the fabrication of composite is uniform distri-
bution of reinforcements in the matrix material. The type of manufacturing method,
size, and shape of reinforcement mainly influence the microstructure and strength of
composite [3]. The hardness of composite specimen can be improved by the incorpo-
ration of reinforcements having hardness higher than thematrixmaterial as discussed
by Kumar et al. [4]. Similar results reported by Admile et al. [5], by the addition of 20
wt.% SiC reinforcement to Aluminium matrix increases the hardness to 45.06VHN
when compared to the unreinforced Aluminium which has the hardness of 24VHN.
This is attributed to the restriction of dislocation movement of SiC reinforcements
which improves the hardness of composite. James et al. [6], reported that upto the
incorporation of 2.5% of TiC reinforcements the hardness enhanced. But beyond
2.5% addition of TiC hardness decreases due to the formation of clusters between
the Al and TiC particles. Chandra et al. [7], concluded that by the addition of Al2O3

particles into Al6061 matrix hardness of Al6061/Al2O3 composite improved from
61.15 VHN at 5% Al2O3 to 89.91 VHN at 20% due to the stoppage of dislocations
at the grain boundaries of matrix and reinforcements. Table 1 represents the change
in mechanical properties of composite with type of reinforcement and processing
technique.

This review mainly focuses on the particulate type of reinforcements like TiC,
SiC, B4C, coconut shell powder, etc. on the mechanical and Tribological behavior
of the Al MMC were discussed.

2 Types of Reinforcements

2.1 TiC Reinforcement

The superior properties of TiC such as High Young’s Modulus (400 Gpa), Low
friction coefficient (0.29–0.34) and high melting temperature (3067 ◦C) make it
suitable as a reinforcement material for manufacturing of cutting tools, abrasion-
resistant surface coating onmetal parts, cylinder liners, and automobile bearings. The
effect of TiC reinforcement in Al MMC is explained as follows. Thangarasu et al.
[18], fabricated Al6082/X%TiC (X = 0, 6, 12, 18, 24) metal matrix composite using
friction stir processing technique. It was observed that the wear rate of composite
decreases from 0.00697 to 0.00303 mg/m with the addition of TiC reinforcement
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Table 1 Change in mechanical properties of composite with processing technique

S. No.
References

Particle size.
reinforcement
material
Matrix type

Fabrication
technique

Stirring
speed/melting
point

Effect

1
Thangarasu et al.
[8]

2 μm TiC
AA6082

Friction stir
processing

1200 Rpm Micro hardness,
UTS (T) increased

2
Albiter et al. [9]

1.12 μm TiC
Al2024

Infiltration 1200 °C Micro hardness,
UTS (T) increased

3
Sabbaghian et al.
[10]

25 μm TiC
copper-based
composite

Friction Stir
processing (Fsp)

1000 Rpm Micro hardness
increased

4
Sheibani et al.
[11]

TiC AMC Reactive slag
in-situ/powder
metallurgy

800 °C Mechanical
properties
improved

5
Gopalakrishnan
et al. [12]

TiC AA6061 Stir casting mathod 650 °C Mechanical
properties
improved

6
Kishore et al. [13]

TiC AA6061 Flux assisted
synthesis

900 °C Micro hardness
increased

7
Jafarian et al. [14]

TiC less than
100 nm Al1050

Accumulative Roll
bonding (ARB) —

UTS(T) increased

9
Jerome et al. [15]

TiC in situ
Al/Tic

Resistant heating
furnace containing
a stirrer

900 °C Tensile strength,
hardness
improved

10
Bauri et al. [16]

TiC50 μm
in situ Al/sic

Friction stir
processing (FSP)

1000 Rpm Tensile strength,
hardness
improved

12
Kennedy et al.
[17]

TiC 10 μm
Al/Tic MMC

Flux-casting
process, powder
processing (PM),

400 °C Hardness
improved

from 0 to 24%. This is associated with higher hardness of TiC reinforcements which
offers greater abrasion resistance to the composite material. It was further noticed
that with the change in speed from 40 to 80 mm/min the hardness of composite
can be improved from 112 to 135 HV. This was attributed to with increase in linear
velocity the contact time between micro reinforcement particles and tool is less
which generates less amount of heat causes the TiC reinforcements dispersed in
lesser area resulting in higher hardness of the composite. Similar results reported
by Krishnan et al. [19], studied the wear behavior stir casted Al6061/TiC metal
matrix composite at different velocities ranging from 1.5 to 4.5 m/s. It was noticed
that at the higher speeds due to the existence of continuous contact between the
surfaces material softening takes place which improves the wear rate linearly with
sliding speed and the maximumwear rate of 52.13× 10−6 mm3/m occurs at 4.5 m/s.
Sai Chaitanya Kishore et al. [20], analyzed the Al6061/TiC composite by chemical



298 V. S. S. Venkatesh and A. B. Deoghare

reaction ofK2TiF6 (Potasiumhexafluorotitanate) with graphite powder. Initially, 3 kg
of Al is taken in a crucible, after melting this Al powder premixed K2TiF6 and C
is added to the molten slurry so that TiC is formed by chemical reaction of K2TiF6
with Al. Vickers hardness test is performed by applying load of 300 g with 15 s
dwell time. Results concluded that due to the existence of strong bonding between
matrix and reinforcement material, hardness of composite is increased from 52.3
VHN at 0% reinforcement to 62.7 VHN at 4% reinforcement. Jeyasimman et al.
[21] analyzed the mechanical behavior of Al 6061-X%TiC (x = 0.5, 1.0, 1.2, 2.0)
nanocomposite fabricated through cold compaction technique. It was found that due
to the presence of flake-like and irregular morphology of crystalline powders, the
green compaction strength of the composite increased from 100 to 233 MPa for
unreinforced Al alloy to 2% TiC reinforced composite. This subsequently improves
the dispersed strength of the Al matrix. Kumar et al. [22], Studied the microstructural
behavior of As Cast and Hot forged AA6061-TiC composite. The grain size of hot
forged composite is found to be lesser when compared to As cast specimens, this is
due to the material deformation during forging operation which originates the new
α-Al grains and simultaneously the dislocation density of this α-Al grains increases.
These dislocations arrest the driving force for additional growth of α-Al grains which
significantly exerts pinning effect on α-Al and TiC grain boundaries causes finer
microstructure and enhances the mechanical properties of composite.

2.2 Boron Carbide (B4C) Reinforcement

Boron carbide is a robust material which processes higher Vickers hardness (38
GPa), fracture toughness (3.5 MPa·m1/2) and Elastic Modulus (460 GPa). B4C is the
third strongest metal next to diamond and cubic boron nitride. The effect of B4C
reinforcement on the aluminium metal matrix composite is explained as follows.
Shirvanimoghaddam et al. [23], studied the mechanical behavior of stir casted Al-
356/B4C composite. The composite samples of 5, 10, 15% B4C are fabricated at
800 ◦C and 1000 ◦C. XRD analysis indicates that the phases of AlB2 and Al3BC are
formed at 1000 ◦C, these phases enhance the wettability between aluminium matrix
and reinforcement phase. The existence of lesser density Boron Carbide reinforce-
ments reduces the density of composite from 2.69 to 2.65 g/cm3 with the addition of
reinforcements from 5 to 15%. Tensile strength of composite at 800 ◦C is enhanced
from 176 to 197 Mpa for 5–10% reinforcement and then decreased to 194 Mpa for
15% of reinforcement because of formation of slag in molten metal. But at 1000
◦C the UTS of composite is proportional to volume of reinforcement percentage.
Hardness of composite increases with B4C percentage at 8000 and 1000 ◦C. At
higher temperature, the hardness value of 95 BHN for 15% B4C is found because of
uniform distribution of reinforcements and good wettability between the particles.
Similar results reported by Nic et al. [24], For Al2024/B4C composite by mechanical
Alloying-hot extrusion technology. Initially, Aluminium and B4C powders are ball
milled with Argon gas atmosphere and stearic acid is added as process control agent
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(PCA). The effect of PCA on composite powder is examined and concluded that the
obtained particle size wasminimumwhen 2%PCA for 5 h of milling time and 28.7%
of improvement of UTS is observed from pure Al 2024 at 10%reinforcement.

2.3 Coconut Shell Microparticle Reinforcement

Coconut shell particles are naturally available reinforcements in southern states of
India which processes lower density and higher wear resistance property which is
suitable for dispersion phase in AMCs for automobile brake disc application. Bello
et al. [25], developed Aluminium/coconut shell micro particle composite (AL/CMP)
by compo cast technique. Composite was prepared by adding 2, 4, 6, 8, 10% of
CMP reinforcements. It was observed that the due to presence of lesser density
coconut shell particles the density of composite declines from 2.7 to 2.2 g/cm3 with
addition of reinforcements from 0 to 10%. The impact energy of 19 J is obtained
at 0% reinforcement and it decreases gradually upto 6% reinforcement and then
declines drastically above 6% of CMP the minimum value of 7 J is achieved at
10% reinforcement. It is also noticed that because of existence of chemical reaction
between coconut shell powder and Al matrix, new compounds like TaO2, CO3F7,
Mg2Al3, CoFe, are formed and these compounds occupied the interstitial spaces in
Al matrix, which improves the 88% of ultimate tensile strength of composite than
the unreinforced Al alloy. Sankararaju et al. [26], studied the wear behavior of stir
casted Al 1100/X% (X = 5, 10, 15) Coconut shell powder metal matrix composite
at different pressure levels. It was noticed that due to the presence of higher volume
of softer material for pure Al-1100 and 5% reinforcement the wear rate is higher at
low-pressure values of 2 N/mm2 when compared to 10% CSP and 15% CSP. SEM
analysis reveals that the presence smoother and finer particles CSP on the composite
specimen which undergone abrasive wear at a pressure of 2 N/mm2. With increasing
the pressure value to 10 N/mm2 rough surfaces are observed which causes Adhesive
wear.

2.4 Aloe Vera Powder Reinforcement

Aloe vera powder is reinforced with Aluminium matrix because of its lesser density
and eco-friendly material and abundantly available at lesser cost. Aloe vera powder
contains considerable wettability with better mechanical and physical properties
compared to Fly ash reinforcement. Hima Giresh et al. [27] developed AMC/10%
Aloe Vera composite by stir casting method at a speed of 300 rpm. The presence
of good bonding between Al matrix and Aloe vera reinforcements is noticed which
improves the 55.62% of UTS when compared to Pure Aluminium. Hardness value
of 33.8 BHN is achieved which is 43.7% more than unreinforced alloy. Because of
spherical nature of aloe vera microparticles the energy absorption capability of Aloe
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vera composite is 1.80 J/mm2 which is quiet higher than pure Aluminium specimen
having 0.1 J/mm2.

2.5 SiC Reinforcement

Silicon Carbide is a low-density ceramic semiconductor contains Silicon and carbon.
In modern manufacturing industries SiC used in abrasive machining processes such
as honing, grinding, water-jet machining. Jaya Prasad et al. [28], investigated the
microstructural behavior of stir casted Al5083/SiC composite. Reinforcements of 3,
5, 7% are added to molten melt along with 1% of Mg in order to improve the wetta-
bility between the matrix and reinforcement particles. SEM micrographs reveal that
pore-free and dense microstructure of composite samples and there is no evidence of
formation of intermetallic phases between SiC and Al 5083 particles. Kalyankumar
Singh et al. [29], studied wear behavior and frictional properties of Stir Casted Al
7075/8% SiC MMC at various sliding distances of 1979.2 and 2262 m by varying
loads from 10 to 30 N. The coefficient of friction value is found to decrease about
30–40% by varying the loads from 10 to 30 N. This was attributed to material soft-
ening takes place at higher temperatures due to large contact between the mating
surfaces causing deduction of coefficient of friction at higher loads [17]. It was also
noticed that with increasing sliding distance from 1979.20 to 2262 m at 15 N load
coeff: of friction value enhances from 0.6 to 0.7. This happened because at higher
sliding distance the temperature-induced ismore, which causesAlmatrix undergoing
material softening so that the hard ceramic SiC particles break and clogged between
specimen and wheel surface, which results high coeff: of friction. Mohanavel et al.
[30] fabricated Al6351/SiC composite by using stir casting method, the reinforce-
ments are added from 0 to 20% in stages of 4%. It was found that Hardness of
composite increases from 40 RHN to 64.7 RHN with unreinforced Aluminium to
20% SiC reinforcement. This is due to increase in dislocation density with SiC parti-
cles which arrests the resistance to deformation. In addition to this, the Yield strength
of the composite material enhances from 109 to 194 MPa because of decrement in
SiC particle grain size with increase in % of reinforcements according to Hall–patch
equation. Ramgopalreddy et al. [31] fabricatedAl6082/SiC/Fly ash hybrid composite
by using stir casting method. The fabricated MMC contains 2.5, 5, 7.5% of sic and
fly ash reinforcement. Tensile test results concluded that strength increases from 110
to 128 MPa with reinforcement of 0–7.5%, because of increase of bonding between
matrix and reinforcements.

3 Conclusions

Several challenges must be considered in order to strengthen the usage of AMCs
such as influence of reinforcements, processing technology, applied load on the
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mechanical and Tribological behavior of the MMC. The prior conclusions derived
from the literature can be depicted as follows

• Hot forged TiC reinforced MMC exhibits better mechanical properties compared
to As cast Al-TiC AMC for the same volume fraction of reinforcements and
particle size.

• The optimum temperature for Al-B4C MMC fabricated through stir casting
process is 1000 ◦C which attains higher hardness value of 95 BHN for 15%
reinforcements.

• Presence of lower density coconut shell reinforcements in AlMMC themaximum
impact energy of 19 J is achieved at 0% reinforcement. At lower pressure values
of 2 N/mm2 SEM analysis revealed the existence of abrasive wear and adhesive
wear is undergone by the composite sample at a pressure of 10N/mm2.

• The energy absorption capacity of Aloe vera AMC is improved to 1.80 J/mm2

at 10% of reinforcement due to the presence of spherical shaped reinforcement
particles.

• Thewear rate of B4C reinforcedAMC is higher than the SiC reinforced composite
for all applied load and sliding distances.

• The wear resistance of composite is not only depending on type of reinforce-
ment but also depends on the applied load and sliding distance of composite. For
nanocomposite, the strength of composite is depending on milling time and the
wettability between the matrix and reinforcement material.
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A Review on Solar Drying Applications
Using Latent Heat as Energy Storage
Media

Supreme Das, Agnimitra Biswas, and Biplab Das

Abstract Solar energy may be considered as the most feasible renewable energy
source with a wide range of applications in today’s world. A suitable energy storage
medium, capable of storing and supplying this energy as per requirement provides
for an effective thermal management of solar energy devices. Latent heat storage
systems have gained significant attention from researchers and academicians due
to its higher storage density and smaller temperature difference between storing
and releasing heat as compared to sensible heat storage. This chapter attempts to
summarize the previous work carried out in solar drying applications implementing
phase change materials as latent heat energy storage medium. It is concluded that
such materials are capable of reducing the heat losses associated with solar dryers
and significantly increase its efficiency.

Keywords Solar dryer · Latent heat · PCM · Thermal performance · Efficiency

1 Introduction

The world energy demand is estimated to be doubled by 2050 and approximately
tripled by the end of the century owing to a rapid increase in energy consumption
and economic development of the nations around the world. This has resulted in an
expeditious exhaustion of fossil fuel resources, such as oil and gas. The degradation
of our environment from greenhouse gas emissions and in cessantsur charge in fuel
prices has instigated the interest of researchers around the world towards renewable
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energy prospects, such as solar, wind, geothermal, biomass and tidal energy sources
[1].

Solar energy is the most abundant amongst these energy sources and because
of its eco-friendly nature and equitable distribution; it may be considered the most
propitious renewable energy source. The sun emits energy at a rate of 3.8 × 1023

kW, of which approximately 1.8 × 1014 kW is intercepted by earth. Around 60% of
this amount is reached the earth’s surface, the rest being absorbed by the atmosphere
and reflected back into space.

A mere 1% efficient conversion of this energy could generate as much as 400
times the total energy production of the earth [2].

The utilization of solar energy to dispense hot air provides significant prospects in
the drying of agricultural (fruits, vegetables, medicinal plants, coffee and tea prod-
ucts), textile and marine products, seasoning of timber, regenerating dehumidifying
agents and space heating, especially in low-temperature regions [3].Moreover, a solar
air heater is cheaper and uses less material as compared to other solar collectors.

Solar dryers may be classified as direct, indirect, and mixed mode. Direct mode
utilizes air heated by solar radiation directly in the dryer enclosure, whereas an
indirect mode employs a separate drying chamber and a blower to duct the heated
air from the heater to the chamber. The mixed mode engages both these techniques
for heating the material [4].

2 Phase Change Materials

Solar energy is intermittent in nature. As such, in order to provide an even output
and increase their reliability, solar energy systems implement a number of energy
storage methods. Phase change materials (PCM) provide an effective thermal energy
management solution by storing the excess energy during peak radiation hours to be
used when solar radiation is in adequate. PCMs have high-energy storage density
and have the ability of constant temperature heat addition and rejection during phase
change. They use latent heat of fusion/vaporization for a desired temperature control.
During the charging phase, a PCM is sensibly heated till saturation (i.e. melting)
followingwhich it absorbs its latent heat at a constant temperature till it is completely
melted. It is then sensibly heated further in itsmolten state.While discharging, a PCM
is capable of releasing its sensible heat and latent heat to the surrounding [5].

The suitability of a PCM is determined from its thermophysical properties like
specific heat capacity, heat of fusion, thermal conductivity at its melting temperature.
Moreover, a PCM should possess certain physical properties like high density, non-
toxic, stable composition and chemically inert. The use of PCMs is still very limited
owing to its higher initial cost and limited space availability. Irregular sunshine also
limits the efficiency of PCMs in solar energy systems [6].
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3 Thermal Performance of a Conventional Solar Air Heater

Figure 1 illustrates a typical solar air heater showing the heat and energy transfer
phenomenon. The construction and design features of such solar air heater systems
are described by Garg and Prakash [7]. Thermal performance of these systems can
be analysed by considering the energy balance between the solar energy absorbed by
the absorber plate and useful thermal energy output and can be demonstrated with
the help of Hottel-Whillier-Bliss equation reported by Duffie and Beckman [8].

Qu = AcFR[I (τα)e −UL(Ti − Ta)] (1)

where FR is the collector heat removal factor and may be defined as a ratio of actual
useful energy gain to the useful energy gain if the whole absorbing surface of the
collector were at the fluid inlet temperature.

The rate of useful energy gains by air flowing through the duct may be computed as
follows

Qu = ṁCP(To − Ti ) = hAc(Tpm − Ta)m (2)

The value of heat transfer coefficient can be represented in non-dimensional form
by using the relationship of Nusselt number (Nu)

Nu = hL

K
(3)

Fig. 1 A conventional solar air heater
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The thermal efficiency of a solar air heater can be expressed by the following
equation

ηth = Qu/Ac

I
= FR[(τα)e −UL − (Ti − Ta)

I
] (4)

From the above equation, it can be inferred that the collector efficiency decreases
linearly with the parameter (Ti−Ta)

I and can be approximated by a straight line,
provided UL is constant. The collector parameters FR(ατ ) and FRUL can be
determined from the intercept and slope of the graph respectively.

4 Solar Dryers with Latent Heat Storage Medium

Drying processes are normally used to decrease the moisture content of food and
agricultural products, thereby increasing their shelf life and making their preserva-
tion easier. By regulating the humidity level and operating temperature (usually 40–
60 °C), the nutritional properties of the food products can be appropriately controlled
[9]. Solar dryers have a huge potential from technical and energy saving stand-
point. Numerous types of solar dryers with varying degrees of technical performance
have been designed worldwide. They may be broadly categorized as passive dryers
(natural convection), active dryers (forced circulation) and hybrid dryers. Fudholi
et al. provided a comprehensive review of these drying systems on the basis of their
technical and economic parameters for awide array of agricultural products including
apple, banana, cashewnuts, cocoa, paddy, tobacco, turmeric, etc. The technical devel-
opments include compact collector design, better efficiency, integrated storage and
long life [10]. Fudholi et al. also studied the energy and exergy efficiencies of different
configurations of solar air flat plate collectors for drying applications [11].

PCMs have the potential to improve the thermal performance of solar dryers due
to their latent heat storage capacity. Devahastin and Pitaksuriyarat [12] investigated
the viability of using a latent heat storage (LHS) with paraffin wax for studying the
drying kinetics of sweet potato energy and energy conservation during the process.
Their proposed system consisted of a compressor, a temperature controller, a heater
and a cylindrical, acrylic LHS vessel (0.10 m diameter, 0.20 m height) connected to
the heater via a finned copper tube (tube diameter: 1.27 × 10−2 m, no. of fins: 18,
fin diameter: 0.08 m, fin thickness: 5× 10−3 m, fin spacing: 0.01 m). They analysed
the temperature profiles, heat transfer characteristics as well as the effects of inlet air
temperature and velocity during the charging and discharging period. It was calcu-
lated that the energy savingswere approximately 40%and34%using inlet air velocity
of 1 ms−1 and 2 ms−1, respectively. Cakmak and Yildiz [13] experimentally investi-
gated the drying kinetics of seeded grapes using a novel type of solar air dryer using
swirl elements in the entrance and inner part of the drying chamber. An expanded
surface solar air collector with 15-mm-drilled holes was used to achieve high heat
transfer and turbulence effect. Another collector using calcium chloride hexahydrate
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(PCM) in the lower portion was included in the design to ensure a continued drying
process even after sunset. Experiments were conducted under natural conditions and
by the dryer with/without swirl flow at three different air velocities. It was found
that the drying was more uniform and faster for the system with PCM in swirl flow
media. Moreover, the drying time shortens with increasing air velocity. Moisture
ratio curves obtained from the experimental values were compared with six different
moisture value correlations, and it was observed that Midilli model provided the
most relevant results for each seeded grape drying status (Figs. 2 and 3).

Esakkimuthu et al. [14] developed an indirect solar dryer, which utilized a LHS
unit with HS58, an inorganic salt-based PCM. A double-pass V-corrugated solar
air collector of total area 6 m2 was used. The absorber plate was constructed from 3
embossed-type aluminium sheets of 2m×1m area, 1.1mm thickness, V-corrugation
height of 38 mm and an included angle of 60°. The air passage between the absorber
and bottom surfacewas kept as 15 cm. Rockwool of thickness 25mmand 50mmwas

Fig. 2 Schematic diagram of the experimental solar air dryer [12]

Fig. 3 Illustration of the solar air dryer using swirl elements [13]
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used for side and bottom insulation, respectively. The absorber surface was glazed
with a 5-mm-toughened glass with 5 cm air gap. The PCM was packed in spher-
ical capsules made of high-density polyethylene and kept inside the thermal energy
storage tank (0.4 m diameter, 1.8 m length). The tank itself was made of galvanized
iron sheets and insulated with glass wool. An aluminium cladding was provided
above the insulation to prevent its deterioration from atmospheric conditions. Exper-
iments were conducted to investigate the charging and discharging characteristics of
the storage unit. It was found that a mass flow rate of 200 kg/h was able to provide
a near uniform heat transfer rate during the charging and discharging processes.
At higher mass flow rates, the average temperature of the collector reduced owing
to a decrease in heat losses and increase in the value of heat transfer coefficient.
This led to an increase in the collector efficiency. Lower mass flow rates led to a
longer duration of heat supply with better utilization of the storage system capacity.
Furthermore, a proper selection of PCM with suitable phase change temperature
could prevent overheating during peak sunshine hours, thus avoiding the spoilage
of food products. The performance of an indirect forced convection and desiccant
integrated solar dryer for drying green peas and pineapple slices was assessed by
Shanmugam and Natarajan [15] with and without a reflective mirror. The system
was operated in sunshine hours as well as non-sunshine hours and consisted of a flat
plate solar air collector, a drying chamber, a desiccant bed and a centrifugal blower.
A south facing solar air collector of dimensions 1.2 m× 2.4 m and 6 mm transparent
glass cover with a tilt angle of 30° was used. The bottom and sides were insulated
with fine saw dust. The wooden drying compartment was 1 m high (1.2 m × 1.2 m
X-sectional area) with double glazing of 50 mm air gap having the same inclination
as the collector and consisted of 10 shelves for holding the products. A perforated tray
capable of stacking 75 kg desiccant material (60% bentonite, 10% calcium chloride,
20% vermiculite and 10% cement, moulded into cylindrical shapes) was provided
just below the glazing. A thick insulation board was positioned below the tray during
sunshine hours and above the tray during non-sunshine hours. It was found that
the inclusion of a reflective mirror increased the drying potential of the desiccant
material by 20% with faster regeneration and reduced drying rate. The average dryer
thermal efficiency was calculated to be 43–55%with a pickup efficiency of 20–60%.
About 60% of the moisture was removed by the air heated by solar energy and the
remainder by the desiccant (Figs. 4 and 5).

Shalaby and Bek [16] experimentally investigated a novel indirect solar air dryer
using PCM for drying medicinal plants. The system consisted of two identical solar
air heaters, a drying chamber, a blower and PCM storage units. The solar air heater
was mounted on the top of a room surface at 30° tilt angle facing south. A copper flat
plate of dimensions 0.83 m× 2 m and 1 mm thickness was used as an absorber plate.
It was provided with two glass covers of 5 mm thickness having an air gap of 25 mm.
The bottom and sides were insulated with 40 mm layer of foam. The drying chamber
was fabricated using galvanized iron of length 1.2 m, width 0.6 m and height 1.7 m
with similar insulation and fitted with retractable drying trays. Heated air was forced
to pass through a series of vertical copper tubes (32 total) planted inside PCM filled
plastic containers at the bottomof the chamber. Experimentswere conducted formass
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Fig. 4 Photograph of the indirect solar air dryer with Sunit [14]

Fig. 5 Schematic diagram of the desiccant integrated solar air dryer [15]

flow rates of air ranging from 0.0664 to 0.2182 kg/s both with and without PCM.
The maximum drying temperature was obtained for a mass flow rate of 0.1204 kg/s
with PCM and 0.0894 kg/s without PCM. Implementation of PCM provided drying
air temperature higher than the ambient by 2.5–7.5 °C after sunset for at least five
hours. Shringi et al. [17] analysed the thermodynamic processes involved in the solar
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drying of garlic cloves using PCMas energy storage. The systemconsisted of a drying
chamber cum dehumidifier unit, heat storage and heat exchanger unit and evacuated-
tube heat-pipe collector. The drying chamber was made from galvanized iron of
dimensions 1.2 m × 0.6 m × 0.5 m with a layer of polystyrene insulation and fitted
with seven trays, three of which were for desiccant material and the remaining for
drying product. Charging and discharging processes of the PCM were done through
copper coils of diameter 1.2 cm and 1.9 cm, respectively. Solar fluid (propylene
glycol 60% and water 40% v/v) was used to transfer heat from the collector to the
heat storage unit via a manifold. The heat from the storage unit is released to the
PCM, and the fluid is circulated back to the collector, thus completing the charging
cycle. A dehumidifier blower was used to force hot air coming out of the drying
chamber to the heat storage and heat exchange run it and back to the bottom of the
drying chamber to complete the cycle of discharging. Experimental results depicted
a decrease in the moisture content of garlic cloves from 55 to 6.5% (wetbasis) over
a period of 8 h. The drying data obtained were fitted to five different drying kinetics
models, and it was observed that the Midilli model was the best description for the
drying behaviour of garlic cloves. The energy and exergy efficiencies of the drying
chamber with circulating air were also improved by 14.9% and 88.2%, respectively
(Figs. 6 and 7).

Tewari [18] studied the performance of a natural convective solar crop dryer with
phase change thermal energy storage. The dryer consisted of a flat plate solar air
collector, an energy storage system (packed bed), natural draft system and a drying
chamber. The matt black absorber plate had a surface area of 1.5 m2 and a tilt angle

Fig. 6 Sectional details of a PCM collector [16]
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Fig. 7 Illustration of a PCM integrated solar dryer using evacuated-tube heat-pipe collector [17]

of 25°. It was glazed with toughened glass with a spacing of 0.05 m to allow air flow
inside the dryer. A total of 48 PCM (paraffin wax) filled cylindrical tubes of 0.05 m
diameter, 0.75 m length and 1 kg capacity were tightly packed in zigzag orientation
below the drying chamber. The drying chamber consisted of six rectangular drying
trays of 10–12 kg leafy herbs. Another absorber plate with toughened glass glazing
was placed above the drying chamber at an inclination of 23°. A PCM packed bed
placed 0.05 m below the absorber plate provided vent space for enhanced convection
and hot air movement. The dryer efficiency was further enhanced by a south facing
mirror was placed adjacent to the drying chamber to reflect most of the incident
radiation on the flat plate collector below. This dryer could effectively function up to
6 h after sunset with air temperature approximately 6 °C higher than ambient. The
thermal efficiency of the dryer was calculated to be 28.2%. Economic analysis of the
dryer performance suggested its financial viability with a payback period of 1.5 year.
The prospect of a natural convection-type solar dryer with latent heat storage for
drying of ginger was investigated by Sain et al. [19] in load and unload conditions.
The dryerwas constructed using a solar collector of area 2m2 and a drying chamber of
0.8 m2. Paraffin wax of volume 0.006m3 was used for the experiments. The moisture
content of ginger was reduced from 74 to 3% (w.b) under full load conditions over
a period of 24 h. The collector efficiency varied from 53–96% under no load and
40–55% under full load conditions. The estimated drying efficiency was 12.4% with
an overall system efficiency of 22.7% (Fig. 8).

Dina et al. [20] studied the effectiveness of a continuous solar dryer integrated
with desiccant thermal storage for drying cocoa beans. Two types of desiccants were
tested, viz. (Na86[(AlO2)86 · (SiO2)106]0.264H2O) as an adsorbent type and CaCl2
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Fig. 8 Cross-sectional view of a natural convective solar air dryer with latent heat storage [18]

as absorbent type. A north-facing flat plate-type solar air collector with a tilt angle
of 60° of dimensions 2 m × 0.5 m × 0.1 m was used. Two transparent glass covers
having 2 cm air gap were used to prevent top losses. The heated air was forced
to a drying chamber of volume 50 cm3 and integrated with perforated aluminium
sheet drying tray of surface area 49cm2. The thermal storage was placed in an open
steel container of dimensions 30 cm × 30 cm × 5 cm just below the drying tray.
It was found that there was a 25% reduction in drying time using adsorbent-type
desiccant, whereas for the absorbent type, the drying time reduced by 45.45%, when
compared to traditional intermittent direct sun drying. Moreover, there was a 68%
and 78% improvement in specific energy consumption over direct sun drying for
the adsorbent type and absorbent type, respectively. A hybrid solar air dryer for
dehydration of mushrooms using paraffin wax as latent heat storage was proposed
and designed by Reyes et al. [21]. The system comprised of a solar panel, a solar
energy accumulator, an electrical heater, a centrifugal fan and a drying chamber.
The 3 m ×1 m solar panel was composed of a glass sheet of 5 mm thickness and
a black wavy zinc plate 30–50 mm below it to facilitate airflow between them. The
incident solar radiation was further increased by introducing 40 parallel zinc fins of
3 m length and 3 cm height on the plate. The solar energy accumulator placed beside
the solar panel contained 14 kg PCM distributed in 100 copper tubes with external
aluminium fins for enhanced heat transfer to the drying air. Airflow from the solar
panel and accumulator was regulated with the help of valves. The drying chamber
consisted of a total of 10 perforated stainless steel trays. 70–80% of the expended
air was recycled using a centrifugal fan and thus mixed with the incoming heated air
before reaching the electrical heating system to maintain the drying air temperature
at 60 °C. It was found that thin mushroom slices and lower amount of recycled air
statistically favoured the mushroom drying process. The drying kinetics adequately
conformed to the specifications of simplified constant diffusivity model and Page’s
model. The maximum thermal efficiency obtained was 67% with the accumulator
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Fig. 9 A continuous solar air dryer integrated with desiccant thermal storage [20]

accounting for 20% of themaximum energy fraction. This efficiency could be further
augmented by increasing the mass of paraffin wax in the accumulator (Figs. 9 and
10).

5 Conclusions

This chapter reviews the various research activities carried out in solar drying appli-
cations implementing latent heat storage media for rational and effective energy
management. Latent heat storage systems have the potential to improve system
performance and minimize the discrepancies between energy supply and demand
due to their higher value of energy storage density as compared to sensible heat
storage devices. PCM-based energy storage devices have been found to be particu-
larly advantageous in the drying of medicinal plants due to their capability of main-
taining a constant temperature during the process. The thermal performance of a
phase changematerial can be further improved by optimizing its thermal conductivity
and heat transfer with the working fluid. It has been found that integration of carbon
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Fig. 10 A PCM integrated hybrid solar air dryer [21]

fibres, graphite foam and expanded graphite enhances the thermal conductivity of
paraffin wax significantly. Computational modelling software can be efficiently used
to improve dryer designs using PCM. A number of research studies based on design
parameters have also been conducted to improve the solar air heater connected to the
drying chamber. There is significant scope for further research on the development
of efficient, cost-effective PCMs for solar thermal energy storage applications.

References

1. F. Kreith, D.Y. Gowami, Handbook of Energy Efficiency and Renewable Energy (New York,
Taylor and Francis Group, London, 2007)

2. M. Thirugnanasambandam, S. Iniyan, R. Goic, A review of solar thermal technologies. Renew.
Sustain. Energy Rev. 4(1), 312–322 (2010)

3. R. Tchinda, A review of the mathematical models for predicting solar air heaters systems.
Renew. Sustain. Energy Rev. 13(8), 1734–1759 (2009)

4. M.A.Wazed, Y. Nukman, M.T. Islam, Design and fabrication of a cost effective solar air heater
for Bangladesh. Appl. Energy 87(10), 3030–3036 (2010)

5. M.C. Browne, B. Norton, S.J. McCormack, Heat retention of a photovoltaic/thermal collector
with PCM. Sol. Energy 133, 533–548 (2016)

6. L.M. Bal, S. Satya, S.N. Naik, V.Meda, Review of solar dryers with latent heat storage systems
for agricultural products. Renew. Sustain. Energy Rev. 15(1), 876–880 (2011)



A Review on Solar Drying Applications Using Latent Heat … 317

7. H.P. Garg, J. Prakash, Solar Energy Fundamentals and Applications (Tata McGraw-Hill, New
Delhi, 1997)

8. J.A. Duffie,W.A. Beckman, Solar Engineering of Thermal Processes (Wiley, NewYork, 1980)
9. K. Kant, A. Shukla, A. Sharma, A. Kumar, A. Jain, Thermal energy storage based solar drying

systems: a review, in Innovative Food Science and Emerging Technologies, vol. 34 (2016),
pp. 86–99

10. A. Fudholi, K. Sopian, M.H. Ruslan, M.A. Alghoul, M.Y. Sulaiman, Review of solar dryers
for agricultural and marine products, 2010. Renew. Sustain. Energy Rev. 14(1), 1–30 (2010)

11. Fudhol, K. Sopian, A review of solar air flat plate collector for drying application. Renew.
Sustain. Energy Rev. 102(1), 333–345 (2019)

12. S. Devahastin, S. Pitaksuriyarat, Use of latent heat storage to conserve energy during drying
and its effect on drying kinetics of a food product. Appl. Therm. Eng. 26(14–15), 1705–1713
(2006)

13. G. Cakmak, C. Yildiz, The drying kinetics of seeded grape in solar dryer with PCM-based solar
integrated collector. Food Bioprod. Process. 89(2), 103–108 (2011)

14. S. Esakkimuthu,A.H.Hassabou,C. Palaniappan,M.Spinnler, J. Blumenberg,R.Velraj, Experi-
mental investigation on phase changematerial based thermal storage system for solar air heating
applications. Sol. Energy 88, 144–153 (2013)

15. V. Shanmugam, E. Natarajan, Experimental study of regenerative desiccant integrated solar
dryer with and without reflective mirror. Appl. Therm. Eng. 27(8–9), 1543–1551 (2007)

16. S.M. Shalaby, M.A. Bek, Experimental investigation of a novel indirect solar dryer imple-
menting PCM as energy storage medium. Energy Convers. Manage. 83, 1–8 (2014)

17. V. Shringi, S. Kothari, N.L. Panwar, Experimental investigation of drying of garlic clove in
solar dryer using phase change material as energy storage. J. Therm. Anal. Calorim. 118(1),
533–539 (2014)

18. D. Jain, P. Tewari, Performance of indirect through pass natural convective solar crop dryer
with phase change thermal energy storage. Renew Energy 80, 244–250 (2015)

19. P. Sain, V. Songara, R. Karir, N. Balan, Natural convection type solar dryer with latent
heat storage, in Proceedings of 2013 International Conference on Renewable Energy and
Sustainable Energy (2014), pp. 9–14.

20. S.F. Dina, H. Ambarita, F.H. Napitupulu, H. Kawai, Study on effectiveness of continuous solar
dryer integrated with desiccant thermal storage for drying cocoa beans. Case Stud. Thermal
Eng. 5, 32–40 (2015)

21. A. Reyes, A. Mahn, F. Vásquez, Mushrooms dehydration in a hybrid-solar dryer using a phase
change material. Energy Convers. Manage. 83, 241–248 (2014)



Finite Element Analysis of Stamping
Process of Maraging Steel Built-Up Wing
Panel of a Missile

P. Sridhar Reddy, B. V. R. Reddy, S. R. Maity, and K. M. Pandey

Abstract Wing manufacturing is one of the critical tasks in aerospace industry.
Built-up-wing panel is manufactured by forming sheet blank into the desired shape
using a stamping die. The design of a stamping die essentially begins with the
geometric development of die-faces, which are forming interfaces of punch, die,
and binder. Nevertheless, ensuing forming interface geometry is hardly possible
right at the first time, and depending on the experience and skills of the methods
engineer, several costly physical tryouts may be required to ensure a die-face design
that deforms the blank into the required stamping part. Adding to this, the wing panel
geometry is a complex 3D surface and uses maraging steel as the material which is
an ultra-high strength steel, forming behavior of which is unknown to the industry.
Therefore, it becomes very difficult to develop a stamping diewhich forms the desired
part and also consumes relatively low process time and other valuable resources.
Finite Element (FE) simulation of the process of sheet metal forming, on the other
hand, shifts the costly press-shop try-outs to virtual environment and provides the
essential information on material forming behavior, part formability, spring back
deformation, forming process feasibility, etc. This information is useful in designing
the forming interface of the die. In the present study, the plastic anisotropy parameters
are determined based on the tensile tests and these values are used in the FE analysis.
The study and analysis of the present design of die and the forming process are done
and the results are presented. The FE analysis of the stamping process of maraging
steel wing panel has been performed. Based on FE analysis, a new die-face design is
suggested, and comparison of the present and the suggested forming processes are
presented together with the conclusions.
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1 Introduction

Wing is one of the most critical components of a supersonic missile. The basic
purpose of the wing is to generate the required lift to the missile. The ideal wing
must be light in weight, having higher bending stiffness, and should have modal
frequencies completely separated from the missile system frequency. Also, the wing
design must be suitable for mass production because, ultimately, these wings are
required to be produced in large numbers. The earlier wing, which was machined
out of bar stock, had lower bending stiffness, heavyweight, and high deflection at the
tip. These factors lead to the need for higher control forces to keep the missile on its
designed path and caused instability in themissile system. Itsmodal frequencieswere
very close to the missile system frequency and this resulted in “resonance”, which
had detrimental effect on missile during flight. Also, the manufacturing process was
uneconomical, involved long cycle time and high cost of production. Built-up-Wing
is designed to overcome the above drawbacks and to reduce the weight of the wing.
Built-up wing is an assembly of three components, namely, wing panel top, wing
panel bottom and stiffener. Sheet metal forming process is chosen to manufacture all
the components of built-up wing considering the cost of production, economy, and
cycle time. All these components are made up of 1 mm thick Maraging Steel sheets.
Maraging Steel is a low carbon ultra-high strength steel, principal alloying element
being Nickel (15–25%). It possesses superior strength and toughness without losing
malleability and offers good weldability and machinability. It is chosen because of
two main reasons; one is its high tensile strength and stiffness and the other, its
corrosion resistance. As the rocket motor is also made of maraging steel, welding
defects can also be minimized [1]. Material model describes the material behavior.
Earlier, simple models like Tresca and vonMises were used. These models no longer
appear to have unlimited validity since anisotropy, kinematic hardening, and so on
are described inadequately. From Fig. 1 the influence of appropriate material model
on the accuracy of the simulation results, especially spring back, can be understood.

Firat et al. [3] shows that shell element formulation for sheet metal forming simu-
lation with explicit- dynamic time integration schemes gives desired accuracy with
optimum computer resources, whereas, spring back simulation is better performed
using shell elements with implicit-static time integration scheme. Based on the
aforementioned studies, the following guidelines are presented for FE analysis of
stamping process of a maraging steel wing panel. (i) Four-node shell elements are

Fig. 1 FE simulation of spring back using different material models a experimental, b isotropic
model, c Y-U model [2]
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used in FE mesh of the blank. (ii) Three and four node rigid shell elements are
used in the geometric mesh of forming interfaces. (iii) Hill orthotropic material
law with isotropic hardening rule is used. (iv) Five integration points are used in
the through thickness direction to account for bending stresses, which gives better
spring back prediction. (v) Explicit dynamic time integration scheme is employed in
the forming simulation. (vi) Implicit static time integration scheme is used for spring
back simulation. (vii) A constant coefficient of friction of 0.125isassumed.

2 Experimental Procedure

2.1 Selection of the Material

Maraging Steel is a low carbon ultra-high strength steel with the principal alloying
element beingNickel (15–25%). It possesses superior strength and toughnesswithout
losing malleability and offers good weldability and machinability. The most impor-
tant criteria in selecting a material are related to the function of the part—qualities
such as strength, density, and stiffness and corrosion resistance. For sheet metal, the
ability to be shaped in a given forming process, often called its formability, should
also be considered. To assess formability, the behavior of the sheet has to be described
precisely and the properties are to be expressed in a mathematical form, which are
derived from various tests.

2.2 Tensile Testing

The aim of this test is to find the Young’s Modulus (E), Ultimate Tensile Strength,
Tensile Strain-Hardening Exponent (n), and Strength Coefficient (K) of a 0.8 mm
thickMaraging steel sheet specimen.Tensile test specimenpreparation and the tensile
test were done according to ASTME8/E8M-09 standard [4]. The data collected from
the test is used to calculate strain hardening exponent (n) and strength coefficient (K)
following the procedure given in ASTM E 646-07 standard [5]. Test is conducted
on 100 kN INSTRON 5500R Universal Testing Machine. Least count of the 100
kN Load Cell used is 1 N. A 50 mm gauge length INSTRON make extensometer of
least count 0.001mm is used for strain measurement. Mitutoyomakes digital Vernier
calipers with least count 0.001 mm was used for measuring specimen dimensions.
Firstly, the thickness andwidth of the reduced section of the specimenweremeasured
and recorded. Then, specimen was gripped in the testing machine in a manner to
ensure axial alignment with cross-heads and extensometer is attached. The test was
conducted at 23 °C with 50% humidity at a crosshead speed of 1 mm/min and the
test continues until the specimen breaks. The procedure is repeated for the remaining
samples too. Specimen represented in Fig. 2
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Fig. 2 Typical tensile test specimen [2]. Where G—gauge length = 50 mm; T—thickness =
0.8 mm; R—radius of Fillet = 13.5 mm; W—width = 12.5 mm; A—length of reduced section =
60 mm; B, L—overall length = 200 mm; B—length of grip section = 50 mm; C—width of grip
section = 20 mm

2.3 Stamping Simulation Procedure of Maraging Steel
Built-Up Wing Panel

With the finite element analysis and design of stamping process of a maraging steel
wing panel. The present stamping analysis consists of mainly two parts namely
forming analysis and spring back analysis. Forming analysis involves forming simu-
lation and the formability analysis of the part by observing the values of stamping
criteria like, thinning, splitting, etc. Springback analysis involves study of the defor-
mation caused in the blank after the forming loads are removed. The FE modeling
of die-face and the blank are described. Also, forming process simulation and
springback simulation are presented.

Blank: A flat, precut metal shape ready for subsequent press operation. This is a
piece of sheet metal, produced in cutting dies or by any other means such as Wire
EDM, etc., that is to be subjected to further press operations. A blank may have a
specific shape developed to facilitate forming or to eliminate a trimming operation
subsequent to forming.

Blank Development: Determination of the optimum size and shape of a blank for a
specificpart.Blank size estimation is donebasedon thevolumeconstancy assumption
and using the stamping criteria like allowable thinning and the amount of stretch of
the part. As the present forming process of wing panel involves mainly bending; the
thinning and stretching effects are negligible. Hence, 3DCADmodel of blank shown
in Fig. 5 is developed in the CAD software Pro/Engineer by unfolding the 3D CAD
model of the wing panel shown in Figs. 3 and 4. The 3D CAD model of the blank is
imported into HyperForm—an FE based sheet metal forming simulation software.
The FE mesh of blank is shown in Fig. 6.
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Fig. 3 Front view and top
view of 3D wing panel

Fig. 4 Isometric view of 3D
CAD model of wing panel

The die-face for a sheet metal forming die may be defined as the composition of a
complete surface geometry that deforms a sheet metal blank plastically into a desired
stamping shape by ensuring a rigid tooling construction. In the present case, die-
face comprises forming interfaces of die, punch and binder. The design of forming
process of the part stamping form is done following a pure geometric modeling
approach. All forming interfaces are assumed rigid and hence their deformations
are not considered. Undercut check is conducted and ensured that the die locking
is avoided. Using the 3-D CAD model of the part, a set of surfaces for the lower
die geometry are generated as shown in Fig. 6; this 3-D composite surface forms
the forming interface geometry from which the other tooling elements are obtained.
The lower die forming interface is imported into Hyper Form and a geometric mesh

Fig. 5 3D blank developed
from the part geometry

Fig. 6 Isometric view of
lower die forming interface
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is generated using three-node and four-node shell elements as shown in Fig. 7 The
punch and binder interface geometric meshes are generated as shown in Fig. 8 and
Fig. 9 respectively, by a simple duplication using their geometric counterpart, i.e.,
lower die geometry. At this stage, the die-face design is completed and in the present

Fig. 7 Rigid mesh of lower
die forming interface

Fig. 8 Rigid mesh of binder
die-face

Fig. 9 Rigid mesh of punch
forming interface
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Table 1 Tensile test I result

S. No. Width
(mm)

Thickness
(mm)

Extensometer
gauge length
(mm)

Yield
stress
(MPa)

Tensile
strength
(MPa)

E (GPa) n

1 12.50 0.80 50 878 1013 200 0.13

2 12.50 0.82 50 851 1006 199.7 0.16

3 12.48 0.82 50 796 991 203 0.24

Averages of the above values are given: Y—Yield Strength—841.61 MPa, T—Tensile Strength—
1003.33, MPaE—Young’s Modulus—200.9, GPan—Strain-Hardening Exponent—0.17 K—
Strength Coefficient—1822 MPa

case the punch, binder, and the die surfaces consist of 1,231 three-node and four-
node shell elements in total. The model can now be employed for the formability
assessment and springback analyses.

3 Results and Discussions

3.1 Tensile behavior

Obtained tensile properties of maraging steel in Tables 1 and 2.
The above results are obtained from the simple tensile tests conducted on 0.8 mm

thick M250 grade cold rolled annealed maraging steel sheets. From the above, it can
be seen that maraging steel is an ultra-high strength and therefore, the parts made
of it have high strength to weight ratio. As the Y /E ratio is high, springback related
issues will arise during forming. Lankford parameters show that it is anisotropic and
since �R is of considerable value the orientation of the sheet with respect to die or
the part to be formed is important. Since,Rm is greater than unity, the material offers
high resistance to thinning. From the above discussions, it can be concluded that, in
the stamping process of maraging steel wing panel, thinning effects are negligible
but there will be considerable amount of springback distortions after forming.

3.2 Forming Analysis

The below-shown wing panel is made by the forming process in practice. This is a
physical trial and error method. The form of the wing shown in Fig. 10 was achieved
after two physical tryouts. In the figure, the top and bottomwing panels are placed on
each other and considerable amount of gap can be seen between the corresponding
tips and leading edges. Ideally, there should be no gap and corresponding edges
should rest one on each other. It also shows that the gap is also not uniform and
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Table 2 Tensile test II results Specimen 1 Specimen 2 Specimen 3

Initial width,
w0 (mm)

12.48 12.33 12.50

Initial
thickness, t0
(mm)

0.80 0.80 0.82

Initial gauge
length, l0 (mm)

50 50 50

Max. load (kN) 9.45 9.11 9.85

Stress at max.
load, P (MPa)

946 923 961

Final width, wf
(mm)

12.36 12.22 12.38

Final length, lf
(mm)

51.01 50.98 50.8

Plastic strain
ratio, R

R0 = 1.03 R45 = 0.858 R90 = 1.524

Planar
anisotropy, �R

(R0 + R90 − 2R45)/2 = 0.419

Normal plastic
anisotropy, Rm

(R0 + 2R45 + R90)/4 = 1.068

Fig. 10 Views of leading
edge and tip of wing panel

varying along leading edge and tip. From this it can be said that the wing surfaces
are not planar but are distorted, which is attributed to the spring back effect (Fig. 11).

In Fig. 12, vertical axis represents the position of LE fromRoot and the horizontal
axis represents various points on the LE starting from Tip and towards Root. Ideally,
LE should be vertically5mm below the root, to obtain this 8.5 mm is provided on the
die to compensate springback. But, LE obtained has lot of deviation.

In Fig. 13, vertical axis represents the vertical distance between the Root and Tip
and the horizontal axis represents the various points on the wing which starts from
rear end and towards LE. Ideally, the vertical distance between the Tip and Root
should be 5 mm but the case is not so. The tip is not uniform and a deviation can be
observed.
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Fig. 11 Description of wing

Fig. 12 Leading edge profile of wing
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Fig. 13 Root and tip variation in wing panel

In Fig. 14, vertical axis represents the vertical distance between the Root and Tip
and the horizontal axis represents the various points on the wing which starts from
rear end and towards LE. The surface profile matches with the Ideal at the rear of the
wing and it is increasingly deviating towards LE.

In the Fig. 15, the horizontal axis represents the various points along cross-section
of the wing starting from Root and towards Tip; vertical axis represents the position
of the above points. It can be observed the variation in the cross-section of wing from
rear end and towards LE. The above graphs are obtained by scanning the surface of
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Fig. 14 Longitudinal section variation of wing panel

Fig. 15 Cross-section variation of wing panel

the wing panel manufactured by the forming process in practice. The surface data is
collected using coordinate Measuring Machine.

From the above results, it can be observed that the surfaces of the wing are not
uniform. There is a large amount of deviation on Leading Edge (LE) (Fig. 13) which
may affect the performance of thewing andmay cause difficultywhile assembling the
wing. This variation is due to the presence of compound angle on the LE surface and
calls for proper springback compensation. From the Tip Variation and Longitudinal
plots, (Fig. 14 and Fig. 15 respectively), the trend in the graphs shows that the surface
profile is satisfactory from rear side of the panel, i.e., 0mm and up to 180mm towards
LE and thereafter there is considerable deviation between the required surface profile
and the obtained surface profile. It is also observed that the springback deformation
is more at the rear side and it decreases towards LE side. It shows that there is a non-
uniform springback deformation. In the current forming practice uniform springback
compensation is provided on the die, which leads to overcompensation around LE
portion. Due to the complex 3D part geometry and the use of anisotropic ultra-high
strength steel, non-uniform springback deformation is present. As the part design
and the material are fixed and changes cannot be done, necessary changes are to
be made to the forming process and the design of die considering the non-uniform
springback. This forming process is suggested based on the FE analysis results. In
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this process, dies are providedwith proper springback compensation.More than 10%
thinning is not acceptable. Leading-edge and tip should lie on the same plane. The
normal distance between the root plane and tip plane is 5 mm with a tolerance of
±1 mm.

From Fig. 16 it can be said that maximum thinning is less than 0.5% which is
negligible (well below the 10% limit)

From Fig. 17, it can be observed that the portion of leading edge near root has
deformed more compared to the portion of leading edge near tip. This is because of
relatively greater spring back observed at that portion. As discussed previously, the
spring back is not uniform and the compensation should be in accordance with the
spring back.

Fig. 16 Thickness plot at the end of forming

Fig. 17 Z displacement plot at the end of forming
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Fig. 18 Z displacement plot after spring back

From Fig. 18 it can be seen that the leading edge and tip nearly lie on the same
plane with acceptable deviation from the required. The portion at the centre of the
leading edge seems to be deviating but the deviation is acceptable or can be sort out
manually. Also, the third criterion that is the normal distance between the root plane
and tip plane is also satisfied. From the above discussion, it can be concluded that
the suggested forming process and die design are acceptable in the manufacturing
of wing panel and the process can be controlled better compared to the previously
discussed one.

4 Conclusions

The material is anisotropic and the part produced with it will have a higher strength
to weight ratio because of its high yield strength. Since, flow stress to elastic modulus
ratio is higher; springback deformation is predominant after forming. As Rm value
is greater than 1, material exhibits resistance to thinning during forming process.

1. With the forming process in practice, the part produced exhibits non- uniform
springback deformation after forming, but uniform compensation is provided on
the diewhich over-compensates thewing at some portions.Hence, high distortion
is observed on the leading edge due to the improper springback compensation.
One of the important requirements is Leading edge and tip should be on same
plane but large deviations are observed and this is because of the uniform spring-
back compensation provided on the die. The surfaces of the wing panel produced
are not planar and high amount of deviations are observed.

2. With the suggested forming process, negligible amount of thinning is observed,
but springback is predominant. As the non-uniform compensation is provided on
the die based on the FE analysis results, less distortion is observed on the leading
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edge. Leading edge and tip are on same plane which meets one of the important
criteria. The surfaces of the wing panel produced are comparatively better and
very less amount of deviations are observed.

3. Hence, better wing would be obtained with suggested forming process. As the
binder is used, the process can be controlled in a better manner. With the FE
simulationof stampingprocess, better formingprocess design anddie-face design
estimate can be obtained before first try-out.
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Effect of Non-uniform Heating on Forced
Convective Flow Through Asymmetric
Wavy Channel

Sumit Kumar Mehta and Sukumar Pati

Abstract We explore the heat transfer characteristics for forced convective flow of
a Newtonian fluid through the wavy channel under the effect of non-uniform heat
flux. The findings are presented for different values of Reynolds number (Re) and
dimensionless wavelength of the non-uniform heating (γ ) in the range of 100 ≤ Re
≤ 500 and 0.25 ≤ γ ≤ 4, respectively. The non-uniform heating decreases the hot
spot intensity in the circulatory flow zone andmoreover it induces additional maxima
of Nusselt number as compared to the constant heating case. The average Nusselt
number for sinusoidal heating case is much more than the constant heating case for
the smaller undulation of the non-uniform heating.

Keywords Wavy channel · Nusselt number · Non-uniform heating · Forced
convection

1 Introduction

The increase in power consumption in the form of thermal energy eagerly needs
efficient heat exchanging devices. There are two methods of heat transfer enhance-
ment technique: active and passive methods. The passive method requires geomet-
rical modifications like waviness and corrugation, porous media, nanofluid; whereas,
the active method needs an external force to perturb the flow other than pumping
power. In the last few decades, researchers have studied the passive heat transfer
enhancement techniques using waviness. Mehta and Pati [1] found that the forma-
tion of the recirculation zone in the sinusoidal wavy channel causes local heat transfer
enhancement. Wang and Chen [2] numerically explored the forced convective flow
through sinusoidal wavy channel for the laminar regime. They found that the wavy
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channel always increases the average Nusselt number in the considered regime of
Reynolds number. Pati et al. [3] numerically compared the thermo-hydraulic perfor-
mance for two types of the wavy channel and found that serpentine channel has
always higher performance factor. Mehta and Pati [4] numerically investigated the
effect of triangular corrugation on thermo-fluidic transport characteristics for flow of
air in laminar regime. It is found from their work that the higher value of the perfor-
mance parameter depends on both the amplitude of triangular corrugation and the
flow regime (Re) at a higher wavelength. Shubham et al. [5] analyzed the effects of
rheology on the heat and fluidic transport characteristics for forced convective flow
through sinusoidal corrugated channel. The effects of non-uniform heating on heat
transfer characteristics have many practical applications, for example, electronic
architecture creates discrete hot spot due to the heat generation by corresponding
electronics components [6]. Mehta and Pati [7] investigated the effect of sinusoidal
heating on the forced convective flow through raccoon wavy channel, with a change
in phase lag and amplitude of sinusoidal heat flux. It is found from their work that
the average Nusselt number is higher for smaller amplitude and zero phase lag.
Alawadhi and Bourisliy [8] numerically analyzed the effect of discrete heat source
for flow through symmetric wavy channel and found that the placing of discrete heat
source at minimum cross-section gives the higher performance. Pati et al. [9] used
different heat flux profile to identify the optimal heating strategy for minimization of
peak temperature and irreversibility generation for forced convective flow through a
circular pipe. From the reported work in the literature, it is found that the influence of
sinusoidal heating on the flow transport characteristics for flow through asymmetric
or serpentine wavy channel is not yet done although asymmetric wavy channel has
higher performance factor for laminar flow regime [3]. Hence, the objective of the
current work is to examine the effect of sinusoidal heating on the heat transfer char-
acteristics for laminar forced convective flow through asymmetric serpentine wavy
channel.

2 Theoretical Formulation

The two-dimensional, incompressible and steady flow of a Newtonian fluid through
the asymmetric or serpentine wavy channel is considered for the current work as
shown in Fig. 1. The undulation surface profiles of the top and bottom wall have

Fig. 1 Physical domain
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been represented mathematically as [2, 3]:

sT (x) = L + 0.3A sin
[
2π(x − 3L)

/
λ
]

(1)

sB(x) = −L − 0.3A sin
[(
2π(x − 3L)

/
λ
) + π

]
(2)

where L , A, and λ are the inlet half-height, amplitude, and wavelength of the sinu-
soidal wall, respectively. The normalized profile of the sinusoidal walls with the scale
L can be represented as:

ST (X) = 1 + 0.3 sin
[
2π(X − 3)

/
�

]
(3)

SB(X) = −1 − 0.3 sin
[(
2π(X − 3)

/
�

) + π
]

(4)

For the present case, the value of dimensionless wavelength (�) and amplitude
are taken as 2 and 0.3, respectively [2, 3]. The fluid at a temperature of TC enters
the channel with uniform velocity (u). The flat part of the wall is thermally insu-
lated, whereas the wavy part imposed with the sinusoidal temperature distribution
with upper and lower limit TH and TC , respectively. The mathematical form of this
sinusoidal wall temperature is given as [10]:

TW = TC + (
0.5�T

[
1 + sin

(
(2π [x − 3L])

/
λT

)])
(5)

Here,�T = (TH − TC) and λT are thewavelengths of the sinusoidal wall temper-
ature. The viscous dissipation and radiation effect are neglected. The temperature-
independent thermo-physical properties are taken for the analysis. Under these
assumptions, the governing transport equations in normalized form can be repre-
sented as follows [3, 4]:

Continuity equation:

∇ · U = 0 (6)

Momentum equation

(U · ∇)U = −∇P + (1/Re)∇2U (7)

Energy equation

U · ∇θ = [1/(Re Pr)]∇ · (∇θ) (8)

Here,∇ = (î∂/∂X+ ĵ∂/∂Y ) and normalized velocity vectorU = (uî+v ĵ)/u =
Uî+V ĵ . For the above governing transport equations, the normalizing scale for space
is L , for velocity vector (U) is u, for pressure is ρu2, and the normalized temperature
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is θ = (T − TC)
/
(TH − TC). Where P is the normalized pressure, μ, cp, ρ and k

are dynamic viscosity, specific heat capacity, density, and thermal conductivity of the
working fluid, respectively. The mathematical definition of Reynolds number and
Prandtl numbers is:Re = (ρuL)

/
μ and Pr = μcp

/
k, respectively. The imposed

boundary conditions for above-mentioned governing transport equations are the
following:

At the inlet:

U = 1, V = 0, θ = 0 (9)

At the outlet:

PG = 0, ∂θ
/
∂X = 0, (10)

At the walls:

U = V = 0 (11a)

θ = 0.5
(
1 + sin

[
(2π(X − 3))

/
γ
])
for3 ≤ X ≤ 15 (11b)

∂θ/∂Y = 0 for X < 3 or X > 15 (11c)

where γ
(= λT

/
L
)
is the dimensionless wavelength of the sinusoidal undulated

wall temperature. The calculated temperature field is characterized by local Nusselt
number as defined by [3, 7]:

Nu = −∂θ/∂n (12)

where n is the outward normal to the undulated surface.
The total effect of heat transfer augmentation is written as in the form of mean

Nusselt number and mathematically defined as [3, 7]:

Nu =
X=15∫

X=3

NudS

/ X=15∫

X=3

dS (13)
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3 Numerical Methodology and Model Validation

We implemented the finite element method numerical technique to solve the
governing transport equation. The domain under consideration is divided into sub-
domains of unequal size, within each of which, the transport variables are approxi-
mated by using proper interpolation functions. As a result, the finite element equa-
tions are generated which are evaluated in a closed form. The iterative technique
is employed to solve these equations. The details of this numerical procedure is
presented in [4]. The grid independency has been done for the present study and the
difference in calculating the average Nusselt number for the selected mesh is less
than 1% as compared to the very fine mesh system. The selected mesh system is with
the number of elements 85,998. The presented numerical model is validated with the
work of Wang and Chen [2]. The same validation has been presented in [4].

4 Results and Discussion

The influence of sinusoidal heating on the thermo-fluidic characteristics for forced
convective flow through an asymmetric wavy channel has been investigated numer-
ically for laminar regime. The flow pattern, isotherms, and Nusselt number have
been discussed for the suitable range of Reynolds number (Re) and dimensionless
wavelength of the non-uniform heating (γ ):100 ≤ Re ≤ 500 and 0.25 ≤ γ ≤
4[2–4].

Analysis of theflowpattern in the asymmetricwavy channel ismadefirst to explain
the related flow field. Figure 2 depicts the streamlines contour at Re = 100. The
recirculation zone is generated in the concave surface (see from the core) due to the
increase inmomentum loss as advection strength decreases near the diverging-curved

Fig. 2 Streamline contours at Re = 100 and variation of dimensionless temperature at wavy wall
with different dimensionless wavelength (γ)
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[ ]θ −

(a) Uniform heating (b) γ=0.5

(c) γ =1 (d) γ =2

Fig. 3 Normalized temperature and isotherm contours for a constant heating, b sinusoidal heating
with γ = 0.5, c γ = 1 and d γ = 2 at Re = 100

wall [4, 11, 12]. The positioning of minima and maxima of non-uniform heating near
the wall with the recirculation zone affects the temperature field. The corresponding
positioning of non-uniform temperature distribution on wall is depicted in Fig. 2
for γ = 0.5, 1 and 2. It can be noted that γ = 2 represents the case where the
wavelength of the undulation of temperature distribution and the wavy wall are the
same. The cases of γ < 2 and γ > 2 represent the situation where the number
of undulation of non-uniform heating is higher and smaller than the geometrical
undulation, respectively. The corresponding effects on the isotherms contours are
presented in Fig. 3.

For uniform heating, isotherms contour is presented in Fig. 3a. At the diverging
part of the wall, higher intensity of isotherms are found due to the recirculation zone
thus creating the hot spot zone due to the trapping of hot fluid by the circulatory
flow. At the convex part (see from the core), higher velocity gradient results in
smaller temperature intensity due to higher heat removal locally. The isotherms
contour for non-uniform heating with γ = 0.5 is depicted in Fig. 3b. For this case,
one geometrical undulation has four undulations of non-uniform heating. Hence,
the decrease in heating intensity near the wall of the recirculation zone decreases
the temperature intensity of the trapping hot fluid. For γ = 1, each converging
and diverging parts contain maxima and minima of non-uniform heating. Hence,
the similar arrangements of temperature field are obtained for top and bottom part
as shown in Fig. 3c. For γ = 2, the maxima of non-uniform heating is placed at
diverging and converging parts for the top and bottom walls, respectively. Hence, the
larger region of higher temperature intensity is obtained for the top part.
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Fig. 4 Variation of local Nusselt number at a bottom and b top wall for constant heating case and
sinusoidal heating case with γ = 1 and 2, Re = 100

The variation of local heat transfer enhancement on the bottom and top wall at Re
= 100, are illustrated in Fig. 4a and b, respectively, in terms of local Nusselt number
(Nu). It can be observed from Fig. 4a that the maxima of Nu at bottom wall convex
part is higher for the sinusoidal heating case and these maxima are same for γ = 1
and 2 for every undulation. The maximum Nu for sinusoidal heating case is found
due to the combination of higher velocity gradient and relatively smaller temperature
near the convex (see from the core) part.

For the uniform heating case, minima of Nu is found at the primary flow detach-
ment point where temperature intensity is high. On the other hand, for γ = 1, the
additional Nu maxima is found at the midpoint of concave (see from the core) part. It
is because of the presence of the interface ofmaxima andminima ofwall temperature,
along with the significant temperature gradient created by the cold circulatory flow
(See Fig. 3c). Whereas for γ = 2, the local minima of Nu is found at the midpoint
of concave undulation. It is because the cold wall temperature at this section creates
a smaller temperature gradient (Refer Fig. 3d). The variation of Nu at the top wall
is presented in Fig. 4b. For this case, the maxima at the convex wall is higher for γ

= 1 and lower for γ = 2 as compared to the constant heating case.
Whereas the decrease in maxima for γ = 2 can be explained by the fact of the

presence of maximum wall temperature near the recirculation zone, as well as the
presenceofminimumtemperature at the convex surface results in smaller temperature
gradient and decreases the heat transfer rate.

The presentation of Nu with Re is depicted in Fig. 5a at different γ . The value
of Nu increases with Re as advection strength increases. It can be noted that the
value of Nu decreases with increase in γ and the rate of decrement is higher for
smaller value of γ and approaches to asymptotic value at higher values of wavelength
of sinusoidal heating. This observation can be clarified as the smaller values of γ

results in additional maxima of Nu in the circulatory flow zone, as well as increase in
maxima of the convex surface as compared to the constant heating case as discussed.
These effects get smaller when γ increases. The ratio of Nu for non-uniform and
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Fig. 5 a Average Nusselt number versus Re at different normalized wavelength of sinusoidal wall
temperature (γ ), for constant heating, b average Nusselt number ratio for sinusoidal and constant
heating case versus Re at different γ

uniform heating case is presented in Fig. 5b. This ratio decreases with Re as for both
the cases Nu increases with Re linearly. It can be noted that Nu for non-uniform
heating case with γ = 0.25 increases up to 2–3 times compared to uniform heating
case in considered regime of Re.

5 Conclusions

In the presented work, the effect of sinusoidal heating on the heat transfer character-
istics for laminar forced convective flow through asymmetric serpentine channel has
been explored numerically. The key outcomes from the present work are as follows:

• The sinusoidal heating decreases the intensity of hot fluid trapping in the re-
circulatory flow regions.

• The sinusoidal heating results in additional maxima of local Nusselt number in
the re-circulatory flow region, where minima is found for the constant heating
case.

• The cumulative Nusselt number decreases with increase in undulation of sinu-
soidal heating (γ ) and the rate of decrement is higher for smaller value of γ and
approaches to asymptotic value at higher values of γ . Average Nusselt number
for sinusoidal heating case with γ = 0.25 increases up to 2–3 times as compared
to the constant heating case in the considered range of Re.
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Effect of Sintering Temperatures
on Mechanical Properties
of AA7075/B4C/Graphite Hybrid
Composite Fabricated by Powder
Metallurgy Techniques

Guttikonda Manohar, Saikat Ranjan Maity, and Krishna Murari Pandey

Abstract Materials which are having high strength-to-weight ratio, high stiffness,
hardness, and corrosion resistance should attain high priority in case of material
selection for industrial applications, defense, and aerospace sectors. There are so
many materials which are selected depending upon type of applications; they are
super alloys, shape memory alloys, high entropy alloys, and composite materials.
Among all, composite materials find major applications in automobile, military and
aerospace, especially aluminum metal matrix composites are in demand because of
its high strength-to-weight ratio and high corrosion resistance compared to other
composite materials. In the present work, experimental investigation on aluminum
(AA7075) hybrid composite with B4C (6%) and graphite (2%) as reinforcements
by altering the sintering temperatures and their effect on mechanical properties of
the composite material were studied. From the results, it was concluded that added
graphite acts as bindermaterial that helps in enhancement in strength of the composite
material at high sintering temperatures and also by increasing the sintering tempera-
tures mechanical properties of the composite material improves along with reducing
porosity levels but beyond the critical sintering temperatures porosity levels increases
that effects the compositematerial in negativeway. From the results, it was concluded
that added graphite acts as binder material that helps in enhancement in strength of
the composite material at high sintering temperatures and also by increasing the
sintering temperatures mechanical properties of the composite material improves
along with reducing porosity levels but beyond the critical sintering temperatures
porosity levels increases that effects the composite material in negative way.

Keywords Metal matrix composites · Powder metallurgy · Ball milling · Sintering
G. Manohar (B) · S. R. Maity · K. M. Pandey
Department of Mechanical Engineering, National Institute of Technology Silchar, Silchar, Assam
788010, India
e-mail: manohar_rs@mech.nits.ac.in

S. R. Maity
e-mail: Saikat.jumtech@gmail.com

K. M. Pandey
e-mail: kmpandey2001@yahoo.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
K. M. Pandey et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-7711-6_35

343

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7711-6_35&domain=pdf
mailto:manohar_rs@mech.nits.ac.in
mailto:Saikat.jumtech@gmail.com
mailto:kmpandey2001@yahoo.com
https://doi.org/10.1007/978-981-15-7711-6_35


344 G. Manohar et al.

1 Introduction

Composite materials show complex behavior because of its ability to use one or more
materials added in to it that forms interfaces and able to share properties with matrix
material while load transferring mechanisms, many numbers of reinforcements are
there which are suitable to add in to ductile metal matrixmaterials [1].Majorly added
reinforcement materials 3 are hard ceramic particles having strength, hardness and
high corrosion properties. Generally used reinforcements are B4C, graphite, SiC,
graphene, CNT, TiC, WC, ZrC, Al2O3, AlN, etc. [2–6]. Hard ceramic boron carbide
is perfectly suitable to reinforce in to soft ductile aluminum matrix and forms good
interface. There are many processing techniques to fabricate composite materials
like stir casting, compo casting, powder metallurgy, etc., and among them, powder
metallurgy attains high priority because of its simple processing techniques thatmake
material defect less by avoiding unnecessary intermetallic compounds that formed
at high temperature processing conditions [7]. In some cases, formed intermetallic
compounds acts as precipitation hardeners that enhance the strength of the composite
and in some cases, it acts as brittle metallic compounds that makes interface bonds
weaker between matrix and reinforcements [4], hybrid composites having two or
more reinforcements in a matrix material lead to complex chemical reactions at
interface regions that forms unnecessary intermetallic compounds that may degrade
the mechanical properties of the composite material [8].

Sintering mechanism plays a vital role in powder metallurgy process, diffusion
and grain refinement occur that lead to formation of metallic bond and strengthen the
material [9]. Sintering temperatures effect the properties of the material to a greater
extent, higher temperatures result in high diffusion rates, and grain growth alongwith
high interfacial energies of powder particles at high temperatures tend toward high
reactionmechanisms betweenmatrix and reinforcements [10] that form intermetallic
compounds that makes interface chemistry more complex. From the literature work,
it is observed that optimum sintering temperature and time are needed to enhance the
mechanical properties of the material in a positive way [11], at higher temperatures
of sintering chemical reactions between matrix and reinforcements are at higher rate
lead to consumption of reinforcement materials that effects the composition levels
of composite material that directly alters the properties of the material [12] and in
another side, interface should be with unnecessary intermetallic compounds that
effects the effective load transfer mechanisms, low sintering mechanisms form just a
physical bond that was weak to withstand or transfer high loads frommatrix material
[13, 14].

Sintering temperatures affect the material properties and change the grain sizes,
interface chemistry [15]. Present work focuses on effect of sintering temperature on
mechanical properties of AA7075/B4C/graphite hybrid composite was analyzed.
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2 Materials and Methods

AA7075 powder was used as a matrix material with an average size of 50 microns,
B4C powder with an average particle size (APS) of 50 microns and graphite powder
with an APS of 60–70 µm were used as reinforcement particles. 6 wt.% of B4C
powder and 2 wt.% of graphite powder were added to AA7075 powder to get
maximum enhancement results. All matrix and reinforcement particles were loaded
in a tungsten carbide ball milling vial with ball to powder ratio of 10:1, acetone as
process control agent (PCA) and stain less steel balls as milling media, milled for
5 h to uniformly distribute the reinforcement particles in the matrix material and a
regular intervals of 5 min was allowed to cool down the milling chamber to avoid
cold welding effects [16] and addition of PCA if required. To make green compacts
from composite powders, cold compaction process was used with the help of manual
hydraulic pellet press. H13 die steel as die material and D2 steel as plunger material
to withstand high compaction loads were used to compact composite powders in
to green compacts and a total of twelve samples was prepared; among them, four
samples for compression, four samples for tensile, and four samples for hardness
and porosity tests.

Sintering was performed on green compacts in a muffle furnace at four different
temperatures, i.e., 590, 610, 630, and 640 °C for 120 min and allowed to cool in
the oven itself. Prepared composite samples are mechanically tested for tensile test
machined accordingly as mentioned in the above Fig. 1 and compression strength
according to ASTM E9 by using universal testing machine and hardness test by
brinell hardness testing machine.

Fig. 1 Green compacts from left to right for compression, tensile, and hardness tests
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Fig. 2 XRD analysis of
AA7075/B4C/graphite
hybrid composite samples
sintered at different
temperatures

3 Results and Discussions

3.1 XRD Analysis

AA7075/B4C/graphite samples were tested mechanically and also investigated by
XRD to find out the intermetallic compounds formed at different sintering temper-
atures. Composites sintered at 640 °C shows additional phase Al3BC as shown in
Fig. 2.

At high sintering temperatures, there is a high chance of formation of intermetallic
compounds because of excess availability of Gibbs free energy that makes reac-
tion rates faster between matrix and reinforcements [17]. From the mechanical test
analysis, it was observed that composite sintered at 640 °C shows low mechanical
strength compared to composite sintered at 630 °C, and this was due to the additional
intermetallic phase formed at matrix reinforcement interface [18].

3.2 Porosity

Pores are generated because of air gaps between powder particles; while compaction
process, it makes material weaker in a way that pores acts as a crack initiation sites
and stress concentration sites while applying loads. Tendency of pores formation
arises because of thermal expansion mismatch between matrix and reinforcement
particles [19] while sintering process and also uneven particle geometries that makes
particles adhesion improper leaving pores around the particles [20]; another factors
that effects the porosity levels are compaction pressures, sintering temperatures, and
time. InAA7075/B4C/graphite composite porosity levels are decreasedwith sintering
temperature but after 630 °C (Fig. 3), porosity levels rise and it may be due to grain
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Fig. 3 Porosity levels versus
sintering temperatures of
hybrid composite material

growth of matrix particles and having more air gaps between them and also thermal
mismatch between matrix and reinforcement particles [21].

3.3 Mechanical Properties

Materials which are suitable for industrial application must have superior mechan-
ical properties interms of tensile, compression, and hardness, and that is the
reason, composites are most suitable materials for industrial applications. In
AA7075/B4C/graphite hybrid composites sintered at various temperatures show
superior enhancement in mechanical properties with raising sintering temperatures
but after critical temperatures,means after 630 °C, strength of the composite degraded
as compared to composite sintered at 630 °C as shown in Fig. 4. This was explained
by considering the results from XRD analysis that formation of brittle intermetallic
compound (Al3BC) after 630 °C makes load transferring mechanisms weaker.

One of the factor that effects the mechanical strength was compaction pressure,
studies find that while initial compaction process particles start to slide and rearrange
and after critical pressures particles start to interlock between particles and start to
plastic deformation finally undergo cold welding and adhere to each other [22], in
this process there is a high chance of pores formation that effects the mechanical
properties of the composite material. From the above tests, it was concluded that
630 °C temperature was optimum temperature for AA7075/B4C/graphite hybrid
composite.

Hardness of the composite was increased with increasing sintering tempera-
ture (Fig. 5) because of hard ceramic reinforcement particles in it and another factor
was grain pinning effect that makes matrix grains resist to deform that are adjacent
to reinforcement particles and also interfaces between matrix and reinforcements act
as barriers to dislocation motions [23], with out dislocations material was unable to
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Fig. 4 Strength of
composite versus sintering
temperatures

Fig. 5 Hardness versus
sintering temperatures of
composites

deform makes material harder. These all mechanisms make composite material to
attain high strength and hardness.

4 Conclusion

• AA7075/B4C/graphite hybrid composite was fabricated by powder metallurgy
techniques by varying sintering temperatures and their effect on mechanical
properties was investigated.

• From the XRD analysis, it was observed that intermetallic compounds are formed
at 640 °C sintered composite.

• Hardness of the composite material was raised with sintering temperatures along
with added hard ceramic reinforcements help to increase it.
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• Tensile and compression strength raise along with sintering temperature up to
630 °C, and after that, it starts to fall because of hard brittle intermetallic
compounds formed at high temperatures.

• Porosity levels start to fall up to 630 °C, and after that, its value raised this corelates
with strength of the composite material degradation.

• Finally concluded that sintering temperature effects the composite material in a
positive way up to the critical point after that, it start to degrade the properties of
the material.
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Natural Convection from Two Cylinders
in an Enclosure with Sinusoidal Bottom
Wall: A Numerical Study

Dhrijit Kumar Deka, Gopal Chandra Pal, Sukumar Pati,
and Pitambar R. Randive

Abstract Unsteady laminar natural convection within a square enclosure with wavy
bottom wall embedded with a couple of circular cylinders placed in the vertically
symmetric mid-plane is numerically investigated. Present study numerically quests
for four different interspacings of the cylinders ranges 0.1 ≤ S ≤ 0.4 and for
Rayleigh number (Ra) in the range of 103–106. The results are discussed based on
distribution of isotherms, streamlines, and temporal distribution of surface-averaged
Nusselt number (Nus) along with the time-averaged Nusselt number (Nut). The
outcome of the investigation infers that heat transfer takes place solely due to conduc-
tion up to Ra = 103, whereas the heat transfer shifts the mode from conduction to
convection with increase in Ra. Further, Nut is found to increase with increase in
S at lower values of Ra. Moreover, for higher values of Ra, the variation of Nut
evaluated at the surface of the cylinders shows contrasting features with changing
cylinder spacing.

Keywords Natural convection · Nusselt number · Rayleigh number · Enclosure ·
Sinusoidal bottom wall

1 Introduction

Owing to its versatile applications, the buoyancy-driven convection draws most of
the scientific attention in the domain of heat transfer in the current research field.
Such major applications of natural convections are found in nuclear reactors, cooling
system of electronic gadgets, thermal safety processes, etc. Numerous investigations
[1–6] have been performed on this regard to analyse the effect of various influencing
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flow parameters, geometrical orientation, imposed boundary conditions, etc., on the
flow and thermal features along with the characteristics of entropy generations.

Among the major earlier studies, Ghaddar [7] studied the naturally convected
heat transfer in a rectangular cavity embedded with a uniformly heated cylinder.
Later, Warringtone and Powe [8] experimentally investigated the buoyancy-driven
heat transfer generated from cylinders placed within both spherical as well as cubical
enclosure. From the geometrical aspects, Roychowdhury et al. [9] numerically inves-
tigated the influence of cylinder-to-enclosure ratio in the heat transfer characteristics.
Bhowmick et al. [10] recently investigated similar study with non-uniform tempera-
ture distribution on the walls. Hussain and Hussein [11] performed similar study by
giving isoflux boundary condition on the enclosed cylindrical element.

The study of natural convection heat transfer has been extended by incorporating
more thanone cylinderwithin the cavity andgot serious attention from the researchers
[12–15]. Park et al. [12] performed numerical investigation on the buoyancy-induced
convection generated from two heated circular cylinders embedded in a cavity for
different vertical locations. They observed that both Rayleigh number and the cylin-
ders interspacing influence the state of the flow fields. Karimi et al. [13] investigated
similar study for transient conditions. They reported that for lower values of Ra
(<104), the cylinder spacing strongly alters the rate of heat transfer, whereas the
cylinder spacing does not have much influence on heat transfer when Ra > 104. Pal
et al. [14] conducted similar study within a porous enclosure, however, the study was
averted from sinusoidal bottom wall.

Most of the studies as delineated above have analysed buoyancy-driven convection
from two cylinders embeddedwithin a cavity or regular geometry.However, the influ-
ence of sinusoidal bottomwall on the flow and thermal features has not been reported
so far, although wavy wall geometry holds great significance in some passive heat
transfer applications viz., solar heating, heat exchanger, etc [16]. Hence, we analyse
the unsteady buoyancy-driven convection generated from a couple of symmetrically
oriented heated cylinders on the vertical mid-plane of a square cavity with sinusoidal
bottom wall geometry.

2 Theoretical Formulation

The schematic diagramof the computational domain for the present study is displayed
in Fig. 1. The square cavity of length L with sinusoidal bottom wall is enclosing two
circular cylinders with diameter d placed on the vertical mid-plane of the enclosure.
The separating distance between the cylinders is s. The working fluid is water. The
surface of the cylinders is at temperature Th, whereas the walls of the cavity are kept
at Tc (<Th).

The assumptions made for the present study are:

i. The flow is laminar, 2D, and incompressible.
ii. The thermal radiation and viscous dissipation effects are not considered.
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Fig. 1 Computational
domain

iii. The fluid properties are considered to be constant except the density for which
the Boussinesq approximation is considered [17].

Based on the above assumptions, the conservation equations of mass, momentum,
and thermal energy in the non-dimensional form can be written as [12],

∂U ∗

∂X∗ + ∂V ∗

∂Y ∗ = 0 (1)

∂U ∗

∂τ
+U ∗ ∂U ∗

∂X∗ + V ∗ ∂V ∗

∂X∗ = − ∂P

∂X∗ + Pr

(
∂2U ∗

∂X∗2 + ∂2V ∗

∂X∗2

)
(2)

∂V ∗

∂τ
+U ∗ ∂U ∗

∂Y ∗ + V ∗ ∂V ∗

∂Y ∗ = − ∂P

∂Y ∗ + Pr

(
∂2V ∗

∂X∗2 + ∂2V ∗

∂Y ∗2

)
+ Ra Pr θ (3)

∂θ

∂τ
+U ∗ ∂θ

∂X∗ + V ∗ ∂θ

∂X∗ =
(

∂2θ

∂X∗2 + ∂2θ

∂Y ∗2

)
(4)

Different parameters are defined as,
X∗ = x

L , Y
∗ = y

L , τ = tα
L2 , U ∗ = uL

α
, V ∗ = vL

α
, θ = T−Th

Th−Tc
, Ra = gβL3(Th−Tc)

να
and

Pr = ν
α
.

here, u and v are the velocity components along the direction of x and y, respectively.
T is the temperature. The time is denoted with t, α is the thermal diffusivity, ν is
the kinematic viscosity, g is the acceleration due to gravity, β is the volume expan-
sion coefficient. Ra and Pr can be termed as Rayleigh number and Prandtl number,
respectively.

The boundary conditions imposed on the computational domain are as follows:

Cylinders’s surface:θ = 1; U ∗ = V ∗ = 0 (5)

Enclosure’s walls: θ = 0; U ∗ = V ∗ = 0 (6)
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The local Nusselt number can be evaluated as [12]:

Nuφ = − ∂θ

∂n

∣∣∣∣
Cylinder surface

(7)

where n is outward normal to the surface. The surface-averaged Nusselt number is
calculated as [12]:

Nus =
(

1

2π

) 2π∫
0

Nuφdϕ (8)

3 Numerical Solution Methodology

Finite volume method [10] has been implemented to solve the governing transport
equations. The grid used for the numerical simulations is of non-uniform type where
the number of cells near the walls of the enclosure and cylinder surfaces are more
as compared to the rest part of the domain. For discretizing the diffusion and advec-
tion terms, second-order upwind scheme is used, whereas for the temporal terms,
discretization implicit scheme is employed. The temporal step-size is considered to
be 10−2. For coupling the pressure field with velocity, SIMPLE algorithm is adopted.

Prior to the present investigation, it is important to ascertain the accuracy of the
chosen grid system. Thus, grid independent test has been carried out for four different
grid systems G1 (7095 elements), G2 (8385 elements), G3 (9709 elements), and G4
(16,289 elements) for Ra = 106 and S = 0.1. Table 1 depicts the results of the
grid independency test and confirms that the G3 is insensitive with further change
elements. Thus, G3 grid system is considered for the entire subsequent investigation.

Figure 2 displays the comparison of the temporal variation of Nus with the compu-
tational results of Karimi et al. [13]. For the same, we consider two different cylinder
interspacing distances (S = 0.1 and 0.4) and four Rayleigh numbers within the
considered range. The results with the present numerical approach are found to be
in close agreement with the benchmark results of Karimi et al. [13].

Table 1 Values of Nut for
different grid for Ra = 106

and S = 0.1

Grid system Nut % difference

G1 3.2 1.5

G2 3.223 0.8

G3 3.2367 0.4

G4 3.2496
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S = 0.1 S = 0.4

Fig. 2 Comparison of NuS with time for different Ra with Karimi et al. [13]

4 Results and Discussions

Figure 3 displays the streamline distributions for different Ra at varying cylinder
spacing S. It is observed that the fluid within the close proximity of the cylinders
surface lifts up due to the buoyancy effect and subsequently descends along the side
walls due to density variation forming primary recirculation vortices. Symmetrical
orientations of the streamlines are maintained along the vertical centre line of the
enclosure at Ra = 103 and 104 as the conduction mode of heat transfer dominates.
With increase in Ra (=105), the buoyancy force prevails and the mode of heat transfer
shifts to convection due to which the vortices formed get intensified. The strength
of the vortices goes on increasing as Ra reaches 106 and a distorted streamline
distribution is observed.

Figure 4 shows the isotherms distribution for different Ra at different locations of
the cylinders. Figure 4a, b show almost uniform distribution isotherms as at Ra= 103

and 104 indicating the dominance of diffusion heat transfer. Highly dense isotherms
are seen around the cylinders with increase in S. For the combination of Ra = 105

and S = 0.1, a rising thermal plume can be identified. The strength of the convection
becomes stronger and the thermal plumes lift up towards the upper cold wall more
intensely at Ra = 106.

The temporal variations of Nus for different Ra and S are shown in Fig. 5. It
can be observed that Nus attains the steady state from a null value within a definite
settling period which is different for different Ra. Moreover, with increase in Ra,
the magnitude of Nus also increases as buoyancy forces get enhanced. Further, the
variation of Nut at different S with varying Rayleigh number is presented in Fig. 6
which conveys that for lower values of Ra (103 and 104), Nut increases with increase
in S as conduction heat transfer prevails. However, owing to the fact that the thickness
of the thermal boundary is reduced with increase in S, thereby, the thermal gradient
near the cylinders surface becomes steeper. However, Nut decreases first with an
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Fig. 3 Streamlines orientations for different S at τ = 2500 a Ra = 103, b Ra = 104, c Ra = 105,
d Ra = 106

increase in the cylinder interspacing and subsequently increases as the Rayleigh
number goes higher and moreover the rate of increase in Nut with S is lesser as
compared to lower Ra. The buoyant plumes is the reason for it.

5 Conclusion

In this work, laminar natural convection within a square enclosure with wavy bottom
wall embedded with a couple of circular cylinders placed in the vertically symmetric
mid-plane is numerically investigated in an unsteady framework. The enclosurewalls
are kept at constant temperature which is lower than that of the temperature of
the cylinder surfaces. The influence of Ra along with the cylinder interspacing is
extensively investigated. The following are the conclusions from the present work:
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Fig. 4 Isotherms orientations for different S at τ = 2500 a Ra = 103, b Ra = 104, c Ra = 105,
d Ra = 106

• Heat transfer is due to conduction for lower values of Ra, whereas for higher
values of Ra, heat transfer is prevailed by convection.

• For lower Ra, Nut increases with the cylinder spacing. However, Nut decreases
first with an increase in the cylinder interspacing and subsequently increases as
the Rayleigh number goes higher.

• At higher Ra, the rate of increase in Nut with S is lesser as compared to lower Ra.
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S=0.1 S=0.2

S=0.3 S=0.4

Fig. 5 Temporal evolution of Nus for different Ra

Fig. 6 Variation of Nut at
different S and Ra
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Identification of Parameters
for Ultrasonic Machining (USM)
on Drilling of Graphene Oxide/Pineapple
Leaf Filler-Reinforced Epoxy Hybrid
Composite Using TODIM Method

Angkan Bania and Saikat Ranjan Maity

Abstract This paper aims at selecting the optimal parameters for drilling of
graphene oxide/pineapple leaf filler-reinforced epoxy hybrid composite using ultra-
sonic machining (USM). The selection of optimal parameters has been done using
the interactive multi-criteria decision-making (TODIM) method. The subsequent
process parameters are kept constant: boron carbide abrasive, amplitude of vibra-
tion (3–5 µm), and frequency (20 kHz) and the other parameters abrasive grit size,
abrasive flow rate, power rating, and slurry concentration are considered for eval-
uation. The corresponding response parameters viz material removal rate (MRR),
tool wear rate (TWR), and overcut (OC) are measured for every experimental runs.
Two different levels of abrasive grit size and four different levels of flow rate, power
rating, and slurry concentration are selected for detailed experimentation. CRITIC
method has been applied for assigning weights to the process parameters. By imple-
menting the TODIM method, the highest rank of the parametric combinations of
process parameters is found out which tends to maximize MRR and minimize TWR
and OC.

Keywords Hybrid composite · USM · Optimization · MCDM

1 Introduction

USMis largely employed formachiningmaterials having high hardness andmaterials
which are brittle. In USM, the material is removed by using a shaped tool which
vibrates with a very high frequency and low amplitude and circulating abrasive
slurry between tool tip and workpiece. Compared to other non-traditional machining
processes, USM does not affect the workpiece thermally, chemically, or electrically
and also the microstructure of the material. These features of USM also make it more
suitable for machining of advanced materials which use has been increasing day by
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day. Through gravitational search algorithm (GSA) and fireworks algorithm (FWA),
Goswami and Chakraborty [1] have optimized surface roughness and MRR of USM
process and concluded that the optimization capability of FWA is superior to GSA
and other population-based algorithm. Kataria et al. [2] have optimized machining
features inUSM forWC–Co composite applyingGrayRelationAnalysismethod and
is found that the power rating, abrasive grit size, and tool material have dominating
effect on MRR and TWR.

This paper also reveals that the maximum MRR is obtained at a combination
of coarse grit size and high power. Through Taguchi method, Singh et al. [3] have
optimized the MRR in USM process for polycarbonate bulletproof glass and acrylic
heat-resistant glass. This paper concludes that MRR is greatly influenced by abra-
sives types and HF acid concentrations. Sindhu et al. [4] have applied response
surface methodology for optimizing the surface roughness and MRR of rotary ultra-
sonic machining on quartz glass. It is found that MRR increases whenever there
is an increase in power, tool rotational speed, and tool feed rate while feed rate
is the most influential one and as the feed rate increase,s surface roughness also
increases but as the tool rotational speed and power increases surface roughness
decreases. A number of multi-criteria decision-making (MCDM) tools [5–9] have
also been utilized to address number of decision-making problems. Biswas et al.
[10] have conducted experiments on zirconia composite by Taguchi method and
optimized USM parameters by multi-objective optimization on basis of ratio anal-
ysis (MOORA). In the present study, an exertion has beenmade to focus the impact of
the process parameters on response parameters and accordingly optimizing the input
process parameters using TODIM method. This method is an adequate approach for
solving multi-criteria decision-making (MCDM) problems.

2 Methodology

The fabrication of the hybrid composite is carried out by hand lay-up technique for
filler loadings, viz 0.1% graphene oxide and 5% pineapple leaf filler of the weight of
epoxy resin. The drilling experiments are carried out on table top USM of Sonic mill
for the hybrid epoxy polymer composite. Tool heads which are available are at 0.5
and 1 in. and the tool is constructed using stainless steel as tool material. Stainless
steel microtubes are carved to the desired weight and length by the limitation that for
sonic turning of the machine employing wire electric discharge machine (WEDM).
The microtube is then connected to the replaceable tool head by brazing to bear the
ultrasonic vibration throughout machining which is then soldered on the top of the
tool holder. Boron carbide (B4C) is used as abrasive with water as a slurry medium
which can be changed depending upon the workpiece medium and application. The
abrasive grit sizes of three variations are available viz 220, 400, and 600.
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3 Results and discussions

Gomes and Lima introduced the TODIM method, an interactive multi-attribute
decision-making method, measures the dominance degree of each alternative over
others. This method can capture the decision maker’s psychological behavior and
the ranking of the alternatives is based on the dominance degree. The algorithm of
TODIM for set of alternatives A = (A1, …, An) and set of criteria C = (C1, …, Cm);
are as follows:

Step 1: Normalize the decision-making matrix X = (xij)nxm into Z = (zij)nxm.
Step 2: Calculate the relative weight of criterion Ck to a reference criterion Cr by

wkr = wk

wr
(1)

Step 3: Calculate the dominance degree of alternative Ai over alternative Aj under
criterion Ck as follows

�k
(
Ai , A j

) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

√√
√√√

wkr
(
zik − z jk

)

m∑

l=1
wlr

, i f zik ≥ z jk

−1

θ

√√√√√

m∑

l=1
wlr

(
zik − z jk

)

wkr
, i f zik < z jk

(2)

where θ > 0 and represents the effect of the losses. If θ > 1, losses are
reduced and if θ < 1, losses are amplified.

Step 4: Calculate the overall dominance degree of alternative Ai over alternative Aj

�
(
Ai , A j

) =
m∑

k=1

�k
(
Ai , A j

)
(3)

Step 5: Calculate the overall performance of alternative Ai

�(Ai ) =
n∑

j=1

�
(
Ai , A j

)
(4)

4. Step 6: Calculate the normalized overall performance of alternative Ai

ξ(Ai ) = �(Ai ) − min�(Ai )

max�(Ai ) − min�
(
A j

) (5)
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Step 7: Rank the alternatives based on the ascending values of ξ (Ai). Higher value
of ξ (Ai) than ξ (Aj) indicates alternative Ai is better than Aj.

In this study, numbers of experiments are conducted using USM process for
optimizingMRR,TWR, andovercutwhich is amulti-response optimization problem.
The input process parameters boron carbide abrasive, amplitude of vibration 3–5µm,
and frequency of 20 kHz are kept constant while the process parameters grit size,
slurry flow rate, power rating, and slurry concentration with different levels are used
for evaluation.

Some of the experimental results of the response parameters are given in Table 1.
Here, grit size, flow rate, and slurry concentration are beneficial criteria and power
rating is a non-beneficial criterion. By using CRITIC method, weights have assigned
to the process parameters as follows GS = 0.226, SFR = 0.101, PR = 0.126, SC =
0.152, MRR = 0.182, TWR = 0.103, and OC = 0.11. The decision matrix is first
converted into normalizedmatrix as shown in Table 2 and then the relative weights of
each criterion is calculated refer to (1). The dominance degree of each alternative over

Table 1 Experimental output performance

Experiment
no

Grit
size

Flow rate
(cm3/s)

Power
rating
(kw)

Slurry
concentration

MRR TWR OC

1 400 158 35 60 0.100093 44.58095 0.14885

2 600 125 35 50 0.091304 38.09535 0.14387

3 400 90 35 40 0.087222 47.51542 0.1433

– – – – – – – –

– – – – – – – –

14 600 125 20 50 0.05937 23.96115 0.11538

15 400 90 20 40 0.058418 23.21508 0.11337

16 600 65 20 30 0.061442 18.49008 0.10939

Table 2 Normalized decision matrix

S.
No.

Grit
size

Flow rate Power
rating

Slurry
concentration

MRR TWR OC

1 0 1 1 1 0.634409584 0.767768737 1

2 1 0.64516129 1 0.666666667 0.500616523 0.576918799 0.873796249

3 0 0.268817204 1 0.333333333 0.438477113 0.854120565 0.859351242

– – – – – – – –

– – – – – – – –

14 1 0.64516129 0 1 0.014492092 0.160995647 0.15179929

15 0 0.268817204 0 0.666666667 0 0.139041254 0.100861632

16 1 0 0 0.333333333 0.046033703 0 0
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Table 3 Ranking result
obtained by TODIM method

Alternatives Overall
performance
values

Normalized
overall
performance

Ranking

– – – –

8 −66.8272626 0.543037542 7

– – – –

11 −12.04897823 0.899280518 3

– – – –

15 3.438317809 1 1

16 2.362944228 0.993006457 2

the other alternatives is firstly calculated and then the overall dominance degree of
each alternative is calculated refer to (2) and (3).After that, the overall performance of
each alternative is calculated and these performance values are then normalized refer
to (4) and (5), respectively. Ranking is done based on the highest normalized values of
the alternatives as shown in Table 3. Among all the alternatives, alternative 15 has the
highest normalized value and hence has been ranked 1. The values of input process
parameters related to alternative 15 are grit size of 400, flow rate of 125 cm3/s, power
rating of 20 kW, and slurry concentration of 40% and the corresponding response
parameters values are MRR = 0.058418, TWR = 23.21508, and OC = 0.11337.

4 Conclusion

In this present study, drilling of graphene oxide/pineapple leaf filler-reinforced
epoxy is executed with four process parameters as grit size, flow rate, power rating,
and slurry concentration and the response parameters as MRR, TWR, and OC in
USM process. TODIM method, which is an interactive MCDM method, is used for
obtaining optimal parametric combination for USM process. It has been found that
abrasive grit size of 400, abrasive flow rate of 125 cm3/s, power rating of 20 kW, and
slurry concentration of 40% hold the highest rank which results in optimizing the
response parameters.
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Optimization of Planetary Gearbox
Using NSGA-II

Abhishek Parmar, P. Ramkumar, and K. Shankar

Abstract In this study, optimization of planetary gearbox considering regular
mechanical and critical tribological constraints such as wear and scuffing is done.
The design variables considered are the number of teeth in the sun, planet, ring
gear, module, face width, diameter of shafts, planet pin diameter, the hardness of
gear material and kinematic viscosity of the oil. The two objective functions are the
weight and total power loss of the planetary gearbox. The analysis is done for the
unmodified gear tooth profile with various input power from 30 to 90 kW with an
incremental of 30 kW at the input speed of 1000 rpm. The result of multi-objective
optimization with tribological constraints is compared with the single objective opti-
mization considering the weight of the gearbox as the objective with and without
tribological constraints. The result obtained considering multi-objective optimiza-
tion shows that there is a significant reduction in weight and power loss as compared
to results obtained by considering single objective optimization with and without
tribological constraints. Further, the risk of gear failure in wear is in moderate to
high range when the tribological constraints are not considered.

Keywords Multi-objective optimization · NSGA-II · Planetary gearbox ·
Lubrication · Scuffing · Wear

1 Introduction

Planetary gearboxes owing to greater torque capability, greater power density and
compact size for the same torque application compared with simple gearboxes, are
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commonly used for wind turbines, aircraft engines, etc. In modern energy trans-
mission systems, lightweight and long life are the key requirements. Thus, multi-
objective optimization problem is formulated considering total weight and total
power loss as two conflicting objective functions with inclusion of wide range
of design constraints (wear, scuffing, bearing life, etc.). Discrete version of Non-
Dominated Sorting Genetic Algorithm-II (NSGA-II) [1] is used to solve mixed-
integer type optimization problem for both multi-objective optimization and single
objective optimization.

Filiz et al. [2] investigated the single objective optimization problem using
Matlab® Optimtool optimization toolbox in order to minimize the kinetic energy
of the planetary gearbox. Bending, pitting, and geometrical constraints were consid-
ered for the analysis. Reduction in volume was also observed but analysis was not
done for the power loss. Milojevic et al. [3] considered center distance minimiza-
tion and efficiency maximization as two objective functions which were first solved
using Genetic Algorithm (GA), and later weighted method was used to convert the
Multi-objective optimization problem into single objective optimization problem.
However, the design variables were considered as the continuous type whereas, in
practical situation, the design variables for planetary gearbox could be mixed-integer
type. Further, tribological constraints such as scuffing and wear were not considered
in the analysis. Tripathi et al. [4] used NSGA-II and sequential quadratic program-
ming (SQP) techniques to minimize the surface fatigue life factor and volume of
planetary gearbox. Based on the result NSGA-II was recommended for the anal-
ysis. On the other hand, the volume of gears was only analyzed in volume objective
function and did not include the volume of shafts and bearings. Maruti et al. [5]
worked on two-stage helical gearbox for minimization of volume and power loss
using NSGA-II considering mechanical and tribological constraints. 50% reduction
in power loss with slight increase in weight was observed. High probability of gears
failing in wear was also noticed. But the analysis was done on two-stage gearbox
rather than planetary gearbox and did not consider bearing constraint in analysis.
Based on the above literature, it is necessary to include the weight of gears, bearing
and shafts in the total weight objective function for better analysis of total plane-
tary gear system. Hence, new weight objective function was formulated considering
the aforementioned parameters. Further, power loss has also been considered in this
problem to find the trade-off solution between weight and power loss. Ultimately,
this study would give a better understanding of the whole planetary system along
with tribological constraints.

2 Objective Functions

The two objective functions which are considered are as follows.
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2.1 Minimization of Weight of the Planetary Gearbox

The first objective function is minimization of total weight g1(x) which include the
weight of the gears Wg, planet gear bearing Wpb and shaft Ws given as.

Ming1(X) = Wg + Ws + WPb (1)

where the weight of shafts and gear is given by Eq. (2),

Wg = π

4
b
[(
d2
x − d2

i1

) + NP
(
d2
ps − d2

pd

) + (
d2
ro1 − d2

ri1

)]
ρg (2)

Ws = π

4
[d2

i1l p1 + NPd
2
pdl pd + d2

o1lo1]ρg (3)

where

dx pitch diameter of sun gear.
di1 input shaft diameter.
dps pitch circle diameter of planet gear.
dpd planet pin diameter.
dro1 outside diameter of ring gear.
dri1 inside diameter of ring.
ρ density of gear material.
lp1 input shaft length.
lpd planet pin length.
lo1 output shaft length.
Np number of planet gears.

2.2 Minimization of Total Power Loss

The second objective function is minimization of power loss g2(X) which includes
both non-load dependent [7] (contact oil seals loss, rolling bearing oil churning loss,
and gear oil churning loss)PNLD (kW) and load dependent [7] (rolling bearing friction
and gear mesh friction) PLD (kW) losses.

Ming2(X) = PLD + PNLD (4)
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3 Design Variable Vector

The design variable considered in the analysis are mixed-integer type which consists
of discrete, integer and continuous type. Here, hardness of gear material (H), face
width of gear (b) are continuous type, number of teeth in sun gear (Zs), planet gear
(Zp), ring gear (Zr),di1, do1 are integer type and module (m), viscosity (ν), and dpd
are discrete type. The design vector is shown below.

X = {Zs,Zp,Zr , m,di1, do1, dpd ,H, ν, b}.

4 Constraints

4.1 Bending Constraint [6]

Ft KoKvKs
1

bm

KH KB

YJ
− σFPYN

SFYθYZ
≤ 0 (5a)

Here, σFP is allowable bending strength which is function of hardness and is
given as:

σFP = 0.533H + 88.3 (5b)

4.2 Pitting Constraint [6]

ZE

√

Ft KoKvKs
KH

dwb

ZR

Z I
− σHP ZN ZW

SHY�YZ
≤ 0 (6a)

Here, σHP is allowable contact strength which is function of hardness, given as

σHP = 2.22H + 200 (6b)

4.3 Factorizing Constraint [7]

ZR

NP
= anintegeror

ZS

NP
= aninteger (7)
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4.4 Equally Spaced Planets Constraint [7]

ZR + ZS

NP
= aninteger (8)

4.5 Bearing Life Constraint [7]

L10h = 106

60npc
(
C(Np)

7/9

Plb
)10/3 ≥ 50, 000 (9)

4.6 Face width constraint [5]

3πm ≤ b ≤ 5πm (10)

4.7 Shaft Diameter Constraint [8]
⎡

⎣32Ssf
π

√(
T

Sy

)2

+
(
Mm

Se

)2
⎤

⎦

1/3

− di ≤ 0 (11)

where, T is maximum torque acting on shaft, Mm is maximum bending moment on
shaft, Sy and Se is yield strength and endurance strength respectively.

4.8 Eletrohydrodynamic Lubrication Constraints for Bearing

λ = hmin

Rs
> 1 (12a)

The minimum film thickness equation for the line contact [9] is given below,

hmin = 1.714Ur
0.694

(αE
′
)0.568

W
0.128 (12b)
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4.9 Scuffing Constraint

The scuffing constraint [10] for sun-planet external gearmesh and planet-ring internal
gear mesh is given as,

Pse = f (Zs, Z p,m, b, ν) (13a)

Psi = f (Z p, Zr ,m, b, ν) (13b)

4.10 Wear Constraint

Wear constraint [10] for sun-planet external gear mesh and planet-ring internal gear
mesh is given as,

Pwe = f (Zs, Z p,m, b, ν) (14a)

Pwi = f
(
Z p, Zr ,m, b, ν

)
(14b)

5 Results

The analysis is done for various input power at input speed of 1000 rpm considering
the unmodified gear tooth profile. Table 2 shows the optimal design variables obtained
after multi-objective optimization and single objective optimizationwith andwithout
tribological constraints. Whereas, Table 3 shows the value of both the objective
functions obtained after multi-objective optimization and the weight value obtain
after single objective optimization. It is to be noted that the power loss value obtained
in single objective optimization case is by substituting the design variables value in
power loss function.

Table 4 shows percentage reduction or increase (two cases) in weight and power
loss value as compared to single objective optimization with and without tribological
constraints. It can be observed from Table 4 that there is reduction of both weight
and power loss for multi-objective optimization as compared to single objective
optimization with tribological constraint. The maximum percentage reduction of
weight and power loss is 6.76% and 11.61% respectively as both are obtained at
90 kW input power. However, it can also be observed that on comparing with single
objective optimization without tribological constraint, there is an increase in weight
and power at 30 and 60 kW. The reason for increase in weight and power loss is
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Table 1 Design variable
details

Design variable Lower bound Upper bound

Zs 20 50

Zp 30 60

Zr 100 180

m 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6,
8

di1 30 150

do1 80 200

dpd 40, 45, 50, 55, 60, 65,70, 75,
80

H 200 400

ν os ISO index 100, 150, 220, 320, 460

b 50 120

due to selection of higher grade oil index (due to presence of tribological constraints
in multi-objective optimization) which in turn increases the power losses, as higher
grade oil has higher viscosity. Further, reduction inweight and power loss is observed
for 90 kW in this case.

Table 5 shows the wear risk values obtain after single objective optimization
without tribological constraints. It can be observed that the probability of gear failure
in wear is moderate to high for each input power at both sun-planet and planet-ring
gear mesh. Although, from Table 4 it is observed that there is an increase in weight
and power loss value for multi-objective optimization case but these gears are safe in
wear. Thus, in order to prevent wear failure in both sun-planet and planet-ring gear
mesh the inclusion of tribological constraint is a must.

Figure 1 shows the Pareto optimal curve (locus of trade-off solution) which end
result is obtained after multi-objective optimization for three different input powers
using NSGA-II.

6 Conclusion

The analysis was done for three input powers (30, 60, 90 kW) for unmodified gear
tooth profile at the input speed of 1000 rpm. The results from multi-objective opti-
mization (MOO) were compared against single objective optimization (SOO) with
and without scuffing constraints. Significant reduction in weight and power loss
was obtained in MOO when compared with SOO with tribological constraints.
Further, reduction in weight and power loss value got increased with the increasing
power. Maximum reduction in weight and power loss as 6.76% and 11.71% was
obtained respectively for 90 kW power. Similarly, results of SOO without tribolog-
ical constraints showed reduction in weight and power loss value for 90 kW power
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Table 3 Objective functions value obtain after single and multi-objective optimization

Input
power, P
(kW)

Values obtained after
single-stage optimization
considering tribological
constraints

Values obtained after
single-stage optimization
without considering
tribological constraints

Values obtain after
multi-objective optimization
considering tribological
constraints

Weight (N) Power loss
(kW)

Weight (N) Power loss
(kW)

Weight (N) Power loss
(kW)

30 1132.87 1.67 1063.38 1.57 1100.71 1.62

60 1213.40 2.20 1149.54 2.03 1165.03 2.09

90 1476.23 2.56 1455.19 2.41 1376.32 2.26

Table 4 Multi-objective optimization functions values comparison with single objective
optimization with and without tribological constraints

Input power, P
(kW)

With tribological constraint Without tribological constraint

Reduction in
weight (%)

Reduction in
power loss (%)

Reduction in
weight (%)

Reduction in
power loss (%)

30 2.83 3.08 3.54
(increase)

3.18 (increase)

60 3.98 5 1.34
(increase)

2.95 (increase)

90 6.76 11.71 5.41 6.22

Table 5 Wear risk obtains
considering single objective
optimization without
tribological constraints

Input power, P
(kW)

Sun-planet gear
mesh, Pwe (%)

Planet-ring gear
mesh, Pwi (%)

30 26.72 41.77

60 22.32 49.61

90 22.71 40.82

Fig. 1 Pareto front obtain
after multi-objective
optimization for unmodified
gear profile at three different
input power
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but there was increase in power loss and weight value for 30 and 60 kW power
respectively. Later, it was found that gears failed in wear aspect for both sun-planet
(external) and planet-ring (internal) gear mesh. Thus inclusion of wear constraint
becomes essential for safer design of planetary gearbox.
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Conjugate Heat Transfer Analysis
for Flow Through Microduct Subjected
to Non-uniform Heating

Abhijit Borah and Sukumar Pati

Abstract A numerical analysis is conducted to examine the effect of non-uniform
heating for forced convective flow through a circular microduct having finite wall
thicknesses. Two different arrangements of applied heat flux in the form of stepwise
constant are studied for two different wall thickness, Reynolds number in the range
20 ≤ Re ≤ 200 and for a given substrate material. The results in the form of temper-
ature and Nusselt number are compared with that of the non-conjugate analysis and
uniform heating strategy. The analysis suggests that the effect of wall thickness is
significant for the analysis of forced convective heat transfer inmicroduct. Moreover,
the arrangement of non-uniform heating should be such that lower heat-producing
sources be at the entrance and followed by higher heat sources.

Keywords Conjugate heat transfer · Microduct · Non-uniform heating

1 Introduction

Modern Electronic circuitry generates high heat flux, which needs to be removed in
order to ensure smooth functioning of the devices. This is one of the most important
application areas for microscale cooling devices because it possesses a large working
surface in a very small volume. Microscale cooling devices significantly improve the
heat transfer coefficient [1] and therefore it is an obvious choice among thermal
engineers. The thermo-hydraulic characteristics of such devices are discussed by
many researchers to examine the effect of various heat flux profile [2], flow condi-
tions [3] etc. The complex feature of microchannel is further complicated by having
diverse heat sources in a compact space [4]. As a result, the cooling devices have to
handle non-uniform heating along the length of the channel. Transport properties of
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microchannel cooling devices are analyzed by number of researchers to find the effect
of increasing–decreasing heat flux [5], sinusoidal heat flux [6, 7] and step heat flux
[8]. Both developing as well as fully developed flow through circular pipe subjected
to step heat flux is examined by Hazmohammadi et al. [8]. The authors reported
a contradiction between the results of hot spot minimization analysis and entropy
analysis with respect to the arrangements of applied heat flux. Therefore, further
studies are needed to clear the contradiction and implement it in modern thermal
devices. In addition to challenges put forth by applications of microscale cooling
device, heat transfer process in a microchannel itself possesses various complexity
because of the existence of multiple forms of heat transfer in this process [9]. Here,
the dimension of hydraulic diameter is comparable to that of the wall thickness and
so the heat transfer in the wall cannot be neglected. The necessity of conjugate heat
transfer in microchannel heat transfer is pointed out by Hong et al. [10].

From the existing literature, it seems that there is scope to study the effect non-
uniform heating for flow through microduct with finite solid thickness. Accordingly,
in this work, we analyze the effect of non-uniform heating in the form of stepwise
constant heat flux on the forced convective heat transfer in a microduct having finite
wall thickness.

2 Numerical Analysis

Numerical analysis of conjugate heat transfer for flow through a circular tube with
finite wall thickness and subjected to step heat flux is considered. The length of
the computational domain (Fig. 1) is 0.01 m and the inner diameter is considered
according to the ratio, L

/
di = 100. In order to analyze the effect of wall thickness

the outer diameter of the duct is varied according to the ratio, do
/
di = 1, 2, and 4.

The heat flux in the first and the second half of the duct are represented by q1 and q2,
respectively and their ratio q1

/
q2 is varied in order to create different configurations

of applied heat flux. The flow is assumed to be laminar, steady, and incompressible.
The viscous heating and thermal radiation are not considered. Assuming constant
thermo-physical properties of theworking fluid (water), the governing equations, i.e.,
continuity, momentum, and energy equations are mathematically expressed below.

Continuity equation is

Fig. 1 Computational
domain of the circular
microchannel
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Momentum equation for the fluid in radial direction is

ρ f

(
vr

∂vr

∂r
+ vz

∂vr

∂z

)
= −∂P

∂r
+ μ f

{
∂

∂r

(
1

r

∂

∂r
(rvr )

)
+ ∂2vr

∂z2

}
(2)

Momentum equation for the fluid in axial direction is
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The energy equation for the fluid domain is
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The energy equation for the solid domain is

1
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r
∂T
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)
+ ∂2T

∂r2
+ ∂2T

∂z2
= 0 (5)

At the liquid–solid interface no-slip [11] and no temperature jump boundary
conditions are employed. The following boundary conditions are employed:

At the inlet:

vz = uin , vr = 0, T = Ta (6a)

At the outlet:

∂vz

∂z
= ∂vr

∂z
= 0,

∂T

∂z
= 0 (6b)

At the outer surface of the wall:

−ks
∂T

∂y
=

{
q ′′
1 0 ≤ x ≤ L

/
2

q ′′
2 L

/
2 ≤ x ≤ L

(6c)

At the fluid–solid interface:
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ks
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= k f
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f

(6d)

Ts = T f (6e)

vz = vr = 0 (6f)

The thermal characteristics of the conjugate heat transfer at the fluid–solid inter-
face can be quantified by Nusselt number. The local Nusselt number (Nu) at the
fluid–solid interface is

Nux = q ′′
i δ f

k f (Tw − Tb)
(7)

where,q ′′
i and Tw are heat flux and temperature at the fluid–solid interface, Tb is the

bulk fluid temperature which is calculated as

Tb =
δ f

/
2∫

−δ f
/
2

uT dy

/ δ f
/
2∫

−δ f
/
2

udy (8)

The expression for the local and average convective heat transfer coefficient,
respectively, are

h = Nuk f

δ f
(9)

h = 1

L

L∫

0

h dx (10)

2.1 Numerical Procedure and Grid Independence

As the problem is symmetry with respect to the axis of the duct, half of the duct
as shown in Fig. 1 is considered for the computation. The computational domain is
divided into number of elements and the governing equations are solved by finite
element method. The differential governing equations are transformed into integral
equations assuming approximate values of the variables and then solve the obtained
equations by iterative method. Here, the residual criteria is chosen as 10–6 for all the
variables. The simulation is tested for any dependence on grid size by simulating the
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results in four different grid sizes. For the same, averageNusselt number is calculated
for four different grid sizes using same input parameter and with reference to the
outcome, grid sizes of 90,842, 137,524, and 141,251 elements are chosen for do

/
di

= 1, 2, and 4, respectively.

3 Results and Discussions

The numericalmodel used in thiswork is validated by remodeling the publishedwork
of Aydin et al. [5] and comparing local Nusselt number profile. The comparison is
shown in Fig. 2 displaying strong similarity between both the results. Moving ahead,
the forced convection in a circular microduct having thick walls and subjected to step
heating is modeled. Heat flux is applied in the form of two steps formed by dividing
the length of the duct into two equal parts. This study is carried out for the heat flux
ratio (q1

/
q2) of 0.5, 1, and 2. All three ratios are analyzed for different do

/
di . The

ratio of thermal conductivity of the fluid to that of the solid (ksf ) is taken as 646.0767.
The results are presented in the form of transverse temperature, axial temperature,
local Nusselt number, and average Nusselt number profiles.

Figure 3 displays the transverse temperature profile at two axial locations, showing
the effect of qr for Re = 200, ksf = 646.0767 and do

/
di = 2. The axial locations are

x = 0.0045 m and 0.0055 m which are, respectively, before and after the location
of change in applied heat flux. It can be clearly viewed from Fig. 3 that the fluid
temperature near the fluid–solid interface is higher and gradually decreases towards
the centreline at both cross-section. This is because of the conduction taking place
within the substrate having high value of thermal conductivity with respect to water.
It is seen in Fig. 3a that qr = 0.5, i.e., higher heat flux is applied at the first section
of the duct results in higher interface temperature when compared to that of qr =

Fig. 2 Comparison of
variation of Nusselt number
along axial direction with
Aydin et al. [6] for A = 1,
ks/kf = 100, do/di = 2 and
Pe = 200
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Fig. 3 Transverse temperature profile at a x = 0.0045 m and b x = 0.0055 m showing the effect
of qr for Re = 200, ksf = 646.0767 and do/di = 2

2. The cross-section considered in Fig. 3b lies at the second half of the duct where
magnitude of the applied heat flux for qr = 0.5 and 2 become reverse when compared
to that in the first half of the duct. In spite of this, interface temperature for qr = 0.5
is higher than that for qr = 2. This suggests that axial heat conduction within the
solid exists because of a temperature gradient between the two halves of the channel.

This axial conduction has a significant effect on the axial temperature profile
too. So, the axial temperature profile at the fluid–solid interface is plotted for both
conjugate (do/di = 2) and non-conjugate (do/di = 1) analysis and presented in Fig. 4a
and b, respectively. These results are generated at Re = 200 and ksf = 646.0767. For
the case of qr = 1 (uniform heat flux) the temperature profile in both the figures are
uniform whereas, the temperature profiles for qr = 0.5 and 2 differ from one another.
Sudden change in temperature at the point of change in applied heat flux is observed

Fig. 4 Temperature profile at the fluid–solid interface showing the effect of qr for a do/di = 1 and
b do/di = 2 at Re = 200 and ksf = 646.0767
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for do/di = 1 (Fig. 4a)whereas, for do/di = 2 (Fig. 4b), a smooth transition is observed
starting before the point of change in applied heat flux. This is because of the axial
heat conduction within the substrate as discussed above. Another observation from
Fig. 4 shows that at qr = 0.5 and 2, temperature after the point of change in applied
heat increases and decreases, respectively. This can be attributed to the respective
increase and decrease of heat flux in the same axial region.

The local convective heat transfer coefficient is calculated by using Eq. 9 to
understand the heat transfer characteristics at the fluid–solid interface. It is presented
in Fig. 5 for do/di = 2 at Re = 200. It can be seen that h attains the maximum
value at the entrance and gradually decreases along the direction of flow. This is
because of the decreasing temperature gradient along the direction of the flow. It can
be seen from Fig. 5 that at the transition point of the applied heat flux, Nu abruptly
increases for qr = 0.5 whereas, the same decreases for qr = 2 and continues with the
usual decreasing trend along the length thereafter. High heat flux is applied after the
transition point in case of qr = 0.5 which leads to increase in temperature gradient
thereby increasing heat transfer. It also needs to be mentioned that as the h for qr =
2 at the second half of the duct starts decreasing because of the cumulative effect of
lesser applied heat flux and decrease of thermal convection with the increase in axial
length.

In order to get a clear picture on the effect of step heating on the rate of heat
transfer, average convective heat transfer coefficient (h) on the fluid–solid interface
is presented in Fig. 6 for do/di = 2 and 4. It clearly shows that there is a significant
effect of qr on h. Importantly, h becomes higher for qr = 0.5 as compared to uniform
heating for both the considered thickness and any value of Reynolds number, while
for qr = 2, h is less as compared to uniform heating. It implies that the rate of heat
transfer is more for non-uniform asymmetric heating with lower value of step heat
flux at the inlet and is recommended. The percentage increase in h when qr changes
from 1 to 0.5 at Re = 50 and 200 are 9.64% and 9.03%, respectively, for do/di = 2.

Fig. 5 Local convective heat
transfer coefficient showing
the effect of qr for do/di = 2
at Re = 200 and ksf =
646.0767
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Fig. 6 Average convective heat transfer coefficient within a range of Re = 50–200 showing the
effect of qr for a do/di = 2 and b do/di = 4 at Re = 200 and ksf = 646.0767

The percentage increase in h at Re= 50 and 200 for do/di = 4 are 7.62% and 7.77%,
respectively. A smaller wall thickness should also be preferred in order to achieve
higher rate of heat transfer.

4 Conclusions

Conjugate heat transfer analysis is performed for laminar flow through a circular
microduct to investigate the effects of wall thickness and step heat flux on the rate
of heat transfer. The results generated are interpreted to find the significance of
considering finite wall thickness and arrangement of heat sources with respect to the
direction of flow. The significant findings are concluded within the following points.

• The effect of wall thickness is significant for the analysis of forced convective
heat transfer in microduct and cannot be neglected.

• The arrangement of non-uniform heating in the microduct should be in such a
way that it is subjected to lower heat-producing sources near the entrance and
followed by higher heat sources.
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Micro Electrical Discharge Milling
of Titanium: Effects of Voltage and Tool
Rotation Speed

Siddhartha Kar, Pallab Sarmah, and Promod Kumar Patowari

Abstract Micro electrical dischargemilling (µED-milling) is gaining a tremendous
reputation due to its capability of fabricating intricate shapes with a simple rotating
tool. Its unique advantage of machining any electrically conductive material makes it
applicable for processing high strengthmaterials like titanium (Ti) and its alloys. The
present study investigates µED-milling of Ti grade 2 alloy using tungsten carbide
as a tool electrode. The effect of important process parameters like voltage and tool
rotation speed (TRS) is examined by evaluating response measures such as material
removal rate (MRR), tool wear rate (TWR) and electrode wear ratio (EWR). MRR
and TWR increase with an increase in both voltage and TRS due to a rise in discharge
energy and better flushing of eroded particles from themachining zone.HighestMRR
of 268,232µm3/s and lowest TWRof 27,845µm3/s is achieved at highest (200V and
2000 rpm) and lowest (110 V and 500 rpm) parametric combination, respectively,
considered in this study. EWR decreases with an increase in voltage, whereas EWR
has a negligible variation with an increase in TRS. The lowest EWR of 0.199 is
achieved at a voltage of 200 V and TRS of 500 rpm.

Keywords EDM ·Micromachining ·Micro electrical discharge milling ·Milling ·
Titanium

1 Introduction

Micro electrical discharge milling (µED-milling) is a variant of micro electrical
discharge machining (µEDM) process possessing the exceptional capability to
producemicrochannels and three-dimensional (3D) cavities onhard andhigh strength
materials. In this process, a rotating tool electrode is fed towards the workpiece
material to actuate spark, which forms the desired shape by melting and evaporation
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of the workpiece material [1]. This process has certain advantages over conven-
tional milling that it can produce burr-free microchannels and 3D complex profile
at micro-level with higher accuracy and precision, and high aspect ratio (AR). Also,
µED-milling can achieve complex 3D profiles with the use of a cylindrical tool
accompanied by rotational motion [2]. Thus, unlike sinking µEDM, it avoids the
manufacturing of any complex shaped tools for the fabrication of intricate cavity.
The process parameters ofµED-milling such as voltage, capacitance, feed rate (FR),
tool rotation speed (TRS), layer thickness (LT) decide the efficiency and quality
of the machined features in terms of material removal rate (MRR), tool wear rate
(TWR), electrode wear ratio (EWR), dimensional deviation, etc. A brief review of
µED-milling on various materials is discussed herein.

Jafferson et al. [3] analyzed the influence of non-electrical parameters such as LT,
FR and TRS onMRR and TWR inµED-milling of stainless steel using tungsten (W)
as a tool. The study revealed that higher TRS and FR yields higher MRR and TWR.
Elsewhere, LT influenced both MRR and TWR significantly, where the layer-by-
layer approach of machining was observed to automatically dress the tool. Kuriachen
and Mathew [4] investigated MRR and TWR in µED-milling of Ti–6Al–4V using
tungsten carbide (WC) tool. They observed that capacitance, TRS and FR had a
significant influence onMRR. Elsewhere, TWR increased with increment in voltage,
capacitance, TRS and FR. But, the voltage had negligible influence on TWR beyond
115 V. From the surface topography, re-solidification of molten metal was observed
on the machined surface due to repeated cooling and melting, which ultimately
resulted in the emergence of recast layer. In another study, Kuriachen and Mathew
[5] studied the influence of silicon carbide (SiC) powder dispersed on dielectric while
µED-milling of Ti–6Al–4V. The analysis of variance revealed that high MRR and
low TWR were attained simultaneously at powder concentration of 5 g/L, voltage
of 115 V and capacitance of 0.1 mF. The surface of Ti–6Al–4V undergoing µED-
milling exhibited a uniform distribution of modified layer consistingW and SiC. But,
the surfaces were exposed tomicroholes andmicrocracks toward their ends. Lin et al.
[6] examined the influence of spark gap (SG), peak current (Ip), pulse on-time (T on)
and pulse off-time (T off) on electrode wear (EW), MRR and working gap (WG) in
µED-milling of Inconel 718 using WC tool of 200 µm diameter. By Grey-Taguchi
method, the experimental optimal condition for µED-milling was achieved at Ip of
0.5 A, T on of 3 µs, T off of 3 µs, and SG of 60 V. Karthikeyan et al. [7] successfully
performedµED-milling onEN24of 1.7mm thickness byWtool of 500µmdiameter.
MRR and TWR decreased due to poor flushing at a higher value of AR, wherein AR
of 1.5 was utilized for mass removal of material in a single cut without undermining
the MRR. A lower value of TRS and FR resulted in larger debris at the edges. In
another study, Karthikeyan et al. [8] observed that rotation of tool electrode not
only disturbed the plasma but also affected the quality (dimensional accuracy) of the
channel. At a low value of energy (50 µJ), milling marks were found on the surface
of the channel, but it disappeared at high value of energy, which was attributed to
redeposition of molten materials. Unune and Mali [9] fabricated microchannels on
Inconel 718 and studied the effect of low-frequency vibration of the workpiece in
µED-milling. From the parametric analysis, capacitance emerged as the parameter
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affecting both MRR and frontal electrode wear (FEW) significantly by 76.62 and
77.61%, respectively. Elsewhere, the frequency of vibration also affected MRR and
FEW by 13.47% and 4.42%, respectively, which indicated a favourable impact of
vibration in µED-milling. From the microscopic analysis, it had been revealed that
microchannel with uniform and smooth surface was machined at lower discharge
energy and vibrational frequency.Vidya et al. [10] performedµED-milling on steel of
nominal dimension 1000µmusing 200µmWC electrode and studied the machining
performance of different cavities like channel, cross channel, triangular, square and
circular. They observed that cavities of square and triangular shape exhibited accurate
and smooth surface as compared to the others. The microscopic study of the cavities
revealed that rotation of tool electrode played a key role in the flow of the molten
metal, the variation of globule formation, deposition of recast layer and final shape
of the cavities.

From the literature, it can be revealed that process parameters play a significant
role in the performance of µED-milling. Although a handful of research had been
carried out in this domain, still, there are no concrete facts about the effect of process
parameters on µED-milling. Moreover, the µED-milling process is highly depen-
dent on the physical properties of a material such as thermal conductivity, thermal
diffusivity, melting point and boiling point [11]. In this regard, very less work has
been carried out on titanium (Ti) grade 2 alloy, which requires further investigation
to establish its behaviour in µED-milling. Apart from Ti being the main constituent
of Ti grade 2, it also contains iron, carbon, hydrogen, nitrogen and oxygen [12]. It is
mainly used in airframe components, cryogenic vessels, heat exchangers, condenser
tubing, pickling baskets, etc. In this study, µED-milling is performed on Ti grade
2 with WC tool electrode. Voltage and TRS are varied to examine their effects on
µED-milling response measures such as MRR, TWR and EWR. The overall experi-
mentation is intended to enhance the machining efficiency by maximizing MRR and
minimizing TWR and EWR.

2 Materials and Methods

The µED-milling experiments are performed on a tabletop µEDM setup (Make:
Sinergy nano systems, Mumbai, India; Model: Hyper-15). Experimental condition
such as process parameters and other fixed parameters are depicted inTable 1.Voltage
and TRS are varied as process parameters, whereasMRR, TWRand EWRare chosen
as response measures. WC rod (diameter = 495µm) is selected as the tool electrode
for µED-milling on Ti alloy. The workpiece and tool electrodes are submerged in
hydrocarbon oil, which acts as a dielectric medium. Fresh dielectric is supplied
to the machining zone by providing jet flushing, which also avoids deflection and
bending of the thinner micro tool. Based on pilot experiments, it has been observed
that µED-milling works well at highest capacitance (104 pF) available in the present
µEDMsetup. Thus, capacitance has been fixed at 104 pF throughout the experiments.
Elsewhere, significant variation of the process has been observed with a change in
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Table 1 Experiment condition

Variable parameters

Parameter Level Value

TRS (rpm) 4 500, 1000, 1500, 2000

Voltage (V) 4 110, 140, 170, 200

Fixed parameters

Parameter Value

Tool WC (diameter: 495 µm)

Workpiece Ti grade 2 (thickness: 2200 µm)

Polarity Workpiece (+); Tool (-)

Dielectric medium Hydrocarbon oil

Capacitance 104 pF

Depth of cut 250 µm

Feed rate 5 µm/s

Flushing type Jet flushing

voltage and TRS. Thus, four levels of voltage (110–200 V) and TRS (500–2000 rpm)
are selected for the present investigation. After experimentation, the workpiece and
tool are visualized in an optical microscope (Make: Leica; Model: DM 2500 M) to
measure the dimension of their eroded volume. Using these dimensional data, 3D
images of the eroded parts of both workpiece and tool are created in Creo Parametric
3D Modelling software. Then, the volume of material eroded from the workpiece
and tool electrode is evaluated from the 3D images. Thereafter, MRR, TWR and
EWR are calculated by Eqs. (1), (2) and (3), respectively.

MRR = Volumeofworkpieceremoved

Machiningtime
(1)

TWR = Toolwearvolume

Machiningtime
(2)

EWR = TWR

MRR
(3)

3 Results and Discussion

The full factorial design of process parameters based on which the experiments
are performed and the result of response measures, are depicted in Table 2. The
microscopic images of WC tool used for 16 experimental conditions are shown in
Fig. 1. Theworn-out tip of the tools is visible, which occursmainly due to lateral wear
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Table 2 Experimental results of µED-milling on Ti grade 2

Exp. no. Process parameters Response measures

Voltage (V) TRS (rpm) MRR (µm3/s) TWR (µm3/s) EWR

1 110 500 130,464 27,845 0.213

2 110 1000 138,868 35,462 0.255

3 110 1500 137,665 39,358 0.286

4 110 2000 149,956 39,637 0.264

5 140 500 140,438 41,607 0.296

6 140 1000 151,396 47,485 0.314

7 140 1500 145,836 47,644 0.327

8 140 2000 171,266 48,507 0.283

9 170 500 193,415 43,458 0.225

10 170 1000 199,719 48,713 0.244

11 170 1500 203,850 49,547 0.243

12 170 2000 214,328 51,891 0.242

13 200 500 234,202 46,707 0.199

14 200 1000 236,624 51,702 0.218

15 200 1500 241,002 57,852 0.240

16 200 2000 268,232 62,316 0.232
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Fig. 1 Microscopic images of WC tool after performing µED-milling
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duringµED-milling. Figures 2, 3 and 4 show themicroscopic images at start side, end
side and top view of the microslots machined byµED-milling. The parametric effect
of response measures is also depicted and discussed in the following sub-sections.

Parametric effect of the process parameters on MRR and its mean effect plot is
shown in Fig. 5a and b, respectively. MRR rises with increment in both voltage and
TRS, as evident from Fig. 5a. Increment in voltage from 110 to 200 V upsurges
the discharge energy of the process, which in turn increases the spark intensity and
removes material at a faster rate [13].With an increase in TRS from 500 to 2000 rpm,
the centrifugal force and agitation effect exerted by the tool electrode increases in
the machining zone. The increase in centrifugal force and agitation effect regulates
the dielectric fluid and flushes the eroded particles more efficiently, which ultimately
leads to an increase in the MRR [14]. The increment in MRR with the increase
in both voltage and TRS is also reflected from the mean effect plot as shown in
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Fig. 2 Start side of the microslots machined by µED-milling
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Fig. 3 End side of the microslots machined by µED-milling
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Fig. 4 Top view of the microslots machined by µED-milling

Fig. 5 Variation of MRR with voltage and TRS a parametric effect and b mean effect

Fig. 5b. Highest MRR of 268,232 µm3/s is achieved at a voltage of 200 V and TRS
of 2000 rpm.

In any electrical dischargemachining process, toolwear is inevitable. The intrinsic
mechanism of the process leads to wear from the tool electrode along with mate-
rial removal from the workpiece. Parametric effect of voltage and TRS on TWR is
depicted in Fig. 6a. Like MRR, an increment in voltage from 110 to 200 V leads to
the increase in TWR due to rise in discharge energy. Elsewhere, an increase in TRS
(500–2000 rpm) also leads to the increment in TWR, which can be credited to better

Fig. 6 Variation of TWR with voltage and TRS a parametric effect and b mean effect



394 S. Kar et al.

Fig. 7 Variation of EWR with voltage and TRS a parametric effect and b mean effect

flushing of eroded particles due to higher centrifugal force and agitation effect. The
mean effect plot of TWR (Fig. 6b) also shows a similar trend, where TWR increases
with increment in both voltage (110–200 V) and TRS (500–2000 rpm). Lowest TWR
of 27,845 µm3/s is achieved at a voltage of 110 V and TRS of 500 rpm.

EWR signifies the ratio of the eroded volume of material from the tool and work-
piece as depicted in Eq. 3. Figure 7a and b show the parametric effect plot and mean
effect plot of voltage and TRS on EWR, respectively. An infinitesimal increase in
EWR is observed with increment in voltage from 110 to 140 V. The increment in
EWRcan be attributed to higher TWR, lowerMRRor a combination of both at 140V.
With a further increment in voltage from 140 to 200 V, EWR decreases. This is due
to very highMRR at upper levels of voltage, although TWR is higher as compared to
that of low voltage [15]. Elsewhere, very minimum change in EWR has been found
with an increase in TRS from 500 to 2000 rpm, which suggests the negligible effect
of TRS on EWR. Lowest EWR of 0.199 is achieved at a voltage of 200 V and TRS
of 500 rpm. TWR does not increase at a higher rate as compared to MRR in higher
voltages. This gives an idea for the selection of process parameter having high MRR
and lower TWR simultaneously.

4 Conclusions

Microslots were successfully machined on Ti grade 2 alloy using µED-milling. The
effect of variation of process parameters (voltage and TRS) on response measures
like MRR, TWR and EWR had been investigated. Both MRR and TWR increased
with increment in voltage and TRS. The rise in discharge energy due to increment
in voltage was accountable for higher material removal from both the workpiece
and tool. Increment in TRS contributed to better flushing of eroded particles from
the machining zone, which in turn enhanced the material removal phenomenon from
both the electrodes. Barring an infinitesimal increment in EWRat 140V, a decreasing
trend of EWR was observed with an increase in voltage. Elsewhere, the variation of
EWR with a change in TRS was very minimum.



Micro Electrical Discharge Milling of Titanium … 395

Thus, a preliminary study of the fabrication of microslots in Ti grade 2 alloy
using µED-milling was done successfully. Future studies may be concentrated on
the fabrication of a linear microchannel possessing higher dimensional accuracy.
Furthermore, the effect of variation of other important parameters for instance capac-
itance, depth of cut, FR, etc., may also be considered in evaluating the machining
efficiency and dimensional accuracy of the microslots machined by µED-milling.
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Bio-plastic from Yam—An Ecofriendly
Prospective

Susheel Kumar, S. K. Pattanayak, and Krishna Murari Pandey

Abstract Nowadays, plastics has become an integral part of the modern world. Its
utilization in different fields is increasing rapidly because of its excellent “long-life”
property. But the conventional plastics produced from non-renewable resources like
coal, petroleum and natural gas need decades to degrade in nature. Biodegradable
plastics or bio-plastics are form of plastics which are derived from plant resources
and are “naturally” degraded. The present work investigates the extraction of the
optimum quantity of starch and develops a method for producing bio plastic from
yam (Dioscoreaalata). It also aims to access mechanical and physical properties
of the starch-based plastic film. Tensile strength and percentage elongation plays
important role in plastics use, so to prepare a plastic film that has good strength and
which can elongate without fracture is desirable. Also, biodegradability test is eval-
uated in this work which is necessary for environment-friendly plastics. Optimum
quantity of starch was extracted from a given quantity of yam by different processes
like blending, filtration, drying. Preparation of plastic from starch overall follows a
polymerization reaction but is divided into processes like plasticization, gelatiniza-
tion, neutralization, heating, cooling. Hydrochloric acid and plasticizer (glycerol and
sorbitol) play a vital role in plastic film preparation. Sodium Bicarbonate (NaHCO3)
is used as preservative for the plastic after manufacturing.

Keywords Dioscoreaalata · Bio plastic · Biodegradable · Yam · Plasticizers

1 Introduction

Plastics are one of the most important things that we come across in our day to
day lives. Plastics are most widely used for our daily needs products for example
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containers for lunch boxes to toys or any furniture, carry bags, water bottles, etc.
There is such a widespread application of plastics that we just can’t ignore it, so
its proper disposal management is necessary. The huge application of plastics is
found in food industry for packaging (e.g. soft drink bottles, containers, boxes its
lids, shampoo bottles, etc.), but they are also used in electronics industries (e.g.
appliances, furniture) and medical fields (e.g. diapers, trash bags, cups and utensils,
syringes, stitches and various medical devices).

There are many such polymers, among which starch is the one that is of promi-
nent interest. Starch is recovered from carbon dioxide and water by the process
of photosynthesis occurring in green plants. Its main property is that it is totally
biodegradable, minimal effort of producing and its sustainability; cheap, abundant,
edible, etc. Starch is one of the best alternatives for creating feasible biodegradable
materials. All these properties of starch have been very much accepting and are
in further developing consideration since the ages of 1970s. Numerous endeavours
to create starch-based polymers have been applied for monitoring the decreasing
petrochemical assets, decreasing natural effect and seeking more applications. Plas-
ticizer’s are used to increase film flexibility and prolonged usefulness without using
suitable additives the film produced will be brittle and fragile that’s of no practical
use. Several methods are used to inspect the starch film produced such as XRD, SEM,
polarized light microscopy, etc. Based on studying its microstructure we can define
various physical and chemical properties of the film produced.

The plastics made from petrochemicals are the conventional ones that are non-
biodegradable. But the problem is that there are only limited assets of oil resources
also the increasing use of nonbiodegradable plastics has to raise alarming concerns
of environment pollution, also using plastics for temporary use are not at all reason-
able therefore materials which are degradable in nature have gained lot of atten-
tion of researchers since times of 1970s. Omotoso et al. [1] effectively arranged
biodegradable films from tuber and root starches and on inspecting synthetic, useful
andmechanical properties it’s been presumed that Starch can be utilized as substitute
to deliver plastics that are biodegradable. Pimpan et al. [2] studied the Preparation
of Biodegradable Plastic fromModified Cassava Starch. What’s more, reasoned that
Cassava starch can be altered by utilizing malefic anhydride as modifier, sodium
hydroxide as impetus and water as dissolvable solvent at 50 ◦C. Souza et al. [3]
contemplatedCassava starch biodegradable films: Influence of glycerol andmud/clay
nanoparticles content on tensile and boundary properties. They inferred that Films
arranged with lower glycerol content introduced preferred tensile and a hindrance
property over films with higher amounts of glycerol. Ezeoha et al. [4] took a shot
at Production of Biodegradable Plastic Packaging Film from Cassava Starch. They
came about Biodegradable plastic packaged films from cassava starch that could fill
in as a decent substitute for the regular plastic packaging films.
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1.1 Yam (Dioscoreaalata)

Yam is a taproot, from underground root which is wealthy in starch and one of the
mainstream edible root vegetables in parts of Asia, Pacific Islands, West Africa, and
Amazonian areas of South America. The regular names of genus (Dioscorea) in
the species (alata) is yam, purple yam, tube, more noteworthy Yam is an expansive
lasting herbaceous plant developing below earth surface. It develops in marshy, wet
soil and warm damp atmospheres. The Yam develops to a size of turnip, has globular
or oval shape with dark colour brownish skin. Its surface is set apart with round
rings demonstrating the purposes of connection of layered leaves. Inside, its tissue is
white to cream-yellow, yet may include diverse colours relying on cultivator types.
A normal size Yam weighs around 2–4 kg. Its fresh finished substance has nutty
flavour simply like in water chestnuts. The Yams, nonetheless, are not free from
gluten. They convey top-notch phyto-nourishment profile involving dietary fiber,
and cell reinforcements with moderate extents of minerals, and nutrients. Yam is
one of the best source dietary fibers; 100 g of yam gives 4.1 g or 11% of day by
day necessity of dietary fiber. Gaind et al. and Taki et al. [5] reported that Yam is
also rich in gums (mucilages). When the Yam corns and tubers were extracted there
was 10.7% crude Yam mucilages Purified gums (100 g) also are isolated from fresh
Yams (1 kg). The drum drying properties and storage stability of tropical fruit-Yam
mixtures were reported by Nip (1979). Also, they studied the use of crude Yam gums
as binding and emulsifying agents.

1.2 Starch

Starches are fundamentally sugars, known as polysaccharides. For business use,
starches are derived from different types of grains like rice, wheat, sorghum, corn
and tubers like potato, custard and sweet potato. Universally mainstream types of
starch are for the most part derived from corn and custard/cassava because of their
simple accessibility. At the point when the starch is treated with high temp water the
starch transforms into thick glue and when cooled with specific added substances, it
structure turns into a gel. This gives it high consistency which shapes the premise of
its numerous uses. Starch is a polymer of hexacarbon monosaccharide-D-glucose. It
is very plentiful in corn seeds, potato tubers and the roots and stems of the plants.

Extensive research work has been done in the area of modern-day biodegrad-
able plastics like making plastics from cassava plants, banana peel, potato skin, etc.
Plastics produced from these sources differ in strength and elongation and biodegrad-
ability. Some of them showed good tensile strength but poor biodegradability. And
some showed less elongation property. In this present work, we will try to produce
plastic film from another starch-containing tuber, with the help of various combina-
tions. Various tests are being performed to check for its tensile strength and elon-
gation property along with its biodegradability. Anova analysis is done to show the
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best combination to be used for preparing plastic film which has good strength and
elongation and biodegradable properties for useful operations.

2 Materials and Methods

2.1 Raw Materials

Yam is purchased from local market. Starch powder was extracted from yam and
is used for film formation to provide biodegradable films. Glycerol was used as
plasticizer of thefilms.Distilledwaterwas used as solvent.Dilute 0.1MHydrochloric
acid (HCl) was used as hydrolyzer. Also, 0.1M Sodium hydroxide solution was used
as neutralizer. Sodium met bisulphate which is optional was used to increase the life
of biodegradable films.

2.2 Film Preparation

About 1000 g ofYamwasmanuallywashedwith potablewater; peeled, cut into cubed
and then blended. The blended yamwas mixed with water (2 times the volume of the
blended yam). The mixture was squeezed out by wrapping it with a piece of cotton
cloth and finally strained by using a filter paper or sieve. Wait for 5–6 h to allow
the starch to settle at the bottom of the beaker which is contained in the strained
water. The supernatant was decanted in Petri dish and allowed for sun drying for one
day (24 h). The dried starch was then allowed to cool at room temperature. Then it
is weighed. The starch was crushed into fine powder in a grinder. Then, weight is
measured.

Starch powder (5 and 10 g) is taken in a beaker. 100 ml of distilled water is added
to the starch powder and stirred with a glass rod. 5 ml of hydrochloric acid is added
to the mixture and stirred. Glycerol (2, 3 and 4%) is added to the above mixture and
again stirred. 5 ml of NaOH solution is added to neutralize the mixture. The beaker
of mixture is heated at 80 °C for 15 min until it becomes gelatinized. As the mixture
starts to boil, it is poured onto an acrylic glass plate or aluminium foil and evenly
spread on the surface. Then the mixture was labelled and left it to dry out at room
temperature for about 3–4 days.

2.3 Tensile Strength and Percentage Elongation

The plastic samples were submitted to SAIC Tezpur University, and tests were done.
Universal Testing Machine was utilized to test for the elasticity or tensile strength
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of the biodegradable film. The six samples with various proportions of glycerol and
starch were cut into a similar shape according to ASTM D-882 standards. In the
lab, the prolongation and strength was tested by clipping the two finished ends and
extending it upwards until it breaks. Themachine recorded and gathered the outcomes
while the test was going on.

2.4 Biodegradability

The samples were weighted and placed independently in a container with soil
collected from college campus. Consistently every week reading of weight was taken
by digging out the samples, washing it with distilled water to remove soil particles
and oven dried them for 24 h. The weights of the samples were recorded for several
weeks.

Formulation of Biodegradability Test.

The percent weight loss of the specimen as a function of time was determined using
the Eq. 1:

Weightloss,W1 = Wb − Wa

Wb
× 100 (1)

Where:

W1 Weight loss, %
Wb Weight of the specimen before burying, g
Wa Weight of the specimen after digging and conditioned, g.

3 Results and Discussion

3.1 Results of Tensile Strength and Elongation Test

The film produced was tested for tensile strength and elongation. Each sample was
cut into desired shape for tensile test.

Table 1 demonstrated the results obtained for tensile strength (MPa) and the elon-
gation (%) tests performed on the biodegradable plastic film sample. From the result
table, it verywell may be seen that themost noteworthymaximum stress (MPa) of the
filmproducedwas from10 g starch; 2%glycerol combinationwhich is 3.55MPa, and
this could be the consequence of the glycerol that has been used in the film which
was added to increase its mechanical strength. It can also be seen from the chart
plotted that the biodegradable film created demonstrated higher tensile strength for
10 g starch than 5 g starch. The effect of glycerol changed the percentage stretching
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Table 1 Tensile strength (TS) and percentage elongation (%E) of biodegradable films

Level of starch Level of
glycerol (%)

Thickness
(mm)

Width (mm) Max. stress
(Mpa)

% elongation

5 g starch 2 0.17 12.50 2.52 16.50

5 g starch 3 0.15 12.50 1.95 20.14

5 g starch 4 0.17 12.50 1.50 21.50

10 g starch 2 0.36 12.50 3.55 12.88

10 g starch 3 0.25 12.50 2.85 15.44

10 g starch 4 0.20 12.50 1.74 19.80

at break of the films. As indicated by Detduangchan et al. [6], revealed that the cause
of increase in Tensile strength is because of more and more number of cross-linking
responses, density in starch films that is caused by the cross-linking reaction between
hydroxyl groups and cross-linking agents bringing about cross-linked starches.

It is demonstrated that the higher percentage elongationwas obtained for 5 g starch
than the 10 g starch. The combination 5 g starch; 4% glycerol showed maximum
percentage elongationwhich is 21.50%and the lowest percent elongationwas showed
by 10 g starch; 2% glycerol combination which is 12.88%. Thus it can be concluded
that the lower the starch content the higher the percent extension will be obtained.
The presence of plasticizer makes the weak films progressively adaptable and more
flexible, but also makes them less strong [7]. As indicated by Thakore et al. [8],
the reduction of tensile strength happened because of shortcoming of between inter
adhesion bond between the starch-polymer. The higher the amount of the starch
and the lower the amount of glycerol increments the tensile strength and it was
strong and rigid. The lower the amount of the starch and higher the amount of
glycerol declines its tensile strength and itwas fragile butmore elongationpercentage.
The decrease in tensile strength by increasing glycerol is because of disruption of
molecular cohesiveness of starch as well as lowering of intermolecular interaction
in the film. The high tensile strength at the low glycerol percentage is the effect
of strong hydrogen bonds between starch-starch intermolecular interactions over
starch-glycerol attraction.

Obviously, adding higher amount of plasticizer increases the film elongation limit
and diminished its tensile strength. Yam plastic film samples with higher level of
glycerol content demonstrated lower tensile strength. This behaviour can be related
with the atomic structure of glycerol, which has small chains, increasingly ready
to go into the polymeric net. As the amount of glycerol is increased, the Tensile
strength of films essentially decreases but the elongations at which the film breaks
altogether are increased. Also, it is seen that with higher elongation property more
often than not it requires a lower load to cause film breaking, this is because of the
fact that its ductility is increased and the film becomes less brittle. The Plasticizer is
commonly required for development of strong cohesive films. Glycerol and sorbitol
are the most commonly used plasticizers for the making of biodegradable film. As a
rule, using glycerol as plasticizer brought about better plastic films then using sorbitol
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because it causes structural modifications in the polymeric network and increases the
molecular mobility, which facilitates the diffusivity of water. The conclusion of this
analysis is almost similar and supports the discoveries, i.e. increasing the amount of
plasticizer brought about increasingly adaptable flexible films, yet tensile strength
was associatively decreased. Main effects plot for maximum stress and percentage
elongation is shown in Figs. 1 and 2 respectively.
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4 Biodegradability Test

Biodegradability of the film was found out. One sample made of various treatments
of starch and glycerol was utilized to test the biodegradability of the yam plastic
film. The highest tensile strength plastic showed loss in weight after testing and its
average biodegradability for 3 weeks was found out to be 58.36%.

Table 2 demonstrated the results of biodegradability test. At the point when the
film was covered and after that when it was dug out from the soil, the weight was
light which implies the film decays and degrades the following one week. In the
event, if lower amount of glycerol will be used, the biodegradability will be lesser in
week as compared to the sample having higher level of glycerol. It likewise suggests
that the film created is biodegradable because of the fact that it was degraded by
soil with the help of microbes like T. harzianum etc. The average weight loss in
3 weeks is shown in the table for all the samples. The starch-based biodegradable
plastics degrade quicker than conventional Plastics. Also Fig. 3 signifies that glycerol

Table 2 Percent weight loss of film over 3 weeks

Level of starch Level of glycerol (%) Thickness, mm Width, mm Biodegradability (%)

5 g starch 2 0.17 12.50 56.866

5 g starch 32 0.15 12.50 67.860

5 g starch 4 0.17 12.50 78.360

10 g starch 2 0.36 12.50 58.360

10 g starch 3 0.25 12.50 70.250

10 g starch 4 0.20 12.50 83.360
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percentage plays a significant role than the amount of starch in biodegradability of
the samples.

5 Conclusion

Yam starch is a feasible component in the production of biodegradable films. The
flexibility of the film is affected by the amount of the glycerol.Higher level of glycerol
increased tensile strength and decreased elongation. Glycerol is a plasticizer that is
compatible with starch. The level of starch at 5 g and level of glycerol at 2% was the
best treatment which is less in water absorption and is same as in 5 g starch and 4%.
Maximum tensile strength obtained was 3.55 MPa for 10 g starch and 2% level of
glycerol with a percentage elongation of 12.88%. Although the composition showed
less biodegradability 58.360%which is less than others, still it showed better strength
and appreciable elongation. The highest biodegradability is nearly up to 83.360%
which is from 10 g starch and 4% level of glycerol but it has low tensile strength of
1.74 MPa.

Some future research is recommended are as following; Test the barrier properties
such as oxygen gas andwater vapour permeability. Evaluate the filmunder a Scanning
ElectronMicroscopy (SEM) to know themorphology of the film and the dispersion of
starch and glycerol of the film. Evaluate the toxicity of the biodegradable films made
from yam starch. Use blown film extruder to produce a stronger film for commercial
purposes.

References

1. M.A. Omotoso, G.O. Ayorinde, O.A. Akinsanoye, Preparation of biodegradable plastic films
from tuber and root starches. IOSR J. Appl. Chem. 10–20 (2015)

2. V. Pimpan, K. Ratanarat, M. Pongchawanakul, Preliminary study on preparation of biodegrad-
able plastic from modified cassava starch. J. Sci. Res. Chula. Univ. 26 (2001)

3. A.C. Souza et al., Cassava starch biodegradable films: influence of glycerol and nanoparti-
cles content on tensile and barrier properties and glass transition temperature. LWT Food Sci.
Technol. 110–117 (2011)

4. S.L. Ezeoha, J.N. Ezenwanne, Production of biodegradable plastic packaging film from cassava
starch. IOSR J. Eng. (IOSRJEN) 14–20 (2013)

5. K.N. Gaind et al., Study of mucilages of corn and tuber of Colocasiaesculentia. Linn. Part 1.
Emulsifying properties. Indian J. Pharm. 30–208 (1968)

6. N. Detduangchan et al., Enhancement of the properties of biodegradable rice starch films by
using chemical crosslinking agents. Department of Material Product Technology, Faculty of
Agro-Industry. Hat Yai, Songkhla, 90112, Thailand. Int. Food Res. J. 21(3), 1225–1235 (2014)

7. W. Tongdeesoontorn, L.J. Mauer, S. Wongruong, P. Sriburi, P. Rachtanapun, Effect of
carboxymethyl cellulose concentration on physical properties of biodegradable cassava starch-
based films. Chem. Cent. J. 5, 6 (2011)

8. I.M. Thakore et al., Morphology, thermochemical properties and biodegradability of low density
polyethylene/starch blends. J. Appl. Polym. Sci. 74, 2701–2802 (1999)



Application of Box-Behnken Method
for Multi-response Optimization
of Turning Parameters for DAC-10 Hot
Work Tool Steel

Sunil Kumar, Saikat Ranjan Maity, and Lokeswar Patnaik

Abstract Turning parameters for cutting DAC-10 tool steel was optimized using
surface response methodology (RSM). Turning was performed with TiAlN coated
single point tool bit on CNC lathe. Cutting speed, feed rate, and depth of cut were
considered as the cutting parameters and relative effect of process parameters on
surface roughness and tool wear rate was analyzed. Outcomes revealed that feed rate
and cutting speed are the governing parameters for surface quality and cutting speed
for tool wear rate respectively. Optimization method confirms reasonable zone for
responses and gives optimal condition for turning with cutting speed 150 m/min,
feed rate 0.1 mm/rev and depth of cut 0.4 mm.
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1 Introduction

Turning is the oldest material removal process wherein a tool moves along the axis of
the lathe to facilitatematerial removal in the formof chips. Surface characteristics of a
product is the one of the essential attribute for determining the quality of the product.
There are many applications which are directly affected by quality of surface such
as tribological properties, aesthetic appearance, fatigue behavior of the product and
corrosion resistance, etc.[1]. Right combination and level of turning parameters is
important to get desirable surface finishwithminimum tool wear rate. To improve the
surface quality, CS needs to be increased.With rise inCS, TWRgets affected. Also, at
lower CS, FW increases due to rubbing between tool flank and workmaterial. Higher
CS affects the crater wear which leads to tool breakage [2, 3]. Cutting fluid is widely
used in machining process for cooling the tool and to improve surface roughness and
machinability [4, 5]. Cutting speed can be increased upto 30% without having any
effect on tool life [6].

Hard coating like TiC, TiN, and TiAlN minimize tool wear rate and improve
surface roughness [7]. Thin coating is widely used on cutting and forming tools to
improve the tool life and their performance. The PVD hard coating has a variety of
applications. These coatings are used as protective layer for cutting tool, forming
tool, gears and bearing [8, 9]. Tribological performance of TiAlN is superior to the
TiN, AlCrN and TiCN [10, 11]. It is a third-generation coating among the ceramic
hard coating [12]. Cutting speed is the major governing parameter for tool failure.
Rise in temperature at higher cutting speed causes softening of outer layer which
subsequently leads to delamination of the coating [13, 14].

L15 orthogonal array gives 15 sets of different combinations of cutting parameters
for experiments. All 15 experiments were performed on CNCLM and the responses
are measured. The experimental result was analyzed and optimal parameters are
described.

2 Methodology

2.1 Material

In the present study, DAC-10 tool steel was used as work material. It is a hot work
tool steel used for manufacturing of die casting die elements for their excellent heat
crack and wear resistance at high temperatures. The chemical composition of the
tool steel is C-0.3%, Si-0.3%, Mn-0.6%, Cr-5.2%, Mo-2.7 and V-0.9% [15].
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2.2 Box-Behnken Design of Experiment

Turning was conducted on a CNCLM, total 24 number of experiments were
performed including pilot experiments. Number of experimental run was designed
by Box-Behnken DOE for L15 orthogonal array. CS, FR, and DOC were consid-
ered as the cutting parameter and their levels are tabulated in Table 1. Investigations
were performed according to the experimental run and values of the responses were
collected and tabulated in Table 2.

Table 1 Process parameters and their levels

S. No. Process parameters Level 1 Level 2 Level 3

1 CS (m/min) 150 200 250

2 FR (mm/rev) 0.1 0.15 0.2

3 DOC (mm) 0.4 0.6 0.8

Table 2 Experimental run and responses value

Run order CS (m/min) FR (mm/rev) DOC (mm) Ra (µm) TWR (g/min)

1 150 0.2 0.6 2.4 0.0015

2 200 0.1 0.4 1.3 0.00175

3 200 0.15 0.6 1.9 0.00198

4 200 0.2 0.8 2.3 0.0022

5 200 0.15 0.6 1.8 0.00198

6 200 0.2 0.4 2.1 0.00211

7 150 0.15 0.4 1.7 0.00117

8 150 0.1 0.6 1.3 0.00139

9 200 0.1 0.8 1.7 0.00215

10 200 0.15 0.6 1.8 0.00212

11 250 0.1 0.6 1.1 0.00235

12 250 0.15 0.8 1.4 0.00252

13 250 0.15 0.4 1.2 0.00229

14 250 0.2 0.6 1.4 0.00244

15 150 0.15 0.8 1.9 0.00159
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3 Results and Discussion

3.1 Relative Effect of Cutting Parameter on Response

Quality of surface is an important outcome of turning operation which is affected
by FR and CS. Increase in CS and decrease in FR gives preferable surface finish.
Figure 1a shows that better surface finish is obtained at 250m/minCS and 0.1mm/rev
FR. Paengchit et al. [16] performed turning on AISI4140 steel with Al2O3 + TiC
cutting tool to obtain the minimum Ra at CS 220 m/min and FR 0.06 mm/rev.
Ibrahim et al. [17] performed machining on D2 steel and suggested that surface
quality depends on CS and FR. Arefi et al. [18] conducted similar experiment on
lead alloy and obtained similar consequences of CS and FR on Ra. Oehaia et al. [19]
conducted machining of C62D cold rolled steel and found that higher CS and lower
FR give better Ra. DOC also has an impact on Ra; surface quality improves with
lower DOC. Combined effect of DOC and CS is expressed in Fig. 1b, it was observed
that surface quality improves at 250 m/min CS and 0.54 mm DOC. Chandra et al.
[20] has conducted an investigation on the consequences of process parameters on
Ra of alloy steel and observed that Ra improve at higher CS and lower DOC. Surface
quality reduces with lower FR and DOC as shown in Fig. 1c.

Tool wear affects the cost of production. Combined effect of process parameters
are shown in Fig. 2a–c. TWR is directly affected by CS, FR, and DOC.With increase
in CS, FR, and DOC, TWR also increases. Zheng et al. [21] had examined the wear
behavior of TCVD-TiCN-Al2O3 coated tool for machining of 40CrNi2SiMoV steel

Fig. 1 Relative effect of cutting parameter on Ra

Fig. 2 Relative effect of cutting parameter on tool wear rate
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and found that increase in CS and FR results increase in TWR. Similar experiments
were performed by Korade et al. [22] on H21 tool steel and Thamizhmanii et al.
[23] on titanium, stainless steel, and inconel, they found similar consequences of
turning parameters on tool wear rate. Zhou et al. [24] had performed experiments on
titanium alloy with Co10Ti3-CAT coated tool and found that tool wear reduces by
24%with decrease of CS, FR, and DOC. Kuntoglu et al. [25] investigated machining
ofAISI 1050 carbon steel and found that feed rate directly affects quality ofmachined
surface. Similar experimentwas done by Thiyagu et al. [26] and suggested the similar
consequences of process parameter on TWR.

3.2 TWR Analysis

Worn surface of single point cutting tool was investigated using optical microscopy
(OM). The OM images of worn tool tip were arranged according to the experimental
run order (see Table 2). Figure 3a, g, h, and o are showing tool wear for the combi-
nation of different process parameters for which CS (150 m/min) is constant. The
least TWR of 0.0015 g/min was observed at CS 150 m/min, FR 0.2 mm/rev and
DOC 0.6 mm (Fig. 3a). A least TWR value of 0.00175 g/min was observed at CS
200 m/min, FR 0.1 mm/rev, and DOC 0.4 mm as expressed in (Fig. 3b) among
the other combination of parameters where CS 200 m/min was kept constant. Worn
surface of tools for these combinations are presented in Fig. 3b–f, i, j. Maximum

Fig. 3 Tool wear analysis
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TWR of 0.00252 g/min was noticed at CS 250 m/min, FR 0.15 mm/rev and DOC
0.8 mm (Fig. 3l). Worn surfaces of tools after turning at highest CS (250 m/min) are
shown in Fig. 3k–m, n.

Least TWR of 0.0015 g/min was observed at CS 150 m/min, FR 0.2 mm/rev,
and DOC 0.6 mm among all the experimental runs. It was also noticed that TWR is
directly proportional to CS and FR.

In addition, adhesion and abrasion are the main wear mechanism of the tool
surface. Adhesive wear is due to high temperature generated at tool work inter-
face under high pressure during cutting. This resulted in adhesion of small chips or
fragments on to the tool surface causing the coating to gets torn away by itself and
adhere to the tool surface. On the other hand, presence of hard particles such as oxide
compounds, built-up fragments along with nitrides are responsible for abrasive wear.

Further, flanking of coating was observed (see Fig. 3i, l and n) which is also
responsible for tool wear. When the average flank wear reached to 300 µm of tool
wear criterion then flanking becomes more apparent [27]. Similar observations were
found in a study by Bhatt et al. [28].

3.3 Examination of Data and Acceptability of the Model

Residual plot for Ra and TWR is presented in Fig. 4a and b respectively. Errors are
normally distributed as the residual fall in straight line. Acceptability of responses is
tabulated in Table 3. Value of R2, R2 (adj) shows that models fits the data, which
reinforces the expectation capacity of the model. R2 (pred) values are well above
95%, which build them fit for forecasting the solution.

Fig. 4 Residual plot of Ra and tool wear rate

Table 3 Process parameters and their levels

Response Standard deviation R2 (%) R2 (adj) (%) R2 (pred) (%)

Ra 0.0462910 99.23 98.65 97.24

TWR 0.00000636 98.41 97.53 95.53
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Table 4 ANOVA for responses

Response Source DF Seq SS Contribution
(%)

Adj SS Adj MS F P

Ra Model 6 2.20019 99.23 2.20019 0.366698 171.13 0

Error 8 0.01714 0.77 0.01774 0.002143

Total 14 2.21733 100.00

TWR Model 5 0.000002 98.41 0.000002 0.00 111.42 0

Error 9 0.00 1.59 0.00 0.00

Total 14 0.000002 100.00

3.4 Anova

Analysis of variances for the responses is tabulated inTable 4.P is <0.05 for responses
and F-value is remarkable at 95% confidence limit. It established that the generated
model is sufficient. Expected value and measured data are also acceptable.

3.5 Optimization of Parameter

Optimized cutting parameter for the responses is shown in Fig. 5. TWR and Ra are
minimum at the initial value of all three parameters which fulfils the condition of

Fig. 5 Optimization of
parameter
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optimization.Theoptimal values of cuttingparameters are 150m/minCS, 0.1mm/rev
FR and 0.4 mm DOC.

4 Conclusions

This study has furnished an approach of Box-Behnken design for experiment and
optimize the turning process parameters for cutting DAC-10 tool steel. Following
conclusions are drawn:

• The contour plots show that CS and FR are the most influencing parameter for
surface roughness. Surface quality enhances with increase in CS and decrease in
FR.

• CS is the most influential parameter for determining TWR. Increase in CS leads
to increase in TWR whereas FR and DOC have least effect on TWR.

• The optimized parameters were CS 150 m/min, FR 0.1 mm/rev, and DOC 0.4 mm
for smaller Ra and TWR for turning of DAC-10 tool steel with TiAlN coated tool.

• P value less than 0.05 suggests the authenticity of the model.
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Cost Analysis of an Off-Grid
Solar/Wind/Battery Based Renewable
Energy System for Variable Load

Sujeet Singh, Krishna Murari Pandey, and K. K. Sharma

Abstract Off-grid renewable energy systems have been fascinating to provide
energy to different sectors in all the directions like sustainability, viability and envi-
ronmental safe-conduct, particularly for the societies living in remote areas where
expansion of grid is not relevant. Renewable energy system shows numerous combi-
nations built on the basis of renewable sources that can be practiced together to
provide power in the form of a dedicated off-grid system supported by battery-bank
storage and diesel generator as backup systems. In this article, wind turbine-PV-
battery storage-inverter was used as system components and these were simulated
and optimized for the entire NIT Silchar campus in the state of Assam, India. The
primary load demand of the entire campus is 11,378.94 kWh/day and peak load
of 671.62 kW. A popular freeware HOMER modelling software has been used to
analyze the stand-aloneRES system. Solar energy andwind are used as prime sources
to generate power and supply it straight to the load. If excess electricity is produced,
it is used to charge the battery bank. The campus’s load consists of power required
for lighting, pumping of water, hotel electricity load, different department electricity
load and various quarters load which are situated inside the campus.While analyzing
this energy system, the simulation is done and results are optimized on the basis of
power load, meteorological data sources. The economics of energy components and
other parameters in which the net present cost (NPC) is to be minimized to select
an economically viable energy system. However, other criteria, such as additional
power generation, capacity shortage, COE, were also acknowledged to investigate
the technological ability to choose an excellent system in techno-economic perspec-
tives. The two approaches are used as a comparative criterion to select an energy
system from the chosen options that give sufficient merit to one of the measuring
tools (Net present cost and low cost of energy).
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1 Introduction

Energy demand is growing at an increasing rate and can not be fully met by conven-
tional energy systems because of inadequate supply. As we all know that fossil
fuels are depleting, and energy needs are growing day by day, the production of
renewable energy is attracting worldwide attention. Specially, for stand-alone appli-
cations, the hybrid solar photovoltaic system and the wind power generation system
become a desirable solution. Combining solar and wind power sources together can
delivermuch better reliability, and their renewable energy systembecomesmore cost-
effective because one system’s deficiency can be complemented by another’s power.
The combination of solar and wind generation systems into a grid should further
enhance the overall economy as well as reliability of renewable energy sources in
delivering their energy. Similarly, integrating solar and wind power into an off-grid
system can decrease the amount of power storage required for continuous power
supply. There are several storage components and power generators for hybrid power
systems. It is designed to meet the remote area’s energy needs. Wind generators, PV
generators and other electricity sources are added to meet local geographical condi-
tions and other specifications. It is important to know the specific energy demand
and available resources for that location in order to develop a hybrid system for a
specific location. Energy planners, therefore, need to explore the potentially available
resources for solar, wind and hydropower for a specific site location.

2 Literature Review

Adetailed studywas needed to gather intelligible information on the country’s renew-
able energy potential, hybrid power systems, and rural electrification techniques
using combined resources. Renewable energy opportunities for access to renewable
energy potential and stand-alone hybrid systems have been implemented in various
research efforts. The following different authors were conducted at different times,
locations and countries for a number of hybrid systems; the simulationmethodologies
used are Genetic algorithm and HOMER.

Nfah et al. [1] describe the solar photovoltaic system project information and the
wind generator hybrid electricity generation system to supply power to societies of
110 households, a public health centre and a primary school. Research has started
by exploring the potential of interesting solar and wind sources in our area. In opti-
mized simulation, the result revealed that the system was configured by PV/wind
turbine/diesel generator/battery and converter. The total value of NPCs and COEs
for this configuration is $113,814 and $0.312/kWh, respectively, an 84% renewable
share, and 1,945 L of diesel consumed per year, corresponding to 635 h per year.
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A study conducted by [2] to evaluate the potential for electrification in rural areas
of villages in Bhutan. The research work was conducted across the country at four
different locations. Furthermore, only for lighting and communication services was
the load requirement taken. The article’s main purpose was to optimize aggregates
of hybrid energy. The PV/battery power system is Gasa and Lunana’s cheapest tech-
nology, while the Getena area’s cheapest hybrid diesel/battery system. It is better
to implement the introduction of a wind and rechargeable battery system instead
of Yangtse. According to the study [3] on the technical and economic aspects of
rural community schemes in Algeria in the hybrid (wind and diesel generators). In
order to reduce fuel consumption, a detailed research was conducted to include a
wind generator to the current diesel power plants. The author concludes that the
wind speed of 0.04–0.189 $/L is economically viable from the hybrid system below
6 m/s of existing diesel fuel. The hybrid system’s feasibility is guaranteed at a wind
velocity of 6.58 m/s, a maximum yearly capacity shortage of 0%, a minimum return
of 0% and a fuel price of $0.151/L. Kasuakana et al. [4] explore the feasibility of a
renewable energy system as a primary source of electricity for mobile phone stations
in the DRC. The survey was carried out for three different non-network-connected
areas: Fireplace, Mbuji-Mayi and Cabinda. Possible setting options are PV-WT-
diesel generator, clean PV and clean wind energy systems; the techno-economic
and environmental effects have also been studied. Bilal et al. [5] presented a multi-
purpose PV-battery-wind hybrid system that fulfils two basic objectives to minimize
LPSP and annual costs. The production of the produced hybrid system (kWh/year)
is 63,035 and the annual cost system (EUR million) is 0,110 with 95 kW h/day load.
Bilal et al. [6] approach MOGAwhich has been used to optimize and design a stand-
alone hybrid PV- diesel hybrid system that reduces energy costs and CO2 emissions
in Senegal.

3 Cost Data and Size Specifications of Each Component

The basic measure of choosing the right energy system components in this current
work is the cost of the components, as the primary objective of the paper is to find
the optimal energy system configuration that will meet the demand with minimum
COE and NPC. The cost of the components was estimated based on current market
values.

3.1 Solar PV Size and Cost

The following panel was selected after surveying various products taking cost into
consideration. The reason why the stated company chooses the product is because of
its low cost delivered until and unless until efficiency becomes a major concern here.
A 1 kW solar panel was usedwith four solar module numbers having 250W capacity.
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Table 1 Size and cost of PV
panel

PV size (kW) Capital cost (|) O&M cost
(|/year)

PV life (year)

1 80,000 800 25

Table 2 Size and cost of
wind turbine

Capacity
(kW)

Capital cost (|) Replacement
cost (|)

O&M cost
(|/year)

3 450,000 315,000 9000

Table 3 Size and cost of
battery

Capacity
(kW)

Capital cost (|) Replacement
cost (|)

O&M cost
(|/year)

1 8000 5600 800

In this analysis, the installation cost is considered to be 8%of the photovoltaicmodule
cost, and the cost of operation and maintenance will be 1% per annum (Table 1).

3.2 Wind Turbine Size and Cost

The wind turbine taken for this paper has a power output of 3 kW. The wind turbine
is manufactured by Vikktor & Co. KUG, Germany. The proposed wind turbine costs
for operation and operation are about 2% of its initial capital expenditure (Table 2).

3.3 Cost and Size of Battery

Like other power system components, battery cost and number are input parame-
ters that are introduced in the software. Pay attention to the definitions; the nominal
capacity of the battery is the amount of power the battery emitted. The minimum
battery charging status is the charging state under which the battery will never
discharge to prevent any potential which can cause damage to the battery. The
recommended minimum charge state is 30–50% (Table 3).

3.4 Power Converter Size and Cost

The flow of power between the DC and AC power system components must be
maintained by a converter. The power rating of the inverter must be equal to or greater
than the peak value of the load, but since both the renewable and non-renewable
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Table 4 Size and cost of power converter

Capacity (kW) Capital cost (|) Replacement cost (|) O&M cost (|/year) Life (year)

10 75,000 52,500 750 15

loads will supply, it will be installed below the peak. In this case, there is no need for
estimating operating andmaintenance costs. The capital cost of the converter is taken
as 75,000, the cost of replacement is around 52,500, the efficiency of the converter
is about 92%, and the lifetime of the converter will last for 15 years (Table 4).

4 Methodology

Themethodologyused in this present analysis is primarily two-fold. In case of thefirst
one, four different models of RES are analyzed while taking their fundamental costs,
technological specifications into account. Wind and solar data are used to simulate
the RES model mentioned above. The load characteristics of the RES system are
matched with the hourly energy demand so that the load profile can be matched.
Subsequently, net present cost (NPC), lifetime installation cost and operation and
maintenance costs and energy costs (COE) are calculated to estimate the economic
feasibility of RES.

4.1 Cost Function

A key objective of this paper is to minimize several fixed and operating costs for
chosen RES systems and to examine their cost performance. An optimal RES system
is selected based on the minimum cost of energy production. An objective function
is defined, which is to be minimized using HOMER software.

An objective function [7] has been generated, which is expressed as

min{CNPC(x)} −min{Cpv + Cwt + Caux} (1)

where x is a particular RES configuration vector.Cpv denotes the photovoltaicmodule
total cost along with the accessories, Cwt represents the wind generator total cost
alongwith its other accessories, andCaux represents all the other required components
cost that is not either sized by the HOMER or not enlisted in the component list.

Cpv(x) = Npv,total(Cpv + nMpv + Ipv)+ Ninv(Cinv + Iinv) (2)



422 S. Singh et al.

where Npv represents the amount of the photovoltaic module in x vector; N inv repre-
sents amount of the inverter module; Cinv represents an inverter/converter cost.Mpv

is the cost of maintenance per year of the PV module, Ipv and I inv are the respective
component cost of installation and n is lifespan of component, taken as 25 years. Cwt

represents the wind generator system cost, and is expressed as

CwtNinv,total(Cinv + Iinv)+ Nwt,total(Cwt + nMwt + Iwt ) (3)

where N inv is the number of inverter model; Nwt represents the number of the wind
generator system; Cinv denotes the cost of a single inverter; Cwt is WT model cost;
Mwt is the maintenance cost of the wind generator; I inv and Iwt are cost of installation
of inverter and WT respectively and n is lifetime, which is taken as 25 yr. The final
term, i.e., Caux, represents all additional system-specific components costs

Caux = NbatCbat (4)

where Nbat represents the number of battery and Cbat represents capacity of battery.

4.2 Modelling Strategies and HOMER Simulation

Byexamining themeteorological inputs and load profiles of the selected location, unit
sizes of system components are selected on the basis of the accessibility of standard
renewable systems in themarket with due attention to their economics. Subsequent to
choosing the components required in the RES, input data are inserted for every single
component, which essentially depicts the cost of components, technical features,
and resource data. HOMER analyzes demand to the power that system delivers and
estimates the flowof power to and fromevery single component of the system (Fig. 1).

Fig. 1 Interaction between
simulation, optimization and
sensitivity analysis
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Fig. 2 Monthly average electricity load

4.3 Electricity Load Input

The electrical load is first entered into the modeling tool when selecting the compo-
nent technology from the HOMER software library. The primary load input was
entered daily (data for 24 h) and the software subsequently modelled the peak load
(Fig. 2).

5 Results and Discussions

Though HOMER has simulated many configurations of power system components,
however, it only shows the scenario of energy systems possible for detailed study.
Complexity and computation time relate to the amount of parameters and the total
number of implicit values included in the design. Two different scenarios have been
suggested for further study and to develop the possibility of finding the most opti-
mized system. Power schemes (scenarios) with low NPC, low COE, low capacity
constraints, small standby power would be suggested as an optimal system.

(a) Solar Photovoltaic- Battery (scenario A)
(b) Solar Photovoltaic-wind generator-Battery (scenario B).

5.1 Optimization Analysis of the Selected Scenario

On the basis of inputs provided, 42,670 simulation runs were executed using a 64-
bit OS, 3.8 GHz processor and 16 GB RAM desktop computer. While considering
operating reserve as a safety margin, the energy system was created in order to allow
the energy system to feed reliable power andmake it easier for further load expansion
in the upcoming future.Optimization result of all the possible configurations of viable
energy scheme established on total net present cost (NPC) of the system are shown
is Table 5.
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Table 5 Overall optimization results using HOMER software

PV
size
(kW)

Wind
turbine
quantity

Battery
quantity

Converter
size (kW)

Initial
capital
cost
(crores)

Q& M cost
(crores/year)

Total
NPC
(crore)

Cost of
energy
(|/kWh)

Capacity
shortage
(%)

3469 20 4458 684 40.14 0.54 50.04 8.56 9

3582 22 4512 632 40.84 0.56 50.13 8.61 7

3671 19 4496 652 41.14 0.57 50.34 8.72 9

3645 28 4317 721 42.31 0.58 51.32 8.86 8

3678 26 4389 726 42.98 0.61 53.32 8.91 6

3572 31 4485 690 42.16 0.55 52.61 8.89 9

3601 31 4369 668 42.21 0.56 52.85 8.94 5

3254 0 4256 676 37.90 0.52 45.21 7.56 0

3262 21 4360 712 38.23 0.53 46.32 7.72 0

Fig. 3 Comparison of
scenarios based on NPC

5.2 Comparison of Scenarios

5.2.1 Based on Total Net Present Cost

The principal load of 11,378.94kWh/day for which the parameters are specified,
highest power shortage of 10% is considered for which comparison of parameters are
addressed for the selection of the techno-economic feasible power system. Referring
to Table 5, the NPC in case of scenario B is slightly greater than the scenario A,
which is 45.21 crores (Fig. 3).

5.2.2 Based on Cost of Energy

For detailed information of the COE for every energy system arrangements
(scenarios) refer to Fig. 4 and Table 5, two scenarios (scenario A and scenario B)
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Fig. 4 Comparison of
scenarios based on COE

there is a slight difference in cost of electricity. Scenario A showed the lowest value
of COE. For case A the COE is |7.56/kWh and for case B, it is |7.72/kWh.

6 Conclusion

An optimization process was performed during the analysis of the stand-alone RES
system set-up based on the power demand, climate data inputs, and economy of the
energy components in which the net present cost must be minimized in order to
select an economically feasible energy system. The result of HOMER simulation
showed the most cost-effective system sorted by NPC from top to bottom. Two opti-
mized results are found, one having configuration solar/battery while others having
solar/wind/battery. The cost of energy in the first configuration is |7.56/kWh and
|7.72/kWh in the second configuration respectively.
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Abstract Harvesting is a crucial activity of sugarcane production, which affects
overall productivity. Timely harvest is very essential to achieve better quality and
high yield, but shortage of labours during this time incurs major losses to farmers.
Manual harvesting of sugarcane is a very labour-intensive and arduous activity, inter-
vention of mechanical systems for harvesting frees harvest labours from drudgery
and helps to improve productivity. Existing harvesting machinery is of huge size
and is not suitable for Indian farming canopy and also not affordable to farmers
with small landholdings. The proposed work was aimed at developing a low-cost
mini sugarcane-harvesting machine, which has a very small footprint and a simple
mechanism for cutting sugarcane at the base. Detailed design of the subsystems and
components have been carried out to realize the final working prototype. The devel-
oped machine is capable of harvesting sugarcane with a single cut leaving partial to
no edge damage on the cut surface. Different varieties of sugarcane of diameter up
to 40 mm can be harvested with the developed harvester. The developed machine
can also be employed for harvesting other similar crops with same cutter assembly
or by using separate attachments. Cost and time of harvesting can be significantly
reduced by employing the developed harvester, leading to increased productivity.

Keywords Sugarcane harvesting · Kinematics of base cutter · Stalk damage ·
Quality of cut
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1 Introduction

Sugarcane is an important commercial crop in India. India is the second-largest global
producer of sugarcane next to Brazil and the world’s leading sugar consumer. India’s
total sugarcane cultivation area is 5.1 million ha and production is 352 million tons
with an average productivity of 71 tons/ha (ICAR-SBI Report 2017). Uttar Pradesh,
Maharashtra, Karnataka, Gujarat, Andhra Pradesh and Tamil Nadu are the major
sugarcane growing states contributing about 81% of the total production in India.
About fifty million farmers are engaged in sugarcane cultivation across the country.
Sugar industry in India is the second-largest agroprocessing industry, which has a
huge share in the growth of industrialization and socio-economic changes in rural
parts of the country. Harvesting is one of the most labour intensive and arduous
operation in sugarcane cultivation. Manual harvesting of sugarcane is most common
in India. About 850–1000 man-hours per hectare is required for manual sugarcane
harvesting with traditional tools (Yadav 2002). Sugarcane harvesting involves base
cutting of sugarcane, stripping, detopping, bundlemaking and finally transporting the
sugarcane to sugar mills. Manual sugarcane harvesting employing traditional tools
is highly labour intensive and involves high cost of operation out of all sugarcane
production operations. Timely harvesting is critical and delayed harvesting affects
the quality of sugarcane, yield, juice quality and sugar recovery. Under these circum-
stances, the sugar industry is looking for replacing manual harvesting with alternate
mechanical means at a reasonable cost.

Although huge sized imported/locally produced harvesting machines are avail-
able in the market, they are finding very limited acceptance due to large-sized foot-
print, huge investment and unsuitablemethod of harvesting. Performance evaluations
(Yadav et al. 2002) carried out on the sugarcane chopper harvester have proven that
these machines are very expensive. Due to their high costs and initial investment,
presently available mechanical harvesters are out of reach for small and medium
farmers. Apart from this, existing harvesters are not suitable for harvesting in small-
sized fields and due to narrow spacing of rows which is practiced in India. In addi-
tion, billets from chopper harvesting cause deterioration of cane quickly and must
be processed within 24 h post-harvest, which is not possible in Indian practice. In
view of the above-listed findings, a partially mechanized, small to medium-sized
harvesting machine would seem more suitable for Indian farming practices and
canopy. A compact and cost-effective machine is preferable to address the issue
of non-availability of labour and the present work is an attempt in this direction.

2 Problem Definition

Sugarcane being one of the most important cash crop in India, needs mechaniza-
tion intervention to increase productivity. One of the important operations in sugar-
cane cultivation is harvesting which is presently done manually. Manual sugarcane
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harvesting is a very labour-intensive and arduous activity. Harvest labourers experi-
ence fatigue due to excessive stress on the joints andmuscles. In other countries adap-
tion ofmechanical harvesting systems has freed harvest labourers from this drudgery.
Typically to harvest one hectare of sugarcane, it requires 3.3–4.2 machine-hours by
mechanical harvesting whereas 850–1000 man-hours by manual harvesting (Yadav
et al. 2002). In the Indian context, mechanical harvesting of sugarcane is expen-
sive due to large-sized machineries which are capital intensive and not affordable
to small/medium farmers. Hence, development of a small-sized compact harvester
that is affordable would help Indian farmers in reducing labour cost and drudgery
involved in sugarcane harvesting.

3 Methodology

After identifying the need for a small and compact sugarcane harvester, a systematic
approach was formulated to design and develop the proposed harvester. The aim
was to design and develop a walk-behind type mini sugarcane harvester suitable
for small/medium landholdings. To execute the systematic development, specific
objectives were established. The main objectives are, to review literature on sugar-
cane harvesting practices, physical–mechanical properties of sugarcane and existing
machineries, arrive at the specifications, develop different concepts for harvesting
mechanism and lastly to synthesize the finalized concept. Further, detailed design
of the synthesized concept was carried out to facilitate fabrication of components,
sub-assemblies and the same were integrated to realize the proposed sugarcane
harvester.

4 Design and Development

In order to develop the specification of the harvester, a detailed literature survey and
field visit was carried out. The literature review covered the current practices and
status of production, varieties of sugarcane produced, and existing machinery. The
field visit and interaction with farmers helped to identify farming and planting prac-
tices and to establish the canopy of sugarcane (Fig. 1). The field visit also gave insight
into farmers’ requirements about harvesting. The data gathered was interpreted and
converted to design specifications applying quality function deployment tool. These
specifications are useful in detailed designing of components and subsystems. Data
such as row to row distance, cane distribution length, in line cane spacing length,
average stalk height, average number of shoots, average stalk diameter, etc. were
gathered. These data were useful in generation of concept of cutter assembly and
also in design of the cutter.
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Fig. 1 Typical sugarcane canopy

4.1 Sugarcane Harvester System

Based on the developed specifications, typical conceptualized harvester system
consists of three important subsystems. The subsystems are represented in block
diagram as shown in Fig. 2, which consist of

• Transmission System
• Traction System
• Base cutter Assembly.

Fig. 2 Block diagram of mini sugarcane harvester
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Fig. 3 CAD concept of the
dual base cutter sugarcane
harvester

4.2 Concept Generation

Based on the study of existing machineries such as John Deere CH330 and Case IH
Auto Soft sugarcane harvesters, it was evident that thesemachinery cut the sugarcane
stalks into billets which is a drawback as it needs to be processed within a day after
harvesting. This method of cutting into billets is not ideal for Indian scenario of sugar
production as therewill be delay in processing. Hence, a compact harvestingmachine
capable of cutting sugarcane at ground level which can be topped later and can be
conveniently operated in a small field is required to cater to the needs of farmers who
have small land holdings. Based on the derived specifications four different concepts
were generated to suit the canopy requirements and finally the dual disc base cutter
sugarcane harvester concept which met overall necessary requirements was selected.

Final Concept

The selected concept of dual base cutter sugarcaneharvester shown inFig. 3 facilitates
maximum area coverage and high productivity. Single cut of sugarcane stalk can be
achieved by conveniently optimizing the harvester speed. Various other kinematic
parameters can also be optimized to achieve still higher performance of the cutter.
This dual cutter system offers high inertia and impact forces on the stalk during
cutting ensuring complete cut. Also, manufacturing and assembly of the cutter to the
system is comparatively easy for the selected concept.

4.3 Synthesis of Base Cutter

Design of the dual base cutter system is outlined in this section. A mathematical
model developed by Kroes [1], which describes the kinematics of dual base cutter
has been employed to determine the maximum permissible velocity ratio i.e. ratio of
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harvester forward speed to disc rotational speed. This model calculates the ratio to
maintain total blade coverage of the sugarcane crop and to prevent contact between
the uncut stalks and discs based on the base cutter and crop parameters.

Figure 4 shows the path traversed by consecutive bladeswith inner and outer blade
radii. The model is applicable to double horizontal discs where the crop is centred
between these two discs. The blades on both the discs are phased in order to prevent
contacting each other. The maximum permissible velocity ratio for the harvester is
defined as follows.

Ra The maximum permissible velocity to ensure that all the cane row area, which
does not pass through the gap between the discs is covered by the blade paths.

Rc Maximum permissible velocity ratio to prevent contact between the base cutter
discs and any stalk prior to completion of cut.

Rs Maximum permissible velocity ratio to ensure that all the cane row area which
passes through the gap between the discs is covered by the blade paths.

Area coverage—The maximum permissible velocity ratio necessary for the
complete harvest of a row centred between two discs [1],

Ra = (r20 − Y 2)
1
2 − (r21 − Y 2)

1
2

β + cos−1
(

Y
r0

)
− cos

(
Y
r1

) (1)

Substituting the parameters from Table 1 to Eq. 1 we get,

Ra = 0.79

Fig. 4 Dual rotary disc cutting system [1]
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Table 1 Base cutter
parameters

Inner blade radius (ri) 125 mm

Outer blade radius (ro) 175 mm

Distance from outside of the row to disc center(Y) 100 mm

Disc incline angle (ϕ) 150

Number of blades (n) 5

Cane diameter (c) 50 mm

Disc separation distance (S) 300 mm

Blade separation angle (β) 720

Blade width (h) 60 mm

Stalk base angle (ζ ) 100

Disc contact—Maximum permissible velocity ratio for the requirement that all the
crop area be covered with no disc contact [1] is,

Rc = (r20 − Y 2)
1
2 − (r21 − Y 2)

1
2 − c∗

β + cos−1
(

Y
r0

)
− cos

(
Y
r1

) (2)

Substituting the parameters from Table 1 to Eq. 2 we get,

Rc = 0.25

Disc gap—For the blade tip radius of one disc does not overlap the radius of the
opposing disc [1] then,

Rs = (r2z − Z2)
1
2

2 cos−1
(

Z
rz

)
+ β

(3)

Substituting the parameters from Table 1 to Eq. 3 we get,

Rs = 1.52

The velocity ratio of the dual base cutter for the condition that all the area of the
row is within the disc gaps (Ra), No disc contact for the incomplete cut stalk (Rc)
and disc gap (Rs) [1] is given by,

Rmin (Ra, Rb, Rc) (4)

From the above condition,

Rmin = Rc
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4.4 Cutting Speed of the Disc Cutter

Critical cutting speed reported for sugarcane by Gupta and Oduori (1992) was in
the range of 13.8–18.4 m/s for a straight cut. Mathanker [2] reported that the cutting
speed below 10 m/s, the bending resistance of the partially cut stalk section was rigid
to oppose the cutting arm impact. Based on the study to determine the cutting speed
for sugarcane by Mathanker [2] it was noted that the critical speed was in the range
of 12–15 m/s. Based on the above findings, a critical cutting speed of disc = 15 m/s
for 300 oblique angle is adapted.

By using equations V = R * ω and ω = 2πN /60 we get the required speed of
cutter as N = 573 rpm and maximum harvester forward speed of 3.06 km/h.

4.5 Power Required for Cutting Sugarcane Stalks

Based on the mechanical testing carried by Kanchan et al. (2015) to assess the
mechanical properties of sugarcane stalk, it is reported that the specific shearing
energy for variety CO80632 by averaging the test results for 5 stalk samples having
an average diameter of 22 mm is 18,010 J/m2.

Sureshkumar et al. [3] have carried out tests to determine mechanical properties
of sugarcane for variety CO80632 of average diameter 30 mm and reported that the
specific cutting energy ranged from 27,000 to 37,000 J/m2. For a tilt angle of 200

and oblique angle of 300 the specific cutting energy was found to be 23,000 J/m2.
Therefore, considering the specific cutting energy = 23,000 J/m2, equivalent torque
is 16.25 N m. Hence, the power required to operate each cutter is,

P = 1.3 hp

To operate two cutters power required is 2.6 hp.

4.6 Synthesis of Traction System

As per the canopy requirements, the minimum ground clearance of cutting disc from
ground is set at 200 mm. Farm tractor tires of specification 6.00′′–12′′ (Width of
the tire in inches—Diameter of the rim in inches) 6 ply has an overall diameter of
635 mm. The overall height from ground to axle shaft centre with 200 mm cutter
ground clearance is approximately 315 mm. This required height can be achieved by
using the tires with the above specifications and the same has been selected.

The overall weight of the harvester system is estimated to be 100 kg considering
all the subsystems. Considering this dynamic vertical load, the power required to
pull the system is P = 1.48 hp. The overall power required for both traction and
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Fig. 5 Layout of
three-speed gearbox

base cutter assembly is 4.08 hp. Hence, a standard available petrol engine of 5 hp is
selected and incorporated.

4.7 Synthesis of Transmission System

The function of the gearbox was to transfer the drive from engine to the wheels
and the base cutter as per required reduction. There were no readily available stan-
dard gearboxes, which provides one forward, reverse and cutter speeds as a single
system. To cater to this need a three-speed two-stage reduction compound gearbox
has been designed and realized. Figure 5 illustrates the layout of the designed gearbox
indicating the different speeds.

4.8 Prototype of the Developed Mini Sugarcane Harvester

See Fig. 6.
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Fig. 6 Prototype of mini
sugarcane harvester

4.9 Testing of Mini Sugarcane Harvester

Testing of themachine needs to be carried out to check whether the design is working
as per the set requirements of the harvester. These test results indicate the effec-
tiveness of working for the intended application and help in further refinements to
increase the efficiency.

A test setup was prepared mimicking the canopy requirements, where a wooden
plank of dimension 1200 mm × 300 mm × 75 mm was selected as a base for the
sugarcane stalks. The plank was divided into three 100 mm columns, and holes
of 32 mm in diameter were drilled along the length at four to five locations each
separated by a distance of approximately 250 mm as shown in Fig. 7.

Sugarcane stalks with an average diameter of 38 mmwere firmly inserted into the
holes in upright position. After inserting the stalks, the test setup was placed in the

Fig. 7 Wooden plank and
sugarcane stalk used for
testing
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Fig. 8 Test setup placed in the field

field and locked into the ground with the help of hooks at two positions as shown in
Fig. 8.

5 Results and Discussions

The developed harvesting machine has been tested for intended application and the
performance has been found to be satisfactory. Mello [4] reported the classification
of the damages caused to stalks after mechanized harvest indicating the upper and
lower limits of damage as shown in Fig. 9. The most important factor in determining
the quality of cut is the first partial cut and is dependent on both the harvester forward

Fig. 9 Classification of stalk damages [4]
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Fig. 10 Results of quality of cut—test-1

Fig. 11 Results of quality of cut—test-2

speed and rotational speed of the cutter. Test results for two trials are shown in Figs. 10
and 11. When the harvester speed is more, it causes initial partial cut to penetrate
deep into the cane, which leads to shatter of the stalk indicated in the results of
first test (Fig. 10). During the second test with decreased harvester speed, the stalk
damage was very low as initial partial cut was less resulting in minor edge damage
to no damage indicated as shown in Fig. 11. Factors like sugarcane varieties, soil
conditions, stalk orientation and the maturity of crop play a significant role in the
quality of cut. Further, blade oblique angle of 300 incorporated for blades has resulted
in better cutting performance.

6 Conclusions

Detailed specification of a mini sugarcane harvester suitable for Indian farming
conditions has arrived through literature review and field study. The harvester with
these specifications is suitable for harvesting one rowof sugarcanemeeting the Indian
farming practices making it suitable for small farmers. Base cutter assembly has
been designed considering kinematics, cutting mechanics and cutting coverage area
to ensure complete harvesting along a single row. Transmission system consisting of
three-speed gearbox, transmission for traction and transmission for cutter assembly
has been successfully designed and realized. The developed harvesting machine has
been tested for intended application and the performancewas found to be satisfactory.
Manual harvesting of sugarcane which is achieved in one day can be reduced to three
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hours by the use of developed harvesting machine leading to reduction of harvesting
cost by 70% compared to manual harvesting.
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Spark Ignition Engine
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Abstract The present work is simulation and experimental performance analysis
of a single cylinder spark ignition engine. The simulation model was prepared as a
MATLAB code consisting of various input parameters like bore, stroke, compression
ratio, spark angle, load, RPM, fuel–air equivalence ratio, inlet pressure, temperature,
valve timings, etc. Themodel usesWiebe’s heat releasemodel,Annand’s heat transfer
model and Blair’s friction model in order to predict the properties with respect to
crank angle. Using these data, various performance parameters like brake power,
brake thermal efficiency, torque and brake specific fuel consumptionwere determined
by varying the engine speeds, equivalence ratios and loads. The results obtained by
simulation were verified by an experimental analysis on a four-stroke single cylinder
Honda GX200 computerized Spark Ignition engine. It was observed that the trends
in variation of the performance parameters were similar for both the simulation and
experimental data. Brake power, torque and brake thermal efficiency were higher
in the simulation model whereas brake specific fuel consumption was higher for
experimental data. Maximum values of brake power obtained were 2.33 kW for
simulation and 1.85 kW for experiment both at 2780 RPM for an engine load of
2.1 kg.Maximum values of torque obtained were 7.35 Nm for simulation and 6.35 N
m for experiment both at 2780 RPM at an engine load of 2.1 kg. Maximum values
of brake thermal efficiency were 13.8% for simulation and 11.3% for experiment
both at 2769 RPM for engine load of 1.9 kg. Maximum values of brake specific fuel
consumption were 1.92 kg/kWh for simulation and 2.8 kg/kWh for experiment both
at 2874 RPM for an engine load of 0.5 kg.
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Keywords SI engine · Brake power · Brake thermal efficiency · Brake-specific
fuel consumption

Nomenclature

V Cylinder volume (m3)
Qin Heat released inside the cylinder (kW)
Vc Clearance volume (m3)
m f Fuel flow rate (kg/s)
B Engine bore diameter (m)
f Residual gas fraction
lr Connecting rod length (m)
r Compression ratio
a Crank radius (m)
CV Calorific Value (kJ/kg K)
s Distance of crank from piston pin (m)
Tcorr Corrected temperature (K)
xb Mass fraction burned
TCE Temperature at the end of cycle (K)
N Engine speed (rpm)
θ Crank angle (o)
Tw Cylinder wall temperature (K)
θs Start of combustion (o)
Aw Heat transfer area (m2)
θd Duration of combustion (o)
hc Convective heat transfer coefficient (W/m2 K)
μgas Dynamic viscosity of gas (N s/m2)
hr Radiative heat transfer coefficient (W/m2 K)
ρgas Density of gas (kg/m3)
Nu Nusselt number
∅ Fuel–air equivalence ratio
Qw Heat loss from wall (kW)
γ Specific heat ratio of mixture

1 Introduction

The internal combustion engines have been prime mover for transportation over the
century. Engine performances, fuel economy have been significantly improving over
time and it will continue to increase in the future. Lot of researches are going on
worldwide experimentally to bring new fuel injection and combustion technologies
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for the gasoline and diesel engines to obtain more energy-efficient units with lesser
exhaust emissions. The mathematical model based simulation using diverse environ-
ments like MATLABmakes the analysis easy, less time consuming and economical,
for the different technologies. The results of these simulations may be applied for
new technologies in enginemodelling. Thiswill confirm the validity of themodel and
can be modified to contain more complex engines that need a lot of time, money, and
resources for their testing. The present work uses a simple 4-stroke, single cylinder
computerized SI engine tested with the gasoline fuel.

Various researches are going on in the field of spark ignition engines. İlhak
et al. [1] did an experimental analysis on an SI engine fuelled by gasoline, ethanol
and acetylene by conducting experiments on a four-cylinder, four-stroke and water-
cooled engine at partial loads. They found that using ethanol and acetylene, UHC
and NO emissions were significantly reduced as compared to gasoline. It was also
observed that acetylene had higher thermal efficiency and lower emissions than
that of gasoline and ethanol in high EAR. Mourad et al. [2] did an investiga-
tion of SI engine performance and emissions fuelled with ethanol/butanol-gasoline
blends. The experimental results showed a reduction in pollutant emissions from
the engine by 13.7% for carbon monoxide and 25.2% for hydrocarbons and fuel
consumption by 8.22%. However, there was a reduction in engine power output up
to 11.1% for the fuel blends. Wittek et al. [3] performed an experimental investiga-
tion on a variable compression ratio (VCR) gasoline engine. It was observed that
reduction of fuel consumption up to 4% was found at part-load with an optimum
combustion phasing. Due to knock-limited spark timing, penalties in fuel consump-
tion were present at higher loads. At even higher compression ratio, fuel intake
would be further reduced at both higher and lower loads. Qian et al. [4] studied
performance of a dual fuel spark ignition (SI) engine using ethanol/gasoline substi-
tutes as a fuel. The results showed that for a direct injection of toluene reference
fuels having research octane number of 90 with the rise of ethanol injection ratio,
the flame development duration and rapid combustion duration sustained. Nitrogen
oxide emissions and total hydrocarbon emissions gradually decreased. The indicated
thermal efficiency of a dual fuel spark ignition mode with direct fuel injection having
research octane number 75 combined with 35% ethanol ratio was identical to that
of direct injection spark ignition mode fuelled having research octane number of 95
under respective knock limited spark timings. Efemwenkiekie et al. [5] performed a
comparative analysis of a four-stroke spark ignition engine using local ethanol and
gasoline blends. The results showed that better engine performance was obtained
with locally-produced ethanol—gasoline blends.Maximum engine performancewas
obtained with E3 (3% ethanol and 97% gasoline) at full load throttle conditions.
The study proved that locally formed ethanol can be used in gasoline alternative
to highly purified ethanol as an additive. Sugiarto et al. [6] made comparison of
the gasoline fuels with octane number variations 88, 92 and 98 on the performance
of four-stroke single cylinder 150 cc SI engine. Results showed that the largest
torque value on gasoline 88 fuel was 34.26 Nm at 2000 engine RPM. The largest
power value was 7.89 kW by using gasoline 88 fuels or equivalent to 14.35 HP at
2500 RPM. The highest specific fuel consumption was 1075 g/kWh that occurred
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Table 1 Engine technical
specifications

Engine type 4-stroke single cylinder, 25°
inclined cylinder, horizontal
shaft

Bore × Stroke 68 × 54 mm

Displacement 196 cc;

Compression ratio 8.5: 1

Net power 4.1 kW (5.5 HP)/3600 rpm

Max. net torque 12.4 N-m/1.26 kgfm/2500 rpm

Fuel tank capacity 3.1 L

Fuel cons. at cont. rated power 1.7 L/h—3600 rpm

Engine oil capacity 0.6 L

Dimensions (L × W × H) 321 × 376 × 346 mm

Orifice Coefficient of
Discharge

0.60

Dynamometer Arm Length
(mm)

155

with the gasoline 92 fuels at an engine speed of 1000 RPM. Dutta et al. [7, 8] exper-
imented with preheated biodiesel in a coil tube heat exchanger and producer gas in
a slow speed diesel engine after modification.

This study aims at: (i) simulation modelling of the performance of a single
cylinder, four-stroke spark ignition engine and checks the validity of the model, (ii)
perform the experiment on an actual engine to determine brake power, torque, brake
thermal efficiency and brake specific fuel consumption and (iii) comparison of the
performance parameters obtained by both computation and experimental methods.

2 Methodology

The methodology used is that firstly, the engine modelling is done through a
MATLAB code by using the engine specifications as given in Table 1. The model
produces outputs like brake power, brake thermal efficiency, brake specific fuel
consumption and torque. The results obtained by simulation were verified by
performing an experiment on an actual engine. By comparing the results of both
methods, the model verification was done.
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2.1 Governing Equations

The principal governing equations to be used for modelling the engine are as follows.
Volume: Using the geometrical parameters of the engine, the cylinder volume at

any crank angle is given by the following relation: [9]

V (θ) = Vc + πB2

4
(lr + a − s) (1)

Heat release during combustion: The combustion analysis in the engine is done by
analyzing the cylinder pressure in a single-zone thermodynamic model using Wiebe
function for calculating heat release during combustion. The expression for mass
fraction burned inside the cylinder at any crank angle is given by Eq. (2) [10]

xb(θ) = 1 − exp

[
−a

(
θ − θs

θd

)n]
(2)

where n is the form factor and a is the efficiency factor. These parameters determine
the shape and accuracy of theWiebe function to predict the actual heat release during
combustion.

Cylinder temperature: The rate of change of cylinder temperaturew.r.t crank angle
is given by: [10]

dT

dθ
= T (γ − 1)

[(
1

PV

)(
dQ

dθ

)
− 1

V

(
dV

dθ

)]
(3)

Heat transfer rate: Using Annand’s method, Newton’s law of cooling can be
expressed as follows: [11]

δQ = (hc + hr )Aw(T − Tw)dt (4)

The convective heat transfer coefficient can be obtained as

hc = kgas Nu

B
(5)

The thermal conductivity of the cylinder gas can be modelled using a polynomial
curve-fitting of experimental data as: [11]

kgas = 6.1944 × 10−3 + 7.3814 × 10−5T − 1.2491 × 10−8T 2 (6)

For a four-stroke engine, Nusselt no can be expressed as: [11]

Nu = 0.49Re0.7 (7)



446 P. J. Saikia et al.

The Reynolds number is expressed as:

Re = ρgas

−
Sp B

μgas
(8)

The radiative heat transfer coefficient is given by: [11]

hr = 4.25 × 10−9

(
T 4 − T 4

w

T − Tw

)
(9)

Pressure rise: Ideal gas law for a closed system is used to obtain the pressure rise
in the combustion chamber and this equation can be differentiated with respect to
crank angle [10].

dP

dθ
= −γ P

V

(
dV

dθ

)
+

(
γ − 1

V

)
Qin

dxb
dθ

+ (γ − 1)
1

V

(
dQw

dθ

)
(10)

Engine friction: In order to calculate the losses due to friction, friction mean
effective pressure needs to be calculated which is given by Blair as follows [11]:

fmep = 100, 000 + 350(L)(RPM) (11)

Residual gas equations: The thermodynamic relations for the residual exhaust
gases are as follows [10]:

T (θ) = TEV O

(
PBDC

PEV O

) γ−1
γ

(12)

f = 1

r

(
Pe
Pi

) 1
γ

∅ (13)

Tcorr = TCE f + TBDC(1 − f ) (14)

Torque: The torque produced by the engine in N m is given by: [9]

T = Load(kg) × g × Dynamometerarmlength(m) (15)

Brake Power: The brake power produced by the engine in kW is given by: [12]

bp = 2πNT

60000
(16)

Brake Thermal Efficiency: The brake thermal efficiency is given by: [12]



Simulation and Experimental Performance Studies … 447

ηbth = bp

m f × CV
(17)

BrakeSpecificFuelConsumption: The brake specific fuel consumption in kg/kWh
is given by: [12]

bs f c = m f

bp
× 3600 (18)

2.2 Uncertainty Analysis

The uncertainty analysis helps to detect the errors in the estimated quantities from
the measured ones. The uncertainty in the dependent variable is determined by
Eq. (19) [13].

�Y =
[(

∂Y

∂X1
�X1

)2

+
(

∂Y

∂X2
�X2

)2

+ . . .

(
∂Y

∂Xn
�Xn

)2
]1/2

(19)

where, ΔY is the uncertainty in the estimated value and �X1, �X2 … �Xn are the
errors in the independent variables.

The total uncertainty in brake thermal efficiency of the gasoline engine is given
by Eq. (20) [13].

�η = ±
[(

∂ηbth

∂N
�N

)2

+
(

∂ηbth

∂T
�T

)2

+
(

∂ηbth

∂m f
�m f

)2
]1/2

(20)

where, �η is the uncertainty in the brake thermal efficiency of the engine, and �N,
�T, �mf are the uncertainties in RPM, torque, and mass flow rate of gasoline into
the engine, respectively. The average uncertainty in the brake thermal efficiency is
computed as ±1.5278%.

2.3 Simulation Model

The following flowchart shows the process flow of the simulation model. The model
takes inlet conditions, fuel properties, and engine geometry and engine parameters as
inputs. Using these values, the model calculates the various properties like pressure,
temperature, volume, heat transfer, etc. Finally, the model produces output values of
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ENGINE GEOMETRY
(Bore, Stroke, Connecting rod length, 

Crank length, No. of cylinders, 
Compression Ratio, Valve Timing)

ENGINE PARAMETERS
(Load, RPM, Spark Timing, Burn 

Duration)

FUEL PROPERTIES
(Calorific Value, Equivalence Ratio, 
Combustion efficiency, Constants for 

Specific Heats)

INLET CONDITIONS
(Inlet Pressure, Inlet Temperature, 

Gas Constant, Cylinder Wall 
Temperature)

MODEL OUTPUTS
(Indicated Power, Brake Power, Brake Thermal 
Efficiency, Brake Specific Fuel Consumption, 

Torque)

MODEL CALCULATIONS
(Pressure, Temperature, Volume, Density, Viscosity, 

Power, Torque, and Heat Loss w.r.t Crank Angle, 
imep, fmep, bmep, Exhaust Gas Temperature, Residual 
Gas Fraction, Burnt and Unburnt Fractions by Wiebe’s 

Model, Burnt and Unburnt Temperatures, Burnt and 
Unburnt Volumes, Burnt and Unburnt Surface Areas, 
Instantaneous Thermal Conductivity, Radiation Heat 

Transfer Coefficient, Convective Heat Transfer 
Coefficient by Annand’s Model)

Fig. 1 Flowchart of the engine model inputs and outputs

brake power, torque, brake thermal efficiency and brake specific fuel consumption
(Fig. 1).

2.4 Experimental Work

The experimentwas conducted in theDepartment ofMechanical Engineering, Tezpur
University. Figure 2 shows the experimental setup of the computerized engine. The
experiment was performed on a single cylinder, four-stroke spark ignition Honda
GX200 196 cc engine. The engine specifications are given in Table 1.The in-cylinder
and the fuel pressure are sensed by two piezo sensors. There are also provisions in
the setup for measuring airflow, fuel flow and load. The engine setup is coupled with
an eddy current dynamometer for controlling the engine torque through a computer.
A software package ‘ICEngineSoft’ records all the required results on the computer.
The engine was run for 10 cycles. The loads and speeds were varied steadily and
the fuel supply was controlled manually. Cold water supply to the calorimeter was
maintained continuously. The engine was loaded upto a maximum load of 2.1 kg and
maximum speed of 2874 RPM.
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Fig. 2 Computerized engine setup

3 Results and Discussions

The results obtained from computation and experimental work are as follows:

3.1 Mass Fraction Burned

Figure 3 shows the simulation plot of mass fraction burned inside the cylinder at
any crank angle. The curve is almost similar to theoretical curve. There is a sudden
increase in the burned fraction at 150–250 degrees crank angle due to the combus-
tion process. At the end of the combustion, all the gases completely burned, so
percentmass fraction burned becomes 100%and remained constant for the remaining
process.

3.2 Indicated Cylinder Pressure

Figure 4 shows the simulation plot of indicated cylinder pressure at any crank angle.
Maximum pressure value of approximately 4000 kPa is obtained at nearly 200◦ crank
angle. There is a rapid increase in cylinder pressure near to 150◦–250◦ crank angle
due to the combustion process. At exhaust valve opening, the cylinder pressure drops
to atmospheric pressure.
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Fig. 3 Mass fraction burned
versus crank angle

Fig. 4 Cylinder pressure
versus crank angle

3.3 Brake Power

Figures 5shows the plot of brake power with engine speed. Maximum values are
obtained at 2780 RPM for an engine load of 2.1 kg. Initially, there is a rapid increase
in the brake power with increase in speed. It is because the engine load was increased
in steps in the initial part of the experiment. But at higher speeds, the brake power
decreases rapidly due to increase in frictional effects and decrease in engine load.
Average error obtained between the predicted and experimental values is 25%.
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Fig. 5 Brake power versus
speed
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3.4 Torque

Figures 6 shows the plot of brake power with engine speed. Maximum values are
obtained at 2780 RPM for maximum engine load of 2.1 kg. As torque is a function
of brake power, so trend in the variation of torque is the same as that of brake power.
At higher speed, torque decreases due to increase in friction and decrease in engine
load. Average error obtained between the predicted and experimental values is 24%.

Fig. 6 Torque versus speed
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Fig. 7 Brake thermal
efficiency versus speed
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3.5 Brake Thermal Efficiency

Figure 7 shows the plot of Brake Thermal Efficiency with speed for simulation and
experimental results. The shapes of both curves are similar to each other. Maximum
values are obtained at a speed of 2769 RPM for an engine load of 1.9 kg. Initially, as
the speed increases, brake thermal efficiency decreases, becomes somewhat constant
in themiddle, and decreases rapidly at higher speeds. Average error obtained between
the predicted and experimental values is 26%. The decrease in thermal efficiency
with increase in engine speed can be due to increase in fuel consumption, decrease
in power output, frictional losses, incomplete combustion and heat transfer effects.

3.6 Brake Specific Fuel Consumption (BSFC)

Figure 8 shows the plot of BSFC with speed for simulation and experimental results.
The shapes of both the curves are similar to each other.Maximum values are obtained
at a speed of 2874 RPM for engine load of 0.432 kg. At lower speeds, BSFC has
lower values. It is due to high engine load used at lower engine speeds during the
experiment. As the speed increases, BSFC increases rapidly. It is due to reduction in
engine loads, incomplete combustion, and engine friction and heat transfer effects.
Average error obtained between the predicted and experimental values is 26%.
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Fig. 8 BSFC versus speed

2760 2780 2800 2820 2840 2860 2880
RPM

0.5

1

1.5

2

2.5

3

BS
FC

 (k
g/

kW
h)

)

Simulation
Experiment

4 Conclusions

In this study, experimental performance analysis on a four-stroke single
cylinder computerized gasoline engine was carried out. Performance parameters
assessed were engine torque, brake power, brake thermal efficiency and brake
specific fuel consumption. Experiments were conducted under part-load conditions
at different engine speeds. The following conclusions are made:

• The model correctly predicted the pressure trace and Wiebe’s function curve and
heat transfer with respect to the crank angle, which proved that the model can
correctly simulate the performance of the engine.

• With an increase in speed of the engine, brake power and torque rised rapidly in
initial stages, and decreased steadily at higher speeds.

• As the speed was increased, brake thermal efficiency decreased, and the rate of
decrease of efficiency was higher at higher speeds due to change in engine load
and fuel–air flow rates.

• Brake specific fuel consumption increased as the speedwas increased. It increased
rapidly at higher speeds due to increase in frictional effects at higher speeds.

• Maximumvalue of brake power obtainedwas 2.33 kW for simulation and 1.85 kW
from experiment both at 2780 RPM for an engine load of 2.1 kg.

• Maximum values of torque obtained were 7.35 N m for simulation and 6.35 N m
for experiment both at 2780 RPM for an engine load of 2.1 kg.

• Maximum values of brake thermal efficiency obtained were 13.8% for simulation
and 11.3% for experiment both at 2769 RPM for an engine load of 1.9 kg.

• Maximum values of BSFC obtained were 1.92 kg/kWh for simulation and
2.8 kg/kWh for experiment both at 2874 RPM for an engine load of 0.5 kg.

• The relative errors obtained in simulation and experimental data varied from 23
to 28% for all the cases.
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• The trend in the variation of the curves for computation and experimental data
are quite similar to each other.
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Machinability Study of Rubber using
USM for Microdrilling

Pallab Sarmah, Tapas Debnath, and Promod Kumar Patowari

Abstract Precision machining of the difficult to machine materials is the most
challenging task of the present manufacturing industry. Rubber is one of the most
commonly used materials and can be cut easily by conventional cutting process
in macrolevel. But to perform precision machining and microfeatures on rubber is
quite a difficult task for its well-known properties like elasticity and resilience. On
the contrary, ultrasonic machine is making use of machining of tough and brittle
materials. In this paper, drilling operation has been done in microlevels on rubber
using ultrasonicmachining. During experimentation, the influence of process param-
eters on the performance measures material removal rate (MRR), and overcut (OC)
has been studied. After successful drilling in rubber material, it has been observed
that diameter and MRR varies from 398 to 535 µm and 0.0053 to 0.0175 mm3/min,
respectively, with a stainless steel tool of 550 µm in diameter.

Keywords Microholes ·Microtool · Rubber · USM

1 Introduction

Among the different advanced machining processes, ultrasonic machining (USM) is
one variant which is working to machine tough and brittle materials (both conductive
and non-conductive). In USM, tool is oscillating normal to the work surface at ultra-
sonic frequency and material is removed by the abrasive grains which are impinged
on the work surface. This process is preferable than the other machining process
due to its minimal thermal effect on machined surface. Rubber is an elastic mate-
rial which is used in different applications. Punching on rubber has disadvantages
due to piercing effect. Moreover, rubber has high resilience, elasticity, and abrasion
resistance.
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Many researchers have observed the machining precision and accuracy of the
holes produced by USM. For this, different parameters like type of abrasives, grit
size, static load, and machining time have been considered. They reported that with
fine abrasives accuracy of holes increased [1].Machining efficiency and accuracy can
determine from the produced microhole diameter and material removal rate (MRR).
Material removal from workpiece takes place due to the striking of the tool and the
impression of high velocity abrasives particles on work area [2]. Different varieties
of tool material also stimulate the precision of the machining in USM. Stainless
steel and high carbon steel can be used as tool material, which retain its shape while
machining usingUSM [1, 3]. In ultrasonicmachiningmaterial, removal of glass takes
place due to the microbrittle fracture on the surface. The materials like glass, ferrite,
and alumina of higher brittle in nature given high MRR [4–6]. Moreover, ultrasonic
machining can be possible on different materials like WC–Co composite, titanium
(Grade 2 and 5), and titanium diboride/silicon carbide. Micromachining of carbon
fiber-reinforced polymer CFRP/Ti stacks using USM process resulted microholes
on it without CFRP entrance elimination or Ti exit burr formation [7]. Without any
change in properties of metallic glass, material can be drilled using USM process in
room temperature.Metallic glass has goodmachinability nature forUSMwith higher
MRR and very lower tool wear rate (TWR) [8]. Moreover, the array of multiple holes
can also be performed at a time on ultrasonic machining process [9, 10].

From the literature, it has been observed that lots of works are found on micro-
drilling of variability brittle material like ceramics, glass, and silicon using USM.
But drilling operation has not been observed on rubber materials using USM. In this
investigation, microholes have been drilled in rubber using ultrasonic machining.
During experimentation, performance measures MRR and overcut (OC) has been
studied with the different control parameters.

2 Materials and Methods

Initially rubber of thickness 1mm is selected asworkpiecematerial and stainless steel
of 550µm as tool material. Figure 1 presents the USMmachine setup that makes use
of machining in rubber material. Depending on different pilot experiments, feed rate
(FR), slurry concentration, and slurry flow rate (SFR) are selected at different levels
as process parameters for USM machining. Table 1 displays the selected process
parameters and their corresponding levels for experimentation. In this work, sixteen
experimental runs are conducted generated on Taguchi L16 design of experiment
(DOE) which is shown in Table 2.

The effect of the process parameters on MRR and OC has been observed while
experimentation. After drilling operation, the diameter of the microholes is assessed
by an optical microscope (Make: Leica; Model: DM 2500 M). Image of the drilled
holes using conventional and ultrasonic method has been taken in SEM set up (Make:
HITACHI, Model: TM 4000 plus). Thereafter, MRR is calculated by Eq. (1) consid-
ering the ratio of the total volume of work material removal to the machining time
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Fig. 1 Ultrasonic machine
set up for microdrilling (1.
transducer, 2. acoustic head,
3. cutting tool, 4. abrasive
flow nozzle, 5. horn, and 6.
magnetic chuck)
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Table 1 Selected process
parameters and their
corresponding levels

Parameters Levels Values

Feed rate (µm/s) 4 40,50,60,70

Slurry concentration (%) 4 30,40,50,60

Slurry flow rate (cm3/s) 2 50,100

and OC is evaluated by Eq. (2).

MRR
(
mm3/min

) = Total volume of the drilled holes

Machining time
(1)

Overcut = Hole diameter− Tool diameter

2
(2)
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Table 2 Experimental results of the Taguchi L16 orthogonal array

Exp. no. Process parameters Response measures

FR (µm/s) Slurry
concentration
(%)

SFR (cm3/s) OC (µm) MRR
(mm3/min)

1 40 30 50 −27.5 0.0116

2 40 40 50 −22.5 0.0120

3 40 50 100 −13.5 0.0141

4 40 60 100 −7.5 0.0175

5 50 30 50 −41.0 0.0095

6 50 40 50 −39.0 0.0110

7 50 50 100 −34.5 0.0113

8 50 60 100 −31.0 0.0116

9 60 30 100 −52.5 0.0070

10 60 40 100 −50.0 0.0070

11 60 50 50 −42.5 0.0081

12 60 60 50 −41.0 0.0093

13 70 30 100 −76.0 0.0053

14 70 40 100 −67.0 0.0054

15 70 50 50 −62.5 0.0057

16 70 60 50 −58.0 0.0066

3 Results and Discussion

Table 2 depicts the experimental results and the impact of process parameters on the
response measures are explained in subsequent subsections.

The response measure OC is found more negative due to getting smaller diameter
of the hole than the tool diameter. It is for thewell-known piercing effect of the rubber
material. As a result, MRR is observed very less which varies from 0.0053 to 0.0175
mm3/min. The photographic image of the rubber sample after drilling operation is
shown in Fig. 2. Figure 3 represents microscopic image of the machined microhole
under an optical microscope.

3.1 Impact of Process Parameters on OC

Figure 4 specifies influence of process parameters on OC of rubber material. Due
to the general characteristics of rubber, the hole dimension is always lower than
that of the tool diameter, indicating the negative OC. It is observed that diameter
reduces with the increment in FR because of the faster machining rate results in less
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Micro holes 
drilled on 
Rubber

Scale
(in mm)

Fig. 2 Drilled microholes on rubber samples

Fig. 3 Micrographic image
of the rubber sample

Fig. 4 Influence of control
parameters on OC
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abrasion and prominent by the abrasive particles on the work surface. So, smaller
hole dimension compared to tool diameter indicates the increase in negative OC. On
the contrary, the negative OC reduces with increase in slurry concentration as MRR
increases due to the its good impact on workpiece, helping to get near net shape.
With an increase in slurry flow rate, no significant change has been observed on OC.

3.2 Impact of Process Parameters on MRR

Figure 5 demonstrates variation of MRR with the control parameters. It is perceived
that MRR decreases with the increment of feed rate because of faster machining rate
and results in slight abrasion and lowerMRR.With increment in slurry concentration,
MRR increases as abrasive slurry concentration has impact on workpiece which
increases the MRR. On the contrary, MRR increases with an increment in slurry
flow rate as the complete active particle increases in the slurry marks a good number
of indentations.

As OC is a non-beneficial criterion, the dimension of hole closer to the tool
dimension is desirable. On the other hand, the general characteristics of the rubber
OC are negative, i.e., lower than that of the tool dimension. So, higher value of
OC in Fig. 4 is better. Also, higher value of MRR is better for the microdrilling on
rubber using USM. From Figs. 4 and 5, it is observed that the optimum value of OC
and MRR is achieved at FR at lowest level, whereas slurry concentration and SFR
at highest level belong to the experimental condition 4. Table 3 shows the optimal

Fig. 5 Influence of control
parameters on MRR
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Table 3 Optimal condition and their results for OC and MRR

Optimum condition of process parameters Performance measures

FR (µm/s) Slurry
concentration (%)

SFR (cm3/s) OC (µm) MRR (mm3/min)

40 60 100 −7.5 0.0175
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Fig. 6 SEM images of the drilled hole using. a Conventional punching. b Ultrasonic drilling

combination of the control parameters and the obtained performance measures.
Figure 6 displays the SEM images of the drilled holes on rubber material

using conventional and ultrasonic method. Drilling holes on rubber using ultrasonic
machining results good as compared to the conventional drilling even though there
are some burrs observed on the periphery of the exit of the hole.

4 Conclusions

The drilling operation on rubber has been successfully carried out using ultrasonic
machining. After machining on rubber material, it is observed that hole diameter
varies from 398 to 535 µm. The variation of response measures OC and MRR with
respect to the change in the process parameters is also studied. Various conclusions
drawn from this experimental work are as follows.

1. With the increment in feed rate, the tool advancement toward the workpiece at a
faster rate in a lowest abrasion and striking on the work surface by the abrasive
particles as a result MRR and OC decreases.

2. MRR and OC increase as per increase in slurry concentration due to which it
gives good impact on the workpiece.

3. MRR and OC increase a little with increment in slurry flow rate as more impact
of the abrasive particles is on the work material.
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Design, Fabrication and Experimentation
of Aqua Silencer for Diesel Genset

Neelutpal Ghosh, Sameer S. Gajghate, Sagnik Pal, and Swapan Bhaumik

Abstract Air pollution is rising day by day and it is a serious threat to society and
the environment. One of the main reasons for air pollution is exhaust gas emission
from automobiles and industries. To reduce air pollution from the exhaust emission
a device is introduced called Aqua silencer. With the help of this air is purified
from the pollutants such as Carbon monoxide, Unburnt Hydrocarbons, Oxides of
Nitrogen, etc. and it also reduces the damping noise. In this present paper, designing,
fabrication, and testing of modified aqua silencer for the diesel Genset are discussed.
Moreover, testing was conducted for three different conditions of silencers and the
result shows that the exhaust emission of the aqua silencer with and without lime
water reduces considerably.

Keywords Aqua silencer · Air pollution · Emission · Pollutants · Diesel engine

1 Introduction

At present, air pollution is a serious problem faced by the environment. The main
sources of air pollution are Automobile, Power generators, Industrial and domestic
fuel consumption, etc. and among all of these automobiles cause more air pollution
in the atmosphere. Also, to admit the fact that these industries have been the major
source of livelihood for a large number of common people throughout the world. The
exhaust gases from the mentioned industries are polluting the environment rapidly,
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which ultimately deplete the ozone layer of the atmosphere, which inturn become
a cause of natural disasters in the upcoming years. In recent years, the world is
facing the scarcity of fossil fuel and parallelly the excess utilization of fossil fuels
in industries causes a tremendous amount of air pollution. But, nowadays the diesel
engines are playing an important role in transport industries and as well as in other
industries like agriculture, minning, etc. Considering, the available fuel resources
and the present technological developments the diesel fuel is evidently indispensable.
In general, the feeding of fuel is an index for finding out the economic asset of any
country. In spite of this, no one can ignore the lethal effects of the exhaust gases,which
vanishes the cleanliness and freshness of our environment. Automobiles contribute
dangerous pollutants like Unburnt Hydrocarbons (UHCs), CO, Pb, CO2, SO2 and
NOx etc. into the atmosphere. These gases are very harmful to the environment
and for human health. So, serious steps must be taken in the direction to save the
environment from degradation and conservation of energy from exhaust gases. The
present work is an effort in this direction, which mainly deals with emission control,
noise pollution & with the extra arrangement for the conservation of energy from the
exhaust gases.

2 Literature Review

This section includes the International and National authors reported works related
to present experimental investigation. Rawale et al. [1] have conducted the trails
on aqueous ammonia in Silencer to remove the CO2, SO2 and NOx from exhaust
gases of I. C. Engines. It was observed that ¼ part of carbon-dioxide is reduced from
the exhaust gases compared to the ordinary silencer. Also, no such improvement
in reduction was observed for other gases from the exhaust gases. Hatami et al.
[2] used SST k–ω and RNG k–ε model to recover the engines exhaust waste heat
using the finned type heat exchangers numerically. Two HEXs is used in a SI and CI
engine with H2O as a cold fluid, and with a mixture of 50% H2O and 50% ethylene
glycol as cold fluid. Results show that the viscous models have the best heat recovery
and the experimental results are better than the RSM results. Zhang et al. [3] have
done the mathematical modelling on diffused pneumatic silencer to know the flow
structure and gas flow through the interior and exterior of the silencer to understand
the mechanism of the silencer’s noise reduction. The porous media model and the
Darcy–Forchheimer principle is applied to themodel and found that the experimental
result fits well with the numerical results. Mankhiar et al. [4] used a combination
of titanium nano-tubes and charcoal in aqua silencer to overcome the drawback of
charcoal and the reduction in noise pollution. Patel et al. [5] and Sharma et al. [6]
worked on aqua silencer for two-stroke engine using water as a fluid and activated
carbon pallets instead of charcoal for reduction noise pollution and emission control
and observed the reduction in emissions. The researchers developed the aqua silencer
[7–25] using adsorption technique with charcoal, lime water for automobile, diesel
engine and portable twin filter aqua silencer found that the reduction in noise and



Design, Fabrication and Experimentation of Aqua Silencer … 465

emission in the I. C. engines. The authors have conducted review [26–31]on reported
studies of aqua silencer and suggested that it should be utilized inmass quantity in the
engines so as to minimize the noise and air pollution. Mohamed et al. [32] analyzed
the back pressure fault in motorcycles using new wedge system and accordingly
found the exhaust gas back pressure using ANSYS software to which the non-return
valve to be designed and to be used. After the extensive study of reported works,
it is clear that no discussion was included in finding the water quantity for moving
vehicles, which is to be overcome! Also, few researchers are focused on with and
without lime water, emission analysis for the various engine load and, the low power
consumption from the exhaust gases and also from the activated carbon charcoal.
The current research paper experimentally investigated the effect of lime, engine
load based emission analysis with the low power generation system, i.e. Vapour
adsorption with the use of high-pressure exhaust gases of the diesel genset engine.

3 Calculation of Dimensions for Designing

The Diesel engine was considered for further dimensions calculation for Aqua
Silencer. The consider parameters and its dimensions are Bore (D)—0.073 m, Stroke
(L)—0.0795 m, No. of Cylinder—3, Engine Power—67.07 bhp @ 6200 rpm, Max.
RPM (N)—8000 rpm, Transmission Loss Noise Target—30 dB.

1. To find Fundamental Frequency:

Cylinder Firing Rate(CFR) = 8000/120 (for 4 − cycle engines) = 66.67 Hz

Engine Firing Rate(EFR) = No. of Cylinder × CFR

= (3 × 66.67)Hz ≈ 200Hz

2. Muffler Volume Calculation:

Swept vol.(Vs) = (
π × D2 × L

)
/4

= (
3.14 × 0.0732 × 0.0795

)
/4

= 3.32569 × 10−4 m3

= 0.3326 l

Vol. of cylinder(V ) = No. of cylinder × Vs

= 3 × 0.3326 = 0.9978 ≈ 1 l

3. Silencer Volume (Vm):

= Factor∗ × vol. of the cylinder(V )

= 40 × 1 l

= 40,000 cc
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*Assumed factor = 40, i.e. for the volume of silencer the factor should be at
least 30 to 40 times to the volume to be considered. Volume can be changed
considering space constrain.

4. Internal Configuration of Muffler and Concept Design:

Vol. taken by Air filter and Perforated tube

= (
π × 0.062 × 0.41

)
/4

= 1158.66 cc

where, dia. of air filter = 0.06 m, Length of air filter = 0.41 m.

Vol. taken by inlet pipe = {
π × 0.0362 × (0.15 + 0.044)

}
/4

= 197.4 cc

where, dia. of inlet pipe = 0.036 m, Length of inlet air pipe of exhaust pipe = (0.15
+ 4.4) m.

Now, Vol. taken by a charcoal layer of 0.03 m thickness, around the air filter of dia.
0.06 m

= [
π × {

(0.06 + 0.03)2−0.062
} × 0.41

]
/4

= 1448.32 cc

Total vol. needed for cylinder

= (40,000 + (1158.66 + 197.4) + 1448.32)

≈ 42804 cc

Now, after studying various cylinder dimensions, we selected the length of the
cylinder as twice of the dia. of the cylinder, L = 2D.

42,804 = (π × D2 × L)/4 or

42,804 = (
π × D2 × 2D

)
/4 = 42,804 or

D3 = 27,263.69 cc or

D = 30.09 ∼ 0.3m

Therefore, L = 2D = 2 × 0.3 = 0.6m

As per the calculated dimension for Aqua silencer and the available dimension
for a tail pipe of considering model is 0.036 m and accordingly, the 2D model is
designed as shown in Fig. 1. The details dimensions considered for fabrication are
postulated in Table 1 along with the selection of material.
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Fig. 1 Free-hand sketch of aqua silencer setup showing different parts dimension

Table 1 Dimensions used for designing the different parts for aqua silencer

Different parts Length, m Dia., m Thickness, m Proposed material

Outer shell 0.6 0.3 0.005 Cold rolled stainless
steel

Perforated tube 0.4 0.036 0.004, 0.006 and
0.009

Stainless steel pipe

Water inlet/Outlet
port

– 0.036 – Stainless steel pipe

Exhaust port – 0.050 0.005 Stainless steel pipe

Air filter Polypropylene (product name)—Purerite PS-05 (5 μm)

As per Fig. 1. Overall 2D drawing has been prepared, which gives a detailed study
about the partswith their dimension. To fabricate theAqua silencer different parts, the
raw material has been purchased and fabrication work carried out at Central work-
shop, National Institute of Technology Agartala. Before the fabrication complete
aqua silencer has been designed in Solid Works 2018 version, as shown in Fig. 2.

Figures 2 and 3 shows the outer shell, inlet and outlet exhaust section, water inlet
and outlet port, the internal part of the perforated tube packed with activated carbon
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Table 2 Engine exhaust results for normal silencer

Load (kg) Time take to
fuel
consumption
for 10 ml
(sec)

Engine rpm Vol % of
CO

HC, ppm Vol % of
CO2

Vol. % of
O2

NOx,
ppm

0 21 1482 0.20 30 2.70 17.59 180

2 20.54 1443 0.13 50 3.50 16.22 260

4 19.93 1430 0.09 38 5.01 15.85 340

6 19.10 1422 0.07 62 5.97 16.33 420

Fig. 2 3D design of a ouert shell, b perforated tube, c 3D view of aqua silencer, and d cut section
of the aqua silencer

charcoal inside the tube and, also the polypropylene air filter in front of the perforated
tube along with the stand arrangement.

4 Experimental Method

The experiments are conducted on a single-cylinder diesel engine test rig (Kirloskar
Engine Ltd. make) as shown in Fig. 4 along with digital measuring parameters
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Fig. 3 Fabricated parts a clampholding the perforated tube, polypropylene air filter and the charcoal
layer together, b the final product Aqua Silencer along with the supporting stands

Fig. 4 a Single-cylinder four-stroke diesel engine test rig, b digital display of test rig and c smoke
analyser

displays (in Fig. 4b, and to assess the feasibility of the fabricated Aqua silencer.
To measure the pollutants, a Smoke Analyser (AVL make) is attached in the test rig,
as shown in Fig. 4c. As this is the stationary engine, the water quantity in the aqua
silencer has been overcome.

The experimental procedure is followed as mentioned in reported studies [1, 4,
7] with three different conditions of silencers (a) for a conventional silencer and (b)
aqua silencer without lime water, and (c) aqua silencer with lime water at 0–6 kg of
engine load. Inside the tank, water is used to dissolve the unburned hydrocarbons
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(UHCs). By this method, the UBHC, even if it is in glowing conditions, it is dissolved
in water; thereby it is suppressing a spark, which could escape from the engine to
the inflammable environment. Hence, the chemical reaction is taking parts when the
exhaust gases are passing through the aqua silencer are as follows.

NO2 + 2H2O → 2HNO3(Dilute) + 2HNO2 (1)

Ca(OH)2 + 2HNO2 → Ca(NO3)2 + 2H2O (2)

Ca(OH)2 + 2HNO2 → Ca(NO2)2 + 2H2O (3)

Ca(OH)2 + CO2 → CaCO3 + H2O (4)

CaCO3 + H2O + CO2 → Ca (HCO3)2 (5)

Ca(OH)2 + SO2 → CaSO3 + H2O (6)

CaCO3 + H2O + SO2 → Ca(NO3)2 + CO2 + H2O (7)

4NO2 + 2H2O → 2HNO3 + 2HNO2 (8)

CaCO3 + 2HNO3 → Ca(NO3)2 + CO2 + H2O (9)

CaCO3 + 2HNO2 → Ca(NO2)2 + CO2 + H2O (10)

The NO2 is reacting with dissolved in the water and gives the Nitrous & diluted
Nitric acid, as shown in Eq. (1).Then, Nitrous and Nitric acid will react with the lime
water present in the scrubber and gives the Calcium Nitrate, as shown in Eq. (2–
3).Also, the lime water will react with CO2,which is present in the exhaust gases
and will precipitate the CaCO3. Thus, when the CaCO3 further exposed to CO2,
Ca(HCO3) will be precipitated, as shown in Eq. (4–5). Further, the SO2 also react
with the lime water, as shown in Eq. (6) will precipitate calcium carbonate and reacts
further to gives the CaSO3 and CO2 as the byproduct as shown in Eq. (7). Because
CO is chemically balanced, negligible vol. (0.2%) and stable, it won’t readily react
with water or any bi-products, which is resulted from the above reactions. Even
though the lime water absorbs a part of the oxides of N and C, the time constraint
for the reaction to take place allows a considerable percentage for emission. But, the
stone container, which is provided with limestone (CaCO3) encourages the chem-
ical reaction further in the presence of hot water/steam, which evaporates from the
scrubber tank due to high exhaust temperature. Because of the little percentage of
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SO2 presence, the liberation of CO2 is very less. But the liberated CO2 will again
combine with CaCO3 to form Ca(HCO3) as shown in Eq. (5).The presence of hot
water possibly reacts with oxides of nitrogen, as shown in Eq. (8). The Ca(NO3)2 and
Ca(NO3)2 are the bi-products and carbon-dioxide is liberated, as shown inEq. (9–10).
The liberated CO2 again combines with CaCO3 to form Ca(HCO3) (Eq. 5). In this
way, the actual reaction takes place inside the aqua silencer to control the emission
and noise pollution.

5 Result and Discussion

The exhaust gas passed through the exhaust pipe from the diesel engine, and the
nozzle part of the Smoke Analyser is placed at the exhaust port of the engine, and
the readings are noted down.

1. Observation Without Aqua Silencer

The single-cylinder four-stroke Diesel Engine shows the emission parameter values
for the different loads of the engine, as shown in Table 2.

It is observed that as the load, increases the carbonmonoxides increase along with
the unburnt HC, CO2 and NOx.

2. Observation with Aqua Silencer (Without Lime Water)

The polypropylene air filter is used in the silencer because of its high absorption
capacity. It absorbs some portions of the toxic gas present in the exhaust. During
the experimentation, it is found that certain amount of HCs and oxide of nitrogen
have been reduced. This happens only because of the air filter implanted inside the
silencer, which absorbed a certain amount of the gas as depicted in Table 3.

The changes in the number of other gasses are negligible. Also, Fig. 5 is drawn
as a bar diagram to analyze the emission of pollutants and noise control at different
load for better understanding. These results are compared with the normal silencer
results, which are mentioned in Fig. 6. It is the comparative study of both the silencer

Table 3 Engine exhaust results for aqua silencer (without lime water)

Load (kg) Time take to
fuel
consumption
for 10 ml
(sec)

Engine rpm Vol % of
CO

HC, ppm Vol. % of
CO2

Vol. % of
O2

NOx,
ppm

0 28.17 1490 0.11 21 2.60 17.03 172

2 24 1479 0.08 39 3.30 16.04 218

4 20.33 1442 0.05 31 4.20 15.02 314

6 19.40 1418 0.05 50 5.30 13.32 404
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Fig. 5 Emission results at different engine load for aqua silencer (without lime water)

Fig. 6 Comparison between normal engine exhaust results and engine using aqua silencer exhaust
results for 4 kg load

at 4 kg of the load to the effective analysis of the performance of the normal and
aqua (without lime water) silencer. And, it is found that the emission of pollutants
and noise of the engine reduced due to use of an aqua silencer.

3. Observation with Aqua Silencer (With Lime Water)

In this test, lime water is filled inside the silencer. This test is found to be more
efficient. Approximately, no pollution is observed as depicted in Table 4.

This is because, from the previous reading, it is clear that, the air filter used in
Aqua Silencer absorbs to a great extent of the pollutants in the gas, thereby decreasing
the number of pollutants.
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Table 4 Engine exhaust results for aqua silencer (with lime water)

Load (kg) Time take to
fuel
consumption
for 10 ml(s)

Engine rpm % of CO HC, ppm % of CO2 % of O2 NOx, ppm

0 28.17 1490 – – – – –

2 24 1479 – – – – –

4 20.33 1442 – – – – –

6 18.40 1418 – – – – –

When lime water is used, then the remaining polluted gas reacts with lime water,
thus again, the amount of pollutants in the gas decreases considerably. But due to the
blockage in the silencer by bubble behaviour of lime water, unable to measure the
exhaust gas concentration. So no pollution is observed.

6 Conclusion

It is concluded that the aqua silencer is useful for minimizing the emission of gases
from the engine exhaust.

• The sound levels have been reduced by using lime water as a medium.
• It is found to be smokeless emissions and pollution-free by using Polypropylene

Air Filter in water, and is also economical, considering the persistent use.
• Consumption of fuel is as same as the conventional system.
• Contamination in the water is negligible.
• No vibration is produced when the engine is running.

One can urge to a human being to use Aqua Silencer and can raise awareness
about the increasing pollution that Aqua Silencer is one of the ultimate remedies to
this problem.
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Numerical Analysis OF PCM Within
a Square Enclosure Having Different
Wall Heating Conditions

Pallab Bhattacharjee, Sujit Nath, and Dipankar Bhanja

Abstract In the present study, the melting of phase change material (PCM) in a
square enclosure with different wall heating conditions has been studied numerically.
It has been found that at the early stage ofmelting, PCMmelts faster in case of bottom
wall heating. Melting for sidewall heating transcends the melting of bottom wall
heating in a later stage. However, the increase of solid–liquid interface length leads
to higher convective heat transfer for side wall heating in later part of melting. On the
other hand, isothermal heating from the upper wall results in thermal stratification
of PCM layers which leads to no convection. So, the melting time is quite large for
this case.

Keywords PCM · Thermal energy reservoir · Melt fraction

Nomenclature

cp Specific heat at constant pressure (KJ/kgK)
g Gravitational acceleration
k Thermal conductivity
T Temperature (K)
H Length of square arm (m)
α Coefficient of thermal diffusivity (m2 /s)
β Coefficient of thermal expansion (1/K)
μ Dynamic viscosity (Pa-s)
ρ Density (Kg/m3 )
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Subscripts

l liquid
m melting
w wall
s solid
avg average

1 Introduction

High amount of energy can be stored during phase change process of phase change
material with a negligible change in temperature. Thus, PCM has the potential to
be used as energy reservoir in thermal systems, refrigeration, and air conditioning
unit. But the challenge associated with PCM is very low thermal conductivity which
results in slow charging and discharging. Researchers have used different techniques
such as mixing high conductive nanoparticles with PCM, using different types of
finned structures [2, 3], using metal matrix, incorporation of heat pipe, and using
multiple PCM at a time [1].

Biwole et al. [2] studied the influence of fin size and distribution on solid–liquid
phase change in a rectangular enclosure. They found that increasing the number of
fin reduces the temperature of the plate and also accelerates melting process. Using
thinner and longer fins also improves melting marginally. Ji et al. [3] explored the
effect of fin placement at different inclination angles in a rectangular enclosure.
Minimum melting time was obtained for 15º downward tilted fin. Upward tilted fin
gives rise to uneven heating thus increasing the melting time. Kamkari et al. [1] have
done both numerical and experimental study on inclined rectangular enclosures.
It was found that for complete melting 0° and 45°, enclosures take 52 and 37%
shorter time, respectively, in comparison with vertical enclosure. Asl et al. [4] had
investigated the solid and porous fin in inclined rectangular enclosure. It has been
predicted that porous fins are more effective with high Raleigh number and with
highly conductive material. Ebadi et al. [5] did a numerical analysis and finally
validated experimentally onmelting of nano-PCM inside a cylindrical thermal energy
reservoir (TES). In their work, the bio-based coconut oil PCMwith dispersed copper
oxide nanoparticles inside a cylindrical container is heated isothermally from lateral
walls and from the top. Adding copper oxide nanoparticles improved the melting
at later stage when dispersion of nanoparticle starts. Arena et al. [6] numerically
analyzed a latent heat thermal energy storage system under partial load operating
conditions. A substantial reduction in the duration of the TES (up to 50%) process
against a small decrease in stored energy (up to 30%) has been noticed. Shokouhmand
et al. [7] tried to apprehend the temperature field with melt front in a rectangular
enclosure. They interpreted that the conduction is dominant at the beginning but
convection is dominant in the later part of melting. The convection heat transfer in
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the later stage also reduces due to thermal stratification. Dhar et al. [8] analyzed
the remelting phenomenon of eutectic aqueous ammonium chloride solution in a
top cooled rectangular cavity during solidification process. It has been observed that
remelting occurs during the progress of solidification however it depends on cavity
height as well as imposed temperature gradient.

In the present work, the effect of heating at different walls of a rectangular enclo-
sure is studied to find out the best heating strategy for getting higher melting rate.
For this, a numerical model is developed with specific heat capacity formulation
by COMSOL Multiphysics 5.3. Lauric acid is taken as PCM and kept in a square
enclosure which is heated isothermally from different sides like left wall, top wall,
and bottom wall, respectively.

2 Description of Numerical Model

A 2D numerical model is built with finite element-based software COMSOL Multi-
physics 5.3. The model consists of a square enclosure filled with lauric acid. An
implicit time stepping scheme along with a parallel sparse direct solver (PARDISO)
is used to solve the governing equations. The absolute tolerance for scaled residues of
the variables is 10–2. A total 1375 triangular and 232 quadraticmesh have been gener-
ated for the model. The results are independent with average element quality 0.815.
The properties of lauric acid [2] are given in Table 1. The container is heated isother-
mally from different sides at 343 K wall temperature (Tw). The square container has
a dimension of 0.06 m × 0.06 m. There is a thin aluminum plate of 0.002 m width
at heating surface.

Governing equations

For the present PCM model, the following equations [6] have been used to simulate
the charging and discharging process.

Continuity equation

∂ρ

∂t
+ ∇.(ρ �u) = 0 (1)

Table 1 Thermophysical
properties of lauric acid

Property Value Property Value

cp,s 2180 J/(kg K) ρs 940 kg/m3

cp’l 2390 J/(kg K) ρl 885 kg/m3

L 187,200 J/(kg K) μ 8 × 10–3 kg/(m s)

ks 0.16 W/(m k) β 8 × 10–4 K−1

kl 0.14 W/(m k) Tm 316.65 K
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Momentum equation

∂ρ
→
u

∂t
+ ρ(

→
u .∇)

→
u −∇.[μ(∇ →

u +(∇ →
u )T )] + ∇ p = →

F (2)

Energy equation

ρcp
∂T

∂t
+ ρcp

→
u ∇T = ∇.(k∇T ) (3)

where ρ is density, �u is velocity vector, μ is dynamic viscosity, p is pressure, T

is temperature, t is time, and
→
F is the body force. For modeling the phase change

process, Eq. (3) is modified using specific heat capacity formulation by Eq. (4) [6].
In the specific heat capacity formulation, the latent heat (L) term is added. The phase
change process takes between (Tm −�Tm/2) to (Tm +�Tm/2) temperature. Here θ

is defined as melt fraction, which is 0 for temperature less than (Tm −�Tm/2) and 1
for temperature more than (Tm + �Tm/2). The range of phase change temperature
is taken �Tm = 2 °C.

cp = 1

ρ
[(1 − θ)ρphase1cp, phase1 + θρphase2cp, phase2] + L

δα

δT
(4)

The effective conductivity is calculated as [6]

k = (1 − θ)kphase1 + θkphase2 (5)

The effective density is evaluated as

ρ = (1 − θ)ρphase1 + θρphase2 (6)

The mass fractionα is expressed as [6]:

α =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−1

2

{
T < Tm − �Tm

2

}

1

2

θρ phase2 − (1 − θ)ρphase1

ρ

{
Tm − �Tm

2
< T < Tm + �Tm

2

}

1

2

{
T > Tm + �Tm

2

}

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(7)

As the total PCM is treated as liquid always, the body force term of the Navier–
Stokes equation is modified to calculate velocity of the PCM even if in solid state.
One part of the body force as expressed in Eq. (8) is to cater buoyant force (Fb) which
is responsible for natural convection, where Boussinesq approximation is used.
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�Fb = gρ1β(T − Tm) (8)

where ρ l, β, g, and Tm are density of liquid PCM, thermal expansion coefficient,
gravitational constant, and melting temperature, respectively. Along with this part of
the body force, Carman–Kozeny equation [6] is also used to add one more volume
force in the momentum equation as expressed in Eq. (9).

�Fv = −A(T )�u (9)

A(T ) = Amush
(1 − θ)2

(θ3 + ε)
(10)

where the constants Amush and ε are having the values of 105and 10–3, respectively
[6]. The term ε is used to avoid division by 0 when θ is equal to zero. The value of
A(T ) is very high in solid state of PCM, when melt fraction tends to zero [2]. But
its value tends to 0 for liquid state of PCM. This volume force term actually makes
the velocity approximately 0 in solid PCM and to a finite value in liquid region
for solving the momentum equation. The viscosity as expressed in Eq. (11) is also
modified for temperature less than Tm − �Tm

2 .

μ(T ) = μliquid(1 + A(T )) (11)

Nusselt number gives a measure of approximate heat transfer from the heating
surface. In the present study, the average Nusselt number for the side wall and
upper/lower wall is expressed as Eqs. (12) and (13), respectively [9].

Nuavg = − 1

Th − Tm

H∫

0

(
∂T

∂x

)

x=xwall

dy (12)

Nuavg = − 1

Th − Tm

H∫

0

(
∂T

∂y

)

y=ywall

dx (13)

2.1 Boundary and Initial Condition

No-slip boundary condition at all solid walls, i.e., u = v = 0; isothermal boundary
condition (T = Tw) at the heated wall; rest of the walls are insulated, i.e., ∂T

∂n = 0
where n is the normal to the insulated wall; at t = 0, heated wall temperature Tw =
298 K.



482 P. Bhattacharjee et al.

2.2 Model Validation

The numerical model is validated with the experimental work [7] where melting of
lauric acid inside a rectangular enclosure was considered. A comparative study is
done on the variation of melt fraction with time for the left wall temperature of 333 K
as shown in Fig. 2 which shows a good agreement. The maximum error in numerical
results is less than 10%. Different assumptions such as melting takes place in 2 °C
temperature range and constant thermophysical property are the reason of deviation
of numerical results.

Fig. 1 Schematic of PCM enclosure under different wall heating condition (a) bottom wall (case
1) (b) side wall (case 2) (c) upper wall (case 3)

Fig. 2 Validation of
numerical model
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3 Results and Discussion

Figures 3 and 4 show the contour plots of melting front for all three cases at 1800s
and 3600 s, respectively. It has been observed that for side wall heating the interface
between liquid and solid PCM increases significantly at the later stage of melting.
This increases the convective heat transfer significantly. But for the case of bottom
wall, heating interface does not increase to that extent and the least rate of melting is
observed for upperwall heating. The upperwall heating leads to thermal stratification
as a result convective current is not generated and conduction is the only predominant
mode of heat transfer for that case.

Figure 5 represents the melt fraction at different times for the considered all three
cases. Heating from the side wall shows the highest melting rate among them, though
at the beginning of melting process heating from bottom wall shows higher melting
rate than that of heating from side wall. Because convective current encounters lesser
restrictions at the beginning of convection process for bottomwall heating in compar-
ison to side wall heating. The convective current is confined in the bottom portion of

Case 1 Case 2 Case 3

Fig. 3 Liquid fraction contour plots for all the three cases at 1800s

Case 1 Case 2 Case 3

Fig. 4 Liquid fraction contour plots for all the three cases at 3600 s
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Fig. 5 Melt fraction
variation with time for
different heating conditions

the container for bottom wall heating. On the contrary in case of side wall heating,
convective current passes through the narrow channel produced by melting of PCM.

Figure 6 represents the variation of Nusselt number (Nu) with time for different
wall heating conditions. In the heater surface, a thin concentrated melted layer is
formed in the starting phase of melting which results in a higher near wall temper-
ature gradient. So at the beginning, Nu is very high. But as the thickness of the
layer increases with time Nu decreases [9]. As time advances, the melting process
is regulated by both conduction and convection process. Higher Nu signifies higher
convective heat transfer in themelting process. For bottomwall heating,Nu increases
up to certain time and then decreases. On the other hand, for side wall heating, Nu
attains a very low value and then increases as time passes. But consistently lower Nu
is observed for top wall heating case.

Fig. 6 Nusselt number
variation with time for
different heating conditions
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4 Conclusion

Two-dimensional analysis of PCM melting in different wall heating condition is
analyzed numerically in the present study. Finite element method is used to solve
the governing equations. Highest melting is observed in case of side wall heating.
Though in beginning of melting process bottom wall heating gives highest melting
rate, with the advancement of time, side wall melting overshoots than that of the
bottom wall heating. On the other hand, top wall heating results in least melting
advancement as only conduction is the predominant mode of heat transfer in this
case.
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Numerical Modelling
and Thermohydraulic Analysis
of Circular Pipe Having Internal Vortex
Generators

Binay Bhushan Bora, Mohd Zeeshan, Sujit Nath, and Dipankar Bhanja

Abstract In the presentwork, a numerical investigation has beenperformed to inves-
tigate the thermohydraulic performance of a circular pipe used in a heat exchanger
with and without insertion of vortex generators. Vortex generators (VGs) which are
used inside the pipe having dimensions of blockage ratio 0.3 and attack angle of 0°.
The investigation has been carried out for Reynolds number (Re) ranges from 6000 to
24,000. Two cases of implementing vortex generators namely twoVGs configuration
and four VGs configuration have been investigated and compared with a smooth pipe
which is of the same geometric parameters. Nusselt number (Nu) and friction factor
(f ) have been considered for representing the thermal and hydraulic characteristics,
respectively. The overall performance of the two VGs and four VGs configuration
has been calculated using the thermal performance enhancement factor (TPE). It
has been found from the results that using VGs, heat transfer rate of smooth pipe
can be improved while pressure drop also increased compared to the smooth pipe.
With the increase in Re, Nu of all the cases increased with a significant decrement
in friction factor (f ). The overall performance in terms of TPE is maximum for four
VG configuration at Reynolds number of 6000.

Keywords Circular pipe · Vortex generators · Thermal performance enhancement

Nomenclature

A Heat transfer area (m2)
B Blockage ratio (H/D)
cp Specific heat at constant pressure (kJ /kg K)
D Pipe inner diameter (m)
f Friction factor
H Height of the winglet (m)
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h Heat transfer coefficient (W/m2K)
k Air thermal conductivity (W/m K)
L Pipe length (m)
Nu Nusselt number
Pr Prandtl number
Δp Pressure drop (Pa)
Re Reynolds number
U Mean axial velocity (m/s)

Greek Symbols

β Attack angle (°)
α Thermal diffusivity (m2/s)
ρ Fluid density (kg/m3)
μ Dynamic viscosity (Pa s)
ν Kinematic viscosity (N/m2)
�k Effective diffusivity of k
�ω Effective diffusivity of ω

Subscripts

k Turbulence kinetic energy
ω Specific dissipation rate
o Smooth pipe

1 Introduction

Application of heat exchangers (HX) is very wide in various fields like power plants,
chemical plants, refrigeration and air conditioning, automobiles, etc. Therefore, the
improvement of HX in terms of heat transfer is very important to develop an HX of
high performance and high efficiencies but with the low cost and lightweight. Vortex
generator (VGs) as a passive heat transfer improvement technique has a big role in
improving the heat transfer of an HX. The VGs can be of wings or winglets type for
various shapes like rectangular, delta, curved, trapezoidal, etc. which are projected
into the flowwith an attack angle to the flowdirection. There are two types of vortices,
produce by VGs which are called longitudinal and transverse. Flow direction and
vortex are parallel in the case of longitudinal vortices while they are perpendicular
in the case of transverse vortices.
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Xu et al. [1], numerically, investigated the wall friction with heat transfer of VGs
inside a pipe for different configurations and determined the best configuration of
VGs. Thermal enhancement factor (TEF) and flow behaviour of VG inserted circular
pipewere determined for turbulent flow andTEFdecreaseswith the increasingRe [2–
4]. Promvonge et al. [5] did an experiment to find the thermal performance of vortex
rings (VR) inside a heat exchanger (HX) pipe for various blockage ratio (B) and pitch
ratio. Thermohydraulic performance increaseswith increasingB anddecreasing pitch
ratio. Yakut et al. [6] did an experimental investigation using conical ring turbulators
inside HX pipe for turbulent flow and maximum heat transfer was found for the
smallest pitch of conical rings. Performance of central slant rod inside a pipe was
investigated, numerically byLiu et al. [7] for laminar flow and bothNu and f increases
when compared to a plain pipe. A numerical investigation for heat transfer and
pressure drop evaluation of ribbed channel inside a high-temperature HX was done
byMaet al. [8] and itwas found that heat transfer ismore for larger rib heights but inlet
temperature has more impact on increasing heat transfer as compared to rib heights.
Islam et al. [9] did an experiment for investigating the effect of rectangular plate fins
of four different patterns which are named co-rotating, co-angular, zigzag and co-
counter rotating in a duct with Re ranges from 15,700 to 104,500. Thermo-hydraulic
performance of rectangular duct having different shapes ribs was experimentally
investigated and results were concluded that transverse ribs give better heat transfer
performance [10, 11]. Numerical study for heat transfer enhancement of an HX tube
using different types of twisted tape was done by researchers and the best types of
twisted tape with proper configuration were determined [12, 13].

Most of the researches for HX pipe has been done using various insets like helical
rods, circular rings, twisted tape, conical rings, etc. In thiswork, the thermo-hydraulic
performance of vortex generators in a circular pipe of HX has been studied numeri-
cally for two configurations of VGs. The two configurations are two VGs configura-
tionwhere twodeltawingletVGs are inserted in the pipe surface and fourVGs config-
uration where four delta winglet VGs are inserted in the pipe surface. A comparison
of two VGs and four VGs configuration has not been noticed in the literature review
which includes in this work.

2 Description of the Model

2.1 Physical Model

Two types of vortex generator (VG) arrangements are considered in this work which
is named as two VGs configuration and four VGs configuration as shown in Fig. 1.
The vortex generators have been mounted on the surface of a circular pipe having a
diameter (D) and length (L) of 50 mm and 0.28 m respectively, from the inlet with a
distance of 40 mm. Blockage ratio (B) of the vortex generator which can be defined
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(a) Model framework and generated mesh for smooth tube

(b) Two VG pipe (front view) (c) Four VG pipe (front view) (f) VGs geometry

Fig. 1 Geometry, mesh and placement of VGs inside the pipe

as the ratio between the height of VG (H) and pipe diameter (D) is considered as 0.3
and attack angle (β) of VGs is equal to 0° as shown in Fig. 1f.

2.2 Mathematical Modelling

The three dimensional, Steady, incompressible, and turbulent flow have been consid-
ered for developing the numerical model to describe the flow and thermal behaviour
of the proposed problem. FLUENT (ANSYS) has been used for solving the model
and a turbulence model, SST k–ω was imposed [14]. The governing equations which
were used for solving the problem are given below:

Continuity equation:

∂ui
∂xi

= 0 (1)

Momentum equation:

∂(ρuiu j )

∂xi
= ∂

∂xi
(μ

∂u j

∂xi
− ρu

′
i u

′
j ) − ∂p

∂x j
(2)

Energy equation:

∂(ρui T )

∂xi
= ∂

∂xi

(
λ

cp

∂T

∂xi

)
(3)
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k-equation:

∂(ρkui )

∂xi
= ∂

∂x j

(
�k

∂k

∂x j

)
+ Gk − Yk (4)

ω-equation:

∂(ρωui )

∂xi
= ∂

∂x j

(
�ω

∂ω

∂x j

)
+ Gω − Yω (5)

where, �k = μ + μt/σk ; �ω = μ + μt/σω and μt = ρk
ω

1
max[ 1

α∗ ,
SF2
a1ω

] .

Also, σk = 1
F1/σk,1+(1−F1)/σk,2

and σω = 1
F1/σω,1+(1−F1)/σω,2

.
In the above equations,G and Y indicates generation and dissipation terms respec-

tively;� andμt represents effective diffusivity and turbulence viscosity respectively;
S is the strain rate magnitude and F1, F2 represents blending functions. Also α*, α1,
σ k,1, σ k,2, σω,1 and σω,2 are model constants. A detailed description of the governing
equation can be found in Ref. [14].

2.3 Boundary Conditions (B.C.)

The boundary conditions used to solve the numerical problem are given below:

(a) Inlet: Velocity inlet (Fully developed flow) Re = 6000 to 24,000, Inlet
temperature = 300 K.

(b) Pipe surface: Solid Wall of constant heat flux (q = 694 W/m2) and at outlet,
outflow B.C. has been applied.

(c) The intensity of turbulencewhich is equal to 0.16×Re−1/8 was used for different
Reynolds numbers [1].

(d) The working fluid is considered as an air with following properties: Pr = 0.73,
ρ = 1.16 kg/m3, K = 0.02588 W/m K, μ = 1.87e-05 Pa S, Cp = 1007 J/kg K.

2.4 Parameter Definition

Different parameters that are required for determining heat transfer performance for
VGs inside a circular pipe have been discussed in this section.

The expression for local and area average Nusselt number:

Nux = hx D/k (6)

and
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Nu = 1

A

∫
NuxdA (7)

The expression for Reynolds number:

Re = UD/ν (8)

The expression for f with pressure drop for internal flow:

f = 2�p/(L/D)ρU 2 (9)

Thermal performance enhancement (TPE) [15] can be expressed as the ratio of
heat transfer coefficient for VG inserted pipe and heat transfer coefficient of smooth
pipe.

T PE = (Nu/Nuo)/( f/ fo)
1/3 (10)

2.5 Numerical Modelling

The three-dimensionalmodels of the interest have been developed inWORKBENCH
DESIGN MODELLER. The mesh has been generated in WORKBENCH (ICEM
CFD Meshing). The grid has been made finer by using body sizing operation. The
prescribed governing equation has been solved by commercial software package
FLUENT with the SIMPLE algorithm for velocity and pressure coupling. The quick
scheme is used for solving the momentum equation while the upwind scheme of
second-order is employed for solving turbulent kinetic energy and specific dissipation
rate.

3 Results and Discussion

3.1 Grid Independence Test and Validation for Numerical
Results

In order to make the numerical results free from the grid effect, the gid independence
test has been done for a smooth pipe with Re = 9000 as shown in Fig. 2. It can be
seen in Fig. 2 that Nu does not vary more than 1% for the number of cells more
than 426,000. As the difference is very insignificant and to reduce the computational
efforts the simulation has been performed for a mesh with the number of cells equal
to 426,000.
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Fig. 2 Grid independence
test for Re = 9000
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The current numerical results are compared with existing results in order to vali-
date the numerical model. A comparison of Nu and f for the smooth pipe of the
current model is presented in Fig. 3. The friction factor (f ) is compared with the
results of Xu et al. [1] and the empirical correlations which are given by Blasius and
Petukhov [16]. Whereas, Nu is compared with the results of Xu et al. [1] and empir-
ical correlations which are given by Dittus-Boelter and Gnielinski [16]. The average
differences in the results of friction factor (f ) are 6.23, 18, and 17% compared to
Xu et al. [1], Petukhov and Blasius [16] correlation, respectively. Also, the average
differences in the results of Nu are 6.13, 6.67, and 5.11% when compared to Xu
et al. [1], Gnielinski and Dittus-Boelter [16] correlation respectively. Though there
exists a difference between the present numerical results and the existing results due
to the difference of idealization in numerical modelling. The fairly good agreement
between the current results and existing results shows the reliability of the present

Fig. 3 Validation for
smooth pipe
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numerical model. All the equations which are given below are valid for smooth walls
with the turbulent-fully developed flow.

Petukhov:

f = (0.79 ln Re − 1.64)−2 (11)

and Blasius:

f = 0.316Re−0.25 (12)

Gnielinski:

Nu =
(

f
8

)
(Re − 1000)Pr

1 + 12.7( f/8)1/2(Pr2/3 − 1)
(13)

and Dittus-Boelter:

Nu = 0.023Re0.8Pr0.4 (14)

3.2 Effect of VGs on Nu, F, and TPE

The implementation of VGs in the flow domain considerably increases the heat
transfer rate by creating the swirls/vortices in the flow domain due to the pressure
difference of upstream and downstream regions. Velocity streamlines have been plot
in the cross-sectional plane for smooth pipe and VGs pipe at a distance of 30 and
50 mm from the inlet i.e. before and after VGs which are shown in Fig. 4.

It is clear from Fig. 4 that VGs are creating turbulence in the flow region on
comparing with the smooth pipe. Figure 4c, e, and d, f represents before VGs and
after VGs, respectively. It can be concluded from Fig. 4 that the velocity magnitude,
as well as vortices created by VGs, increases with the increasing no. of VGs due to
which heat transfer rate will also be increased. The effect of VGs on Nu for Re of
6000–24,000 is shown in Fig. 5. It has been seen thatNu for VGs pipe increases when
compared with the smooth pipe. Four VGs configuration gives a higher increment in
Nu compared to two VGs configuration with 11%. An increase in Nu is more with
increasing Re because high Re tends to more turbulence. The average Nu increases
for two VGs configuration is 10.8% while four VGs configuration increases 23% of
average Nu when compared to the smooth pipe.

Effect of VGs on f for VGs of B = 0.3 and β = 0° are shown in Fig. 5 for Re =
6000–24,000. The value of f is higher for two VGs and four VGs configuration when
compared to the smooth pipe. It can be said from the results that the friction factor
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Smooth pipe: 

Two VGs pipe: 

Four VGs pipe: 

(b)(a)

(d)(c)

(f)(e)

Fig. 4 Representation of velocity streamlines at two cross-sectional planes where a, b for smooth
pipe; c, e for before VGs and d, f for after VGs at Re = 12,000
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Fig. 5 VGs effect on Nu and
f
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decreases with increasing Re. The average f for two VGs configuration increases up
to 46% while for four VGs configuration is 84% when compared to the smooth pipe.
However, the increase in average f for fourVGs configuration is 25%when compared
to twoVGs configuration. It can be concluded fromFig. 5 that fourVGs configuration
provides better thermal performance characteristics (Nu) but with higher friction
factor (f ) which lowers the hydraulic performance.

Furthermore, a performance evaluation criterion, thermal performance enhance-
ment (TPE) has been introduced to evaluate the performance of the considered
configurations. TPE is defined as the ratio of thermal performance characteristics
(Nu) divide by the flow characteristics (f ). Therefore TPE provides detail informa-
tion on gaining heat transfer enhancement at the expanse additional energy required
to overcome the excess �p which is caused due to the use of VGs. The effects of
VGs on increasing Re for TPE = (Nu/Nuo)/(f /f o)1/3 have been depicted in Fig. 6.
TPE is greater than 1 for both the cases which indicate the overall performance of
the VGs inserted pipe is more than the smooth pipe. It can also be seen in Fig. 6 that
the performance of the two VGs pipe is less than the four VGs configuration. TPE
is maximum at Re = 6000 because of the minimum pressure drop. Whereas TPE is
minimum at Re = 24,000 because of higher pressure drop though Nu is large. It can
be concluded from the results that four VGs configuration gives the highest thermal
performance enhancement compared to two VGs configuration for B = 0.3 and β =
0° at Re = 6000.

4 Conclusion

A numerical investigation for enhancement of thermal–hydraulic performance of
an HX pipe with the insertion of VGs was carried out. Two VGs and four VGs
configurations were considered for the simulation and results were compared with
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Fig. 6 VGs effect on TPE

4000 8000 12000 16000 20000 24000
1.04

1.06

1.08

1.10

1.12

1.14

1.16

1.18

1.20

T
PE

Re

 Four VG TPE
 Two VG TPE

the smooth pipe. The thermal performance enhancement (TPE) has been considered
for overall performance evaluation. Results can be encapsulated after evaluation of
performance measuring parameters as follows:

• Heat transfer is increasing after implementing the VGs inside the pipe where four
VG configuration gives better improvement compared to two VGs configuration.

• Nu increases for all the configuration of VGs with the increasing Re while f
decreases with the increasing Re.

• Average Nu increases for four VGs configuration is 23% compared to the smooth
pipe while for two VGs configuration increment is 10.8%. Average f increases
for two VGs and four VGs configuration is 46% and 84% respectively when
compared to the smooth pipe.

• TPE is maximum for both two VGs and four VGs configuration at Re = 6000
and minimum at Re = 24,000. The current study by introducing different attack
angles, blockage ratio, and placements of VGs, further research can be done and
heat exchanger of better performance may be designed.
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Effect of Non-uniform Heating
on Electroosmotic Flow Through
Microchannel

T. Sujith, Sumit Kumar Mehta, and Sukumar Pati

Abstract The effect of non-uniform heating on the heat transfer characteristics for
electroosmotic flow through a microchannel has been investigated numerically. The
temperature field and Nusselt number are studied by changing the normalized wave-
length of non-uniform heat flux (γ ) and thermal Peclet number (Pe) in the range of
1.5 ≤ γ ≤ 6 and 1 ≤ Pe ≤ 100, respectively. It is found that the intensity of
maximum temperature reduces for non-uniform heating as compared to the uniform
heating. The maxima of local Nusselt number increases with a decrease in the wave-
length of the non-uniform heat flux. The critical Peclet number (Pec) is found such
that average Nusselt number shows themonotonic and non-monotonic variation with
γ .

Keywords Electroosmotic flow · Peclet number · Non-uniform heating · Nusselt
number

1 Introduction

Electroosmotic flow (EOF) has several advantages over the pressure-driven flow
(PDF) in the microchannel. The micro-electro-mechanical systems (MEMS) gain
more importance in recent years and these types of devices are used inmany biochem-
ical and biomedical industries. For the micro-level flow, interfacial interaction is
important as the surface to volume ratio is high. Therefore, the mechanical pump
may fail for such systems. To overcome these problems, electroosmotic flow is the
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best solution option for such transport [1, 2]. The thermal transport characteristics
for EOF through microchannel have got immense interest from research community
in the past few years. Dey et al. [3] investigated the effect of steric effect on heat
transfer characteristics for EOF through a microchannel and found that the steric
factor alters the results drastically when the zeta potential is very high as compared
to point charge assumption. For many applications of micro-level-flow in heat sinks
like CPUs and ICs, the discrete heat generation occurs due to the micro-arrangement
of electronics components [4–6]. Azari et al. [7] investigated the distributed wall heat
flux on the heat transfer characteristic for combined EOF and PDF in micro-slit. It is
found that the Nusselt number decreases with EDL thickness and PDF velocity for
any wall heat flux distribution. Pati et al. [8] used different heat flux profiles to iden-
tify the optimal heating strategy for minimization of peak temperature and entropy
generation for forced convective flow through a circular pipe. From the available
work in literature, it is found that the effect of non-uniform heating for EOF needs
to be explained in detail, as the effects of wavelength or undulation of hot spots are
not investigated till now. Hence, the objective of this work is to investigate the effect
of wavelength of non-uniform heating on the temperature field and heat transfer
characteristics for EOF through a microchannel.

2 Theoretical Formulation

The EOF of a Newtonian fluid through a microchannel is considered. The non-
uniform heat flux q(x) = 0.5qo

[
1 + sin

(
2πx

/
λ
)]

is imposed at the walls [5] as
shown in Fig. 1. The applied electric field strength is E . It is assumed that the
flow is steady, laminar, hydrodynamically fully developed, and incompressible and
thermo-physical properties are temperature independent. The charge is considered
as a point, as well as, zeta potential is assumed to be uniform at the wall for the entire
length. The convective term is neglected in the momentum equation as the Reynolds
number is very small. The viscous dissipation term is also neglected for the energy
equation. Under these assumptions, for single valance ions (e.g. KCl, NaCl, etc.),
transport equation can be written as [3, 7]:

d2ψ

dY 2
= κ2 sinh(ψ) (1)

0 = −∂2U

∂Y 2
+ κ2

ζ
sinh(ψ) (2)

PeU
∂θ

∂X
= ∂2θ

∂X2
+ ∂2θ

∂Y 2
+ G (3)

Equations (1) to (3) represent the Poisson-Boltzmann equation for EDL potential,
momentum equation, and energy equation, respectively. Here, ψ, U and θ are
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Fig. 1 Physical domain

normalized EDL potential, flow velocity, and dimensionless temperature, respec-
tively, X and Y are the dimensionless axial and transverse co-ordinate normal-
ized with H . The other normalized parameters are: ψ = ψ∗/ζref, U = u

/
uHS ,

θ = (T − Tin)k
/
qoH , Peclet number is Pe = uHSH

/(
k
/
ρcp

)
, Joule heating term

is G = HE2
/
qoσ . Reference velocity is uHS

(= −εεoEξref
/
μ

)
, ζref is the reference

zeta potential, dimensionless Debye parameter is κ = H
(
2noz2e2

/
εεokBT

)0.5
. Note

thatμ, ρ, cp, k, σ, kB, z, e and εo are the dynamic viscosity, density, specific heat
capacity, thermal conductivity, electric conductivity, Boltzmann constant, valency,
the charge on single electron and permittivity of the free space, respectively.

To solve the above transport equations, the imposed boundary conditions are the
following [7]:

At inlet

dψ

dX
= 0,

∂U

∂X
= 0, θ = 0 (4)

At wall (Y = 1):

ψ = ζ, U = 0,
∂θ

∂Y
= 0.5

(
1 + sin

(
2πX

/
γ
))

(5)

At outlet:

dψ

dX
= 0, PG = 0,

∂θ

∂X
= 0 (6)
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At centerline (Y = 0):

dψ

dY
= 0,

dU

dY
= 0,

∂θ

∂Y
= 0 (7)

where PG is the gauge pressure. The heat transfer rate can be calculated in
terms of the local Nusselt number (Nu). Mathematically, it can be represented
as: Nu = hH

/
k. Here, h is the heat transfer coefficient and given by h =

q(x)
/
(TW − Tm) [4, 7], where TW and Tm is the wall and bulk mean temper-

ature, respectively. Hence, local Nusselt number can be expressed as: Nu =[
0.5

(
1 + sin

(
2πX

/
γ
))]/

(θW − θm). The normalized bulk mean temperature can

be represented as: θm = ∫ 1
0 θUdY

/∫ 1
0 UdY .

3 Numerical Method and Validation

The finite element method is used to solve the governing transport equations. The
domain under consideration is divided into smaller subdomains of triangular geom-
etry of non-uniform size. These subdomains are known as elements. The flow vari-
ables are approximated by using proper interpolation functions within each subdo-
mains. Thus, the governing equations are converted into closed-form, which are then
solved using iterative techniques. The relative convergence criterion for the residuals
of all the transport variables is set to 10−6. The details of the numerical procedure
can be seen in [9, 10]. The grid independency has been done for the present study
and the maximum difference in calculating Nusselt number for the selected mesh is
less than 0.1% as compared to very fine mesh. For the selected fine mesh, number
of nodes and elements are 35,500 and 68,614, respectively. Before presenting the
findings of the current investigation, we first ascertain the accuracy of the numerical
scheme used to stimulate the results. For validation purpose, we consider electroos-
motic flow through a square microchannel similar to the work of Hsieh et al. [11].
They have conducted an experimental study on the velocity distribution of EOF using
micro-particle velocimetry. Figure 2 depicts the comparison of velocity distribution
for the present study and by Hsieh et al. [11]. The comparison is shown for elec-
troosmotic flow of TAE buffer for 1000 and 5000 V/m intensity of electric field,
zeta potential is −42.24mV and dielectric constant 77.232. The comparison shows
a good match with the available results [11]. Hence, the present model is accepted
for the numerical simulation.
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Fig. 2 Validation for velocity profile along the transverse direction of the rectangular microchannel
with the experimental results of Hsieh et al. [11] for TAE buffer at E = 5000 V/m and 1000 V/m,
zeta potential is −42.24mV and dielectric constant 77.232

4 Results and Discussions

The effect of non-uniform heating on the temperature field and heat transfer char-
acteristics for EOF through a microchannel has been investigated by changing the
normalized wavelength of non-uniform heat flux (γ ) and thermal Peclet number (Pe)
in the range 1.5 ≤ γ ≤ 6 and 1 ≤ Pe ≤ 100, respectively [2, 4, 7]. The values of
other parameters are taken as: ζ = −2, G = 1, E = 10,000V/m and κ = 20
[4, 12].

To study the effect of non-uniform heating on the temperature field for EOF,
isotherms contours are presented in Fig. 3 at different γ (= 1.5 and 6) and uniform
heating case at Pe = 10. It can be seen that the uniform heating case causes higher
temperature intensity as compared to the non-uniform heating cases. It can be also
noted that in transverse direction temperature distribution is more uniform in total
length for the non-uniform heating case for smaller wavelength γ = 1.5, and this
uniformity is smaller at higher wavelength γ = 6 as compared to uniform heating
case. It can be explained as the heating load in given length is distributed for smaller
γ , whereas at higher γ it is concentrated. Thus for smaller γ gives more uniform
transverse temperature distribution.

The variation of wall temperature (θW) and bulk mean temperature (θm) along the
channel length is presented in Fig. 4 for non-uniform heating at γ = 1.5 and 6, and
uniform heating case at Pe = 100. It can be seen that wall temperature for smaller
γ (= 1.5) is more uniform as the line of local maxima is inside the corresponding
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Fig. 3 Isotherm contours for non-uniform case with γ = 1.5 and 6, and uniform heating at Pe =
10

Fig. 4 Variation of bulk
mean and surface
temperature for γ = 1.5 ,
γ = 6 and uniform heating
for Pe = 100

limit at γ = 6. It is because of the higher uniformity of temperature due to the
higher undulation as discussed. On the other hand, the effect of γ on θm is minimal.
Although, the higher θm is found at the position of maximum heat flux undulation
for γ = 6 due to the highly concentrated heat flux as compared to smaller γ in given
length. The uniform heating shows small difference in variation of wall temperature
(θW) and bulk mean temperature (θm) near to inlet and gradually tends to a constant
value in the downstream direction.

Variation of local heat transfer enhancement in terms of localNusselt number (Nu)
is presented inFig. 5 for the uniformandnon-uniformcases at different thermal Peclet
number. Figure 5a depicts the variation of Nu at Pe = 1. It can be noted that the local
minima and maxima of Nu are induced for the non-uniform heating case as reported
in [13]. Theminima ofNu for all γ is zero due to the zero flux at that position,whereas
maxima of Nu increases with decrease in γ . It can be noted that all maxima of Nu
for non-uniform heating case is higher than the uniform heating case. The increase
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in Nu with the decrease in γ can be explained by the fact of decrease in difference of
wall and mean temperature with the decrease in γ at that maxima heat flux position.
(See Fig. 4). Whereas, for uniform heating case, the higher wall temperature creates
higher difference in bulk mean and wall temperature, thereby reducing Nu. Similar
effect has been observed for Pe = 10, only difference is that the similar undulation
of Nu for uniform and non-uniform case, respectively has reached relatively far from
the inlet as shown in Fig. 5b. For Pe = 100, the developed region of Nu increases
far towards the downstream. It is because of the increase in Pe allows relatively
higher advection strength, as compared to the conductive or diffusive strength. It can
be noted that for the downstream region of Nu for Pe = 1 and 10, maxima of Nu
increases with Pe for all γ . It is because of the decrease in the difference of wall
and mean temperature with Pe. It can be also noted that with increase in Pe, the rate
of decrease in maxima of Nu with γ decreases. It can be explained by analying the
rate of decrease in the difference of the bulk mean temperature and wall temperature
at the corresponding location with increase in Pe. It is important to mention that
the peak of Nu for higher wavelength (γ = 6) is more flat, whereas, increasing
Pe corresponding peak becomes sharper. This can be explained by the difference
between wall and bulk-mean temperature at lower and higher Pe. At lower Pe, for
higher wavelength (γ = 6) (θw − θm) approaches near to zero at the maxima of heat
flux position, whereas for higher values of Pe, the value of (θw − θm) is relatively
higher at the maxima heat flux position. This variation affects the average Nusselt
number variation with Pe.

The variation of average Nusselt number
(
Nu

)
with Peclet number is shown in

Fig. 6 for uniform and non-uniform heating case for different γ . The value of Nu is
always higher for the uniform heating case because of the minima of Nu for non-
uniform heating approaches to zero, andNu for both the cases increase with Pe. Form
the figure it can be seen that the two regimes of Pe are found such that beyond the
critical limit (Pec), [regime 2], Nu shows the monotonic trend with γ and increases
with the decrease in γ . For Pe < Pec [regime 1], the non-monotonic behavior of Nu
can be explained by the fact of occurrence of more flat peak of Nu for higher γ (= 6)
at smaller Pe as discussed above. On the other hand, the decrease in γ results in
smaller effect of flatness on the peak of Nu, as reduced wavelength itself increases
its sharpness. Therefore, for Pe < Pec Nu is higher for γ = 1.5 and smaller for
γ = 3. For the present study the value of Pec is 11.5.

5 Conclusions

The heat transfer for EOF through a microchannel has been investigated numerically
under the effect of non-uniform heating. The temperature field and Nusselt number
havebeen studiedbyvarying thewavelengthof non-uniformheat flux (γ ) and thermal
Peclet number (Pe). The important findings from the present work are summarized
as follows:
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Fig. 5 Variation of local Nusselt number for uniform and non-uniform heating case with different
normalized wavelength of heat flux at a Pe = 1, b Pe = 10 and c Pe = 100

Fig. 6 Variation of average
Nusselt number with Pe for
uniform and non-uniform
heating case with different
normalized wavelength
(γ = 1.5, 3, 6) of heat flux
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• The hot spot intensity in the domain decreases for the non-uniform heating
as compared to the uniform heating case. The uniformity of temperature profile
increases with a decrease in wavelength of the non-uniform heat flux.

• The maximum intensity of the wall temperature increases with an increase in
wavelength of non-uniform heat flux.

• The maxima of local Nusselt number increases with a decrease in wavelength of
non-uniform heat flux. The rate of decrement in local Nusselt number with the
wavelength of non-uniform heat flux increases with an increase in thermal Peclet
number.

• The average Nusselt number
(
Nu

)
for uniform heating case is always higher

as compared to the non-uniform heating case. The critical value of Peclet number
(Pec) is found such that for Pe < Pec, the value of Nu shows the non-monotonic
variationwith non-uniform heat fluxwavelength and opposite effect for Pe > Pec.
For the present study the value of Pec is 11.5.
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Temperature-Dependent Random
Frequency of Functionally Graded
Spherical shells—A PCE Approach

Vaishali and S. Dey

Abstract This paper presents the effect of temperature on random natural frequen-
cies of spherical shells, composed of functionally graded materials (FGM) with
zirconia (ceramic rich) and aluminium (metal rich). An eight noded isoperimetric
quadratic element is considered for the finite element formulation. The power law
is employed to construct the material modelling of Functionally Graded (FG) spher-
ical shells. Monte Carlo Simulation (MCS) is carried out in conjunction to standard
eigenvalue problems. The polynomial chaos expansion (PCE) model is constructed
to reduce the computational iteration time and cost and validated it with the tradi-
tional MCS model. The statistical analyses are conducted to portray the first three
randommodes of frequencies. In the present analysis, the statistical results obtained
are the first known results.

Keywords Functionally graded materials · Random natural frequency · Spherical
shells · Monte Carlo simulation · Polynomial chaos expansion · Eight noded
isoperimetric quadratic elements

1 Introduction

Functionally graded materials (FGM) are the advanced materials which have gained
immense popularity because of its exclusive properties like heat and corrosion resis-
tant in addition to high stiffness and strength. They are extensively used in aerospace,
marine, civil construction andmechanical industries. Thesematerials are the example
of non-homogeneous materials which is graded at intervals, so throughout the thick-
ness different properties can be seen. In the present study, considering top surface
as ceramic rich surface while the bottom surface as metal-rich surface (see Fig. 1).
Therefore at different sections, unique properties are present which doesn’t resemble
the properties of parent materials. By using power law, the gradations of material
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Fig. 1 Functionally graded (FG) Spherical shell geometry

properties are varied across the thickness. In general, engineering structures are
susceptible to vibration, so dynamic analysis plays an important role. Using a deter-
ministic approach, various authors [1–4] have carried out a vibration analysis of
FGM structures. Some researchers worked on the analytical solution [5, 6] of func-
tionally graded plates. In various dimensions, many researchers worked on function-
ally graded (FG) structures [7–11]. But random natural frequency responses of FGM
shells are yet not intrusively addressed. In the present study, it is aimed to assess
the stochastic first three natural frequencies of functionally graded spherical shells
considering the effect of variation of temperature. In this paper, various sections are
presented after Sect. 1 as an introduction, such as Sect. 2: which illustrate the theo-
retical formulation of FGM spherical shells, Sect. 3: depicts the stochastic results
obtained followed by discussion while Sect. 4: portrays the concluding remarks.

2 Theoretical Formulation

In FGM, the variability in material properties [12] vary with change in temperature
which can be shown by given formulation,

Q = Q0 + Q−1T
−1 + 1 + Q1T + Q2T

2 + Q3T
3 (1)

where the temperature coefficients are represented by Q0, Q−1, Q1, Q2, Q3 while
T represents temperature (in Kelvin). The material properties variation across the
depth can be expressed by various laws such as sigmoid law, exponential law and
power law. In the present study, power law [13] is considered which can be expressed
as,

R(ŵ) = Rm(ŵ) + [Rc(ŵ) − Rm(ŵ)]
[
w
/
t (ŵ) + 0.5

]P
(2)

where Rm and Rc represent properties of metal and ceramic respectively and P indi-
cates the power law exponent. Here, ŵ represents the degree of randomness. The
geometry of the spherical shell is shown in Fig. 1. Finally, the equation of motion
for free vibration is obtained in the global form [7]
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[
M(ŵ)

]{
δ̈p

} + ([
K

(
ŵ

)] + [
Kσ

(
ŵ

)]){
δp

} = 0 (3)

where {δp} is the displacement vector, [M(ŵ)] is the mass matrix while [K(ŵ)] and
[Kσ

(
ŵ

)] are the random elastic stiffness matrix and the random geometric stiff-
ness matrix, respectively. Considering eigenvalue problem [14], the random natural
frequencies (ω(ŵ)) can be obtained as,

[
A(ŵ)

]{φ} = λ(ŵ){φ} (4)

where
[
A(ŵ)

] = ([
K (ŵ)

] + [
Kσ (ŵ)

]) − 1
[
M(ŵ)

]
.

and

λ(ŵ) = 1/
[
ω(ŵ)

]2
(5)

The summary of the entire procedure is represented in the form of flow diagram
as shown in Fig. 2. The uncertainty of each input parameter in the random variable
approach is modeled by describing a probability density function (PDF), f x(a). In its

least complex structure, the PCE of a stochastic response, f

(
⇀

a

(
⇀

ζ

))
this depends

on the randomness of the input variables,
⇀

a

(
⇀

ζ

)
can be shown as

f

(
⇀

a

(
⇀

ζ

))
=

p∑
n=0

bnφn

(
⇀

ζ

)
(6)

After extending the random response, the next step is to determine the expan-
sion coefficients bn . On obtaining the PCE coefficient, random response statistical
moments can easily be obtained.

3 Results and Discussion

In the present study, Monte Carlo simulation is employed for random natural
frequency analysis of functionally graded spherical shells having Rx = Ry = R.
In addition, uncertain inputs of material properties like Young’s Modulus (E), Shear
Modulus (G), Poisson’s ratio (υ) andmass density (ρ) are considered as random input
variables. In the present FE formulation, an eight noded isoperimetric quadratic
element is considered. As a surrogate, polynomial chaos expansion (PCE) is
employed. From the scatter plot (refer to Fig. 3) obtained for sample size 256, 512
and 1024, it is observed that sample size 256 shows maximum deviation (maximum
scattering) and for sample size 1024, there is a least deviation (almost a diagonal line
without any scattering) from mean deterministic value. Furthermore, the percentage
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Fig. 2 Flowchart for random natural frequency analysis

error plot (refer to Fig. 4) obtained for sample size 256, 512 and 1024. The error
for sample size 256 is maximum (lies between ±0.2% for first mode, lies between
±0.5% for second mode and more than±0.4% for third mode). For sample size 512,
the errors lie between ±0.1% for first mode, lies between ±0.1% for second mode
and more than ±0.2% for third mode. For sample size 1024 the error is observed to
be minimum (less than ±0.1% for all the three modes). So for further study, sample
size 1024 is considered. The first three random natural frequencies are determined
by varying the temperature of functionally graded spherical shells i.e. 300, 600, 900
and 1200 K. The composition of the materials considered for the present analysis is
namely, zirconium (ceramic) and aluminium (metal), whose properties are furnished
in Table 1. The present study is validated with the previous research results obtained
in past literature [11] as furnished in Table 2 where (for plate, Rx = Ry = ∞). The
results show (refer to Fig. 5) that due to the increase of the temperature, the values of
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Fig. 3 Scatter plot for the first threemodes of natural frequencies (rad/s) considering PCE surrogate
model for sample size of 256, 512 and 1024

Fig. 4 Percentage error obtained for the first three modes of natural frequencies (rad/s) considering
PCE surrogate model for sample size of 256, 512 and 1024
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Table 1 Material properties
[10]

E (Young’s
modulus)
[GPa]

υ (Poission’s
ratio)

ρ (Mass density)
[kg/m3]

Metal 700 0.3 2707

Ceramic 168 0.3 5700

Table 2 Non-dimensional
fundamental natural
frequency of FG square plate
for symmetric boundary
conditions

P t/L Baferani et al. [11] Present study

1 0.1 0.0891 0.0883

2 0.1 0.0819 0.0797

Fig. 5 Stochastic natural frequency (rad/s) of FG spherical shells, (a) Fundamental, (b) Second
and (c) Third modes considering temperature (T ) = 300, 600, 900, and 1200 K

both deterministic, aswell as the stochasticmean of the first three natural frequencies,
decreases along with the subsequent decrease in sparsity.
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4 Conclusions

Based on Polynomial Chaos Expansion (PCE) in combination with finite element
formulation, the first three random natural frequencies of functionally graded (FG)
spherical shell are studied. The PCE as surrogate model is employed to increase
computational efficiency alongwith the reduction in computational cost. The novelty
of present work includes the effect of temperature on random natural frequencies of
FGM spherical shells. Due to unavoidable inherent randomness present in these
structures due to variation in temperature, a band of deviation in the values of natural
frequencies is observed compared to the deterministic mean value. Due to manu-
facturing inaccuracies, it is difficult to achieve exact deterministic value of mate-
rial properties such as Young’s Modulus, Shear modulus, Poisson’s ratio and mass
density. In FGM, the variability in material properties varies with change in temper-
ature. The variations of each material property have an impact on influencing the
output stochastic natural frequencies in different value of contribution. The initia-
tion of variability of a material property causes inherent anisotropy throughout the
entire geometry of FGM shell structures, resulting in different modes of sensitivities
for different material properties. It causes stochastic variation in output quantity of
interest (in this case, it is natural frequency). Based on these observations, the present
work can be further extended to more complex geometries and structures.

Acknowledgements Thefirst author acknowledgesMinistry ofHumanResource andDevelopment
(MHRD) and Technical Education Quality Improvement Programme (TEQIP-III), Govt. of India,
for the financial support provided during research work.

References

1. A.M.A. Neves, A.J.M. Ferreira, E. Carrera, M. Cinefra, C.M.C. Roque, R.M.N. Jorge, C.M.M.
Soares, Free vibration analysis of functionally graded shells by a higher-order shear defor-
mation theory and radial basis functions collocation, accounting for through-the-thickness
deformations. Eur. J. Mech. Solids 37, 24–34 (2013)

2. Y.Q.Wang, J.W. Zu, Nonlinear dynamics of functionally graded material plates under dynamic
liquid load and with longitudinal speed. Int. J. Appl. Mech. 9(04), 1750054 (2017)

3. S. Dey, S. Sarkar, A. Das, A. Karmakar, S. Adhikari, Effect of twist and rotation on vibration
of functionally graded conical shells. Int. J. Mech. Mater. Des. 11(4), 425–437 (2015)

4. A.K. Sharma, P.S. Chauhan, M. Narwaria, R. Pankaj, Vibration analysis of functionally graded
plates with multiple circular cutouts. Int. J. Current Eng. Sci. Res. 2(3), 15–21 (2016)

5. A. Apuzzo, R. Barretta, R. Luciano, Some analytical solutions of functionally gradedKirchhoff
plates. Compos. B Eng. 68, 266–269 (2015)

6. R. Barretta, R. Luciano, Analogies between Kirchhoff plates and functionally graded Saint-
Venant beams under torsion. Continuum Mech. Thermodyn. 27(3), 499–505 (2015)

7. P.K. Karsh, T. Mukhopadhyay, S. Dey, Stochastic dynamic analysis of twisted functionally
graded plates. Compos. B Eng. 147, 259–278 (2018)

8. S. Dey, S. Adhikari, A. Karmakar, Impact response of functionally graded conical shells. Latin
Am. J. Solids Struct. 12(1), 133–152 (2015)



516 Vaishali and S. Dey

9. P.K. Karsh, T. Mukhopadhyay, S. Dey, Stochastic investigation of natural frequency for func-
tionally graded plates, in IOP Conference Series: Materials Science and Engineering, 2018,
March, vol. 326, no. 1, p. 012003. IOP Publishing

10. F. Tornabene, E. Viola, Static analysis of functionally graded doubly-curved shells and panels
of revolution. Meccanica 48(4), 901–930 (2013)

11. A.H. Baferani, A.R. Saidi, H. Ehteshami, Accurate solution for free vibration analysis of
functionally graded thick rectangular plates resting on elastic foundation. Compos. Struct.
93(7), 1842–1853 (2011)

12. Y.S. Touloukian (ed.), Thermophysical Properties of High Temperature Solid Materials, vol.
1. (Macmillan, 1967)

13. C.T. Loy, K.Y. Lam, J.N. Reddy, Vibration of functionally graded cylindrical shells. Int. J.
Mech. Sci. 41(3), 309–324 (1999)

14. K.J. Bathe, E.L. Wilson, Solution methods for eigenvalue problems in structural mechanics.
Int. J. Numer. Meth. Eng. 6(2), 213–226 (1973)



Microwave Processing of Polymer Matrix
Composites: Review
of the Understanding and Future
Opportunities
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and Apurbba Kumar Sharma

Abstract In the fast-changing world, the quest for the energy-efficient and
environment-friendly processing method is getting attention while without compro-
mising on the product properties, processing time and cost. Consequently, the
processing of material with microwave energy is emerging as a novel method and it
is used as an alternate processing route for various types of advanced materials like
MMC, PMC and alloys for commercial applications in the field of joining, biomed-
ical, powder metallurgy, coatings, claddings, etc. The microwave processing domi-
nates over the conventional processing of materials due to its notable advantages like
lowprocessing time, less energy consumption, volumetric heating, negligible thermal
gradient and better mechanical properties. The current study primarily focuses on
microwave processing and its interaction phenomena with polymer, reinforced with
different synthetic and natural fibers. It was observed that only electric field compo-
nent of microwave is responsible for heating of PMC, due to its non-magnetic nature;
the losses responsible for microwave heating like dipole and conduction further
depend upon the type of reinforcements. It was found that the dipole loss mechanism
predominates in natural fibers, while conduction loss is responsible in processing
conductive fibers. A few initial results have been presented; future possibilities are
indicated.
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1 Introduction

1.1 Introduction to Microwaves

The electromagnetic waves (EM) lying in a frequency range of 300 MHz–300 GHz
are calledmicrowaves. Only particular kinds ofmaterials can be usedwhile using this
process. The properties of prime importance regarding this process are complex rela-
tive permittivity and loss tangent of the dielectric used. Higher loss tangent, dielectric
loss leads to more heating and vice versa. Microwaves are EMwaves having electric
and magnetic field orthogonal to each other, having a wavelength range from 1 to
1000 mm. The interaction of the material with microwaves depends on the magnetic
and dielectric property and property of thewave because both the electric field and the
magnetic field components interact on their own differences with the material during
irradiation [1, 2]. The PMCs are processed as well as joined by low-temperature
microwave processing having a temperature between 500 and 1000 °C. Microwave
welding is a type of electromagnetic welding. It is possible due to the interaction
of the microwaves with the material leading to heating and the joining. Based on a
different kind of material, many kinds of interaction take place leading to variable
core mechanisms for heating to take place. For metal-based materials, this heating is
influenced by a magnetic field but for nonmetals, this heating takes place due to the
electric field usually. In metals, ceramics, etc., temperature gradients can be set up.
Also, microstructure change can occur if proper attention is not given to the process
parameters. Uniform bulk heating takes place in microwave for PMCs as compared
to conventional heating methods. The uniform heating characteristic of microwave
yields better polymeric products than the conventionally cured. For example, thin
as well as thick PMCs were processed with better mechanical properties and better
joining in PMC specimen by using variable microwave heating methods to concen-
trate more heat at the interface of the adhered [3–11]. The researchers have, in the
past, used susceptor materials like charcoal powder, conducting particles, nanofiber
coatings on composites to expose most of the microwaves to a specific area for most
of the heat to generate there, called selective heating. Using this method, processing
of various composites as well as the joining of different composites has taken place.
In selective heating, only a selected volume of the target material is exposed to
microwave radiation. This method of selective heating has led to better matrix fiber
bonding [12–37].Quite lessworkhas beendoneonmicrowave joining andprocessing
of natural fiber-based PMCs, though the results have proved improvement in the
properties of the final specimen as well as better joining strength, making it a good
alternative for joining of such materials [38–44].
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1.2 Principle of Microwave Heating

Maxwell’s equations have great importance inmicrowave heating phenomenonwhen
microwave welding is taking place inside the microwave cavity. The interaction of
the microwaves with the specimen is governed by Maxwell equations [45]. They
take into consideration the effects of the magnetic field as well as the electric field
harmonic variation on the specimen over some time and how its properties are varying
because of it. The Maxwell equations are given below:

∇ · H = 0

∇ × E = − jωε0ε
∗E

∇ · (εE) = 0

∇ × E = jμωH

where,

E—time-harmonic electric field

H—time-harmonic magnetic field

ε∗—complex permittivity of material

ε—permittivity

εo—permittivity in air

μ—magnetic permeability

j—imaginary unit

ω—angular frequency of microwaves.
In the equation above, the complex permittivity ε∗ = ε′ − jε′′ is of prime impor-

tance which governs the heat generation due to microwaves [14, 17, 20, 22]. In
this equation, ε′ represents the real segment of complex permittivity ε∗, which
denotes quantity of electrical energy which could be stored inside the specimen and
is termed as dielectric constant, and ε′′ is imaginary segment termed as dielectric loss
factor which signifies capacity of sample to give away the energy it received from
microwaves. These Maxwell’s equations can be solved with appropriate boundary
conditions (BCs) for the electric and magnetic field distribution in the microwave
applicator of a known dimension [46]. By knowing the EM field distribution, we
can know the approximate position of the specimen inside the microwave for better
heating by providing maximum coupling of EM waves with the material [46–49].
By increasing the size of a microwave cavity, the number of hotspots on the sample
can be decreased leading to a higher volume of sample capacity [47–49]. But with an
increase in the size of the specimen, the heating also becomes less uniform leading
to the formation of many hotspots and the microwave heating will take place similar
to the regular heating process [11, 46, 48]. The power absorbed and the penetration
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depth to which microwaves can go in a particular material depend on its properties of
EM waves, material and its mass and thickness. Microwave penetration in a metallic
material is nearly zero and termed as skin depth [50–52].

2 Microwave Interaction with Various Materials

Depending on the material, there is a variable variation of the electric and magnetic
fields throughout the material thickness. In low-loss insulator materials like Teflon
and generally most of the polymers, there is an almost negligible decrease in electric
and magnetic fields throughout the thickness, so no need to consider skin depth
because of negligible effect in case of polymers. But because of such high penetration
depth which is generally because of very high dielectric loss also means that amount
of energy absorbed per unit volume of the material is also meager, but as usually
the polymers are low melting point materials so it is not much a problem in most
of the cases. In the case of polymers having moderately high dielectric constant, the
amount of energy absorbed per unit volume can be increased to balance the energy;
the loss is taking place due to its moderately low dielectric loss to make it interact
more with the microwaves. Most of conducting metals possess very high dielectric
loss or also called no loss materials and negligible penetration depth and reflected the
microwaves. In general, the advanced materials like PMCs are considered as mixed
absorbers, because of having variable dielectric loss of fiber as well as a matrix.

Non-magneticmaterials such as polymers,water andAl etc. are influenced only by
the electric filed and not the magnetic field component of the EMwaves, and heating
takes place because of dipolar losses and conduction losses. Mainly, dipolar losses
are predominant in dielectric insulators, but in the case of metals and conductors
conduction losses take preference. In dielectric insulators like polymers, dipoles are
produced in the material due to oscillating electric filed which during reorienting
themselves generate heat and increase the temperature [45, 48, 49, 53–55].

In conduction loss, metals having free electrons move along the direction of
applied electric field, and because of high conductivity, electric field decreases
through the thickness leading to induced current and magnetic fields in a direc-
tion opposite to externally applied fields; this causes little motion because of these
opposite fields leading to heating.

It is to be noted that in pure insulators, no microwave energy absorption is there
because of deficient dielectric loss factor whereas as in dielectric insulators like
polymers they have the property to polarize (due to displacement of electrons around
nuclei, due to displacement of nuclei with respect to each other and due to aligning
of dipole) in electric field leading to heating [49]. No matter how much a high
dielectric loss factor (to absorb more power) still, the process can sometimes not
be efficient enough because of the low penetration depth of the microwaves. This
can happen in case if the size of the specimen is comparatively much larger than
the microwave penetration depth inside it, which will lead only to surface heating.
Penetration depth is also a function of the frequency of the microwaves, and with
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an increase in frequency, the microwave power absorption is found to increase but
the penetration depth, in this case, will decrease [45, 47]. This dependency of loss
factor and dielectricmaterial size on power absorbed and depth of penetration is valid
only up to moderate temperature up to nearly 500 °C, and when the temperature is
increased further, the dielectric property of the material will start varying; e.g., SiC
having 1.71 loss factor at room temperature jumps to 27.99 loss factor at 695 °C for
a 2.45 GHz microwave [56].

The skin depth in the case of metallic materials can be increased by making them
in powder form so that their penetration depth is comparable to their size, but in case
of bulk metal rather than in powder form, the microwaves are reflected and can cause
sparking too. Experimentally, the nano and submicron powders have been found
to absorb better microwaves, improvement in the microstructures of the specimen
has been found, and critical size of 100 μm has been found below which heating is
uniform and above which heating becomes nonuniform [57].

In composite materials, microwave absorption is dependent on whether the fiber
or the matrix phase is having a high dielectric loss, which further transfers the other
one by conduction. It has been found that reinforcing with conductive particles has
improved the microwave absorbing and other related properties of the composites
[58, 59].

For microwave joining of PMCs, lot depends on the dielectric loss factor of fiber
as well as a matrix. In case of synthetic fiber like carbon reinforced polymer matrix
composites, fiber will act as the high loss factor constituent in the composite and
will get heated selectively and transfers heat by conduction to the matrix leading to
better bonding at their interfaces [33].

There is the temperature dependence of dielectric properties of fiber and polymer
on temperature, which is varied during microwave joining. In case of thermosets, as
they have cross-linked bonds, so during microwave heating, the viscosity increases
which prevents the dipole motion in the presence of applied electric field, conse-
quently no heating can take place by dipole loss, only conventional heating will take
place and it will get burned [35–37], whereas in the case of thermoplastics, they have
to be heated initially up to at least a critical temperature because of possessing a low
degree of crystallinity and dielectric loss factors. The degree of crystallinity in the
case of thermoplastics plays a vital role in the uniform heating of a PMC. It has been
found that for more than a 45% degree of crystallinity, the specimen becomes nearly
transparent to the incoming microwaves because of obstruction to the movement of
dipoles on the application of the electric field [34].

In thermoplastic and thermoset PMC’s way of absorption of energy is different.
In the case of thermoplastic-based PMCs, mostly the energy is absorbed by fibers
below the critical temperature when the PMC is having a high degree of crystallinity
and this heat is later on transferred by conduction to the polymer part. But if the
thermoplastic PMC possesses a low degree of crystallinity, then energy is absorbed
by the fiber as well as the matrix too, and the more heat between the two is absorbed
by the one having a high value of dielectric loss factor. This energy absorption by the
thermoplastic-based PMCs is also dependent on the temperature and it increases as
the temperature reaches above the critical temperature which leads to even heating
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of the PMC having high conductive fiber reinforcement. The curing of thermoset
polymer-based PMCs is dominated with energy absorption by high dielectric loss
factor constituent at room temperature; however, at elevated temperatures, energy
absorption is dependent on the conductivity of reinforcement fibers due to the cross-
linking of thermoset polymer matrix [44].

2.1 Microwave Curing Process

Initially, studies on microwave curing of thermoset as a polymeric material and
synthetic fibers as reinforcement took place. Now, the research trend has been shifted
toward the fabrication of natural fiber-reinforced thermoplastic composites primarily
for biodegradable plastics like polylactic acid owing to their fully biodegradable
nature of matrix as well as fibers. The uses of NFRPCs reduce the plastic uses, and it
further contributes toward the reduction of global warming temperature. On the other
hand, the composites reinforced with natural fibers fabricated by using the matrix
like polypropylene and polyethylene can be successfully recycled as reported by the
authors [72]. In one of the studies the short CFRP composite using epoxy as a matrix
material was fabricated using three different ways: without curing, thermal curing
and thermal curing followed by microwave irradiation. Mechanical properties of the
fabricated composite were studied to find out the effect of microwave irradiation.
Degree of polymerization was evaluated by infrared (IR) spectroscopy. The author
reported that themicrowave-irradiated composite samples exhibited ductile behavior,
stronger physicochemical linkage at the interface between CF and epoxy resin [60].
The mechanical behavior of microwave-cured glass–epoxy composites was studied,
and the results were compared with thermally cured composites. Microwave curing
of a glass fiber reinforcedwith epoxy (LY556/HY951)was carried out inmulti-mode,
industrial microwave operating at a frequency of 2.45 GHz. The author stated that the
mechanical properties of the specimen fabricated using both the curing routes showed
close relationship; in fact, the microwave curing route was more time economic and
energy saving [61]. Asmicrowave processing is a less time-consuming aswell as eco-
friendly process, various researchers recently have started using microwave energy
for the curing of natural fiber-based thermoplastics polymer composites. Natural
FRPCwere fabricated with microwave curing consisting of fibers—sisal and Grewia
optiva—and thermoplastic polymers—PP and ethylene vinyl acetate. Microwave
wattage and the exposure time were optimized and tensile, flexural, impact strength
were evaluated. Tensile, flexural strength was enhanced because of better interfa-
cial bonding, but impact strength reduced due to stress concentration regions [62].
In another study, the author developed polypropylene (PP)- and polyethylene (PE)-
based composites using microwave curing setup as shown in Fig. 1 with 15% weight
percentage of jute and kenaf fibers. The scanning electron microscope (SEM) frac-
tography was used to study the mechanisms of failure, and mechanical characteriza-
tion of the microwave-cured composites was carried out using various tests. Results
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Fig. 1 Schematic diagram of microwave curing setup [63, 64]

showed that the ultimate tensile strength was in the range of 44–50 MPa. Inter-
laminar shear strength of the PP-based composites was 62% higher than the PE-
based composite impact energy was in the range of 18–24 kJ [63]. The influence
of microwave power on mechanical properties of 20% by wt. coir-reinforced HDPE
composite was also studied. Short fiber-reinforced HDPE/coir composite were fabri-
cated using various power levels like 360, 540, 720, 900W. Various tests very carried
out like XRD, tensile and flexural, and it was reported that the mechanical proper-
ties of specimen cured at low power were high as compared to high power [64].
The effect of microwave treatment on the tensile properties of treated sugar palm
with 6% NaOH-reinforced polyurethane composite was also investigated by group
of researchers. The fibers were treated at three different temperatures like 70, 80 and
90°c; then, this treated fiber was mixed with the polymer in extruder and composite
was fabricated using hot press machine. The author reported that the tensile strength
of the microwave-treated composite is far excellent with respect to untreated and
treated composite without microwave; this is because due to microwave treatment
there is drop in excess moisture content. The highest tensile strength recorded was
18.42 MPa when treated at microwave temperature of 70 °C. On the other hand,
tensile strain was found to be reduced dramatically in microwave-treated composite
because of the enhancement in bonding between the fiber and matrix [65].

2.2 Microwave Joining Process

In microwave welding, any material in the form of a thin layer having functional
electromagnetic absorbing capacity has to be placed at the bond line between the
parts to be joined and simultaneously welding pressure has to be applied along
with high-intensity microwave energy having frequency range depending upon the
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microwave parameters. The microwave energy will induce heating in the sample
which would then lead to an increase in the temperature in the susceptor material
placed between the joints and then this susceptor material will further transfer the
heat by conduction to the remaining joining elements at the joint interface, thus
leading to formation of molten polymer material at the interface. One of the benefits
of microwave joining is that it will lead to usually faster curing times as compared
to the other type of joining processes available. Due to faster heating rate microwave
joining could lead to a reduction in the processing time of the joining process and
consequently increase in energy efficiency. Microwave heating differs from conven-
tional heating in the sense that it is delivered directly to the material by the molecular
interaction with electromagnetic fields produced. Heating by conventional methods
causes a buildup of temperature gradient only along the thickness direction of the
specimen but microwaves can penetrate inside and supply energy throughout the
sample resulting in heating the material uniformly, which is referred to as a volu-
metric heating process. So, microwave heating is quite helpful for fast and uniform
heating of thicker materials. In conventional joining processes during heating, there
is a need to select slow heating rates to prevent sharp thermal gradients which
could lead to the development of induced stresses. The interaction of microwaves
during joining of PMCs depends upon the dielectric properties of thematrix and fiber.
Selective coupling of the microwaves depends upon the loss tangent of the material.
Thematerial possessing a high value of loss tangentwill havemore selective coupling
with microwaves and would heat more than the other material. So, to generate more
heat, at the joint interface, a material possessing high dielectric loss called susceptor,
has to be used at the interface for selective heating to take place. Nowadays, a
lot of work is going on the natural-based fiber composites and their joining. The
possible setup which can be considered for joining the polymer composites through
microwave energy is as shown in Fig. 2 [63, 64]. In one of the studies, green sisal
fiber-reinforced polylactic acid composites were prepared with variable fiber content
using compression molding and joined using a microwave energy process with char-
coal as an accelerator. Time taken for bond formation was more for samples with

Fig. 2 Schematic diagram of microwave joining setup [63, 64]
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lower fiber content [66]. To promote green composites and to replace the petroleum-
based resources, various studies have taken place. The various researchworks leading
to the development and mechanical characterization of different green composites
(PLA-based in detail) with different natural fibers and biodegradable polymers have
been studied [67]. In another study, fully biodegradable natural fiber (Grewia optiva)-
reinforced PLA composite has been developed and joining in lap configuration done
using adhesive bonding and microwave joining and charcoal used as a susceptor and
then the simulation is done. Tensile strength of neat PLA resin increased by 75% by
the addition of Grewia optiva and better joint strength obtained usingmicrowave than
adhesive joining [68]. Grewia optiva (GO) and nettle fiber (NF) were also used in
combination with PLA- and PP-based composite producing four combinations and
joining done using adhesive as well as a microwave. PLA-based composite shows
higher failure load (maybe because the failure strength of neat PLA resin was higher
than PP). Joint strength was observed more in a microwave than adhesive joining.
Power input, microwave exposure time, susceptor and location of the specimen in
a microwave cavity are found to be having essential roles in governing the joining
process [69]. Three different fibers (nettle, Grewia optiva and sisal) used with PLA
polymer to develop composite using hot compression wear and frictional charac-
teristics of developed composite observed under varying load, sliding speed and
sliding distance revealed improvement in wear behavior and reduction in friction
coefficient [70]. Processing of polymer matrix composites was done using variable
frequency microwave (2–7 MHz) and compared with fixed frequency microwaves
(915, 2.45 MHz) by joining nylon 66/GF (33%) in joint lap configuration using
Araldite as an adhesive which is cured during the process. The bond strength of the
test piece joined by VFM was found 1.5% higher than fixed frequency equipment.
Also found that the higher the power of VFM equipment, the higher will be bond
strength within some limits [71].

3 Conclusions

Capability of microwaves in material processing has been recognized a very long
time back in 90’s. In any case, due to limited understanding of the phenomenon, their
utilization remained to a great extent limited to just a couple of materials. Over the
most recent 65 years, the microwave processing of materials is getting well known
because of its latent capacity points of interest over the conventional procedures.
There is an increasing requirement in processing of the advanced materials using
microwave process as this process is eco-friendly, less processing time involved.
This paper has highlighted the basics of how the microwave energy is used for
curing and joining of polymer-based composites. Various phenomena which lead to
heating in polymer-based composite are also addressed. There are monstrous oppor-
tunities to utilize microwaves in material processing, developing inventive method-
ologies in design and its implementations will increase the scope of practical usage
of microwave energy in various applications.
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on the Hydrodynamic and Heat Transfer
Behaviour of Conical Fluidized Bed
with that of a Columnar Pressurized
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Abstract The velocity distribution in the axial direction of a conical fluidized bed
is not uniform due to the expansion of cross-sectional area along the height. As
such, the hydrodynamic and heat transfer characteristics of a tapered fluidized bed
differ from that of the columnar fluidized bed. Various operating parameters have a
significant effect on these characteristics. In this paper, the effect of bed inventory
and airflow rate on the hydrodynamic and heat transfer characteristics in a columnar
and conical are investigated and compared both experimentally and numerically.
A Eulerian-Eulerian model is employed to investigate the hydrodynamics and heat
transfer behaviour for both the types of bed. The Syamlal-O’Brien model is used as
a drag model. The pressure drop across the bed is found to higher for the columnar
bed. The heat transfer is also found to be better for the conical bed. Results obtained
by experiments are seen to be excellent agreement with the numerical results.

Keywords CFB · CFD · Heat transfer · Hydrodynamic · Pressure drop

Nomenclature

Ah Surface area of heat transfer
CD Drag coefficient
Cpg Specific heat capacity of gas
Dij Rate of strain tensor for solid phase

H. J. Das (B) · R. Saikia · P. Mahanta
Department of Mechanical Engineering, Indian Institute of Technology Guwahati, Guwahati
781039, Assam, India
e-mail: hirakh.das@iitg.ac.in

R. Saikia
e-mail: r.saikia@iitg.ac.in

P. Mahanta
e-mail: pinak@iitg.ac.in

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
K. M. Pandey et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-7711-6_53

531

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7711-6_53&domain=pdf
mailto:hirakh.das@iitg.ac.in
mailto:r.saikia@iitg.ac.in
mailto:pinak@iitg.ac.in
https://doi.org/10.1007/978-981-15-7711-6_53


532 H. J. Das et al.

D−→vg
Dt Substantial time derivative for gas velocity
V Voltage
I Current
D−→vs
Dt Substantial time derivative for solids velocity
ess Particle–particle restitution coefficient−→
Fdg Drag forces for gas phase−→
Fd,s Drag forces for solid phase−→vs Local velocity of the solid phase
v′2
s Mean square velocity of particles−−→
Fvm,g Virtual masses for gas phase
∇Pg Gas-phase momentum equation
∇Ps Solids phase momentum equation
Ss Solid-phase source term
Ts Surface temperature (K)−→vg Local velocity of the gas phase
d/D Non-dimensional radial distance−−→
Fvm,s Virtual masses for solid phase
g Acceleration due to gravity (m/s2)
go,ss Solid radial distribution function
h Heat transfer coefficient
hg Enthalpy of gas
Qsg Heat transfer between gas and solids
hs Enthalpy of solids
I2D Second invariant of the deviatory stress tensor
kg Thermal conductivity of gas (W/m-K)
ks Thermal conductivity of solids (W/m-K)
Pfr Frictional pressure (Pa)
Pg Gas-phase pressure (Pa)
Ps Solid-phase pressure (Pa)
�P Pressure drop (Pa)
q Heat transfer between wall to bed (J)
T b Bed temperature (K)
v Velocity vector
vr,s Relative velocity of solid particles

Greek Symbol

ρs Density of solid
Eg Voidage of gas
Es,cr Critical solid volume fraction
φ Angle of internal friction
μg Viscosity of gas
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τg Gas-phase stress tensor
k�s Diffusion coefficient
�s Granular temperature
γ w Collisional dissipation at the wall
ρg Density of gas
Es Volume fraction of the solid phase
Es,max Maximum solid volume fraction
βgs Drag coefficient between the gas and solid phase
μs Solid viscosity
τs Solid-phase stress tensor
k�s∇�s The transport of energy due to diffusion
γ�s Dissipation of energy due to collision(−Ps Ī + τ̄s

) : ∇v̄s Generation of energy by the solid stress tensor

1 Introduction

Design and development of Circulating fluidized beds (CFBs) is a key research
subject in present times. CFBs are widely used in the power generation, chemical,
petroleum and energy industries. Various designs of CFBs have been studied by
researchers and results based on these have been presented. Appropriate designs
play a significant role in the performance of a CFB. The gas-solid flow in the riser
column of a conventional CFB consists mainly of a dilute core and a dense annulus
region.But this core-annular property is seen to differ in case of a convergingfluidized
bed [1]. Also, the core annulus structure is observed to change due to the exit bend
angle [2]. The core annulus structure also changes with the introduction of secondary
lateral air jets [3]. An abrupt exit in the shape of a ‘T’ has a substantial restriction
on the dilution of flows in a CFB [4]. The outlet configuration also affects the flow
pattern in the lower and middle region of the riser apart from the exit region [5]. Sau
and Biswal [6] made some investigations both experimentally and numerically on the
hydrodynamic behaviours such as pressure drop and bed fluctuation ratio in a conical
bubbling fluidized bed.Meer et al. [7] experimentally found that the solid downflux is
much higher at the corners in a square cross-sectional CFB riser. Several researchers
also reported the various aspects of particle distribution and mixing. Minimization
of gas and particles back mixing prevails if the bed is divided into sub-sections [8].
Chalermsinsuwan et al. [9] numerically studied the hydrodynamic behaviour in three
different types of bed. They found that turbulence ofmixing of particles ismore in the
tapered-out riser. However, the particle residence time in tapered-in riser is found to
be more enhanced and also the temperature distribution more uniform in the system.
Chen et al. [10] also studied the behaviour of the particles in a convergent channel and
observed that the convergent angle of the bed inevitably influences the concentration
of particles.
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From the literature review, it can be concluded that many investigations have been
done on the hydrodynamics and chemical reactions in conventional fluidized beds.
Moreover, some researches have also been done the same in conical fluidized beds.
Abdelmotalib et al. [11] experimentally observed the hydrodynamic and heat transfer
characteristics in bubbling conical fluidized bed combustor of height 0.8 m with 30°
cone angle and compared their results with a numerical model. Gan et al. 2014
[12] also investigated the effect of cone angle on the minimum fluidization velocity
and full fluidization velocity in a bubbling conical fluidized bed only. However,
none has reported a comparative study on the heat transfer and hydrodynamics of
a columnar and conical beds. Hence, an attempt is made to compare these two
types of fluidized beds in terms of heat transfer and hydrodynamic characteristics,
both experimentally and numerically. The pressure drop along riser and wall to bed
heat transfer characteristics in the upper splash region in a columnar and conical
pressurized circulating fluidized bed riser have been studied.

2 Experimental Method

Two different types of CFBs, a columnar and a conical CFB are used in the present
investigation. ACFBunit comprising of a riser of 2000mmheight, a downcomer, and
a cyclone separator with dimensions as shown in Fig. 1. The elutriation of particles
from the riser is recirculated through the cyclone separator and returned to the riser
with the help of a returned leg. The conical CFB is taken to be of the same height i.e.
2000 mm. The diameter at the middle of the riser was 50 mm which is same as the
columnar CFB. The inlet and Outlet are 40 and 60 mm respectively. The cone angle
is 0.3°. Air is supplied through the inlet of the fluidized bed from the high discharge
blower (Fig. 2).

A rotameter is attached at the inlet of the riser to measure the airflow rate and a
regulating valve regulates the airflow rate. A distributor plate having opening area
of 16.9% is attached with the inlet to ensure the uniform distribution of airflow.
Pressure taps are located along the riser height at 600 mm below and 35, 50, 200,
230, 370, 500, 650, 800, 1100, 1400, and 1700 mm above the distributor plate to
measure the pressure drop. Water filled U-tube manometer is used to measure the
pressure drop. A heat transfer probe of inlet diameter and height 54 and 550 mm
respectively are located at the upper splash region of the riser as shown in Fig. 1.
K type thermocouples are attached at riser heights of 1400, 1500, 1600, 1700 and
1800 mm from the distributor plate to measure the surface and bed temperatures.
A heater coil of 1000 W capacity is wound over the probe. An autotransformer
supplies electric power to the heater coil and the supplied power is measured with
a multifunction meter. Ceramic wool and mica sheet of 1 mm thickness are used to
provide adequate insulation. Agilent 34972A LXI data acquisition system is used to
record the temperatures. Local sand granular particle is used as a bed inventory in
this present investigation. The properties of air and granular sand particles is shown
in Table 1. Experiments are performed at a constant energy flux of 2000 W/m2 with
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Fig. 1 Schematic of the
columnar CFB
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primary fluidizing airflow rates of 6.6 and 5.1 l/s. In all the experiments both axial
and radial heat transfer coefficient is evaluated. The readings are noted after the
steady-state is achieved. The wall-to-bed heat transfer coefficient is calculated from
the following relationship (1).

h = q

Ts − Tb
= V × I

Ah(Ts − Tb)
(1)

3 Numerical Study

3.1 CFD Model

In this work, CFD simulations with FLUENT 14.5 are accomplished to investigate
the hydrodynamics behaviour such as pressure drop, voidage of air as well as solids,
suspension density along the riser height of conical fluidized bed. 2D simulations
are implemented in the investigation of present riser of CFB. However, it is evident
from the literature that 3D simulations are more accurate than the 2D simulation. A



536 H. J. Das et al.

Fig. 2 Schematic of the
conical

Table 1 Properties of air and
sand particles

Fluid and
solid

Density
(kg/m3)

Thermal
conductivity
(W/m-K)

Specific heat
(J/kg-K)

Air 1.2 0.024 1005

Sand 2520 0.25 800

two-fluid approach Eulerian-Eulerian model is utilized to study the hydrodynamic
behaviour in a conical fluidized bed. This model uses the kinetic theory of granular
flow (KTGF) for the particle phase in which both phases are assumed to be continua.
The gas phase is considered as the primary phase, whereas the particle phases are
considered as the secondary or dispersed phases. The conservation equations are
solved for both the phases. Details of the conservation equations are provided in
Sect. 3.2. In the granular flow of two-phase simulation, a new era of concept is
introduced as a volume fraction. The volume fraction of both phases cannot hold their
region at the same time and these volume fractions are space and time-dependent
(Table 2).
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Table 2 Simulation
parameters

Flow type Turbulent, RNG method

Two-phase model Eulerian-Eulerian

Time step used 0.0002 s

Convergence criteria 0.0001

Solution controls Pressure = 0.5
Momentum = 0.2
Volume and granular
temperature = 0.2

Maximum solid volume fraction 0.63

Pressure-velocity coupling SIMPLE

Discretization scheme Second-order upwind

Solid volume fraction 0.59

Mean particle diameter (µm) 355–455

3.2 Governing Equation

For gas,

∂

∂t

(
εgρg

) + ∇.
(
εgρg�vg

) = 0 (2)

For solid

∂

∂t
(εsρs) + ∇.(εsρs�vs) = 0 (3)

Volume fraction equation:

εg + εs = 1 (4)

Momentum equation:
For gas

∂

∂t

(
εgρg�vg

) + ∇.
(
εgρg�vg�vg

) = −εg∇Pg + ∇ ¯̄τg + εgρg �g + �Fd.g (5)

For solid

∂

∂t
(εsρs�vs) + ∇.(εsρs�vs�vs) = −εs∇Pg − ∇Ps + ∇ ¯̄τs + εsρs �g + �Fd.s + S̄s (6)

Energy equation:
For gas,



538 H. J. Das et al.

∂

∂t

(
εgρghg

) + ∇.
(
εgρg�vghg

) = −εg
∂Pg
∂t

+ ¯̄τg : ∇�vg + ∇.
(
εgkg∇Tg

) + Qsg (7)

For solid,

∂

∂t
(εsρshs) + ∇.(εsρs�vshs) = −εs

∂Ps
∂t

+ ¯̄τs : ∇�vs + ∇.(εsks∇Ts) − Qsg (8)

Constitutive equations for closure of the governing equations:

�Fd.g = βg.s(�vs − �vg), �Fd.s = − �Fd.g (9)

Syamlal-O’Brien drag model [13]:

βgs = 3

4

εgεsρg

v2
r,sds

CD

(
Res
vr,s

)∣
∣�vs − �vg

∣
∣ (10)

The granular temperature is a function of collision frequency of particles and is
defined by the following expression

�s = 1

3
v′2
s (11)

Kinetic fluctuation energy:

3

2

[
∂

∂t
(ρsεs�s) + ∇.(ρsεs�vs�s)

]
= (

Ps Ī + τ̄s
) : ∇�vs + ∇.(k�s∇�s) − γ�s + φgs

(12)

φgs = −3kgs�s (13)

Collisional dissipation of energy:

γ�s = 12
(
1 − e2ss

)
go,s

ds
√

π
ρsε

2
s�

3/ 2
s (14)

Diffusion coefficient of energy:

k�s = 150ρsds
√

�sπ

384(1 + ess)go,ss

[
1 + 6

5
go,ssεs(1 + ess)

]2

+ 2ρsε
2
s ds(1 + ess)go,ss

√
�s

π

(15)

Solid pressure:

Ps = ρsεs�s + 2ρs(1 + ess)ε
2
s go,ss�s (16)
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Radial distribution function [14]:

go,ss = 1 + 2.5εs + 4.59ε2s + 4.52ε3s[
1 −

(
εs

εs,max

)3
]0.678 (17)

Collision viscosity:

μs.col = 4

5
εsdsρs(1 + ess)go,ss

√
�s

π
(18)

Solids bulk viscosity [15]:

ks = 4

3
εsdsρs(1 + ess)go,ss

√
�s

π
(19)

The frictional viscosity as defined by Schaeffer [16] is

μs.fr = Pfr sin(φ)√
I2D

(20)

3.3 Solution Procedure

The governing equations given are solved by commercial CFD Software FLUENT
14.5 and bed hydrodynamics across the riser are investigated in a conical fluidized
bed by considering sand as a bed inventory. The inlet boundary condition is the
velocity inlet where air is distributed uniformly and solid are patched up to certain
height. However, both the walls are considered as stationary wall in which specific
shear condition is considered for solid particles and no-slip condition for air phase.
The 2D computational domain is discretized by three different elements sizes such
as 6000, 9600 and 14,340 elements having rectangular cells.

4 Results and Discussions

4.1 Grid Independence Test

The grid independence test is performed for three mesh sizes having 6000; 9600 and
14340 elements. The axial solid volume fraction obtained for these grids are found
to be not significantly different. Hence 9600 elements are used for the numerical
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Fig. 3 Axial voidage at
different grid sizes

simulation. The experimental results obtained from both the different types of CFBs
are shown below. Figure 4 shows a comparison of pressure drop in the axial direction
for the columnar and the conical beds for different flow rates. Figure 5 shows the
same for different bed inventories (Fig. 3).

From Fig. 4, it is observed that the pressure drop increases up to about 250 mm
and then falls in the bottom region at 500 mm from the distributor plate, after that, it
remains almost constant in the upper zone. This result is in agreement with earlier
literature as observed by Kwauk et al. [17] and explained by Basu [18]. The pressure
drop in the axial direction is also seen to decreasewith an increase in airflow rate from
5.1 L/S to 5.6 L/S for both the beds. This is due to the decrease in the concentration
of solid particles with an increase in air flow rate. Further, it is noticed that the
pressure drop is comparatively more in the columnar bed than that in the conical
bed. This is because of the drop in axial velocity of the fluidizing air in conical bed
with the increasing cross-sectional area. The bed inventory plays a vital role in the

Fig. 4 Comparison of
pressure drop for various
airflow rate with bed
inventory of 400 g
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pressure drop along the axial direction for both the CFBs as observed in Fig. 5. It
is seen that the bed pressure is more when the bed inventory is increased from 400
to 450 g. It is because with the increase in bed inventory, the concentration of solid
particles increases resulting in higher pressure. The comparison of pressure drop
along the axial direction for the two types of CFBs shows that the pressure drop is
less for conical bed than that for the columnar bed. The comparison of the axial heat
transfer coefficient for the columnar and the conical beds for two flow rates and bed
inventories are shown below in Figs. 6 and 7. The trend indicates that the heat transfer
coefficient increases axially along the height for both the beds. This is because of the
increased particle concentration near the riser exit due to more drag force acting on
particles being lifted to the riser exit from the lower splash. The same trend was also
observed by Kalita et al. [19]. The effect of convection may also be another reason
for increased heat transfer in the upper region. Airflow rate also plays a significant

Fig. 5 Comparison of
pressure drop for various bed
inventories with an airflow
rate of 5.1 L/s

Fig. 6 Comparison of heat
transfer coefficient for
various airflow rate with the
bed inventory of 400 g
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Fig. 7 Comparison of heat
transfer coefficient for
various bed inventories with
flow rate of 5.1 L/s

role in heat transfer phenomena along the riser. From Fig. 5, it is noticed that with
the changes in flow rate from 5.1 to 5.6 L/S, the heat transfer coefficient increases
considerably.

This is because of increased turbulence of the flow at a higher flow rate and
enhanced circulation. The heat transfer coefficient is found to be higher for columnar
bed in comparison to conical bed in all the regions. This is because for the same heat
input the heat flux is more in the columnar bed than in the tapered bed. Figure 7
depicts the comparison of the heat transfer coefficient between the two CFBs with
the variation in bed inventory. The heat transfer is observed to be increasing with the
bed inventory. This is due to increased solid volume fraction which results in more
heat transfer.

5 Conclusions

A comparative experimental study is made on a circular columnar and a conical CFB
in this present study. The impact of flow rate and bed inventory on pressure drop and
heat transfer is studied. The experiments are performed at two different flow rates
of 5.1 and 5.6 L/S and also for two different weights of bed inventory viz 400 and
450 g. The pressure drop is observed to increase initially up to about 250 mm and
then fall to almost a constant value in the upper region. An increase in the flow rate
of the fluidizing air or an increase in weight of bed inventory is found to decrease the
pressure drop in the risers. Also, the conical riser is found to show lesser pressure
drops. In case of heat transfer, it is found an increasing trend along the axial direction
height for both the beds. The heat transfer coefficient is also found to be increasing
with the increase in flow rate of fluidizing air and weight of bed inventory. Moreover,
the heat transfer coefficient is found to be less in the riser of the conical bed.
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Study of the Effect of Welding Current
on Heat Transfer and Melt Pool
Geometry on Mild Steel Specimen
Through Finite Element Analysis

Mohd Aslam and Chinmaya Kumar Sahoo

Abstract Mild steel is one of the economical and widely used rawmaterials in engi-
neering applications. The mild steel specimen could be easily fabricated using
conventional arc welding, MMA welding, and gas welding process. TIG welding
is one of the conventional welding techniques used in precision welding both for
ferrous and nonferrous material. However, it is difficult and uneconomical to detect
welding penetration and effect of the welding parameter through metallurgical anal-
ysis. Numerical analysis of welding process with the help of computational facility
is economical with time saving. In this work, a finite elemental model has been
developed to simulate the TIG welding process using bead on plate welding. The
Gaussian heat model has been used to find the effect of welding current on weld
pool geometry. The results showed that welding current has a maximum effect on
weld pool’s temperature and geometry. Welding using high current produced high
temperature in the weld pool, which leads to high penetration depth in the material.
Similarly, the results of the numerical study also showed that with increase in current,
the temperature at the center of mild steel increases.

Keywords Gaussian heat source moving heat source · TIG welding · Numerical
simulation
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e Effectiveness
r Radial coordinate
r0 Radius of electrode
v Velocity of welding speed
T Temperature
T 0 Ambient temperature
Q Effective heat flux
k Thermal conductivity
ρ Density of material
Cp Heat capacity
σ Young’s modulus
t Time
Y Young’s modulus
α Coefficient of thermal expansion

1 Introduction

Arc-based welding TIG and MIG are widely used in automobiles, heavy construc-
tions, and shipbuilding sectors. The TIG-based welding is famous for its economical
availability and ability to weld nonferrous material like Al,Mg, and Cu. TIGwelding
is widely used in industry for material processing applications. Arc welding heat
source can be approximated by Gaussian, double ellipsoidal, and equivalent double
Gaussian heat source [1]. However, it is difficult and time consuming to check the size
of the weld pool after the experiment of the cladding process. The numerical analysis
is one of the preferred methods for the analysis of welding process. The quality of
the numerical analysis depends on the assumptions and close approximation of the
welding process. The quality of welding depends on the arc welding parameter and
external parameters like the welding area and preheating of the welding area. Yue
et al. and Artinov et al. suggested that the actual laser/TIG heat source could be
approximated mathematically by considering heat source as cylindrical, conical, and
combination of both cylindrical and conical for numerical analysis [1, 2]. The process
like laser treatment and TIG welding/cladding can be numerically and analytically
solved by considering the moving heat source model [2]. Yue et al. [1] developed
numerical model considering Gaussian heat source and moving heat load for simu-
lation of TIG welding process. Authors have also checked the validity of the model
experimentally. Chen et al. [3] developed model to simulate the welding process and
predict the bead geometry, and the prediction of the model showed a good agree-
ment with the experimental result. Edgar et al. [4] developed a numerical model,
(finite pointset method) suitable for welding process using moving heat source and
numerical simulation result are comparable with finite element method.

Ninpetch and Kowitwarangkul performed a numerical study by moving a laser
heat source on steel plate, and the laser heat source was assumed to be Gaussian-type
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heat flux [5]. The experimental results established the utilization of Gaussian heat
flux for the numerical analysis. Fu et al. used a double ellipsoidal heat source model
to predict multi-pass welding and the productive model found to be suitable for real-
time application [6]. Parkitny and Winczek developed analytical model considering
Gaussian power density distribution and considering moving heat source [7]. The
model was reported to be suitable for cladding, laser treatment, and welding appli-
cations. Similarly, Liu et al. also used Gaussian heat source and ellipsoid heat source
for considering equivalent heat source for study of the heat effect of the arc [8].
Chen et al. developed a three-dimensional numerical model for laser-MIG hybrid
welding [9]. The authors validated the mathematical model with the help of experi-
mental results. The present study considers the Gaussian power density distribution
for FEM analysis of TIG welding process considering transient thermal heat transfer
model.

2 Analytical Design of Numerical Simulation

The numerical simulation performed at an ambient temperature of 293.15 K and
numerical simulation based on the Gaussian moving heat source on the mild steel
substrate material. The numerical simulation of the Gaussian moving heat source
is carried out at 70, 80, and 90 A, respectively, and at a constant arc scan speed of
3 mm/s during the welding process. The radius of the heat source is considered as
3 mm. The substrate dimension of mild steel was 45 mm × 45 mm × 6 mm. Due
to thermal conductivity behavior, the temperature rises rapidly at moving welding
spot place and it take time for cooling. All numerical investigations are carried out
at 14 V, the effectiveness is 0.5, the convective heat transfer rate is 80 w/m2/K, and
overall efficiency is assumed to be 0.48. Details of physical and thermal properties
of mild steel are in Table 1, and the welding parameters used for the analysis are in
Table 2.

Table 1 Physical properties of mild steel

Material Thermal
conductivity
(W/m/K)

Density
(kg/m3)

Heat
capacity
(Cp)
(J/kg/K)

Electrical
conductivity
(MS/m)

Relative
permittivity
(unitless)

Young’s
modulus
(Pa)

Coefficient
of thermal
expansion
(1/K)

Mild
steel

46 7850 4200 1.74 1 200 ×
109

17.3 × 10–6
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Table 2 Welding parameters used for

Peak current
I/(A)

Voltage V /(V) Emissivity (e) Efficiency( η) The radius of
the hot spot r
(mm)

The velocity
of hot spot v
(mm/s)

70 A, 80 A,
90 A

14 0.5 0.48 3 3

3 Methodology

3.1 Finite Element Modeling

Afinite elementmodel was developed to find the effect of welding current formoving
heat source in TIGwelding using COMSOLMultiphysics. For the numerical simula-
tion, a mild steel plate of dimension 45 mm× 45 mm× 6 mmwas selected. Bead on
Plate welding was numerically simulated to observe the effect of the welding param-
eter. For the numerical simulation, the material properties and welding parameters
used are in Tables 1 and 2, respectively. In the numerical analysis, Gaussian-welding
parameters such as welding current, voltage, overall efficiency, the radius of the heat
source, and velocity of heat source are assumed as a constant. A CAD model of
the mild steel workpiece was generated in the COMSOL Multiphysics environment
and meshed for numerical analysis. Finer meshing was used for the heat source
moving area and relatively coarser meshing for the rest of the workpiece to reduce
the computational time. Figure 1 shows the CAD model with finer meshing for heat
source moving area and coarse meshing for the rest of the area. The models contain
the 44411-domain element, 5824, and 421 for boundary elements and edge element,
respectively.

Fig. 1 Top view of Meshed
geometry of CAD model

 Fine Finer
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3.2 Mathematical Model of the Gauss Equation

The effective heat input (Q0) during the TIG welding process is represented by

Q0 = V Iη (1)

where V, I and ï are applied volage, current and welding efficiency respectively.
The TIG/MIG heat source can be assumed as Gaussian in nature, and the effective
heat input (Q) can be represented by Eq. (2) [1].

Q = 3V In

πRq2
× e

(
−3

((x−vq×t)2+y2)
Rq2

)
(2)

where Q is heat flux (Effective heat input/area of effective heat source). t is the
computation time in second, vq is the welding/scanning speed, Rq is the radius of
moving heat spot, where Q is heat flux input, and vq is the welding/scanning speed.

4 Results and Discussion

Figure 2 represents the effect of the Gaussian heat source on the mild steel workpiece
during the welding process at 70, 80, and 90 A current and 3 mm/s scan speed. To
visualize the effect of the heat source, the cross-sectional view for 70, 80, and 90 A
current and 3 mm/s scan speed was represented in Fig. 2a–c, respectively. The cross-
sectional view has been represented when the TIG heat source reached at the center
of the plate, i.e., after 7.5 s of welding initiation from the edge. The numerical
simulation result showed that at 70 A current, the maximum temperature of the weld
pool reached up to 1800 K, with an increase in current the maximum temperature
of the weld pool increased to 1920 and 2200 K for 80 and 90 A, respectively. The
melt pool temperature reduces with an increase in the depth of the weld pool. For
the 70, 80, and 90 A current, the melt pool depth is observed to be 0.212, 0.489, and

1800K 
1700K
1200K

1920K 
1700K
1500K

2200K 
2100K
1600K

Fig. 2 Cross-sectional image of the weld pool at a 70A, b 80A, c 90A current and 3mm/s welding
speed at 7.5 s
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0.788 mm, respectively. Similarly, the width of the weld pool and heat-affected zone
has been governed by the welding current. During welding, the input heat is observed
to be distributed uniformly, similar to the reverse of the Gaussian heat source. The
maximum melting temperature on the workpiece was observed in the middle of
the applied heat source, and the temperature decreases away from the center of the
workpiece. Similar results were published earlier [1]. Figure 3a shows a top view of
the heat profile built during numerical simulation of welding. The image represents
the temperature distribution with the help of isothermal lines. For simplification
of the analysis, the average temperature from the center zone (marked as ‘1’) and
point marked as ‘2’ and ‘3’ are 1 and 2 mm away from point ‘1’, respectively.
Figure 3a represents the cross-sectional view of Fig. 3b representing the temperature
distribution in the thickness of the mild steel specimen. Figure 3a clearly shows that
the temperature decreases away from the weld area. For a clear understanding of
the heating and cooling phenomena, change of temperature in the middle section
of the workpiece is represented with the help of Fig. 4a–c for 70, 80, and 90 A,
respectively. The graphs (Fig. 5a–c) have been representing the cooling/heating rate

1

2

3

4

Substrate Dimension:
(45mm×45mm×6mm)

1mm space 
b/w them

a b

4
5
6

6
m
m 
thi
ck
ne

4. Center point of moving heat source at 7.5s
5. 3mm below the moving heat source at 7.5s
6. 6mm below the moving heat source at 7.5s

Fig. 3 a Pictorial view at a top view. b cross-sectional view duringwelding representing isothermal
lines showing temperature distortion during numerical simulation of TIGwelding at welding current
70 A, and welding scan speed of 3 mm/s.

Fig. 4 Thermal heating/cooling cycle at different observed point (marked as on Fig. 3a for welding
at a 70 A current, b 80 A current, c 90 A current, and a scan speed of 3 mm/s
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Thermal heating/cooling cycle at different observed point (marked as on Fig. 3. b) for welding at (a) 70A current (b) 80A 
current (c) 90A current and a scan speed of 3mm/s 

Fig. 5 Thermal cycle curve at different observation point 4, 5, 6 as shown in Fig. 3b. Thermal
heating/cooling cycle at different observed point (marked as on Fig. 3b) for welding at a 70 A
current, b 80 A current, c 90 A current, and a scan speed of 3 mm/s

as mentioned in Fig. 4a–c. Figure 4 shows the rise in temperature with an increase in
the current. The numerical simulated result shows the maximum temperature in the
weld pool which is about 1900, 2100, and 2200 K for sample processed using the
welding current of 70, 80, and 90 A, respectively. Figure 5 clearly shows the sudden
rise in temperature when the heat source reached the point ‘1’, which is 22.5 mm
distance from initiation of the welding. The weld pool temperature is quite high
during the welding, and after welding the temperature of the heated surface takes
considerable time for cooling. The heat is observed to penetrate three dimensionally
inside the workpiece. However, the rise of temperature in the front section of the
workpiece material is quite low as compared to post-heated portions. The heat input
during the welding process is governed by parameters such as current, voltage, and
scan speed. As the welding voltage and scan speed are constant for the study, so
the heat input during the welding process only depends on the welding current, i.e.,
the heat input is directly proportional to the welding current. With the increase in
welding current from 70 to 90 A, overall heat input during welding increases, which
raises the temperature from 1800 to 2200 K. Figures 4a–c and 5a–c represent similar
phenomena. The heat supplied during the welding raises the temperature of the mild
steel specimen above its melting temperature.

However, heat conduction in the mild steel specimen distributes heat to a larger
area. The heat is taken away from the weld pool by the adjacent material. There-
fore, during welding, the temperature is quite high (Fig. 4a–c), and it decreases due
to heat transfer through conduction, convection, and radiation. The cooling curve
marked with ‘1’, ‘2’ ‘3’ in Fig. 4a–c showed the same phenomena. After posting the
welding period, the overall temperature of the workpiece is considerably high, and
the temperature remains high for a considerable amount of time. Similar phenomenon
observed is represented in Fig. 3a, b along the thickness direction of the weld pool.
The melting point of mild steel generally used is between 1623 and 1803 K.



552 M. Aslam and C. K. Sahoo

5 Conclusions

The numerical analysis of the effect of welding parameters on the mild steel
workpiece for the TIG heat source has drawn the following conclusion.

1. The Gaussian heat distribution approximation for the TIG welding process is
able to provide a clear understanding regarding the heat distribution during the
welding process.

2. The welding current governs the heat input during the welding process. Welding
using low TIG current showed low penetration of heat in the mild steel specimen,
and with an increase in welding current the heat penetration in the mild steel
workpiece increases. The melt pool increases from 0.212 to 0.788 mm along
with depth and 1.377 to 3.270 mm along with width for increasing welding
current from 70 to 90 A.

3. During thewelding process, the high amount of the temperature is observed at the
center of the melt pool and the temperature decreases away from the melt/weld
pool.

4. After welding, the temperature of thewelding decreases. However, theworkpiece
remains in high temperature for a considerable amount of time.
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Study of Granular Food Material Drying
in a Pilot-Scale Rotating Fluidized Bed
with Static Geometry Dryer

Pavitra Singh, Pankaj Kalita, Pinakeswar Mahanta, and Hirakh Jyoti Das

Abstract A rotating fluidized bed with static geometry (RFB-SG) drying is a
promising technique that is useful for various operations, such as agglomeration,
food grain drying, particle coating, separation, and combustion. The advantage of
this technique is that a large volume of hot air is circulated across the particles in
a very small geometry, which results in higher heat and mass transfer. The higher
heat and mass transfer through the RFB-SG dryer makes the drying process faster.
Initially, the high-velocity air is injected into the vortex chamber through multi-air
inlets, and then the solid particles are inserted into the vortex chamber. The high-
velocity air injected into the reactor forces the solid particle to rotate in the form of a
solid bed. The air entering into the vortex chamber carries away the moisture of food
grains via a centrally located chimney outlet. In the present work, performance of
scaled-up RFB-SG dryer has been evaluated considering parameters, such as temper-
ature (55–65 °C), airflow rate (600–800 m3/h), inventory (400–1000 g), and drying
time. The RFB-SG dryer is found to be more efficient than the conventional fluidized
bed (CFB) dryers as this dryer works on a higher airflow rate. Drying efficiency is
improved by better utilization of the drying air at a temperature of 65 °C.
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Nomenclature

A Cross-sectional area (cm2)
CD Drag coefficient
D Diameter of the vortex chamber (cm)
dp Particle mean diameter (m)
g Acceleration due to gravity (m/s2)
H Height of the vortex chamber (cm)
I Solid inventory (g)
k Thermal conductivity (W/m °C)
n Number of slots
T a Temperature of fluidization air (°C)
T o Ambient temperature (°C)
va Velocity of the fluidizing air (m/s)
X initl Initial moisture content (kg water/kg dry paddy)
X req Required moisture content (kg water/kg dry paddy)

Subscripts

a Air
i Inlet
o Ambient
p Particle

Greek letters

β Interphase momentum transfer coefficient (Ns/m4)
ρg Density of dry gas (kg/m3)
ρs Density of solid ((kg/m3)
λ Force ratio
ϕ Angle of initial fraction
θ Injection angle (°)

1 Introduction

More than half of the world population depends upon staple food source rice, and
it is obtained from the post-harvesting process of paddy. An important process of
drying is required to preserve nutrients of food grains and reduction of their losses.
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Nygaard and Pellett [1] reported that the food grain losses in the post-harvesting
process and the drying operation were found 10% and 1–5%, respectively. In order
to reduce the food grain losses in improper drying operations, a promising technique
of rotating fluidized bed with static geometry dryer is used in the present study. This
drying technique is applicable in multiple operations, such as mixing, separation,
agglomeration, particle coating, and rapid drying of granular materials. The most
important feature of this dryer is its static reactor due towhich the cyclic maintenance
is almost negligible compared to conventional dryers. Various researches have been
carried out on granular drying by using conventional and non-conventional methods.
Drying is a process ofmoisture removal inwhich themoisture available in food grains
is reduced to achieve its safe moisture (MC) level, such that the percentage of MC in
paddy is maintained at 13–14% (WB) [2]. Mujumdar [3] stated that by reducing the
percentage ofmoisture content in paddy, the possibilities of fungus, pests, germs, and
the growth of biological activities were reduced. Conventional fluidized bed dryers
are of two types, such as direct and indirect dryers. In the direct drying methodology,
heat is directly exposed to the food grains surfaces, while the indirect drying method
involves heat transfer through the heat exchangerwall. Sreekumar et al. [4] developed
a solar energy-based forced convection dryer and has successfully conducted drying
operations using paddy. Syahrul et al. [5] stated that paddy drying is successfully
carried out at a commonly maintained temperature from 55 to 65 °C. They reported
that air temperature beyond 65 °C affects the texture of the paddy and its nutritional
value. The air is the most commonly used medium in the drying process, but heat can
also be supplied by superheated steam, while the commercial application of steam
is limited due to high cost and technology complexity [3, 6, 7]. To reduce energy
consumption in drying operations, farmers use solar energy, biomass energy, or both
types of energy sources [8].However, conventional fluidizedbeds (CFBs) have salient
features such as excellent heat and mass transfer characteristics [9]. Nevertheless,
gas–solid slip velocities bound the process intensification and gas flow at high gas
velocities. The width of the solid bed limits the specific gas flow rate per unit mass to
its height, which is comparatively low inCFB andRFB, these limitations being due to
the Earth’s gravitational effect [10]. Quevedo [11] developed a rotating fluidized bed
in dynamic geometry and successfully conducted an agglomeration process on it. De
Wilde and de Broqueville [12] have given a proof of concept of a rotating fluidized
bed with static geometry (RFB-SG) in which all the drawbacks of a rotating fluidized
bed with dynamic geometry were eliminated. In this reactor, a rotating solid bed is
formed by injecting gas–solids through several gas inlets. The solid particles start
moving in the reactor, and the radial outward centrifugal force was experienced due
to the effect of the tangent gas–solid drag force. The guidelines for the design of
the reactor are given by [13, 14]. Pati et al. [15] have done comparative studies of
paddy drying in a bubbling fluidized bed (BFB) and RFB-SG reactor and reported
that the RFB-SG dryer was faster than the BFB dryer due to higher process intensity.
Singh et al. [16] have developed the RFB-SG dryer for agricultural product drying
and reported that both the drying capacity of the reactor and drying efficiency was
improved. An experimental study of large cardamom drying has been conducted in
traditional Bhatti of the Phu-Joram village farmers in Arunachal Pradesh. Also, they
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found that the annual cultivation of cardamom can be increased using a scientific
approach and technicalmethods [17]. The thermal study of a natural convection dryer
was conducted experimentally, and it was reported that the air heat rating increased
and heat loss was reduced using sensible heat storage material in the rectangular
chamber of the dryer [18].

In the present work, the performance of a scale-up RFB-SG drying chamber using
a staple food paddy has been experimentally evaluated. Experiments were carried out
on the developed reactor to investigate the effects of various parameters on drying
time, such as air temperature, airflow rate, and inventory. The developed RFB-SG
chamber dimensions such as the internal diameter of the chamber, the length of the
chamber, the width of the slot, and the number of air inlets are 480, 65, 2.5, and
72 mm, respectively.

2 Experimental Setup and Procedure

2.1 Design of Air Inlet

air inlet slots are designed to meet various airflow rate requirements considering
various parameters of the reactor, such as chamber diameter, a width of the slot, and
number of slots. Based on an essential factor λ (or force ration) given by Kochetov
et al. [13] is employed in the present design. This factor λ (force ratio) varies from
0.025 to 0.038 and can be written as;

Force ratio, λ = Centrifugal force

Drag force
= n.s

π.D
(1)

where n, s, andD are the number of gas slots, slotwidth, and vortex chamber diameter,
respectively.

Figure 1 shows the schematic diagram of the scale-up RFB-SG drying chamber
used in paddy drying operation. Various elements of this dryer, such as centrifugal
blower, coupling, airflow control valve, air bypass valve, manometer, orifice plate,
air heating chamber, rheostat, air distribution unit, air inlet, solid inlet, solid outlet,
solid bed region, and freeboard region have been listed systematically. Initially, the
air flowing through the centrifugal blower is heated in the air heating chamber, and
this conditioned air is injected through the multi-air inlet into the vortex chamber
in the tangential direction of the chamber periphery. The inlet air injected into the
reactor creates an air vortex and then feeds food grains (paddy) into the reactor using
a high-pressure air compressor. High-velocity air causes solid particles to rotate in the
form of a rotating solid bed. The moisture available in the food grains is evaporated
by hot air and is thrown out with air through a chimney outlet. At the frequency of
5 min, various samples were collected to observe moisture content in the food grain
until the percentage of moisture content level reaches 13–14% (Table 1) [2, 14].
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Fig. 1 Schematic of the experimental setup of RFB-SG dryer

Table 1 Input parameters for RFB-SG dryer and environmental conditions [1, 2]

SL-RFBSG chamber

Dimensions Vortex chamber diameter (D): 480 mm, chamber height (L): 65 mm, air
inlet port width (s): 2.5 mm, and chimney diameter: 120 mm

Characteristics Particle diameter dp= 0.0025 mm, initial value of MC (X intl) = 0.33 kg
water/kg dry paddy and required value of MC (Xreq) = 0.13 kg water/kg
dry paddy)

Operating conditions

Inlet air temperature 55, 60 and 65 °C

Inventory 400, 600, 800, and 1000 g

Ambient temperature 27 ± 5 °C

Airflow rate 600, 700, and 800 m3/h

3 Results and Discussion

Experimentation has been conducted on a scale-up RFB-SG dryer to evaluate its
performance, using locally available food grain (paddy). Drying characteristics of
paddy in the scale-up RFB-SG chamber are presented and discussed in the following
subsections.

3.1 Effect of Air Inlet Temperature on Drying Time

Figure 2 shows the effect of temperature on the drying time for the inventory of
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Fig. 2 Variation of MC with
time at different air inlet
temperature for an inventory
of 800 g
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800 g and the airflow rate of 800 m3/h. It is observed that by increasing the air inlet
temperature from 55 to 65 °C, the drying time is reduced by 21.62%. Furthermore,
an increase in temperature beyond 65 °C reduces the nutritional value of food grain
(paddy) [5].

3.2 Effect of Airflow Rate on Drying Time

Figure 3 shows the effect of airflow rate on drying time for the inventory of 800 g
paddy and inlet air temperatures of 65 °C. The drying time is found to be decreased
by 21%, with an increase in the airflow rate from 600 to 800 m3/h. Furthermore, the
drying time reduced by increasing airflow rate.

Fig. 3 Effect of airflow rate
at an air temperature of
65 °C and inventory of 800 g
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Fig. 4 Effect of inventory
on drying time at air
temperature 65 °C and
inventory of 800 g
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3.3 Effect of Inventory on Drying

Figure 4 shows the effect of inventory on the drying time at the airflow rate of 700m3/h
and air temperature of 65 °C. With an increase in inventory, the time required for
drying is observed to be increased. Pati et al. [15] have reported the drying time of
21 min for 400 g of inventory at inlet air temperature 65 °C and the airflow rate
of 700 m3/h, whereas drying time for the same parameters in the current study is
17 min. Hence, drying time is reduced by 19% (4 min).

4 Conclusions

To enhance the drying capacity of the RFB-SG dryer, a pilot-scale setup has
been developed and the effects of various parameters on drying time are analyzed
throughout the drying process, as the findings of the research are summarized below:

• The drying time is assumed to be significantly reduced by increasing the air inlet
temperature as well as the airflow rate, whereas paddy erosion is seen when the
air temperature rises above 65 °C.

• Although drying time is increased when paddy inventory is improved, the rate of
increase in paddy inventories is comparatively higher than drying time. Hence,
the drying capacity and efficiency of paddy are improved.

• A challenging drying process of an unevenly shaped paddy has been conducted
successfully.
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Experimental Evaluation of Sand-Based
Sensible Energy Storage System

Prasant, Sujit Roy, Biplab Das, and Sumita Debbarma

Abstract Sun is supplying ample amount of solar energy throughout the day. But
due to the intermittent nature of this solar energy, one storage is required. Sensible
energy storage (SES) stores the heat energy during shining hours and supply that
heat in the absence of solar energy. In the present study, an experimental work is
carried out to observe the usability of sand as the SES material. Polycarbonate sheet
is used as the glazing material and also acts as a container to storage material. The
sheet is kept at different tilt angle (20°, 25°, 30°, 35°, and 40°) to observe the effect
of inclination on energy stored in SES. Maximum global solar radiation is received
during 11.00AM to 11.30AM.Themaximumaverage temperature and energy stored
in storage foundwhen tilt angle is 30° due to receiving of higher solar radiation in that
inclination. The average temperature and stored energy is lowest when SES placed
at 20° tilt angle. Further, the conversion efficiency of SES is calculated for all the
tilt angles. It is found that SES with 30° tilt angle provides maximum conversion
efficiency around 20%, whereas efficiency is lowest at tilt angle 20°.

Keywords Sand · Sensible energy storage · Conversion efficiency · Tilt angle ·
Solar radiation

1 Introduction

The global increasing energy demand and depleting fossil fuel sources are forcing
world toward the use of renewable energy sources. Solar energy is a clean and abruptly
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available energy source. But due to mismatch between energy supply in day time
and night time, there is a requirement of energy storage. Thermal energy storage
(TES) serves the purpose as it can deliver the stored heat in the absence of solar
energy. TES is mainly divided into sensible energy storage (SES), latent heat storage
(LES), and thermochemical energy storage (TCES) [1]. Hadorn [2] calculated the
volume required to store same amount of energy and found that SES required more
volume followed by LES and TECS. Due to simple fabrication, cheap system, easy
in availability, SES is still considered as the better option for energy storage although
it has lower energy density [3]. A material should possess higher heat capacity (to
keep less volume requirement per unit heat storage), suitable operating temperature
range, higher thermal conductivity (to make the charging/discharging faster), and
higher cycle stability (to perform for long duration) to be a suitable SES [4, 5].
SES can serve as the short term (daily charging/discharging) or long term (seasonal
charging/discharging) storage based upon the volume used as storage. Fernandez
et al. [6] presented a methodology to evaluate the SES material for short- and long-
term storage keeping cost minimizing as the objective criteria. Water, rock, and
soil have been utilizing as SES material from long time ago in different storage
application [7]. Khare et al. [8]mentioned alumina, silicon carbide, high-temperature
concrete, graphite, cast iron, and steel as the SES material for high-temperature
(>500 °C) application. Rao et al. [9] used concrete as the SES material and found
that it takes more time to get charged than the cast-iron-based SES due to low
thermal conductivity of concrete. Priya et al. [10] tested thermo-physical properties
of smallest grained sand of Cauvery river using thermal gravimetric analysis (TGA),
Fourier transform infrared analysis (FTIR), and differential scanning calorimeter
(DSC). They found 1.013% degradation of sample weight after first heating cycle
of TGA, whereas no significant decrease in weight is observed in the following
cycles, which makes the sand as a prominent material for SES. Mahfoudi et al.
[11] performed 2D simulation using COMSOLmultiphysics software to observe the
energy storage capacity of sand. They found SES of 1.15 MJ heat storage capacity
takes about 5 h to be fully charged. Hassan et al. [12]mentioned sand as a heat storage
material due to its heat capacity and heat-conducting ability. They added variable
water quantity to saturate the dry sand and observed that heat capacity reduced with
increase in saturation level. Jradi et al. [13] designed a soil-based seasonal SES
system of 900 m3 to store the heat in the summer months and delivers the stored
heat in the winter months. They found 22.2% energetic efficiency with the modified
system incorporating SES. Schlipf et al. [14] theoretically analyzed packed-bed SES
system using gravels and found that small grained materials of diameter less than
2 mm show better heat storage potential. Phueakphum and Fuenkajorn [15] modeled
a SES with basaltic rock available in the Thailand to keep the house warmer during
night. They kept the heat transfer tubes to exchange the heat fromSES to house indoor
and observed that there is an increment of 4–6 °C indoor temperature compared to
surroundings. The system efficiency is found to be 35%, and SES can store energy
equivalent to 203 kJ electric energy.
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It is found in the literatures that various naturally available solid materials like
rock, concrete, soil, and sand can store energy by increasingmaterial sensible temper-
ature. In the present study, an experimental work has been carried out using sand
as the heat storage material for the climatic condition of Silchar, Assam (24.8333°
N and 92.78° E) [16]. The SES is kept at different tilt angles (20°, 25°, 30°, 35°,
and 40°) which are nearby latitude of the place. The effect of tilt angle on the SES
temperature and energy storage is observed in the present study. The conversion
efficiency of SES from the incident global radiation is also calculated to observe the
efficiency of the system.

2 Experimental Setup

In the present study, sand is selected as the storagematerial due to its easy availability
and low cost. The procured sand is sieved with a 1.18 mm sieve and poured into a 1m
× 1 m× 8 mm transparent polycarbonate double-wall sheet to keep the SES system
in outdoor condition. Silicon glue is provided at the bottom end of the sheet to seal
it from one end. The sheet acts as a glazing material to restrict the heated sand from
emitting heat to surrounding and also acts as the container to sand. Polycarbonate
sheet is light weight, durable, strong, and easy in handling, which makes the SES
systemportable. Insulation is provided at the back of the sheet to restrict the heat from
bottom side. Nine resistance temperature detectors (RTDs) are placed at different
location inside the storage to get the average temperature of the storage as shown in
Fig. 1. RTDs are fixed at top, middle, bottom, and sides at certain fixed distances.
Pyranometer is used to get the temporal solar radiation throughout the day. One RTD
is placed at open atmosphere to get the atmospheric temperature. All the sensors are
connected to a data logger, which stores the readings. The layout of experimental
setup is shown in Fig. 2. SES system is placed on an arrangement which helps to
keep the system at different tilt angle as shown in Fig. 3. Tilt angle is the angle
between the polycarbonate sheet and horizontal surface. Data logger is connected to
the electric power source through an extension board. The experimental setup with
all the apparatus is shown in Fig. 4.

3 Results and Discussion

Experiments are carried out in the month of December, 2019. The SES system is
kept at different tilt angle or inclination angle of 20°, 25°, 30°, 35°, and 40°, and
temperature variation is measured using temperature sensors (RTD). In this section,
the effect of tilt angle on the SES temperature is observed. The temperatures are
recorded from 6 AM to 8 PM. The energy storage process comprises of charging
and discharging cycles. During sunshine hours, the heat stored in the SES is known
as charging. While, discharging occurs in the absence of solar radiation or during
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Fig. 1 Location of RTDs in polycarbonate sheet

Fig. 2 Layout of experimental setup
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Fig. 3 Arrangement for
sheet inclination (side view)

Tilt angle 

Fig. 4 Experimental setup
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low solar radiation. Figure 5 shows the average solar radiation throughout the day
from 7th December to 9th December, 2019. It can be observed that maximum radi-
ation is occurred between 11.00 and 11.30 AM for all the days and maximum of
1068 W/m2 observed on 7th December, 2019. The effect of tilt angle on the sand
temperature is shown in Fig. 6. The sand temperature is calculated taking average
temperature of all the RTDs placed at different location in the sand. It can be observed
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Fig. 5 Daily solar radiation

Fig. 6 Atmospheric and sand average temperature
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from the figure that the charging of SES occurred upto 12 PM during peak of solar
radiation for all the cases (tilt angle 20°, 25°, 30°, 35°, and 40°). During charging,
maximum average storage temperature (about 78 °C) is achieved when tilt angle is
30°. However, maximum average temperatures at tilt angle 40°, 35°, 25°, and 20°
are 75.7 °C, 76.4 °C, 74 °C, and 65 °C, respectively. This is due to capturing more
solar energy at tilt angle 30° followed by 35°, 40°, 25°, and 20°. Difference between
average temperatures with 35° and 40° is observed to be very less. The atmospheric
temperature on three consecutive days are also presented in Fig. 6. The atmospheric
temperature on 7th and 8th December is almost same, while temperature on 9th
December is less due to reduce solar radiation on that date compared to other two
days. This may be also the reason along with the tilt angle for getting significant
difference in maximum average temperature of SES. The average temperature starts
decreasing as the solar radiation reduces and almost equal to atmospheric temperature
after 5.00 PM.

3.1 Effect on Stored Energy and Conversion Efficiency

The energy stored in theSESby increasing thematerial temperaturewithout changing
its phase. The heat storing is dependent on the solar radiation on a particular day.
The energy stored in the SES can be calculated using Eq. (1) is dependent on the
mass of the system, specific heat of the storage material, and temperature rise in the
storage material [17]. The energy density or heat capacity (ρcp) of sand measured
using thermal conductivity tester is equal to 1.2 MJ/m3 K. Energy stored in the SES
at different tilt angle is shown in Fig. 7. It can be observed that maximum energy
stored when tilt angle is 30°. This is because of maximum average temperature
obtained at this tilt angle. The maximum energy stored in the SES for 20°, 25°,
30°, 35°, and 40° are 341 kJ, 421 kJ, 434 kJ, 425 kJ, and 422 kJ respectively. With
reduction of solar radiation and atmospheric temperature, SES starts discharging
and get fully discharged around 7.00 PM. Conversion efficiency is the parameter
which shows the fraction of total solar radiation utilized to increase the storage
temperature. It is the ratio of energy accumulated in the SES to the energy received
by the polycarbonate sheet [18, 19]. The transmissibility of polycarbonate sheet as
the glazing material is about 10–20% which is less than the glass and is considered
as 0.8 for the present efficiency calculation [20]. The conversion efficiency can be
calculated using Eq. (2). Figure 8 shows the conversion efficiency of SES for different
tilt angle. It can be observed from the figure that SES with 30° tilt angle provides
maximum conversion efficiency around 20%, whereas efficiency with 20°, 25°, 35°,
and 40° is 15.7%, 19.5%, 19.6%, and 19.5% respectively. The lower conversion
efficiency of SES system may be due to heat losses and absence of black coating on
the absorber surface.

Qstored(in joules) = ρVcp �Tstorage (1)
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Fig. 7 Energy stored in SES

Fig. 8 Conversion efficiency of SES

ηconversion = Qstored(in watts)

Qreceived
= ρVcp �Tstorage

I τ Asurface

(
1/
3600

)
(2)

where ρ is density of sand (kg/m3), V is volume of sand inside the polycarbonate
sheet (m3), cp is specific heat of sand (J/kg K), �Tstorage is difference between initial
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and final temperature of sand, I is solar radiation (W/m2), τ is the transmissivity of
polycarbonate sheet, and Asurface is the surface area exposed to solar radiation.

4 Conclusion

Experimental analysis is performed using sand as the energy storagematerial. Exper-
iments are performed in the first week of December placing the SES system at five
different tilt angle. Maximum solar radiation is received between 11.00 AM to 11.30
AM. It is found that maximum energy stored at tilt angle 30° is 434 kJ, whereas the
maximum energy stored at tilt angle 40°, 35°, 25°, and 20° is 2.8%, 2.2%, 2.9%, and
21.4% lesser, respectively. Similarly, maximum solar energy conversion efficiency
of 20% is achieved at tilt angle 30°. Therefore, SES is more efficient placing it at tilt
angle 30°. Further, black coating may be applied on the top surface to increase the
absorptivity of the polycarbonate sheet.
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Purification of Biogas for Methane
Enrichment Using Biomass Biochar
and Biochar–Clay Composite

Deep Bora, Lepakshi Barbora, and Pinakeswar Mahanta

Abstract Biogas is mainly composed of methane (CH4) and carbon dioxide (CO2)
with trace amounts of hydrogen sulfide (H2S), of which CO2 and H2S are impurities.
Scrubbing of these two impurities are crucial for purification and upgradation of
biogas, which would simultaneously also increase the calorific value of the treated
biogas and address the issue of corrosion. Several studies have used expensive and
environmentally harmful chemicals for the purification of biogas. This study reports
a simple biogas purification system that utilizes biomass biochar and biochar–clay
composites to remove CO2 and H2S from biogas by the process of adsorption. The
biomass biochar could enrich the methane content of raw biogas from 59.7 to 84.6%,
which shows the potentiality and applicability of biomass biochar for the removal
of CO2 and H2S from biogas. This simultaneously enhanced the calorific value of
the biogas and retarded the corrosiveness due to H2S. The study also indicated that
CO2 adsorption by biomass biochar and biochar–clay composite is transient and
has to be reloaded after saturation. Biochar and clay have the added advantage of
being environment friendly and require no treatment for disposal. Observed results
indicated that similar degree of enrichment, compared to commonly used chemical,
could be achieved by application of biomass biochar and biochar–clay at a much
lesser cost.

Keywords Biogas · Biochar–clay composite · Biomass biochar · CH4

enrichment · CO2 scrubbing
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1 Introduction

Rising concern about the environment, rapid depletion of fossil fuels and new envi-
ronmental regulation has encouraged the search for new environmentally compatible
materials obtained from natural resources [1, 2]. Thus, various forms of renewable
energy such as solar, wind, tidal, wave, and biomass are getting attention world-
wide during the last few decades. Harnessing energy from biomass is gaining popu-
larity in developing countries due to the high availability of biomass and bio-waste.
Biomass is an organic matter, which is available on a renewable basis and includes all
plants and plant-derived materials. Lignocellulosic biomasses are abundantly avail-
able throughout the world and are recognized as a potential feedmaterial for different
applications like land filling, biogas, and biofuel productions [3, 4].

Biogas is a combustible mixture of gases produced from anaerobic digestion
of organic matter by a community of microbial consortia. The digestion process
takes place through various reactions and interactions among the methanogens and
substrates fed into the digester [5, 6]. The biogas composition greatly depends on
the type of feed materials, temperature, pressure, and pH inside the reaction digester
[7]. The anaerobic digestion process generally comprises of four steps—hydrolysis,
acidogenesis, acetogenesis, and methanogenesis [8]. Biogas is typically a mixture
of 45–60% methane (CH4), 40–55% carbon dioxide (CO2), and a trace amount of
other gases like nitrogen (N2), hydrogen (H2), and hydrogen sulfide (H2S) [9, 10]. The
methane in biogas is a high-valued source of energy, while the other gases are impuri-
ties that causemajor impediments to the commercial use of biogas [11]. CO2 has zero
energy yield through combustion and greatly reduces the heating value due to its high
concentration per volume of biogas. Thus, removal of carbon dioxide from biogas
will enhance the fuel efficiency which could serve as a source of immense energy
that can be used effectively for different purposes like cooking, lighting [12], vehicle
fuel, and power generation [13]. A variety of processes are being used for removing
carbon dioxide and hydrogen sulfide from natural gas and biogas in petrochemical
and renewable industries. Several basic mechanisms are involved to achieve selective
separation of gas constituents. These may include physical or chemical absorption,
adsorption on a solid surface, membrane separation, and cryogenic separation [14].

Physical absorption of biogas is a simple and one of the cheapest methods to
remove CO2 and H2S simultaneously. It uses water as the scrubbing agent, but the
only limitation is that it requires high pressure and a lot ofwater for this processwhich
makes it impractical for areaswithwater scarcity.However, fromchemical absorption
process, it was seen that chemical absorbents are more efficient in low pressure,
but the only limitation is that the regeneration of the solvents requires relatively
high energy input and also chemicals are not eco-friendly. Membrane separation
and cryogenic separation give high purity, but they are economically not viable
for pilot plant as it consumes relatively more electricity per unit of gas production
[14, 15]. Chemical adsorption on solid surface gives economy in production with
comparatively high purity. It has good moisture removal capacities and simple in
design.
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Hence, in this context, this work proposes the use of biomass biochar and biochar–
clay compositematerial as scrubbing agent forCO2 removal targeting the rural house-
holds of the northeastern region of India. The scrubbingmaterials used here are antic-
ipated to be beneficial over other conventional chemicals because the source material
is abundantly available, has almost zero production cost, process of preparation is
easy, and can be easily adopted in rural areas.

2 Materials and Methods

2.1 Materials

2.1.1 Biomass Collection and Processing to Biochar

Solid waste banana peels were collected from canteens in the campus of IIT Guwa-
hati. They were washed under tap water to make them free from any impurities and
were kept in a hot air oven at 60 °C for 24 h for the removal of moisture. The dried
materials were kept in a muffle furnace at 550 °C for 6 h to convert it to biochar.

2.1.2 Preparation of Biochar–Clay Composite

Clay was collected from a local pottery vendor which was combined with biomass in
a 1:3 mass ratio to form a mixture. The mixture formed was kept in a muffle furnace
at 550 °C for 6 h to form a powdered sample.

2.2 Characterization of Biomass Samples

2.2.1 Proximate Analysis

Proximate analysis was used for the calculation of moisture, volatile matter, ash, and
fixed carbon content of the biomass. The procedure used for the estimation of mois-
ture and ash content was adopted from the National Renewable Energy Laboratory
(NREL) protocol. American Society for Testing and Materials (ASTM) D 271-48
was followed for volatile matter determination. Fixed carbon was determined by
difference from summation of moisture, volatile matter, and ash content.
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2.2.2 Field Emission Scanning Electron Microscopy (FESEM)

The surfacemorphology of each adsorbent was determined by FESEM (Make: Zeiss,
Model: Sigma) photography.

2.2.3 Elemental Analysis

Energy-dispersiveX-ray spectroscopy (EDX) (Make: Zeiss,Model: Sigma) was used
to determine the elemental composition of the selected adsorbents. The biomass
samples were converted completely into ash by heating in a muffle furnace at 550
◯C for 6 h and were kept in a desiccator to cool to room temperature. A spherical
pellet of diameter 5 mm and height 1 mm was prepared with the help of a pelletizer
for the analysis.

2.2.4 Gas Chromatography

Raw and biogas sample treated with adsorbents were collected in Tedlar® bags and
immediately analyzed in a gas chromatograph (Thermo Scientific Trace GC Ultra
Gas Chromatograph, USA) for the volume-percentage composition of biogas.

3 Results and Discussion

3.1 Proximate Analysis of Biomass Sample

The dried biomass samples were used for proximate analysis. Proximate analysis
results show that the biomass samples contains 8.52% moisture, 76.43% volatile
matter, 10.25% ash, and 4.80% fixed carbon.

3.2 FESEM Images of Biomass Biochar and Biochar–Clay
Composite

Themorphology of the biomass biochar and biochar–clay composite was determined
by FESEM imaging. Figures 1 and 2 show the FESEM images at a magnification
of 5.00 KX times. It can be observed from the micrograph that the porosity and the
surface area of biomass biochar is comparatively higher than biochar–clay composite.
The formation of the porous cylindrical structures is attributed to the formation
and subsequent expulsion of volatile components [16]. However, in Fig. 2, the clay
particles can be seen as small lumps. It is anticipated that the presence of porous



Purification of Biogas for Methane Enrichment … 577

Fig. 1 FESEM image of biomass biochar at 5 KX magnification

structures in biomass biochar and biochar–clay composite facilitates adsorption of
CO2 from biogas by chemical reactions within the pores as explained in Eqs. 1 and
2.

3.3 Elemental Analysis of Biomass Biochar
and Biochar–Clay Composite (Wt%)

The elemental composition in biomass biochar and biochar–clay composite was
determinedwith the help of energy-dispersiveX-ray spectroscopy (EDX). The results
are summarized in Table 1. The potassium content of biomass biochar (34.7 wt%)
is found higher than biochar–clay composite (19.3 wt%). The potassium present in
biomass biochar and biochar–clay composite is anticipated to react with the moisture
present in biogas to form potassium hydroxide which in turn would help to adsorb
CO2 and hence enrich the methane content in biogas [17]. The chemical reactions
are as follows:
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H2O(aq) + CO2(g) ↔ H2CO3(aq) (1)

2KOH(aq) + H2CO3(aq) → K2CO3(aq) + 2H2O(aq) (2)

Fig. 2 FESEM image of biochar–clay composite at 5 KX magnification

Table 1 Elemental analysis
of biomass biochar and
biochar–clay composite using
EDX

Elements Biomass biochar (wt%) Biochar–clay composite
(wt%)

K 34.7 19.3

Ca 2.5 1.1

Mg 3.3 0.6

Si 1.3 0.6

P 3.1 0.9

S 0.6 0.2
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Fig. 3 Composition of raw gas and purified gas

3.4 Purification of Biogas with Adsorbents

The biogas was collected from a 3 m3 Deenbandhu biogas plant located at Aaoni-
atiSatra, North Guwahati, Assam. Cow dung was used as the only feed material in
the biogas plant. The methane and carbon dioxide volume percentage of the raw
biogas sample were found to be 59.7% and 40.3%, respectively. Biomass biochar
and biochar–clay composite were used as adsorbents for the removal of CO2and
H2S from biogas. When compared with the raw biogas sample (having a methane
content of 59.7%), the biogas samples treated with biomass biochar and biochar–
clay composite showed 84.6% and 77.3% methane content, respectively (Fig. 3).
Moreover, the H2S level, which was 286 ppm in the raw biogas, decreased to 32 and
46 ppmwhen treatedwith biomass biochar and biochar–clay composite, respectively.

4 Conclusions

This work reports the synthesis, characterization, and application of biomass biochar
and biochar–clay composite as CO2 and H2S scrubbers from biogas. The elemental
characterization by EDX reveals that potassium is present in higher quantities as
compared to the other elements. FESEM images supports the presence of pores in
the structures of the adsorbents which facilitates adsorption of CO2 from biogas.
The gas chromatography results also show that the adsorbents, biomass biochar and
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biochar–clay composite, could enrich the methane content of a raw biogas sample
by 24.9% and 17.6%, respectively, which shows the potentiality and applicability
of natural adsorbents for purification of biogas. Out of several methods of biogas
purification, this method is found to be simple, low cost, environment friendly, and
suitable method for enrichment of biogas in rural areas. Further experiment needs to
be done to enable complete removal of CO2 from raw biogas and to increase their
efficiency.
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Experimental Investigation of Drying
Characteristics of Tea in a Conical
Bubbling Fluidized Bed Dryer

Plabon Tamuly, Hirakh Jyoti Das, and Pinakeswar Mahanta

Abstract Tea has become an important crop in a many regions of the world. India
is one of the best quality tea producers in the world. Despite of being an important
cash crop, much research has not been made on tea, due to which modern drying
technologies have not been employed in this regard. This work reflects the drying
characteristics for tea in a bubbling conical bed dryer. Fresh Assam tea leaves have
been processed into crush, tear, and curl (CTC) tea initially, followed by fermentation
and drying in a conical bubbling fluidized bed dryer. The effect of various parameters,
such as drying air temperature, superficial air velocity, inventory, and cone angle, on
moisture removal rate fromCTC tea in the conical bed dryer has been experimentally
investigated and analyzed in this present work. Drying temperature and superficial
air velocity are found to be the major parameter that affects the moisture removal rate
from tea. The moisture removal rate from tea varies proportionally with the increase
in drying temperature, but the quality deteriorates after a certain limit of temperature.
Different cone angles of 0°, 5°, and 10° for the conical bubbling fluidized bed dryer
are also inquired into for a static inventory bed height of 15 cm. It is found that
moisture removal rate is highest for the case 10° cone angle of the dryer.

Keywords CTC tea · Drying · Inventory ·Moisture removal · Superficial air
velocity

1 Introduction

India is one of the best quality tea producers in theworld. In general, tea is categorized
into two types such as green tea and black tea, but on the basis of manufacturing
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process, tea can be processed into two main categories, as orthodox tea and CTC
(crush, tear, and curl) tea [1]. Orthodox tea is the hand-processed tea or machine-
rolled tea which is dried after the rolling and fermentation operation. On the other
hand, CTC tea is processed with cutters which produce small tea particles which
enhance the fermentation compared to orthodox tea [2].Among the teamanufacturing
processes, drying plays the most important role which defines the final quality of tea
aswell as the shelf life of tea [3]. Both the tea types are universally dried by convective
drying employing hot air. For the drying of tea, some other experiments including
radio frequency drying and vacuum drying also have been carried out, but hot air
drying is the most practical method on commercial scale. Multi-stage fluid bed dryer
has been identified as a very supreme dryer for tea [4]. All of the various methods of
processing tea require drying as a major part of the process, where moisture content
is reduced from initial 70–75% to the equivalent moisture content of 3–3.5% wet
basis [5]. The duration of drying process and the temperature to which tea is exposed
must be restricted to avoid damage to the quality [6]. Among the hot air drying
methods, fluidized bed drying is a very promising aspect. Fluidized bed dryer has
advantages of large capacity, low construction cost, easy operability, high thermal
efficiency, and high moisture removal rate [7]. Fluidization refers to those fluid–
solid systems in which the solid phase is subjected to behave more or less like a fluid
by the streaming current of gas or liquid stream moving through the bed of solid
particles. It is suited to any kind of wet solid as long as it is fluidized by hot gas.
Fluidized bed drying is best suitable for heat-sensitive products [8]. It also has been
found that fluidized and vibro-fluidized bed provide an effective drying for fresh
leaves compared to any conventional hot air dryer [9]. In conventional drying of
tea, it has been found that loss of the antioxidant properties occurs [10]. Hence, the
drying aspect of tea in a fluidized bed dryer has become a research area of utmost
importance.

In this research, experimental investigation of drying characteristics of tea in a
conical bubbling fluidized bed dryer has been performed, and the effect of different
operating parameters on the moisture removal rate has been analyzed.

2 Materials and Methods

2.1 Materials

In this investigation, fluidized drying has been performed on a conical bed dryer for
CTC tea. Fresh tea leaves were passed through crushers and cutters having 10 teeth
per inch to obtain the CTC tea in the Sonapur Tea Co. Pvt. Ltd. in Guwahati. After
this process, fermentation of teawas allowed to take place to achieve its antimicrobial
activity [11]. The fermentation was perpetrated at a low atmospheric temperature of
18 °C since fermentation at low temperature improves the tea quality [12]. Finally,
drying has been carried out in the conical bubbling fluidized bed dryer. During the
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Table 1 Dimensions of conical bubbling fluidized bed dryer

S. No. Cone angle Inlet diameter (cm) Outlet diameter (cm) Height of riser (cm)

1 0° 15 15 120

2 5° 15 25.48 120

3 10° 15 36 120

drying process, effect of various parameters such as drying air temperature (T),
superficial air velocity (U), inventory (I), and different cone angle (α) of the dryer
was investigated, and further analysis has been executed.

2.2 Experimental Method

For the experimental investigation, three different conical risers of different cone
angles are fabricated using MS sheet of thickness 2 mm. The bottom diameter of all
these risers is taken as 15 cm. The area of cross section of the riser is increasing along
the height of the riser to maintain the desired cone angle. However, the height of all
three risers is taken as 120 cm. The three different riser cone angles (α) maintained
here are 0°, 5°, and 10°. The dimensions of the setup are explained in Table 1.
Experiments were carried out for three different superficial air velocities (U) such as
1, 1.5, 2 m/s for drying of tea. Air was introduced as a primary phase supplied from
the high pressure and high discharge blower passes via pipes through the designed
distributor plate with an opening area of 24.16%. Ten pressure tapings were inserted
along the riser height keeping the same space as 5 cmbetween two successive pressure
tapings in order to measure the pressure drop. Ten sets of k-type thermocouples
were inserted in a row to measure the bed temperatures. These thermocouples were
connected to the data acquisition system and computer. A schematic diagram of the
experimental setup has been shown in Fig. 1. The initial moisture content of the tea
is measured by a benchtop moisture analyzer, and it is found to be 70% wet basis.
Equivalent moisture content of black tea varies from 3 to 3.5%wet basis [13]. Hence,
in this investigation, the moisture percentage of fresh tea which contains up to 70%
moisture wet basis is eventually brought to 3% wet basis. The percentage moisture
content of the inventory has been recorded in a regular interval of 5 min throughout
the drying. The effects of drying air temperature, superficial air velocity, inventory,
and cone angle of the riser on the moisture removal rate are analyzed.

2.3 Determination of Minimum Fluidization Velocity

The minimum fluidization velocity is calculated by using the following Eq. 1
as given by [14]. The properties and parameters used in this experiment arementioned
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1. Manometer panel 
board
2. Distributor plate

3. Sample output
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5. Data acquisition 
system
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8. Control valve

9. Heating element

10. Flange

11. Air flow pipe

12. Orifice plate

13. Manometer panel 
board
14. Electric Blower

15. Solid particles inlet

Fig. 1 Schematic diagram of conical bubbling fluidized bed dryer

below as well (Table 2 and Table 3).

B
r0
r1
U 2

mf + AUmf − (1− εmf)
(
ρs − ρg

)
g
r20 + r0r1 + r21

3r20
= 0 (1)

Table 2 Properties of air

Density (kg/m3) 1.2

Thermal conductivity (W/m k) 0.025

Specific heat (J/kg k) 1005

Viscosity (N s/m) 1.86E−5

Table 3 Parameters used in the experiment

S. No. Parameters Value

1 Superficial air velocity (m/s) 1, 1.5, 2

2 Drying air temperature (°C) 80, 85, 90

3 Bed inventory (kg) 0.75, 1, 1.5

4 Initial moisture content of tea (% wet basis) 70

5 Equilibrium moisture content of tea (% wet basis) 3

6 Density of CTC tea (kg/m3) 370.3

7 Cone angle of dryer (°) 0, 5, 10
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where

A = 150
(1− εmf)

2

ε3mf

μg
(
φsdp

)2

B = 1.75
(1− εmf)

ε3mf

ρg

ϕsdp

r0 Inner radius of bed
r1 Outer radius of bed
εmf Voidage at minimum fluidization = 0.45
ρs Density of solid
ρg Density of air
φs Sphericity of particles = 0.86
dp Particle diameter.

3 Results and Discussions

Drying characteristics for CTC tea particles at various operating conditions have
been explained in this section. CTC unfermentaed tea collected as the bed material
for this investigaton is shown in Fig. 2. It is observed that drying pattern follows
a similar trend for all operating conditions. Tea is here dried with varying different
parameters at once. The final dried product through this experiment is shown in Fig. 3.
Firstly, the effect of different drying air temperature on the moisture removal rate is
investigated. For this, three different inlet drying temperatures 80, 85, and 90 °C are
taken, and the drying characteristics obtained for each drying temperatures are shown
in Fig. 4. Inventory, cone angle, and superficial air velocity are set as 0.075 kg, 10°,
and 1.5 m/s, respectively. It comes out as higher the drying temperature, shorter is the
required drying time. Results (Fig. 4) have shown that drying time is the least for the

Fig. 2 CTC tea
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Fig. 3 Final dried tea

Fig. 4 Moisture content
versus drying time for
different drying temperatures

highest inlet air temperature (in this case 90 °C). This can be explained by the fact that
as the inlet air temperature is increased, the air carries more amount of heat which
transfers to bed particles resulting in a superior moisture removal rate from the bed
particles (here, tea). For the second case, effect of different superficial air velocities
is looked into. Taking the inventory, cone angle, and drying temperature as 0.75 kg,
10°, and 80 °C, respectively, drying was performed at three different superficial inlet
air velocity of 1 m/s, 1.5 m/s, and 2 m/s. For different inlet air velocities (1, 1.5 and
2 m/s), moisture removal rate is larger for the higher inlet air velocity (Fig. 5). This
is because at high value of superficial air velocity, more heat is carried by the flowing
air though the drying temperature provided is constant and vigorous mixing of air
and tea particles occurs. This phenomenon leads to the high heat transfer between
the hot air and the inventory of tea particles.

The effects of different bed inventory on drying characteristics are also investi-
gated, and it is shown in Fig. 6. For a drying air temperature of 80° C, superficial
inlet air velocity of 1.5 m/s, and a cone angle of 10°, drying is carried out for 0.075,
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Fig. 5 Moisture content
versus drying time for
different air velocities

Fig. 6 Moisture content
versus drying time for
different inventories

1, and 1.5 kg of inventory. It is found from the experimental data recorded that when
the bed inventory is increased for a constant velocity and drying air temperature, the
total drying time increases. The inventory of 1.5 kg here requires the highest drying
time of 45 min to reduce its percentage moisture content from 70% wet basis to
the final percentage moisture content of 3%. Finally, the investigations to reveal the
effect of cone angle of riser on the drying characteristics of tea are performed. For
this experiment, a 15 cm of static bed height (cone angles of 0°, 5°, and 10°) are
taken into consideration. The drying inlet air temperature of 80 °C and superficial
air velocity of 1.5 m/s are maintained. It can be seen from Fig. 7. that the moisture
removal rate is becoming higher as we go from 0° to 10° cone angle. A minimum of
30 min total drying time is achieved while drying in a cone angle of 10°. This can be
explained by the fact that with increasing cone angle there is more mass accumulated
toward the bottom region of the drying riser, and hence, the mixing of bed particles
and air occurs more precisely, as a result of which the rate of heat transfer increases
between hot air and bed particles resulting in a higher moisture removal rate from
bed particles.
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Fig. 7 Moisture content
versus drying time for
different cone angles

4 Conclusion

In this present study, the experimental investigation of drying characteristics for
CTC tea across a conical fluidized bed dryer has been performed. Effect of inven-
tory, superficial velocity, cone angle, and drying air temperature on the performance
of moisture removal rate has been investigated. Change in moisture removal rate
has been noticed drastically with change in drying air temperature and superficial
air velocity. It has been seen that for a specific cone angle of riser, inventory, and
superficial inlet air velocity, higher the drying air temperature, shorter is the required
drying time which implies a higher moisture removal rate. Also, as the superficial
air velocity is increased, while keeping the other parameters of drying temperature,
inventory, and riser cone angle constant, we obtain a shorter drying time. It is due to
the reason that at a higher superficial air velocity, the amount of heat carried away
by the air is more, and there occurs a robust mixing of air and tea particles, which
lead to the high heat transfer between the two phases. The effect of inventory on
the drying characteristic of tea particles obeys an inverse proportionality with the
moisture removal rate for a specific drying temperature, cone angle, and superficial
air velocity. The net drying time for a larger size of inventory under similar drying
parameters is found to be larger. The cone angle of the drying riser is also found to
be playing a vital role in the drying characteristics. A healthy heat transfer between
air and bed particles and a well mixing of the hot air and tea are observed in case of
the higher cone angle riser.
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Design and Development of a XY
Positioning Stage Using Shape Memory
Alloy Spring Actuator

Ashutosh Padhan and Yogesh Singh

Abstract This paper demonstrates a working model of a 4PP (prismatic–prismatic)
positioning stage where four sliders in the fixed base are associated with shape
memory alloy (SMA) spring actuation individually. The end-effector of the robotic
system developed has two degrees of freedom, i.e., translational in X- and Y-axis,
respectively. The forward and backward movement of the developed platform is
accomplished by coupling two sliders with the association of the SMA linear actua-
tors. This model has a fixed part (the wooden base) and amovable part (end-effector).
As the Nitinol SMA spring is lightweight in construction and has precise actuation, it
has awide range of applications over the otherXY motion platform.Due to the deflec-
tion in the springs, the end-effector moves in both X- and Y-axis where the actuation
of the SMA springs are studied with respect to the direction, and the workspace study
is carried out. After the study, the comparison is done with the designed workspace.
It is noted that this 4PP positioning stage has a precise actuation of springs due to the
shape memory effect and provides a good workspace. Thus, it has a wide range of
use in biomedical and optical applications where the motion stages are the primary
requirement.

Keywords Shape memory effect · Nitinol · Positioning stage

1 Introduction

Smart materials such as piezoelectric, magnetostrictive, and shape memory alloy
(SMA) are being widely used for the positioning stages. The Nitinol (Ni–Ti) spring
which is most commonly used for its shape memory effect with negligible perma-
nent deformations is used for the actuation of the XY positioning stage. As the SMA
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spring actuates very precisely at an instant and once it gets voltage from the power
supply, it has many advantages over previously used actuations like electric DC
motor, hydraulic, etc. The SMA actuator has an advantage over the electrostatic
actuator because the electrostatic actuators require a larger driving voltage which
leads to the electrostatic breakdown [1]. Unlike the conventional motion stages,
complaint mechanism stages provide a larger stroke and motion to end-effector [2].
Also, the stiffness and the resistivity of the SMA materials continuously increase
with the temperature rise is an added benefit for the positioning stage because the
rigidity of the stage is enhanced as discussed in Sect. 3. Smaller the dimension is,
the shape memory alloy (SMA) generates a greater force and stroke lengths [3]. To
increase performance and overcome limited strain, SMA springs are preferred over
the wires [4]. With the rise in temperature, the force increases, residual displacement
decreases, and the stiffness is greater at austenitic rather than martensitic state [3–5].
The displacement of the SMA spring increases with increase in temperature propor-
tionally [6]. With the increase in the annealing temperature, the Young’s modulus
increases, and the pitch of the SMA springs a change inmechanical behavior because
of the cold work done on the springs and also the stiffness is independent of temper-
ature in the elastic region [7]. SMA can also be used to the self-optimizing support
system theory where the parameters vary. The SMA can also be used in the field
of vibration control for a rotating machine as it is feasible and effective [8]. The
nonlinear geometric effects on the mechanical behavior of two different springs of
different strengths with same modulus of shear has the higher austenitic stiffness
than that of martensitic stiffness in the case of weaker spring and the reverse in the
case of the stronger spring [9].

This paper deals with the fabrication of the 4PP motion stage using SMA springs
as the actuator and calculating the workspace acquired by the end-effector. Further
this paper presents the forward kinematics of the model in Sect. 2, and then, the
development of the positioning stage is elaborated in Sect. 3. Section 4 discusses the
results obtained and defines the workspace that is achieved. At last, the concluding
remarks are made in Sect. 5.

2 Forward Kinematics of the Proposed Model

The direction of movement of 4PP motion stage is shown in Fig. 1. The kinematic
model has a movable part (end-effector) and a fixed part (wooden base) connected
with four prismatic joints which is the SMA spring. This motion stage has nine links,
eight binary joints, and six sliding joints. According to the Gruebler’s criterion, the
motion stage has two degree of freedom as presented in Fig. 1. The P in the figure
represents the prismatic joint. The translational inputs (a1, a2) are also the joint space
displacements vector. The coordinates of the end-effector are represented as O (X,
Y ), and the reference or origin is named as D (0, 0).

Forward kinematics of the model.
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Fig. 1 Block diagram of 4PP planar parallel manipulator

X = a1. (1)

Y = a2. (2)

3 Development of the 4PP Positioning Stage

This paper deals with the translational movement of the end-effector E which is
caused due to the actuation of the SMA spring associated with the base. It has two
degrees of freedom in X- and Y-direction as shown in Fig. 2. There are four sliders
(S1, S2, S3, and S4) that are coupled to the end-effector by SMA springs as shown in
Fig. 2. The 4PP SMAmotion stage provides four independent motions both forward
and backward in X- and Y-axis, respectively, as shown in Fig. 2. Also, there are ten
guiding rods denoted as sliding rods (SR1, SR2, SR3, SR4, SR5, SR6, SR7, SR7,
SR8, SR9, and SR10) where slider S1 slides on SR1 and SR2, slider S2 slides on
SR3 and SR4, slider S3 slides on SR5 and SR6, and slider S4 slides on SR7 and SR8.
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Fig. 2 Schematic diagram of 4PP motion stage

The positioning stage carries two sliders SR9 and SR10. However, SR9 slides inside
S1 and S3, and SR10 slides inside S2 and S4.

As there are two motions in X- and Y-direction, their joint space variables are
denoted as a1 and a2.

As shown in Fig. 2, the initial position of the stage where springs R3 and R4 are
in a compressed state and the other springs R1 and R2 are in the expanded form. So,
in order to get a forward displacement in X-axis, spring R2 is actuated (SMA springs
by joule heating effect) and R4 for the backward displacement in Y-axis.

Also, forY-axis, springR1 is actuated for forward, andR3 is actuated for backward
displacement. Whenever the springs R2 and R4 are actuated, the joint space variable
a1 is considered, and similarly, when springs R1 and R3 are actuated, the joint space
variable a2 is considered.

The experimental setup is shown in Fig. 3. The setup has an available workspace
of 200 × 200 mm2, and the designed workspace is 35 × 35 mm2. The setup has
200 mm as length and 200 as width. The SMA spring in its compressed state has
29 mm in length, and in fully expanded form it has 80 mm as its length. The property
of the SMA spring is given in Table 1. For the measurement of the coordinates of the
end-effector, a digital camera (CANON 1000D) is used having 3888 × 2592 pixels
with a focal length of 50 mm at a shutter speed of 1/60 s.
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Fig. 3 Experimental setup of 4PP motion stager

Table 1 Properties of SMA spring (Nickel–Titanium alloy)

S. No. Properties of SMA spring Value

1 Density 6.45 g/cm3

2 Young’s modulus 75–83 GPa

3 Poisson’s ratio 0.43

4 Coefficient of thermal expansion (austenitic) 11 × 10–6/oC

5 Thermal conductivity 0.18 W/cm K

The external DC supply is provided for the expansion and contraction of the SMA
spring which has an output of 0–30 V and current of 0–5A.

4 Result and Discussion

The shape memory effect of the SMA spring is seen when there is a current supplied
to the springs. Initially, the Nitinol SMA spring was deformed. To regain the original
heat, input is applied to the spring. The current input to the SMA spring develops
a force in the reverse direction which contracts the spring and which further drives
the positioning stage to give a forward and backward motion in X- and Y-direction.
The coordinates of the end-effector are obtained due to the actuation of the SMA
spring when the current is being input to the springs. Each SMA spring here acts as
a prismatic joint in the 4PP motion stage as shown in Fig. 4. Also, at a time, only one
spring is actuated because of which the other springs of the stage stays in inactive
condition. In the fabricated model of 4PP motion stage which is actuated by SMA
springs, different coordinates of the end-effector are noted by implementing different
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Fig. 4 a Forward Y (R1), b forward X (R2), c backward Y (R3), d backward Y (R4)

experiments using power supply (current) to the springs (R1, R2, R3, and R4). As
the SMA springs are coupled with the slider block, its contraction and elongation
change the coordinate system of the end-effector. As when the current is supplied to
the SMA springs, there is a change in coordinates. Also, the end-effector is connected
to two SMA springs in a particular axis, and when one of the springs is contracted
by the current input, the other spring gets expanded which leads to the forward and
backward motion to the end-effector.

The movement of the sliders (S1, S3) in the forward and backward direction is
the reason for the X-direction motion of the stage similarly sliders (S2, S4) for the
Y-direction motion. SMA spring R2 is actuated to provide the end-effector motion in
the forward X-direction as shown in Fig. 2, whereas for the backward X-direction the
spring R4 is actuated. The slider S1 slides on the sliding rod (SR1, SR2), and slider
S3 slides on sliding rod (SR5, SR6) as shown in Fig. 4. SMA spring R1 is actuated
to displace the end-effector in the forward Y-direction as shown in Fig. 4, whereas
for the backward Y direction the spring R3 is actuated. The slider S2 slides on the
sliding rod (SR3, SR4), and slider S4 slides on sliding rod (SR7, SR8) as shown in
Fig. 4.

The acquired coordinates of the end-effector in X and Y directions are tabulated
in Table 2 by the actuation of the SMA springs of the 4PP motion stage. The digital
camera installed on the top of the motion stage and used to track the coordinates
of the end-effector is shown in Fig. 3. There are four different conditions where the
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Table 2 Coordinates of the end-effector with the actuation of spring

Actuated spring Reading 1 Reading 2

OX (mm) OY (mm) OX (mm) OY (mm)

Forward Y (R1) 82.47 115.84 81.20 115.67

Forward X (R2) 113.56 115.84 113.90 113.3

Backward Y (R3) 112.9 81.8 113 82.47

Backward Y (R4) 82.67 81.8 82 81.67

coordinates of the end-effector are noted as given in Table 2. The first condition
specifies that SMA spring R1 is actuated, and then, the sliders (S2, S4) and end-
effector move in the forward Y-axis as shown in Fig. 4. For the second condition
when the spring R2 is actuated, the initial position for this is the final coordinates
achieved in the first condition. Similarly, R3 and R4 are also actuated, and the results
obtained are given in Table 2.

It is also seen that every SMA actuator has achieved the maximum displacement
required and returns to its original position in backward direction. The maximum
and minimum displacement in X- and Y-direction is given in Table 2. All actuation
of springs (R1, R2, R3, and R4) is shown in Fig. 4. All the forward and backward
actuations are shown in Fig. 4.

There are three workspaces shown in Fig. 5. Red color shows the available
workspace (200× 200 mm2) that is the maximum space that the end-effector can be
moved, and the green color shows the designedworkspace that is 35× 35mm2. Then,
the experimental workspace is obtained which is shown in yellow color. Once the
position of the end-effector is obtained, then the experimental workspace is plotted
and compared with the designed workspace as shown in Fig. 5. It is observed that

Fig. 5 X versus Y displacement of the end-effector movement
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the experimental results obtained are matched with the designed work space which
comes out to be 34.5 × 34 mm2. This obtained workspace is around 3% of the
available workspace and 96% of the designed workspace of the positioning stage.

5 Conclusion

From all the discussion made, starting from the design and development of the 4PP
motion stage actuated by SMA springs has been represented in this paper. Four set
of readings have been investigated and tabulated. The average values were plotted X
versus Y position, and it is found that this SMA-based actuators have good amount
of workspace. This paper has achieved an overall workspace of 3.5% to that of
the total feasible workspace. This investigation is completely done with the open
loop principle where the constant current is applied individually to the SMA springs
without any control to the magnitude of the current supplied to SMA spring. There
is huge possibility in this research field where the closed loop control algorithm can
be introduced to control the current supplied to the SMA springs. The further future
research can be done on the use of SMA linear actuation technique in the different
positioning device.
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Selective Etching of Aluminium 6068
Using Photochemical Machining

Jaswant Kumar, Tapas Debnath, and Promod Kumar Patowari

Abstract Photochemical machining (PCM) is one of the non-conventional
machining processes that produces stress-free and burr-free components. It can be
employed as micromachining manufacturing process to produce microsized compo-
nents. This paper focuses on the selective etching of aluminium 6068 alloy using
ferric chloride as an etchant. The primary aim of present work is to perform selective
etching with greater accuracy. The input parameters/control parameters considered
are etchant concentration, etching time and etching temperature. The performance
measures have been chosen as material removal rate (MRR), edge deviation and
undercut. The photochemical machining of aluminium has been carried out based
on Taguchi L9 orthogonal array.

Keywords Aluminium · Chemicals · PCM · Selective etching

1 Introduction

Photochemical machining (PCM) is one of the advanced machining processes which
is the combination of light and chemical energy and used to produce stress-free and
burr-free components [1]. It is basically a controlled corrosion process inwhichmate-
rial is removed by strong chemical solution known as “etchant” [2]. This process is
preferable because it does not affect the physical and chemical properties of specimen.
It is called by various names such as chemical etching, wet etching and photoetching.
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This process iswidely used tomachine thin and flatmaterials that produced geometri-
cally complex and dimensionally very accurate components. Strength-to-weight ratio
is very important to the automotive industries; therefore, if weight can be reduced
from any area of part/product, keeping the same strength then the strength-to-weight
ratio will be improved [3].

Wangikar et al. carried out the parametric optimization for photochemical
machining of copper [4], brass and German silver [5] by using overall evaluation
criteria (OEC). Agrawal and Kamble presented the optimization of PCM process
parameters of SS-304 (microfluidic channel) [6], array of microhole on SS-304 [7]
and Al/SiC composite [8] using grey relational analysis (GRA) method. Thorat and
Sadaiah carried out experimental study on Cu–Co L605 alloy to find the effect of
residual stress, grain size, grain orientation and hardness in photochemicalmachining
[9]. Using grey relational analysis, multiobjective optimization of phosphor bronze
was carried out by Agrawal et al. [10]. Misal and Sadaiah also used grey-based
Taguchi method for optimization of the PCM process parameters while machining
Inconel 601 [11]. Bhasme and Kadam carried out the experimental study and para-
metric optimization of process parameters for photochemical machining of SS316L
[12]. Cakir investigated the regeneration process of cupric chloride [13]. Ekta et al.
present the etching characteristics of aluminiumwhilemachining square cavity using
photochemical machining [14].

From the literature review, it has been observed that no significant study has
been reported on selective etching of aluminium alloy of grade 6068 using PCM.
Therefore, the aim of this paper is to investigate the selective etching of aluminium
alloy and study the performance measures for photochemical machining.

2 Materials and Methods

2.1 Material

In this paper, aluminium alloy of grade 6068 is selected for the study. The major
constituents of this alloy are aluminium,magnesium and silicon. It has goodmechan-
ical properties and exhibits good weld ability and also it has excellent electrical and
thermal conductivity. Thematerial removal from thework piece takes place by chem-
ical reaction between etchant molecules with aluminium particles. The chemical
reaction of aluminium with ferric chloride is given as.

3FeCl3 + Al → 3FeCl2 + AlCl3



Selective Etching of Aluminium 6068 Using Photochemical Machining 603

Fig. 1 a Phototool; and b UV exposure unit

2.2 Experimental Procedure

Initially, the specimens have been prepared and cleaned with acetone to remove
contaminants so that proper adhesion of photoresist is possible. The photoresist is
applied on specimen by immersion process and allowed these to dry. After that, a
phototool (designed by AutoCAD and printed out on a transparent paper) is used to
create the impression on the specimen using UV exposure unit. A phototool and UV
exposure unit are shown in Fig. 1a, b respectively.

After UV exposure, the specimen is immersed in a solvent-based developer which
removes UV unexposed masks from the workpiece. Then after, the specimens have
been washed in gently running water. The final step is machining, in which specimen
gets chemically etched at required temperature which is controlled by heating plate
as shown in Fig. 2. The steps followed in the chemical etching of aluminium are
represented in Fig. 3.

2.3 Selection of Process Parameters and Their Levels

Based on the survey of literature and somepilot experiments, three control parameters
with their levels have been chosen for the experimentation. Table 1 demonstrates the
chosen control parameters with their levels.

The performance measures considered for the experimentation are discussed as
below:

MRR = Initial weight − Final weight

Machining time
(1)

• Material removal rate (MRR)which indicates the rate atwhichmaterial is removed
from the specimen is calculated as
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Fig. 2 Heating plate with
beaker containing etchant
and thermometer

Cleaning of
workpiece

Apply photo 
resists

Drying photo 
etching
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Developer used to 
develop image

Chemical 
etching

Photo resists 
removal

Final product 
obtained

Figure 3 Sequential steps followed in PCM

Table 1 Control parameters
with their levels

Control parameters Level 1 Level 2 Level 3

Concentration (g/lit.) 400 450 500

Temperature (°C) 35 40 45

Time (min.) 3 4 5

• Edge deviation (ED) is the non-conformity of the edge of the machined compo-
nent. The edge deviation is measured at various points, and average value is
considered for analysis.
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Table 2 Taguchi L9 array with responses

S. no. Conc. (gm/lit) Temp. (°C) Time (min) MRR (mg/min) ED (µm) UC (µm)

1 400 35 3 0.167 13 10.0

2 400 40 4 0.275 24 11.0

3 400 45 5 0.300 28 12.8

4 450 35 4 0.175 16 8.4

5 450 40 5 0.280 22 20.7

6 450 45 3 0.425 36 18.8

7 500 35 5 0.240 19 10.5

8 500 40 3 0.310 32 13.0

9 500 45 4 0.500 33 28.4

• Undercut is the distance etched laterally under the photoresist layer. For analysis
of undercut, the difference between the dimensions of machined area with that of
the phototool is selected.

Both edge deviation and undercut are measured with the help of Leica Metallur-
gical Optical Microscope.

2.4 Design of Experiments (DOE)

Based on the chosen parameters, the design of experiment (DOE) has been prepared
to conduct the experiment. Taguchi L9 orthogonal array with response measures is
shown in Table 2. DOE is a statistical technique which is used to study or analyse
the effects of multiple response variables simultaneously. It refers to the layout that
describes a combination of the factors included in the study.

2.5 Experimentation

Total nine experiments are carried out on aluminium to study the effects of input
parameters, i.e. etchant concentration, etching temperature and machining time
on performance measures, i.e. material removal rate (MRR), edge deviation and
undercut. The edge deviation and undercut are measured by metallurgical optical
microscope. MRR has been calculated by Eq. (1) as given above. Figure 4a shows
the machined sample, Fig. 4b shows the microscopic image of complete machined
area and Fig. 4c shows the measured edge deviation.



606 J. Kumar et al.

(a) Machined sample (b) Microscopic image of complete
machined area

(c) Measured Edge Deviation

Fig. 4 Images of machined sample

3 Result and Discussion

The performance of PCM process has been analysed on the basis of microscopic
images of machined samples for edge deviation and undercut, calculating the MRR
by Eq. (1) as given above. The performance measures/responses are shown in Table
2.

3.1 Effect of Control Parameters on MRR

Figure 5 shows the variation of MRR with control parameters. MRR increases with
increase in concentration asmoremolecules of ferric chlorides are present resulting in
more interactions with workpiece. MRR also increases with increase in temperature
because chemical energy of etchant molecules increases that leads to increase in the
successful collisions.With the increase in time,MRR increases due to highermaterial

Figure 5 Effect of input
parameters on MRR
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Fig. 6 Effect of input
parameters on ED
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removal and after a certain period of time as the reaction scale becomes thicker, the
removal of material slows down, henceMRR decreases with further increase in time.

3.2 Effect of Control Parameters on Edge Deviation (ED)

The variation of edge deviation with selected control parameters is shown in Fig. 6.
Edge deviation increases with increase in concentration because of higher number of
molecules of etchant that reacts with the workpiece particles. ED also increases with
temperature because molecules at higher temperature are more reactive which leads
to increasing in edge deviation. But the deviation of edge decreases with increase
in etching time because at higher machining time the etchant gets sufficient time to
flatten the sharp picks and ribs or making the edges dull that reducing the ED.

3.3 Effect of Control Parameters on Undercut (UC)

The effect of control parameters on undercut is shown in Fig. 7. Fromfigure, it is clear
that undercut increases with the increase in concentration and temperature because
as explained in Sects. 3.1 and 3.2, molecules of etchant are more reactive at high
temperature and with high concentration, more numbers of molecules react with the
workpiece, resulting in increasing the undercut. The variation of undercut with time
does not follow a proper path.
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Fig. 7 Effect of input
parameters on UC
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4 Conclusions

Square-type selective etching has been successfully machined on aluminium (grade
6068) using photochemical machining. The input parameters chosen are etchant
concentration, machining time and etchant concentration whereas the performance
measures arematerial removal rate, edge deviation and undercut. Based on the results
and discussion, the following conclusions have been drawn:

• MRR increases with increase in concentration and temperature but with time,
MRR initially increases and then decreases due to higher-scale formation with
time.

• With the increase in concentration and temperature, edge deviation increases but
it decreases with increase in etching time.

• Undercut increases with increase in temperature and concentration.
• Maximum material removal rate is observed at etchant concentration of 500 g/lit,

etching temperature of 45 °C and etching time at 4 min.
• Minimum undercut and edge deviation are observed at time of 4 min, temperature

of 35 °C and concentration of 450 g/lit and etching time of 3 min, temperature 35
°C and concentration 400 g/lit, respectively.

• Optimum edge deviation and undercut are observed at etching temperature of 35
°C.
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Microstructure and Mechanical
Characterisation of Friction Stir Welded
Inconel 718 Alloy

Sanjay Raj, Pardeep Pankaj, and Pankaj Biswas

Abstract Joining with friction stir welding (FSW) of high-strength material is chal-
lengingwork due to high toolwear/degradation and low tool life. Recently, developed
tool WC–Co tool materials that withstand high temperatures and torsional stresses
are used for welding of high-strength materials with FSW. In this article, friction stir
welding (FSW)of Inconel plates is performedwithWC–Co tool. The rotational speed
of 300 rpm and a traverse speed of 90 mm/min were taken. In microstructural anal-
ysis, refinement of grain size of the base material (48 µm) to stir zone (18 µm) was
observed, which results in enhancement of mechanical properties such as strength of
the welded sample observed 77% of the base material strength, which shows partial
welding of Inconel plate occurred and microhardness of the welded sample was 60%
harder than base material hardness. FESEM of fractured tensile specimen informed
the ductile fracture. Because of the high strength of Inconel alloy, after single weld,
significant tool wear was observed. The EDS analysis was carried out at the stir zone
of the weld, and it shows the presence of tungsten in the welded region, and also
the presence of the Ni, Fe, Cr and Nb elements are found higher peaks in the EDS
spectrum.
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1 Introduction

Friction stir welding is an advance solid-state welding technique that utilises the ther-
momechanical effect of the rotating tool on theworkpiece, without using consumable
material to produce a weld. Nowadays, FSW of high melting point and high-strength
material such as steel, titanium and nickel alloys is challenging research due to high
tool wear/degradation and low tool life. Due to excellent properties, such as high
strength, high toughness and resistance to thermal fatigue at an elevated temperature
up to 700 °C with outstanding corrosion resistance, Inconel 718 is one of the most
versatile and essential metals which has been used in aerospace, oil field, indus-
trial turbine engine, cryogenic tankage and nuclear engineering. There are various
joining methods that have been applied to join Ni-base superalloys such as the fusion
welding in which gas tungsten arc welding, gas shielded metal arc welding, laser
beam welding and electron beam welding are commonly used [1]. However, there
are major problems related with fusion welding of Inconel 718 such as poor pene-
tration, microfissuring in HAZ, the formation of intermetallic compound (known as)
laves phase ((Ni, Fe, Cr)2 (Nb, Mo, Ti)) in the fusion zone and liquation cracking
in the weld which affect the mechanical properties along with corrosion resistance
[2]. Therefore, to overcome the above problem, friction stir welding (FSW), a solid-
state joining process, is a feasible method, which generates lower heat as compared
to fusion welding. Although due to high strength the use of FSW to weld Ni-based
alloys has not beenwidely used, in this field, song et al. [3] successfully welded 2mm
thick Inconel 718 alloy sheet using WC–Co tool at a welding speed of 150 mm/min.
They reported an 80% reduction of grain size, which results in the enhancement of
mechanical properties. Hanke et al. [4] studied on process parameter of FSW for
joining of 3.2 mm Inconel 625 alloy with pcBN tool and they reported wear mech-
anism of this tool. In addition, Ahmed et al. [5] also welded 4 mm thick Inconel
alloy using a silicon nitride tool with different welding speed parameter and found
the best parameter for enhancing mechanical properties. Sato et al. [6] used friction
stir welding technique to join 4.8 mm thick Inconel 600 alloy plate with the use
of a pcBN tool and they found defect-free joint with lower corrosion resistance in
stir zone and HAZ. Ramkumar et al. [7] used friction stir welding to join dissimilar
material Inconel 600 with Inconel 718 and studied the corrosion behaviour of the
weld.

From the literature survey, it was observed that very few papers are written on
solid-state welding of Inconel 718 alloy. Therefore, in this present work, friction stir
welding was applied to the Ni-base Inconel 718 alloy, using a WC–Co tool. The
microstructure and mechanical properties of the thin Inconel 718 alloy and welded
sample were examined.
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2 Experimental Procedures

In this study, Inconel 718 alloy was used as a base metal; its weight % of chem-
ical composition is given in Table 1. The base material dimensions of 200 mm ×
120 mm × 3 mm of each plate were prepared. The preparation of the surface was
performed with light grinding using grid emery cloth to remove oxides and contam-
inants, followed by cleaning with ethanol. AW25 graded WC-11%Co cylindrical
tool of diameter 25 mm with 2.6 mm long conical pin tool used. The dimension of
the conical pin tool was 7 mm at the shoulder side and 5 mm at the free end side
was used. The schematic diagram of the tool geometry and FSW of Inconel 718 is
shown in Fig. 1. FSWwas performed on a vertical milling machine engaged with 25
hp heavy-duty-powered servomotor. A tool plunge depth of 0.2 mm with constant
backward tool tilt angle 2° has been taken for obtaining sound weld. The FSW was
performed at a constant rotational speed 300 rpm with traverse speed 90 mm/min.

For finding the mechanical properties, Vickers microhardness test and tensile
test were performed. The tensile samples were taken from the FSW welded Inconel
plate as per the ASTM E8, using wire electric discharge machining (W-EDM) in
the perpendicular direction to the weld line. The tensile test was performed on the
universal tensile testing machine at a crosshead speed of 1 mm/min. For measuring
the microhardness at 1.5 mm below from the upper layer of the welded joints, a
Vickers indenter with a 300 kgf load for 20 s at an interval of 1 mm was applied on
the transverse cross sections of the weld,

Optical microscopy (OM) and scanning electron microscopy (SEM) were used
to analyse macrostructures and microstructures of the welds. The following steps
prepared sample for metallographic investigation with OM, started with sample

Table 1 Chemical composition (wt%) of Inconel 718

Ni Cr Nb Mo Ti S Si Al Fe

51.89 18.82 5.72 2.93 1.09 0.005 0.05 0.5 Bal.

Fig. 1 A pictorial view of the a WC–Co tool and b FSW of Inconel 718
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sectioning, mounting, abrasive papers grinding, polishing and end with etching. The
sample was etched with kalling’s reagent (2 g Cucl2 + 40 ml CH3OH + 35 ml
HCL) for 40 s. For the study of the fracture morphology in the microstructure of
welded sample, scanning electron microscopy (SEM) is used and the inclusion of
external elements in the welded part was examined with energy-dispersive X-ray
spectroscopy (EDS) analysis.

3 Results and Discussion

3.1 Microstructure Examination

Figure 2 presents the external shape of the FSW welded Inconel 718. The material
is welded at a traverse speed of 90 mm/min with a constant rotational speed of
300 rpm. The specimen welded at a low welding speed of 90 mm/min shows smooth
weld without the presence of any defects on the surface. Furthermore, the welded
specimen was observed that the partial penetration of tool, up to 2.01 mm from
the top surface resulted in a sound weld, without causing any defects in the weld
zone except for 0.84 mm from the bottom butt surface where insufficient welding
happened as shown in Fig. 3. The stir zone was detected near the weld centre, and
defect-free observation is found in the stir zone.

Optical micrograph of the base material (BM), stir zone (SZ) and thermo-
mechanically affected zone (TMAZ) is shown in Fig. 3. The TMAZ shown in Fig. 3a
has a slightly bigger grain structure than the SZ. FSW produces SZ near centre of
the welded part shown in Fig. 3b, and this is generated due to frictional heat and
severe plastic deformation of the BM. The microstructure of the SZ shows a fine
equiaxed grain structure with an average grain size 18 µm. Since the FSW rotational
tool produces stirring of the materials which refine the microstructure of the BM
and produces the fine recrystallised grain structure [8], the BM has a coarse grain
structure shown in Fig. 3c with an average grain size 48 µm. The friction stir welded

Fig. 2 FSW welded Inconel 718



Microstructure and Mechanical Characterisation of Friction … 615

Fig. 3 Microstructural view of welded cross section, a TMAZ, b SZ, c BM, d flow pattern of
material, e interface pattern

zone experience recovery, recrystallisation and static grain growth in the course of
the welding of the material. The region which is shown in Fig. 3d indicates the flow
pattern of the material due to the high frictional heat input and stirring of the mate-
rial at the tooltip. Interface structure observed in Fig. 3e indicates the distinguished
pattern formation between TMAZ and SZ.

3.2 Mechanical Characterisation

The welded sample of the tensile specimen and the fractured tensile specimen are
shown in Fig. 4a, b, respectively. The result of the tensile test shows lower ultimate
tensile strength (UTS), higher yield strength (YS) and lower elongation than the BM.
Figure 5 shows a generalised fracture morphology of the welded tensile specimen,
which occurs in the middle part of the welded region because of the lower tensile
strengthof thewelded region thanBM.Fracturemorphology involves the ductile frac-
ture. The presence of microdimples shows a characteristic ductile fracture. Figure 6
shows the Vickers hardness profile, which is obtained on the cross section at 1.5 mm
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Fig. 4 Top view of a welded specimen and b fractured specimen subjected to tensile tests

Fig. 5 SEM photograph showing the ductile fracture at stir zone of the welded sample

Fig. 6 Vickers hardness
curves at 1.5 mm distance
from the top surface of the
welded sample
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below from the top layer. The average hardness of BM and SZ obtained 160 HV
and 256 HV, respectively. The differences in the microstructure graph within the
deformed region of the FSWwelded Inconel 718 resulted in an irregular distribution
of the microhardness in the SZ as shown in Fig. 6. The maximum hardness in the SZ
obtained 256 HV as a result of the finer grain size in the advancing side.

EDS analysis of the fractured tensile specimen shown in Fig. 7. This analysis
revealed that the wear of the WC–Co tool. Besides the tungsten (W) inclusions grain
also consists of the Ni, Fe, Nb and Cr peaks are found in the EDS spectrum.

Figure 8 presents the WC–Co tool wear views. After welding of 150 mm length
Inconel 718 alloy plate, significant tool wear is observed. Due to the high strength of
Inconel alloy, high frictional heat is generated between the tooltip and plate which
results in 0.7 mm wear of tooltip

Fig. 7 EDS analysis of the stir zone

Fig. 8 FSW tooltip wear
after welding of Inconel 718
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4 Conclusions

Joining of Inconel 718 alloywith FSWwas successfully performed at a tool rotational
and welding speed of 300 rpm and 90 mm/min, respectively, using WC–Co tool.

In the present study, microstructure and mechanical characteristics were exam-
ined. FSW made a smooth weld without any major defects in the welds except the
bottom of the plate where insufficient penetration observed. The stir zone consists
of 62% finer grain size than the base material. Tensile test failure occurred in the
welded metal, and the fractured morphology shows ductile fracture. The hardness
of the stir zone found maximum up to 256 HV which is 60% higher than the base
material. 0.7 mm tool wear observed during a single pass of the tool in welding of
Inconel alloy. Based on the results from the current studies, an additional heat source
(hybrid FSW) recommended for joining of Inconel 718 alloy plates.
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Effect of Dual-Height Plate Fins on Phase
Change Material Cooling Technique:
An Experimental Study

Maibam Romio Singh, Asis Giri, and Pradip Lingfa

Abstract The paper presents the study of phase change material for the cooling
of electronic components. The phase change material (PCM) used in the study is
eicosane. Thermal conductivity enhancers (TCEs), made of aluminum, are used in
order to alter the low thermal conductive nature of PCM. The TCEs are divided into
no fin heat sink, constant height plate heat sink, and dual-height plate heat sink. Three
power inputs of 4, 6, and 8 W are used for the study. Thermal cooling capacity by all
the three heat sinks setups is compared. The effect of parameters such as power input
and volume of PCM is also discussed. Results indicate that the power input level
and the volume of PCM are important factors that influence the thermal management
of electronic components. The use of 5 dual-height plate fin heat sink elongates the
charging period of the PCM filled setup, thereby maintaining the device temperature
within a favorable limit for a longer duration, as compared to the no fin heat sink and
5 constant height plate fin heat sink.

Keywords Phase change material · Electronic cooling · Dual-height plate fins ·
Latent heat

1 Introduction

Recently, the study on phase change material (PCM) is booming in various areas
where passive cooling is needed. Its application ranges from portable electronic
devices to building insulation. Wang et al. [1] examine microencapsulated PCM for
building material using aluminum honeycomb structures. The result is found very
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promising, as it can restore the thermal condition of the wall even under different
environmental conditions.Hawlader et al. [2] prepared encapsulatedparaffinparticles
by complex coacervation as well as spray dying methods. Various parameters such
as encapsulation efficiency, energy storage and release capacity were taken into the
study. The results show that the energy storage or release capacity by either method
counts about 145–240 J/g which indicates the encapsulated paraffin wax has a very
good potential for thermal energy storage. Sanusi et al. [3] experimentally studied
the performance of paraffin PCM embedded with graphite nanofibers (GNF) for
energy storage and solidification. Results showed that the use of GNF-enhanced
paraffin substantially reduced the solidification time for thermal containment units
(TCUs) compared to the base material. As the sizes of electronic components are
gradually decreasing, the study of the non-mechanical cooling method is becoming a
prerequisite. Tan and Tso [4] experimentally studied the cooling of mobile electronic
devices using a heat storage unit (HSU) filled with the PCM of n-eicosane inside
the device. The high latent heat of n-eicosane in the HSU is found absorbing the
heat dissipation from the chips and maintaining the chip temperature below the
allowable service temperature of 50 °C for 2 h of transient operations of the PDA. It is
found that different orientations of the HSU inside the PDA could affect significantly
the temperature distribution. Kandasamy et al. [5] performed a numerical study for
proper thermal management of the plastic quad flat package. It has been observed
that the performance of thermal cooling is increased with the use of PCM. A good
agreement is also acknowledged experimentally for the same problem. Arulmurugan
et al. [6] investigated experimentally on thermal performance and effect of the PCM-
based heat sink with different fins. The experimental setups are prepared with a
graphical programming language (Lab VIEW). It has been found that the stability
of temperature increases with the use of PCM and the increasing number of fins
reduces the peak temperature of the heat sink. Srikanth et al. [7] investigated PCM-
based composite pin fin matrix heat sink. n-eicosane and aluminum are used as PCM
and heat sink material with a constant heat flux of 1.9 kW/m2. The analysis is carried
out using ANSYS FLUENT 14.0 software to determine the overall heat transfer
coefficient. Tomizawa et al. [8] focus on the study of mobile phone cooling using
PCM. Experimental and numerical analysis using finite element analysis concluded
that the use of PCM sheets extends the saturation time. Use of a highly conductive
copper sheet along with the PCM sheet further extends the saturation time of the
devices. Lou et al. [9] examined PCM-based technique on Samsung SPH E2500
mobile phone. Baby and Balaji [10] extensively used a combination of artificial
neural network and genetic algorithm to find a pin fin configuration for a maximum
operational time of a device. Pakrouh et al. [11] highlighted that there is a complex
relationship between the volume percentage of PCM and TCE. Taguchi method
handled the optimization problem, and the results indicate a strong dependency on
parameters such as fins height, fins thickness, fins number, and critical temperature.
Hosseinizadeh et al. [12] also investigated on plate fin parameters for an efficient
PCM heat sink. Kozak et al. [13] studied hybrid PCM—air heat sink. Effect of forced
convection on a heat sink, supplied with constant heat flux, is discussed. Sensible
heat accumulation is found increasing with the increase in power input. Saha et al.
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[14] investigated for optimum distribution of fins heat sinks considering aluminum
plate fins and pin fins as TCEs. Five different volume fractions of TCE are taken
into consideration, and out of the five, TCE with a volumetric fraction of 8% is
found performing better than the rest. Arshad et al. [15] discussed the effect of pin
fin thickness with n-eicosane as PCM. Results show 2 mm thick pin fins performed
better than 1 and 3 mm thick pin fins.

Many types of researches have been done on the cooling of electronic devices
using PCM and fins. However, there is limited experimental finding on dual-height
plate fins in the PCM cooling technique. Few numerical studies [16, 17] suggest
that there is an improvement in heat transfer when variable height fins are used. Ji
et al. [18] also numerically investigate double fin length, in a vertical position, for
enhancement of PCM thermal storage system, and a promising result is obtained.
However, there is still scarcity in experimental research of dual-height plate fins in
the PCM cooling technique. With the miniaturization in the electronics industry, the
weight of the heat sink plays a crucial role. The dual-height plate fins will reduce
the weight of the heat sink, as well as accommodation of more thermal storage
compounds, which can be made with proper design. Therefore, the purpose of the
present study is to experimentally identify the effect of dual-height plate fins over
the constant height plate fins for thermal management of portable electronic devices
using eicosane as PCM material.

2 Experimental Setup

Figure 1 shows the schematic layout of the experimental setup. It consists of a DC
power source for the heater, an insulated heat sink assembly, a data logger, and a
computer to records the data collected through thermocouples. All the experiments
are carried out in a closed and controlled temperature room.

2.1 Heat Sinks and Assembly

The main components of the heat sink assembly consist of a heat sink filled with
PCM, a silicon rubber heater of overall dimension of 53 × 63 mm2, thermocouples,
and insulating materials. The heat sink is insulated at all the sides and the bottom by
rubber cork insulation. The insulation on the sides is further improved with the use
of a thermocol insulator; this provides a one-directional heat flow from the heater to
the PCM-filled heat sink. The radiation loss from the insulated sides is controlled by

DC Power Supply Heat Sink Assembly Data Logger Computer

Fig. 1 Schematic layout of the experimental setup
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Fig. 2 Photographic views of the heat sinks a 5 constant height plate-fin heat sink, b 5 dual-height
plate-fin heat sink and c no fin heat sink

using a thin layer of aluminum foil in between the heat sink and the rubber cork. For
a clear visualization of the melting phenomenon, a thin Plexiglas of 3 mm thickness
is used to cover the PCM-filled heat sink. All the components are fastened together
using a set of screws on a 20 mm thick acrylic plate.

Aluminum is considered as the heat sink material. It has a thermal conductivity
of 202.4 W/m K and a density of 2719 kg/m3. The heat sink considered has an
overall dimension of 72 × 65 mm2 base with a height of 15 mm. The experimental
investigations have been done on three different sets of heat sink geometries. Two of
the heat sinks have 5 numbers of plate fins, and the third one has no fin, which is for
baseline comparison with the finned heat sinks. Again, one of the finned heat sinks
has constant height plate fins and the other has dual-height arrangement of plate fins.
For easier recognition, the heat sinks are named as no fin heat sink (or blank heat
sink), 5 constant height plate-fin heat sink and 5 dual-height plate-fin heat sink. The
cross-sectional dimensions of the plate fins are 3 × 52 mm2. Figure 2 presents the
photographic view of various heat sinks.

The PCM material use in the present investigation is eicosane from SIGMA
ALDRICH, USA (CAS: 112-95-8), having a melting temperature ranges between 35
and 37 °C. This material has a density of 820 kg/m3 (in the solid state) and 780 kg/m3

(in liquid state) with a respective specific heat of 1.9 and 2.2 kJ/kg K. The thermal
conductivity of the material in solid and liquid states is 0.39 and 0.16W/mK, respec-
tively. The material has a high latent heating capacity of 237.40 kJ/kg which makes
it suitable for such a passive cooling method.

2.2 Temperature Measurement

The rise in temperature inside the PCM and the heat sink is mapped using calibrated
K-type thermocouples. The thermocouples are attached using Araldite epoxy. The
positioning of thermocouples in 5 dual-height plate-fin heat sink is shown in Fig. 3.
The thermocouple H1 and H2 measures the temperature at the base of the heat sink.
These temperatures represent the heat generated from the electronic device. In order
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Fig. 3 Position of thermocouples in the 5 dual-height plate fins

to place these thermocouples, a hole of 1 mm diameter and 15 mm deep is drilled at
a height of 2.5 mm from the bottom surface of the heat sink. The thermocouples T1
and T1′ measure temperatures inside the PCM at a height of 8 mm from the base.
The thermocouples T2 and T2′ measure the temperature at the top of 5 mm height
plate fins. The thermocouples T3 and T3′ measure the temperature inside the PCM
at 13 mm height from the base surface. The thermocouples T4 and T4′ measure the
temperature at the top of 10mmheight plate fins.Apart from these, thermocouplesTw
and Tw′ give the sidewall temperatures and another thermocouple detects the room
temperature. A sixteen channel data logger (UniLogPro Plus) procured from Process
Precision Instrument (PPI), India, served the purpose of recording the temperature
from the thermocouples. Finally, a computer is used to display and store the data
from the data logger.
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2.3 Uncertainty in Measurement

Every precise or accurate measurement requires calibration of the measuring instru-
ments. The thermocouples for the experiment are calibrated in the temperature range
of 0–100 °C, according to the ASTM standard [19]. The discrepancy error in the
thermocouple is found to be ± 1 °C. The DC regulated power supply used for the
heater has a voltage range of 0–30 V and a current range of 0–5 A. A Fluke digital
multimeter is used to calibrate the uncertainties in voltage and current, which is
found to be ±0.1 V and ±0.01 A, based on the least count of the multimeter. The
total uncertainty in the measurement of power is ±3.4% [20].

3 Results and Discussion

Three different power inputs are considered for the study; 4, 6, and 8 W. The corre-
sponding heat fluxes are 1.19, 1.79, and 2.39 kW/m2. Two different volumes of PCM
have been considered for the analysis; these volumes are represented by φ = 0.5
and φ = 1.0. φ = 1 is the volume of PCM which filled the TCE cavity completely
(i.e., up to 10 mm height of fins) and φ = 0.5 is the volume of PCM filled up to half
height of the TCE cavity (i.e., 5 mm height of fins). For relatively low working load
(upto 5 W power input), eicosane is a very effective PCM as seen from the above
literature. To simplify the study, a well-defined temperature has been chosen as a set
point temperature (SPT), and the time taken by each of the PCM-filled heat sink to
reach this SPT is analyzed. Since eicosane has a latent heating phase between 35 and
37 °C, the upper limit temperature of phase transition, i.e., 37 °C, is chosen as one of
the SPT (denoted in the figure by SPT37). This will show the nature of heat transfer
during the melting phase. Apart from this temperature, another elevated temperature
of 50 °C is also taken as SPT (represented as SPT50 in the figure) to see the trend of
heat transfer after the latent heating phase.

3.1 Effect of Variable TCE

Figure 4 shows the time–temperature heating curve of eicosane in the constant and
dual-height TCE. The average of the base temperatures H1 and H2 is used for the
comparison. At the initial stage of the heating, there is a rapid rise in the time–
temperature curve; this marked the sensible heating of the PCMmaterial. With more
addition of heat, the material starts a phase transition from solid to liquid. During this
stage, the temperature inside the PCM becomes more or less stable even though heat
is continuously supplied to the heat sink. The more the latent heating time, the better
is the stability of the device temperature within a favorable limit. From the figures,
it can be observed that the use of dual-height plate fins with PCM extends the latent
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(a) (b) (c)

Fig. 4 Heating inside the constant and variable TCE at a 4 W, b 6 W and c 8 W

(a) (b)

Fig. 5 Charging time of PCM at different SPT a 37 °C and b 50 °C at different power input

heating timemore than the constant height plate fins. Figure 5 compares the charging
time required to reach SPT of 37 and 50 °C by the constant and dual-height plate fins
filled with PCM. To reach an SPT of 37 °C at 4 W power input, the 5 dual-height
plate-fin heat sink unit requires 63 min, while the 5 constant height heat sink unit
takes 56 min to achieve the same temperature. This means the base of the heat sink
unit for the dual-height heat sink will remain cooler for a longer duration compared
to the constant height unit. Also, if the comparison is made with the no fin heat sink
unit, elongation in operational time is much higher for the finned heat sink units.

3.2 Effect of Volume of PCM

The volume of PCM plays a major role in the latent heat thermal energy storage
system. In this study, the effect of two different volumes of PCM is discussed and a
comparison of heating time with the increase in the volume of PCM is made. When
the PCM completely covers the fins, i.e., when φ = 1, the heat carried away from
the base by the plate fins is easily dissipated to the PCM. If the volume of PCM



626 M. R. Singh et al.

Fig. 6 Variation in charging
time due to volume of PCM

further reduced to φ = 0.5, heat absorption by the PCM from the TCE reduces as
the contact area of PCM and fins reduces. Consequently, the temperature of the base
rises quickly, for the TCE with less PCM volume, which is not desirable in the case
of electronic devices. Figure 6 highlights the time taken by different volumes of PCM
filled in a 5 dual-height plate heat sink, to reach an SPT of 37 °C.

3.3 Enhancement in Operational Time

The enhancement achieved from both the finned units of PCM latent heat storage
systems can be compare using enhancement ratio [10, 16]. By definition, it is the
ratio of charging time of a finned PCM unit to no finned PCM unit. Figure 7 shows
the enhancement ratios of the dual-height heat sink and constant height heat sink at
various power inputs. In both cases, a higher enhancement ratio is achieved at lower
power input. As the power level increase, the enhancement ratio also decreases. This
suggests more effectiveness of the PCM cooling method with portable electronic
devices with low power consumption. However, dual fin arrangement has higher
enhancement in all the cases of the study.

3.4 Heat Dissipation Inside the PCM

As the heat flow from the base of the heat sink to the PCM, there is variation in
temperature profile inside the PCM due to the difference in heat sink configuration.
Figure 8 shows the special variation of the temperature inside the PCM, along with
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Fig. 7 Enhancement ratio of the two finned heat sink unit to reach SPT of 37 °C

Page 

(a) (b)

Fig. 8 Variation of temperature at different locations inside the PCM with a constant height heat
sink and b dual-height heat sink

the vertical height of the heat sink unit. The thermocouple positions correspond to
the base, at 8 mm and at 13 mm height from the base are considered.

4 Conclusion

Effect of dual-height and constant height plate fin on thermal management using
PCM is studied. Baseline comparison is also made with no fin heat sink filled with
PCM. Results show the employment of plate fins enhanced the performance, and
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at the same time, the superiority of dual-height plate over the constant height plate
fins is also witnessed. Studies are conducted at three power levels of 4, 6, and 8 W.
The suitability of PCM techniques is found for portable devices with low power
consumption. The volume of PCM is also found to strengthen the cooling effect. A
maximum enhancement ratio of 1.97 is achieved at a power input of 4 W for the
case with dual-height plate fins, whereas increasing power input is found reducing
the enhancement effect. The dual-height fin arrangement also reduces the weight of
the heat sink. So, the overall observation is that the implementation of dual-height
plate fins in the PCM cooling technique gives better thermal management than the
constant height plate fins.
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Dynamic Analysis of Parametrically
Excited Coupled Beam-Based
Piezoelectric Energy Harvester

Ranit Roy, Anshul Garg, and Santosha Kumar Dwivedy

Abstract In this present work, the dynamics of a piezoelectric energy harvester
consisting of two vertical cantilever beams with tip mass and piezoelectric patch
has been studied. The beams are coupled with a linear spring and the system is
subjected to base excitation. Both of the beams are identical except length and tip
mass. Tip masses are attached in such a way that the natural frequencies of the beams
come closer to each other which helps both the beams to resonate with principal
parametric resonance condition. It is assumed that the beams undergo large amplitude
oscillations, hence geometric and inertial nonlinearities have been taken into account.
Considering Euler–Bernoulli beam assumptions, the nonlinear electromechanical
equations of motion have been obtained by using Lagrange’s principle which is
discretized to its temporal form by generalized Galerkin’s method. Using 4th order
Runge–Kuttamethod, these governing equations ofmotionhavebeen solved.Method
ofmultiple scales has also been used to obtain the approximate response and voltages
in the beams. It has been observed that in the pre-buckling regime, with increase in
load resistance, the output voltages and the output power of both the beams increase.
While the load resistance has no effect on system frequency. It has also been observed
that with increase in stiffness of coupled spring, output voltages and output power
of both the beams increase. Also it can be observed that with increase in stiffness of
the coupled spring, at lower frequency power can be generated.
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Nomenclature

A j Cross-sectional area of each beam
b j Width of each beam
bp Width of piezo-patch
Ca Damping coefficient
Cp Capacitance of the piezo-patch
E Young’s modulus of the beam material
h j Thickness of each beam
hp Thickness of piezo-patch
I j Area moment of inertia of each beam
It j Mass moment of inertia of each tip mass
K Spring stiffness
L1 Length of first beam
L2 Length of second beam
Lp Piezo layer length
Mt j Tip mass of each beam
RL Load resistance
ρ Density of beam material
ω Excitation frequency

1 Introduction

Vibrational energy harvesting has been generating greater attention since last few
decades.As there are lots of ambient vibrations, researchers have proposed and devel-
oped various ways to harvest energy from these vibrations to run low-powered elec-
tronic devices, monitor structural health and operate wireless sensors. The purpose of
this technology is to create remote sources of electrical power or to store the energy
in some storage devices.

Masana and Daqaq [1] proposed a model of piezoelectric energy harvester with
clamped–clamped beam condition where the beam is subjected to transverse exci-
tation and static axial load. They have shown that the axial load gives the ability
of tuning excitation frequency, increases the electrical damping, enhances effective
nonlinearity of the system and amplifies the effect of external excitation. Daqaq
et al. [2] proposed a lumped parameter electromechanical modeling of a parametri-
cally excited energy harvester. They have investigated that there is a parametrically
unstable region in which energy can be harvested when the coupling coefficient
increases. They have also studied the effect of load resistance on harvested power.
Abdelkefi et al. [3] proposed a distributed parameter model of an energy harvester.
Depending on the nonlinearity and varying the system parameters, they have plotted
softening and hardening effects. Rosa et al. [4] have studied piezoelectric energy
harvesting for a cantilever beam with varying cross-sectional area and tip mass.
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They have experimentally verified the model for tapered bimorph cantilever and
found the optimal load resistance for maximum power output. Guo et al. [5] devel-
oped a piezo-magneto-elastic coupled cantilever-type harvester. They have studied
the effect of spacing between two adjacent magnets on the static bifurcation char-
acteristics of the system. They have found that interwell limit cycle motion of the
beam around two centers corresponds to optimum power output; interwell chaotic
motion and multi-periodic motion including intrawell oscillations are less effective.
Friswell et al. [6] proposed an energy harvester consisting of a cantilever beam with
tip mass. They have studied three cases: a linear system, a non-buckled beam with
low natural frequency and a buckled beam. The system is highly nonlinear between
double potential wells for post-buckled case. They have experimentally validated that
the most practical configuration is the pre-buckled case, where the proposed system
has a low natural frequency, high level of harvested power and increased bandwidth
of operation over a linear system. Huang et al. [7] again designed and analyzed a
harvester–absorber model consisting of two vertical cantilever beams coupled with
a spring and set upon a spring mass system. They have mathematically derived the
frequency–amplitude relationship.

While in most of the energy harvesters, a single cantilever beam is used, in the
present work, two cantilever beams are coupled to form the piezoelectric energy
harvester which is excited parametrically. Figure 1 shows the schematic diagram of
the energy harvester. The beams are attached with tip mass and coupled by a weak
spring. Nonlinear electromechanical equations of motion for the system have been
derived using Lagrange’s principle and discretized to its temporal form by using
generalized Galerkin’s method. Approximate solution is obtained using method of
multiple scales (MMS). Effects of coupling spring and load resistance have been
analyzed.

Fig. 1 Schematic diagram
of the parametrically excited
piezoelectric energy
harvester
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2 Modeling

Here, as shown in Fig. 1, the piezoelectric-based energy harvester (PEH) consists
of two vertical beams which are mounted to a base. Tip masses are attached to the
beams individually. The beams are coupled with a linear spring of stiffness K . The
spring is attached linearly with the beams at distance s1 and s2 from the base of the
first and second beam, respectively.

Piezoelectric patches are attached at the base of both the beams. Euler–Bernoulli
beamassumptions are considered tomodel the systemmathematically.The transverse
and axial displacements at the tip positions are v1, v2 and u1, u2.Subscripts 1 and 2 are
used to represent the first and second beam, respectively. The displacement–curvature
relation of the beams can be nonlinear due to large oscillation of the beams. This
is represented by geometrical nonlinearity and inertial nonlinearity in the governing
equation. Consider two arbitrary points P1 at a distance n1 and P2 at a distance
n2 from the base of first and second beam, respectively. These points undergo rigid
body translation due to the base excitation and further displacement due to the elastic
deformation of the beams, which are given by transverse displacement (vP1 and vP2 )
and axial displacement (uP1 and uP2 ). Let φP1 and φP2 denote the rotation of the
beams at a distance n1 and n2 from the base of each beam along the neutral axis,
respectively, and hence, the rotation at both of the tip masses is φ1 = φP1(L t1, t)
and φ2 = φP2(L t2, t) measured at the mass center. These are function of length
of the beam n1, n2 and time t . Here, a single-mode approximation is considered.
Displacement at any point of the beam can be represented as a function of tip mass
displacement through beamdeformation functionsϕ1(n1) andϕ2(n2), as vP1(n1, t) =
vP1

(
L t1 , t

)
ϕ1(n1) = v1(t)ϕ1(n1) and vP2(n2, t) = vP2

(
L t2 , t

)
ϕ2(n2) = v2(t)ϕ2(n2),

where ϕ1(n1) and ϕ2(n2) are shape functions [6]. ϕ1(n1) = λt1(1 − cos(πn1/2L1))

and ϕ2(n2) = λt2(1 − cos(πn2/2L2)) where λt1 and λt2 are constants, such that
ϕ1

(
L t1

) = ϕ2
(
L t2

) = 1.

2.1 Equations of Motion

Lagrange’s principle is used to derive the governing electromechanical equations
of motion of the system. It is to be noted that subscript j and k in the following
equations denote the beam numbers, when j = 1 then k = 2 or vice-versa. For
individual beam, the governing equations of motion are

v̈ j

[(
ρA j N j1 + Mt j + It j N

2
j5

) + v2
j

(
ρA j N j3 + Mt j N

2
j4 + It j N

4
j5

) + v4
j

(
1

4
It j N

6
j5

)]

+ v̇2
j

[
v j

(
ρA j N j3 + Mt j N

2
j4 + It j N

4
j5

) + v3
j

(
1

2
It j N

6
j5

)]
+ v̇ j (Ca)

+ v j
[
E I j N j6 − ρgA j N j9 − Mt j gN j4 + N j10

]
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+ v3
j

[
2E I j N j7

] + v5
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3

4
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]
− Vj

[
θ j1 + θ j2v

2
j

]

− vk
[
N j11

] = −z̈
[(

ρA j N j2 + Mt j N j4
)
v j

]
(1)

CpV̇ j + (
Vj/RL

) + θ j1v̇ j + θ j2v
2
j v̇ j = 0 (2)

where,
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t j
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32L3
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πL p/2L j
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(
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To obtain the relative contribution of the terms present in it, these equations of
motion are now non-dimensionalized by taking the inverse of natural frequency (ωn)
of the beam (as in present case natural frequencies of both the beams are optimized in
such a way that they are almost equal) as time scale and the length parameter lg = 0.1
as length scale. Considering the open-circuit voltage as Vj , the output voltage can
also be non-dimensionalized. The constant parameters in the equations are scaled up
in same order so that inertial, cubic, coupled and excitation nonlinear terms come
in same order. After non-dimensionalizing, Eqs. (1) and (2) can be written in the
following form, respectively.

¨̄v j + εα j0 ˙̄v j + α j1v̄ j + εα j2
(
v̄2
j
¨̄v j + v̄ j ˙̄v2

j

)

+ εα j3v̄
3
j − εα j4V̄ j − εα j5v̄k = ε f j [sin(�τ)]v̄ j (3)

V̇ j + r j1V j + v̇ j = 0 (4)

where the non-dimensionalized transverse displacement is v j = (
v j/ lg

)
, the non-

dimensionalized time is τ = ωnt , the non-dimensionalized excitation frequency is
� = (ω/ωn), and the non-dimensionalized output voltage isV j = [(

CpVj
)
/
(
θ j1lg

)]
,
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r j1 = (
1/CpRLωn

)

where ε is a book keeping parameter and assumed to be 0.1.

2.2 Approximate Solution

Toget uniformfirst-order approximate solution of the non-dimensionalized equations
ofmotion,method ofmultiple scales has been used. Consideringmultiple time scales,
time dependence can be expressed by.

Tn = εnτ . Time derivatives can be expressed as
(d/dτ) = D0 + εD1 + O

(
ε2

)
and

(
d2/dτ 2

) = D2
0 + ε2D0D1 + O

(
ε2

)
where

Dn = (∂/∂Tn). Depending upon multiple scales, displacements and output voltages
can be expressed as follows.

v j = v j0(T0, T1) + εv j1(T0, T1) + O
(
ε2

)
(5)

V j = V j0(T0, T1) + εV j1(T0, T1) + O
(
ε2

)
(6)

Substituting Eqs. (5) and (6) in Eqs. (3) and (4) and equating the coefficients of
ε0 and ε1 to zero, one obtains the following equations.

Coefficients of ε0:

D2
0v j0 + α j1v j0 = 0 (7)

D0V j0 + r j1V j0 + D0v j0 = 0 (8)

Coefficients of ε1:

D2
0 v̄ j1 + α j1v̄ j1 =

⎧
⎨

⎩
−2D0D1 v̄ j0 − α j0D0 v̄ j0 − α j2

[(
D2
0 v̄ j0

)
v̄2j0 + (

D0 v̄ j0
)2

v̄ j0

]

−α j3v̄
3
j0 + α j4 V̄ j0 + α j5v̄k0 + f j sin(�τ)v̄ j0

⎫
⎬

⎭
(9)
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D1V j0 + D0V j1 + r j1V j1 + D0v j1 + D1v j0 = 0 (10)

Solution of Eqs. (7) and (8) can be given by

v j0 = A j (T1)e
iωnT0 + c.c (11)

V j0 = [−A j (T1)
{(
iωnr j1 + ω2

n

)
/
(
r2j1 + ω2

n

)}
eiωnT0

] + c.c (12)

Considering principal parametric resonance conditionwhich ariseswhen the exci-
tation frequency is twice the natural frequency, then one may write � = 2ωn + εσ ,
where σ is the detuning parameter. Now substituting Eqs. (11) and (12) in Eq. (9),
to get a bounded solution, the coefficients of eiωnT0 , i.e., the secular terms must be
equated to zero. This yields the following equation.

2iωn A
′
j + α j0iωn A j −

(
2α j2ω

2
n − 3α j3

ω2
n

)
A2

j Ā j

+ α j4

(
ω2
n + iωnr j1
ω2
n + r2j1

)

A j − α j5Ak + f j ieiσT1

2
Ā j = 0 (13)

Here, ∂A j

∂T1
= A′

j . Now, substituting A j (T1) = a j

2 e
iβ j , A j (T1) = a j

2 e
−iβ j , Ak(T1) =

ak
2 e

iβk , Ak(T1) = ak
2 e

−iβk in Eq. (13) and separating the real and imaginary part, one
may obtain the following reduced equations.

a′
j = −α j0

a j

2
− α j4

(
r j1

r2j1 + ω2
n

)
a j

2

+ α j5
ak
2ωn

sin
(
βk − β j

) − f j
2ωn

cos
(
σT1 − 2β j

)a j

2
(14)

β ′
j = −α j2

a2jωn

4
+ α j3

3a2j
8ωn

+ α j4

2

(
ωn

r2j1 + ω2
n

)

− α j5
ak

2ωna j
cos

(
βk − β j

) + f j
4ωn

sin
(
σT1 − 2β j

)
(15)

Taking, σT1 − 2β j = γ j in Eqs. (14) and (15), and for steady state substituting
a′
j = γ ′

j = 0, one may obtain the following frequency–amplitude relation.

σ =
(

3

4ωn
α j3 − 1

2
α j2ωn

)
a2j + α j4

ωn

ω2
n + r2j1
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− α j5
ak

a jωn
±

√√√√
(

f j
2ωn

)2

−
(

α j0 + α j4
r j1

ω2
n + r2j1

)2

(16)

Here,γ j = γk is considered for simplification. Otherwise, one has to solve
four equations numerically to obtain the response amplitude. Displacement–voltage
relationship can be expressed as

a j =
[(

Cp

√
r2j1 + ω2

n

)
/
(
θ j1lgω

2
n

)]∣∣Vj0

∣∣. (17)

3 Results and Discussion

In this paper, parametric resonance condition of the piezoelectric energy harvester
has been analyzed. Here, time response and frequency responses of both the beams
are plotted separately by varying different parameters like coupled spring stiffness
and load resistance. Table 1 represents the material properties of the system, and
Table 2 represents the geometric properties of the system.

It has been observed that without coupled spring, Euler buckling loads for the
first and second beam are found to be 27 g and 30.2 g of tip mass, respectively. With
coupled spring, the Euler buckling load increases and is found to be 29.8 g and 33.4
g of tip mass for the first and second beam, respectively.

Table 1 Material properties of the harvester [6]

Beam properties Piezoelectric (MFC) properties

Density (ρ) 7850 kg/m3 Capacitance (CP) 51.4 nF

Young’s modulus (E) 210 GPa γC −4 × 10−5 Nm/V

Table 2 Geometric properties of the harvester

Beam and tip mass properties Piezoelectric (MFC) properties [6]

Length of first beam 0.2 m Length of the patch 28 × 10−3 m

Length of second beam 0.19 m Width of patch 14 × 10−3 m

Width of each beam 16 × 10−3 m Thickness of patch 0.3 × 10−3 m

Thickness of each beam 0.254 × 10−3 m

Inertia/tip mass 0.000040087m2
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3.1 Effect of Stiffness of the Coupled Spring

It is to be noted that the load resistance is fixed at 100 K�.
From time responses shown inFigs. 2 and 3, it can be observed thatwith increase in

the coupled spring stiffness, the voltage increases significantlywhich is also shown in
Table 3. From the frequency–voltage plots shown in Figs. 4 and 5, it can be observed
that the stable trivial solution bifurcates with supercritical pitchfork bifurcation and
the unstable trivial solution bifurcates with subcritical pitchfork bifurcation. It is to
be noted that, here the solid lines show the stable solutions and dashed line shows the
unstable solutions. From Figs. 4 and 5, it can also be observed that frequency-voltage

Fig. 2 Time-voltage
response of first beam for
different values of spring
stiffness

Fig. 3 Time-voltage
response of second beam for
different value of spring
stiffness

Table 3 Output voltage and power with change in coupled spring stiffness

K (N/m) V1 (Volt) Power1 (mW) V2 (Volt) Power2 (mW)

0 14.24 2.02 15.88 2.52

1 18.91 3.57 20.44 4.17

2 23.73 5.63 25.38 6.44

Fig. 4 Frequency-voltage
response of first beam for
different values of spring
stiffness
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Fig. 5 Frequency-voltage
response of second beam for
different values of spring
stiffness

curves shift toward left with increase in the stiffness of the coupled spring. Hence,
one may generate voltage at a lower frequency using a spring.

3.2 Effect of Load Resistance

It is to be noted that all the parameters are kept constant (except the load resistance)
and stiffness of the coupled spring is taken as 2 N/m.

From time responses shown in Figs. 6 and 7, it can be observed that with increase
in load resistance, voltage output increases. From Table 4, it can also be observed
that the output power also increases. From Figs. 8 and 9, it can be observed that the
load resistance has no effect on the supercritical and subcritical pitchfork bifurcation
points. It is because the change in load resistance does not affect the natural frequency
of the system, hence there is no frequency shifting of the curves. For the same reason,
we can observe from Figs. 6 and 7 that the time period of the oscillation is same
for different load resistances. The developed equations can further be used for many
parametric studies.

Fig. 6 Time-voltage
response of first beam for
different values of load
resistance

Fig. 7 Time-voltage
response of second beam for
different values of load
resistance
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Table 4 Output voltage and power with change in load resistance

RL (k�) V1 (Volt) Power1 (mW) V2 (Volt) Power2 (mW)

50 12.12 2.93 13.08 3.42

100 23.73 5.63 25.38 6.44

150 35.59 8.44 38.20 9.72

Fig. 8 Frequency-voltage
response of first beam for
different values of load
resistance

Fig. 9 Frequency-voltage
response of second beam for
different values of load
resistance

4 Conclusions

In the present work, a piezoelectric energy harvester consisting of two vertical
cantilever beams coupled with a linear spring is considered, and it is shown that more
output voltage and power can be generated by using this system than a conventional
piezoelectric energy harvester. The system requires parametric excitation, which can
be found naturally in bridges, suspended wires between two supports, tall build-
ings, etc. From the results, it can be observed that the coupled spring has significant
impact on the output voltage andpower.Byusing the coupled spring, one can generate
voltage with a lower excitation frequency. Load resistance also has a wide impact on
the system; as it can be observed from the result that with increase in load resistance
output voltage and output power from the system increase. But the change in load
resistance does not affect the natural frequency of the system. So, there is no possi-
bility of tuning the harvester operating frequency. Hence, this study will help one to
develop an efficient piezoelectric energy harvester.
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An Overview of Wire Electrical
Discharge Machining (WEDM)

Shatarupa Biswas, Yogesh Singh, and Manidipto Mukherjee

Abstract WEDM is not a traditional machining process. The process is based on a
thermo-electrical energy system. In this process, anymechanical connection between
the electrode (wire) and theworkpiece is not required for cutting any object. To estab-
lish a contact within the wire and the work object, different dielectric fluids are used.
Generally, this approach refers only to conductive materials (such as silver, copper,
iron, brass, bronze). Once the deionized water flows, metal ions are released from the
workpiece, and electrons are released from the wire and formed a spark between the
wire and workpiece. The range of the temperature produced due to this action lies in
between 8000 °C and 12,000 °C. Due to this reason, the material is removed from
the substrate. This article is about the investigation of the previous research work
done on the different deionized water and its effect on the different output param-
eters acquired. From this study, researchers will be equipped with the summarized
way to how to select the input parameters and enhance the output parameters using
deionized water in the WEDM machining process.
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Aon Arc on time
BPNN Back propagation neural network
EDM Electro discharge machining
KW Kerf width
MRR Material removing rate
T off Pulse off time
T on Pulse on time
RLT Recast layer thickness
SV Servo voltage
SH Surface hardness
SR Surface roughness
TWR Tool wear rate
WEDM Wire electrical discharge machining
WF Wire feed
WP Wire pressure
WT Wire tension

1 Introduction

The two Russian Scientists, B. R. Lazarenko and N. I. Lazarenko, invented the
electro discharge machining (EDM) method in 1940 [1]. The Soviet Union scientists
invented the first EDM after that in 1967, in which they used wire as the electrode
[2]. EDM machining is a non-conventional process [3] which is used mainly for
those (hard metals) which would be very difficult to machining with traditional
processes (such as shaping, boring, spinning). EDM typically works with electrically
conductive materials, while methods for using EDM in machine-insulating ceramics
have also been proposed [4, 5]. Through pre-hardened steel, EDM can cut intricate
contours or cavities without the need for heat treatment to soften and harden them.
In this machining process, the metal alloy such as titanium, hastelloy, kovar and
inconel can be used. EDM machining is dependent on input parameters such as
current, pulse on time and pulse off time[6], and several types of dielectric fluids
are typically used to boost the different types of material performance parameters,
such as MRR, SR and TWR. Three types of EDM are commonly used, namely die
sink EDM, wire EDM and micro EDM. WEDM [7, 8] is also known as spark EDM,
which is usually used for cutting purposes. A thin wire is used as a tool in this kind of
EDM. The wire mainly consists of brass or copper or zinc coated brass. The wire’s
diameter in this case lies in the range between 0.1 and 0.3 mm. And for machining
purposes, the thickness of the plate is 300 mm in nature. This EDM is typically used
when requires low residual stresses because there is no required high cutting forces
to extract the material. WEDM process makes machining burr-free and provides
electrical conductivity of the workpiece. WEDM machine generally has five axis
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Fig. 1 Block diagram of WEDM

movements such as x axis, y axis, z axis, u axis, v axis, respectively. The schematic
representation of the method is shown in Fig. 1.

2 Important Parameters in Wire EDM

Wire EDM machining is generally depended on input and output parameters.
Deferent types of wire EDM machining parameters are shown in Fig. 2. For wire
EDM machining, some input parameters have to be chosen based on various types
of materials, because the output parameters of the materials depend on the input
parameters during wire EDM machining process.

2.1 Input Parameters

For themachiningprocess, input parameters are used to control the output parameters.
Types of input parameters are shown in Fig. 2.

• Ton: The total duration of discharge time between the wire and material is known
as T on.

• Toff : The total duration of non-discharge time between the wire and material is
known as T off.

• Aon: The duration of electron flow time, i.e., the arc generating time is known as
Aon.

• Aoff : The duration of non-flow time of electron is known as Aoff.
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Fig. 2 Parameters of wire EDM

• WF: It is expressed as a unit of wire length passing through a point per unit time.
• WT: The tensile force of wire in between upper nozzle and lower nozzle is known

as wire tension.
• SV: The working voltage is known as servo voltage.
• WP: Water pressure is expressed as an amount of perpendicular force is applied

on an object per unit area.

2.2 Performance Parameters

Various types of output parameters are shown below.

• MRR: It can be expressed as the volume of material eroded per unit time. It is a
very important parameter for EDM machining. The working time with a job of
EDMmachining is depended on its MRR.MRR is closely related to the dielectric
fluid which is used for machining purposes [9, 10]. MRR is calculated using this
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Eq. (1) [11]

MRR = volume of theworkmaterial remove

machining time
= wb − wa

ρ ∗ tm
(1)

where, wb denotes the work piece before machining weight and wa is weight after
machining weight.ρ is the density of work piece, and tm is machining time.

• SR: It is calculated by the deflection of the normal vector (direction of vector) to
a real surface. If themeasured deflection is huge, then the surface is described as
a rough, and if the measured deflection is little, then the surface is described as
smooth [12, 13].

• KW: After machining process, the cutting width of material is known as kerf
width.

3 Dielectric Fluid

The dielectric is used as a conductor between the electrode (wire) and the workpiece
to promote a stable and regulated spark gap when ionizing, and it also serves as a
flushing agent to clean and eliminate eroded debris from the region of the spark gap.
For WEDM machining, basically the deionized water is used as a dielectric fluid.
It is a substance that is high in flame, weak in viscosity, light in color and resistant
to oxidation. It is easy to filter, non-corrosive and easily dissipates heat. It increases
electrode(wire) life and enhances surface finish efficiency. It is very cost effective
and easily available. Due to these reasons, deionized water becomes a very popular
dielectric fluid in WEDM process.

3.1 Deionized Water

The deionized water concentration of ions is zero. It can be created by taking normal
water and exposing it to electrically charged resins that bind and absorb salts (such as
calcium, magnesium, sodium) and extracting them from water. Thus, the materials
are not affected by deionized water. It also acts as a semiconductor and flushing agent
for cleaning and removing eroded debris from theworkmaterials. Several researchers
have performed their work on wire EDM using deionized water as a dielectric fluid
[14, 15].
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4 Electrode Used in Wire EDM

For cutting purpose in wire EDM, several types of electrode are used such as brass,
zinc and copper. The performance of wire is depending on the following properties.

• Wire size
• Mechanical property (tensile strength, modulus of electricity)
• Electrical property (electrical conductivity)

5 Prior Art on WEDM

Various researches have been done on wire EDM using deionized water which is
shown in Table 1.

6 Conclusions

From the previous research work, the following conclusions are drawn:

• Dielectric fluid is playing an important role for removing metals of the WEDM
cutting process. And by using deionized water, the flushing efficiency is better.

• T on is an important parameter for finding KW among all other input parameters.
• For finding MRR, the important input parameters are SV and T off.
• Deionized water gives a better SR for meso helical gear compared to the meso

bevel gear.
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Table 1 Literature review on wire EDM

Author and Year Work material Electrode (wire) Finding

Kao et. al. (2007) [14] AISI 6061 Brass It is found that
flushing capability is
better

Gupta and Jain (2013)
[16]

Brass Brass It is observed that
optimum ranges of
the voltage and Toff to
minimize the pitch
deviations

Gupta and Jain (2013)
[17]

Copper Brass It is found that
voltage, Ton, Toffand
WF were to be highly
significant parameters
to obtaine the
significance SR

Gupta and Jain (2014)
[18]

Brass Brass It is obtained that the
voltage, Ton, Toff,
WF are critical
variables influencing
the normal and higher
SR of the WEDM

Gupta. et al. (2014)
[19]

Brass Brass It is observed that
when the voltage is
below 5 V and Ton is
below 0.6 µs, and it
causes the slow
cutting rate

Nayak and Mahapatra
(2014) [20]

AISI 304 Broncocut-W In this study, it is
found that the relation
between input
parameters and output
parameters is
developed by using
BPNN for the taper
cutting process

Gupta and Jain (2014)
[7]

Brass Brass It is obtained that
WEDM gear shows
better surface texture,
thus it had minimum
RLT, burr-free (small
pieces of job) tooth
profile, good
microstructure

(continued)
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Table 1 (continued)

Author and Year Work material Electrode (wire) Finding

Shandilya et al. (2016)
[21]

SiCp/6061 Brass It is observed that the
SV and Toff are the
main factors of
finding good amount
of the MRR

Chaubey and Jain
(2017) [22]

SS 304 Brass In this study, meso
helical gear showed
the betterSR (1.1 µm)
compared to meso
bevel gear (1.3 µm)

Chaubey and Jain
(2017) [23]

SS 304 Brass It is found that
WEDM gears (bevel
and helical) showed
better SR, infused low
peak current, SV Ton
and high Toff, WF,
WT, WA

Mahapatra and Sahoo
(2017) [15]

Ti–6Al–4V Brass It is observed that
small-scale auxiliary
examination was done
for the wires and the
workpiece at the
advanced settings of
the reaction

Mahapatra and Sahoo
(2018) [24]

Inconel 718 Brass It is observed that
Tonis is most effective
parameter to obtaine
the higher KW and
MRR

Mahapatra et. al.
(2018) [8]

AISI 304 Brass It is discovered that
Ton is most
significant parameter
for this study.The
equivalent stress at
the middle of the wire
is 397 MPa and low
stress of 0.185 MPa

Majumder and Maity
(2018) [25]

titanium alloy grade 6 Brass, copper and zinc The estimated error
for the general
regression neural
network model was
±5%, but it is ±10%
for the multiple
regression analysis
model
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Comparative Analysis of Combustion
Noise, Performance and Emission of LTC
Diesel Engine with Multiple Injections

Sanjoy Biswas and Achintya Mukhopadhyay

Abstract Fuel injection strategy has become the heart of modern diesel engine
due to its better commend on combustion process which ensures improvement in
performance (BSFC, torque) and combustion noise (CN) with simultaneous reduc-
tion of emissions. In this experimental research work, impact of quadruple (epMa),
triple (pMa) and double (pM) injection strategies have been studied on a typical
six cylinder low-temperature combustion (LTC) CRDI diesel engine. Experiments
were conducted at five different speeds (low to high) and three engine load conditions
(20%, 60% and 100% ofmaximum torque, respectively) with higher EGR fraction of
45%andfixedmain injection timing (Crank angle) using conventional diesel (BS-IV)
fuel. The comparative study shown that quadruple (epMa) injection strategy is supe-
rior to provide optimum (BSFC, overall emissions) results in comparison with triple
and double injection strategies for all aspects. Smoke level is marginally higher at
lower-speed range for quadruple injection scheduling, whereasNOx emission level is
the lowest among the injection strategies. Quadruple injection is capable of reducing
combustion noise around 2–3 dBA at low loads and speeds over other two injection
strategies.

Keywords Multiple injection · Pilot ·Main · After · Emission · EGR ·
Combustion noise (CN) · Brake-specific fuel consumption (BSFC) ·
Low-temperature combustion (LTC)

1 Introduction

Drastic reduction of NOx and PM emissions to meet the emission norms [1–4]
without any compromisation of fuel economy (at par or better) is the key challenge for
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diesel engine. Combustion noise is the inherent problem of any diesel engine which
is annoying to buyer. Hence, all future trend development of OEMs/researchers has
the goal of drastic reduction of exhaust emissions, decreasing of combustion noise
and improvement of brake-specific fuel consumption. Fuel injection strategy is very
important and can play the key role for simultaneous reduction of emissions [7–32]
and combustion noise [5–6, 17–18 and 27–32] without any penalty on BSFC value
as it has better control on combustion process of engine.

The impact of parameters of pilot injection on emissions level of compression igni-
tion engine has been studied by Ishida et al. [7] and Carlucci et al. [8]. In one end,
pilot injection helps to reduce the period of ignition delay of themain injection, hence
decreases the burned-fuel fraction in the premixed combustion phase, which leads
to the reduction in peak combustion temperature. Other end, bulk temperature rises
in the course of the compression stroke, and consequently, the mean pressure value
inside the combustion chamber because of the advanced ignition. Other researchers
[10–12] also have enlightened minimum amount of NOx emissions locally with
a small amount of pilot fuel injected following the aforesaid phenomena, and the
pilot injection scheduling is not far advance in reference to the scheduling of main
injection. At same period, particulate matter (PM) emission level displays the contra-
dictory behavior. Also, Carlucci et al. [8] found increasing tendency of PM levels
at lower speeds, while the contrary behavior witnessed at higher speeds of engine.
Badami et al. [13] found in their work that increasing trend of the particulate emission
level with increase of pilot injected fuel quantity at different operating conditions.
Tow et al. [14] have researched the impact of double and triple injections strategies on
fuel economy (BSFC).They found the increasing trend of BSFC bymeans of delay in
injection timing at higher loads for all injection scheduling. In contrast, BSFC trends
are inconsistent at lower loads. Generally, the triple injection provides a significant
level of reduction of particulate emissions without any penalization of BSFC. In
a comparative study, Yokota et al. [16] have changed the main injection timing in
advance in reference to the pM injection strategy and using of early-main-after (eMa)
injections scheduling simultaneously. End result indicates a declining trend in NOx
emissions when shifting from pM to eM and to eMa, while particulate emission level
and BSFC increase trends when shifting from pM to eM to eMa. Available scien-
tific literature [26–32] on diesel engine combustion and emissions and combustion
noise characteristics using multiple injections which comprises pilot, post or spilt
injections along with main injection, exhibited opportunity to reduce CN along with
pilot injection parameters and trade of between NOx and PM with post injection.
Also, it is talked about the impact on BSFC performance. Rajkumar et al. [32] also
developed a phenomenological model along with parametric study.

Lee et al. [22, 23] studied the impact of pilot and post injections on emissions
level at different EGR condition (moderate and heavy) on typical diesel engine and
concluded with combination to achieve optimum results.

In recent times, diesel engine combustion noise (radiation) has also drawn signif-
icant attention as it is associated with the passengers’ and pedestrians’ discomfort
along with noise pollution [33, 34]. The three key sources of noise generation of any
compression ignition (diesel) engine are, viz. a) gas flow, b) mechanical processes
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Fig. 1 Injection strategies—i pM (pilot main), ii pMa (pilot-main-after) and iii epMa (early-pilot-
main-after); TDC—top dead center; CA—crank angle; Ai—main injection advance w.r.t TDC;
AiE—early injection advance w.r.t TDC, AiP—pilot injection advance w.r.t TDC; AiA—after
injection w.r.t TDC; p—pilot injection or pilot injection 2; e—pilot injection 1 or early pilot injec-
tion; EtE—early injection duration; EtP—pilot injection duration; DtA—after injection Dwell,
qpf—quantity of fuel at pilot or early pilot injection, qaf—quantity of fuel at after injection

and c) combustion [5, 18], respectively. By defining the correct rate of heat release
(HRR) at steady-state or transient operating conditions, combustion chamber design
and fuel injection parameters, e.g., timing, quantity and rate of fuel injected at pre
andmain injections play themajor role in CI engine combustion noise [6]. According
to Bharadwaj et al. [33], diesel engine combustion based and piston slapping noise
should be the key focus area of engine acoustics as these contributed 80% of noise.

In this comprehensive work [Ref. Fig. 1], the potential of quadruple injections is
assessed experimentally over two multi-injections on a typical six cylinder, heavy
duty inline diesel engine (CRDI) at three different operating loads and five speed
conditions using Taguchi’s DOE approach. The results on emissions (NOx, partic-
ulate, smoke and THC levels) and BSFC performance and combustion noise (radi-
ated) with fixed EGR% and main injection timing are compared at different steady-
state engine working condition. Available scientific literatures are followed for, in
detail, comparative analysis for the influence of aforementioned injection strategies
on in-cylinder characteristics (combustion pressure, HRR (heat release rate) and
temperature) of engine.
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2 Experimental Procedure

The engine is with cooled EGR, and external cooling system is also attached with
the engine. Details of experimental engine are mentioned in Table 1.

The typical engine is with a defined FMTC (fuel-mass-torque cycle) where broad
outline of fuel demand for any particulate torque and speed is mapped by Bosch.
Calibration, diagnostics and validation activities aremonitored using INCAsoftware.
Allowable smoke limits for the production engine have been outlined for part loads as
well as full-load application. The base BS-IV engine is with triple injections and has
AiP 19.9 °CA BTDC, SOImain 6 to−3 °CA BTDC and AiA−12 °CA BTDC with
qpf—1.5 mg/hub, qaf—2 mg/hub, Dtaf is 1350 ms. Keeping EGR % unchanged,
key focus has been given on comparative study and understanding the effect of
differentmultiple injection strategies on performance (BSFC and torque) and exhaust
emissions trade-off and combustion noise. To adopt all three injection strategies (i.e.
epMa, pMa, pM), delta optimization is done on base level calibration to reduce
variable factors in experimentation and complexity. After treatment, arrangement
remains same as in production engine during the experiments. Also, clutch, gearbox
(transmission), external cooling/intake system and enginemounts adopted in this test
bed from production models were the typical engine in use (Fig. 2; Table 2).

DOE method is used in this experimental research work for systematic approach
of testing. The experimental tests are conducted as per the DOE matrix shown in
Table 3 for performance and emissions. The data are captured under steady-state
condition and average of 20 cycles for each set of data. Emission tests were done
based on 13 modes ESC (steady-state cycle) with an ELR (dynamic load response)
smoke test and more realistic operating condition ETC standard to check whether it
is meeting the regulatory norms or not. Engine radiated (combustion Noise) noise
level was measured taking reference of IS: 10399 [35] standard.

Table 1 Engine specification Parameters Specification

Engine type BS-IV 6 cylinder inline

Displacement volume 5.67L

Maximum speed 2850 rpm

Minimum speed 700 rpm

Compression ratio 17.5:1

Injection system Bosch EDC-17

Injection pressure 120- 170 MPa

No. of holes at injector 8 nos

Injector tip angle 148°

Combustion bowl type Shallow depth chamber
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Fig. 2 Schematic layout of experimental setup

Table 2 DOE matrix inputs—factors, level and value

Factors Level Value

Double injection X pM

Triple injection Y pMa

Quadruple injection Z epMa

Load (%) L1, L2, L3 20, 60, 100

Speed (rpm) NI, N2, N3, N4, N5 1200, 1500, 1800, 2100, 2400

Fixed factors EGR 45%

Ai 1 °CA BTDC

AiP 19 °CA BTDC

AiE 39 °CA BTDC

AiA −12 °CA BTDC
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Table 3 DOE matrix for performance and emissions tests

Injection strategy, load
and speed combination

Speed (rpm)

N1 N2 N3 N4 N5

pM XL1 XL1N1 XL1N2 XL1N3 XL1N4 XL1N5

XL2 XL2N1 XL2N2 XL2N3 XL2N4 XL2N5

XL3 XL3N1 XL3N2 XL3N3 XL3N4 XL3N5

pMa YL1 YL1S1 YL1N2 YL1N3 YL1N4 YL1N5

YL2 YL2S1 YL2N2 YL2N3 YL2N4 YL2N5

YL3 YL3S1 YL3N2 YL3N3 YL3N4 YL3N5

epMa ZL1 ZL1N1 ZL1N2 ZL1N3 ZL1N4 ZL1N5

ZL2 ZL2N1 ZL2N2 ZL2N3 ZL2N4 ZL2N5

ZL3 ZL3N1 ZL3N2 ZL3N3 ZL3N4 ZL3N5

3 Results and Discussion

Here, all experimentally found test results are presented in tabular and graphical form
for better understanding. Later stage interfered has been made.

3.1 Combustion Noise (CN) Performance

CN level data are measured based on IS: 10399 [35] standard which is about noise
measurement methodology at stationary vehicle. There is no other explicit experi-
mental setups available formeasurement of noise inside the combustion chamber. The
noise data are captured for lower speeds (N1 and N2). During noise trials, micro-
phone was placed 0.5 m away from engine surface/envelop and positioned as per
scheme shown in Fig. 3. Testing data were acquired only after stabilization of the
exhaust out gas temperature at larger extend. Prior to start of typical experimental
engine, ambient noise (dBA) level values are captured of inside of laboratory.

All tests data are represented in Table 4, and from this results, it observed around
2–3 dBA noise reduction with epMa found at low load condition.

Fig. 3 Schematic of noise
test setup
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Table 4 Nearby noise (CN) test results

Injection strategy
speed/location

Load 20% Load 60% Load 100%

1200 1500 1200 1500 1200 1500

pM 1 89.8 91.2 93.1 93.5 95.3 96.3

2 89.3 90.8 92.8 93.2 94.9 96.0

pMa 1 89.9 91.3 93.3 93.6 95.5 96.5

2 89.5 90.9 93.0 93.3 95.1 96.1

epMa 1 87.5 89.4 90.9 91.4 93.1 94.2

2 87.1 88.8 90.6 91.1 92.8 93.9

Fig. 4 BSFC graph at 100% load

3.2 BSFC Performance

BSFC value is function of FER (Fuel flow Rate in kg/hr), Engine speed (rpm) and
Torque (Nm). Hence, BSFC is calculated using this measured data during testing.

3.2.1 Fixed Load at Different Speeds

See Figs. 4, 5 and 6.

3.2.2 Average BSFC at Different Speeds

From the BSFC graphs, it has been observed that epMa provides better BSFC perfor-
mance from medium to high-speed range for all load conditions with quite smoother
curve. In the other hand, it exhibited relatively poor BSFC at low-speed range w.r.t
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Fig. 5 BSFC graph at 60% load

Fig. 6 BSFC graph at 20% load

pMa injection strategy. Among these, double injection strategy (pM) shows worst
BSFC performance (Fig. 7).

3.3 Smoke (FSN) Performance—Fixed Load at Different
Speeds

The tests were conducted in reference to ELR. The smoke plots indicating that epMa
produce (marginally) highest smoke level especially at low to medium speed ranges,
whereas pMa gives intermediate results (Figs. 8, 9 and 10).
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Fig. 7 Average BSFC trend at different speeds

Fig. 8 Smoke plot at 100% load

Fig. 9 Smoke plot at 60% load
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Fig. 10 Smoke plot at 20% load

3.4 Emission Test as Per ESC and ETC Standard

Emission test results as per European Stationary Cycle (ESC) and European Tran-
sient Cycle (ETC) standards are represented in tabulated format below. These test
standards are applicable for up to BS-V emission legalization and part of ARAI-
MoRTH/CMVR/TAP-115/116 guideline.

Both pMa and epMa injection strategies meet the emission test norms among the
injection scheduling but epMA results are optimum due to controlled heat release
rate inside the combustion chamber. In case of pM, heat release rate and mean gas
temperature are the highest among the injections which justifies the emission results
(Tables 5 and 6).

Table 5 ESC test results

pM pMa epMa BS-IV limit BS-V limit

PM 0.015 0.014 0.017 0.020 0.020

NOx 3.623 3.243 2.812 3.500 2.000

THC 0.053 0.081 0.073 0.460 0.460

CO 0.088 0.077 0.011 1.500 1.500

Table 6 ETC Test Results

pM pMa epMa BS-IV limit BS-V limit

PM 0.020 0.021 0.024 0.030 0.030

NOx 3.641 3.075 2.918 3.500 2.000

THC 0.071 0.085 0.079 0.550 0.550

CO 0.089 0.078 0.012 4.000 4.000
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4 Conclusion

From this experimental study, it can be concluded that double pilot with a post/after
injection scheduling (epMa) quadruple injection strategy is better to provide optimum
BSFC performance and emission level even at fixed main injection timing w.r.t
double (pM) and triple (pMa) injection strategies. Also, this epMa strategy is the
finest and capable of reducing combustion noise around 2–3 dBA at low loads and
speeds over other two injection strategies. NOx emission level is also the lowest as a
consequence of marginal higher smoke level observed, at low speeds and loads with
quadruple injections. In totality, it is indicating that quadruple injection scheduling
has better control on combustion process by means of reduction in the ignition delay,
controlling the rate in cylinder pressure rise and heat release rate and combustion gas
temperature at rapid or diffusion combustion phase. These are the key factors which
control NOx, particulate matter (or Soot), THC, CO, combustion noise and BSFC.
As a future scope of work, only quadruple injection strategy is to be considered for
injection rate shaping and injection timing variation to achieve further improvement
in emissions and performance level.
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Radial Basis Function-Based
Probabilistic First-Ply Failure Analyses
of Composite Spherical Shells

Himanshu Prasad Raturi, Subrata Kushari, and Sudeep Dey

Abstract This paper presents the first-ply failure analysis of laminated composite
spherical shells by using the finite element method (FEM) in conjunction withMonte
Carlo Simulation (MCS) approach. The material and geometric uncertainties caused
by anisotropy and randomness inherent in the system configuration are predeter-
mined in such structures and demand the stochastic analysis for realistic design.
Finite element formulation is used to derive eight-noded iso-parametric quadratic
elements. The input parameters include the ply orientation angle, assembly of ply,
the number of layers, ply thickness and degree of orthotropy. The five failure criteria
are considered, viz. maximum strain, maximum stress, Tsai-Hill, Tsai-Wu-Hahn and
Tsai-Hill Hoffman theories. The variations in first-ply failure load are analysed. A
deterministic study is carried out for the analyses of first-ply failure loadswith respect
to the mentioned failure criteria. The stochastic analysis is carried out firstly by the
MCS approach. It is followed by implementation of the surrogatemodel. Radial basis
function (RBF) is incorporated as the surrogatemodel. The current study predicts that
the RBF surrogate model can be utilized to achieve similar computational efficiency
with a significant reduction in computational time.

Keywords Monte Carlo simulation (MCS) · First-ply failure analysis · Radial
basis function (RBF)

1 Introduction

The strength of a laminated composite spherical shell is predicted by first-ply failure
analyses. The first-ply failure stress signifies the amount of stress the composite
can endure until its fracture point. A curve-shaped laminated shell provides much
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Fig. 1 Isometric view of a
spherical shell laminated
composite

better agility and better aerodynamic structure as compared to flat ones. Some of
its application can be found in rooftop structures, aerospace parts and automobiles.
Although the deterministic regime provides a significant overview of the analyses
performed, but in order to analyse the broader picture, probabilistic approach is
necessary. Monte Carlo simulation is broadly utilized to perform probabilistic anal-
yses. In order to achieve computational efficiency, the surrogatemodels are utilized to
achieve computational efficiency. Based on Kirchhoff–Love shell theory, a nonlinear
finite element analysis is developed [1] to predict the damage in a spherical shell.
A similar study in conoidal shells by Bakshi and Chakravorty [2] for nonlinear
and iso-parametric geometry presented various configuration of the ply orientation.
They proposed FCFC boundary condition with cross-ply orientation maximizes the
failure load. TheWorld-Wide Failure Exercise (WWFE) by Soden et al. [3] provides
a detailed failure analysis of composites. The advantages and drawbacks of various
failure theories utilized worldwide are depicted broadly. A nonlinear finite element
model is proposed by Kam et al. [4] based on von Karman-Mindlin plate theory and
minimum total potential energy. They analysed the deflection and first-ply failure of
the composite plate.Ghosh andChakravorty [5] investigated the first-ply failure loads
for industrial hypar shells for erratic aspect ratios and thicknesses under clamped
boundary condition. It is suggested that shells with unit aspect ratio or square shells
perform efficiently as compared rectangular shells. Stochastic analysis is investi-
gated for sandwich shells [6] to analyse the failure in the shell by incorporating
higher order zigzag theory. The model predicts the transverse shear stresses effi-
ciently. The present study is focused on analysing the first-ply failure of a spherical
shell in the stochastic regime by incorporating Monte Carlo simulation (MCS) and
radial basis function (RBF) as the probabilistic tool (Fig. 1).

2 Mathematical Formulation

In order to determine the first-ply failure of the laminated composite, five failure
criteria are taken into consideration as mentioned earlier. The finite element (FE)
model is designed based on the failure criteria; followed by this, the surrogate model
is implemented using RBF.
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2.1 Failure Criteria for Laminated Composite

In the present work, a three-layered laminated spherical shell is considered to study
the failure analysis. The orientation of the laminate is [45◦,−45◦, 45◦]. The five
failure criteria are utilized to investigate the first-ply failure load of the spherical
shell and design the finite element model for the same.

Maximum stress theory

This theory involves two forms of stress (normal stress and shear stress) theories. It
specifies that when a material exceeds its maximum stress enduring capacity in any
of its axes it fails [7]. It can be expressed as,

(σ c
1 )u < (σ1) < (σ T

1 )u (1)

(σ c
2 )u < (σ2) < (σ T

2 )u (2)

(τ12)u < (τ12) < (τ12)u (3)

where σ1, σ2 represents the normal stresses in x-axis and y-axis, respectively, while
τ12 represents the shear stress. σc and σ T represents the compressive stress and tensile
stress, respectively, through the laminate. Here, the suffix ‘u’ is used to signify the
ultimate stress point.

Maximum strain theory

This theory is based on the maximum normal strain theory for isotropic materials
as predicted by Sokolnikoff [8]. According to this theory, when the shear and prin-
cipal strain exceeds the ultimate strain, the material tends to rupture or fail. The
mathematical deduction for the same can be expressed as

(εc1)u < (ε1) < (εT1 )u (4)

(εc2)u < (ε2) < (εT2 )u (5)

γ12 < �12 (6)

where ε1 and ε2 represent the normal strains in the x-axis and y-axis, while γ12
represents the shear strain. εc and εT represent the compressive strain and tensile
strain, respectively, through the laminate and �12 represents the ultimate shear strain.

Tsai-Hill (energy-based criterion) theory

Tsai-Hill theory [9] for the failure of laminate is a combination of distortion energy
(which is responsible for change of the shape) and dilation energy (which causes
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volumetric changes in thematerial). The failure in thematerial is depicted as follows.

f (σi j ) = F(σ2 − σ3)
2 + G(σ3 − σ1)

2

+ H(σ1 − σ2)
2 + 2Lσ 2

4 + 2Mσ 2
5 + 2Nσ 2

6 = 1 (7)

where F, G, H, L, M and N signify strength parameters of the material and σ4, σ5, σ6

are the shear stress components.

Tsai-Wu (Interaction tensor polynomial) theory

The Tsai-Wu failure criterion is a special case of the general quadratic failure criteria
developed by Gol’denblat and Kopnov. It is depicted as [10]

Fiσi + Fi jσiσ j ≥ 1 (8)

where Fi and Fi j are the first-order and fourth-order strength tensors of the material.
Here, σi denotes the difference between compressive- and tensile-induced stress. The
term σiσ j defines an ellipsoid along with the stress space.

Tsai-Hill’s Hoffman failure criteria

The Tsai-Hill’s Hoffman criterion is a special condition of Tsai-Hill failure criteria.
In Hoffman’s failure criteria, the difference between the strength of tension and
compression is considered which is ignored in the case of Tsai-Hill failure criteria
which is significant if brittle materials are considered. The modified criteria are
established by adding the odd functions of the principal stress components (σ1, σ2

and σ3) in the actual expression of Tsai-Hill criteria [11]. Thus,

C1(σ2 − σ3)
2 + C2(σ3 − σ1)

2 + C3(σ1 − σ2)
2 + C4σ1 + C5σ2 + C6σ3

+ C7σ
2
4 + C8σ

2
5 + C9σ

2
6 = 1 (9)

Here C1 to C9 denotes the material parameters.

2.2 Radial Basis Function-Based Surrogate Modelling

Radial basis function comprises of an input layer, output layer and a layer of RBF
neurons in between them.The number of nodes in the output layer is equal to the types
(category) of data filtered from a layer of RBF neurons. Each RBF neurons stores
a prototype, and a new input variable is categorized based on Euclidean distance
between input and prototype (computed by each neuron). The Euclidean distances
of linear combination presented in the surrogate-based model are represented as Dey
et al. [12]
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Ŷ (x) =
M∑

p=1

wpϕp(X, xp) (10)

Weight determined by using the least-squares method is represented by wp, the
number of sampling points by M, while the pth basis function determined at the
sampling point, xp is described by ϕp (X, xp). RBF model is represented by using
a radial function, which is expressed as (Fig. 2),

F(x) = 1√
1 + (x−c)T (x−c)

r2

(For inverse multi − quadratic) (11)

F(x) = exp

(
− (x − c)T (x − c)

r2

)
(For Gaussian) (12)

F(x) = 1

1 + (x−c)T (x−c)
r2

(For Cauchy) (13)

F(x) =
√
1 + (x − c)T (x − c)

r2
(For multi − quadratic) (14)

Fig. 2 Flowchart of first-ply failure analyses of the laminated spherical shell
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3 Result and Discussion

The present section involves the validation of the current model. A deterministic
analysis is carried out at first for a three-layered laminated spherical shell with ply
orientation [45◦,−45◦, 45◦]. E glass–epoxy composite is considered as the present
laminated composite spherical shell. The material properties of the composite for
fabricating spherical shells and the geometric dimensions of the shells are as follows
(Table 1).

Here,R is the radius of curvature and h implies the thickness of the spherical shell.
The present model and finite element code used here can be accepted as a successful
tool to explore the first-ply failure of composite spherical shells in future. The mesh
plane area is considered of (8 × 8) configuration comprising of 64 elements and 225
number of nodes. The deterministic validation of the five different failure criteria
from Ghosh and Chakravorty [14] is shown in Table 2.

Followed by the deterministic regime, stochastic analysis is carried out for first-
ply failure analyses of the spherical shell. Monte Carlo simulation is performed
considering 10,000 sample size. It is followed by incorporation of radial basis func-
tion (RBF) as the surrogate model in order to achieve computational efficiency. Four
sample sizes are considered in the RBF surrogate model, viz. 32, 64, 128 and 256.
The probability density function (pdf) is presented in Fig. 3.

4 Conclusion

The present study investigates the first-ply failure analysis of a laminated spherical
shell. The deterministic finite element model is validated with previous literature.
The probabilistic regime is analysed by incorporatingMCS and RBF as the surrogate
model. It can be predicted that the pdf plots of the RBF surrogate model with sample
size 256 significantly merge with MCS from Fig. 3. The RBF surrogate model is
computed in a fraction of time as compared to the MCS. It can be perceived that the
RBF model can also be utilized in place of MCS.
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Table 2 First-ply failure
stresses (MPa) of an
angle-ply spherical shell,
validation of the present finite
element model with
experimental results [14] for
in-plane loading of different
failure theories

Failure theory Ghosh and Chakravorty
[14]

Present FE model

Max. stress 5.8519 5.4619

Max. strain 4.0396 4.8717

Tsai-Hill 5.5557 4.6336

Tsai-Wu 4.9793 4.6852

Hoffman 5.5212 4.4477

Fig. 3 Probability density functions(PDF) of MCS and RBFmodel considering first-ply failure for
a Maximum stress, b maximum strain, c Tsail-Hill, d Tsai-Wu and e Hoffman failure criteria
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Experimental Investigation
of Dimensional Deviation of Square
Punches Cut by Wire EDM of A286
Superalloy

Subhankar Saha, Saikat Ranjan Maity, and S. Dey

Abstract A286 superalloy is a Fe–Ni-based superalloy is widely applicable in
superchargers, gas turbines, jet engines, fasteners, after burner and turbine wheels
because of its innate properties like high thermal resistance, highmechanical strength
and substantial corrosion resistance. This study is particularly devoted to suggest
optimal process parameter settings for this superalloy, where the dimensional devi-
ation becomes minimum value after wire EDM cut. Measurement of dimensional
deviation (DD) is important as it suggests the practitioners to set a proper wire offset
during the CNC programming of wire tool path so that the dimension of the product
after the Wire EDM cut and the required dimension of the product matches properly.
Five important parameters such as pulse on time (T on), pulse off time (T off), peak
current (Ipeak), wire feed rate (W f) and spark gap set voltage (SV) are controlled
during the experiments, and the experimental layout is designed by L27 orthogonal
array. Taguchi method in conjunction with ANOVA is adopted to obtain the signifi-
cant control parameters. Parametric effect of the control factors on the dimensional
deviation is explained. Furthermore, the optimal levels of the control factors are
recommended based on higher signal-to-noise ratio values. Comparison between the
experimental and the predicted values is evaluated to show reproducibility.

Keywords Wire EDM · A286 superalloy · Dimensional deviation (DD) ·
ANOVA · Signal-to-noise ratio

1 Introduction

The utilization of wire EDM technology has been remarkable in the industries for
the last few decades. This technology is progressively replacing the conventional
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machining processeswith the advent of exoticmaterials in the high-technology indus-
tries which are capable of displaying appreciable mechanical properties at tempera-
ture even close enough to their melting points. Wire EDM offers a noncontact-based
material removal of electrically conductive workpieces by electrical field-induced
controlled sparks in between the continuously running wire which imitates here as
tool and theworkpiece, provided a channel of dielectric fluid exists in between the tool
workpiece interface. Thus, minute amounts of work material which are melted and
vaporized due to the energy transferred from the sparks to theworkpiecematerial gets
eroded and flushed away by the dielectric fluid from the surface leaving small craters
on the machined surfaces. Therefore as stated above, the process does not make
use of a cutting tool which makes it free from many undesirable anomalies usually
encountered in practice during the conventional cutting of those materials such as
excessive tool wear which is a serious issue and pose many challenges. Furthermore,
conventional machining of exotic materials also leads to intensive burr formation on
machined surfaces which are not acceptable from the standpoint of fatigue life of
the material under cyclical loads and also require further post-processing, thereby
incurring additional costs. In wire EDM, the wire follows a CNC programmed path
that makes the process versatile for producing filigree geometries, however, due to
improper process parameter settings and several forces which act on the wire elec-
trode such as impact force induced by the sparks, damping force by the dielectric,
electromagnetic force and uneven thermal stress, the process is susceptible to prob-
lems like dimensional deviation [1]. The interplay between these potential factors
cause considerable dimensional deviation in the product geometry produced by wire
EDM. Thus, the geometry sometimes may get oversized or undersized and some-
times fail to be within the tight tolerance limits which are a stringent requirement
for critical components particularly in the context of turbo machinery industries.
There are pile of research studies conducted over the last couple of decades where
different modeling techniques to map the responses with the processing parameters
were deployed and various optimization procedures had been adopted to optimize
single and multiple process performances in wire EDM. Taguchi’s robust design
approach was performed for multi-objective optimization of three process perfor-
mances such as material removal rate (MRR), surface roughness and wire wear ratio
[2]. In another study, Taguchi grey relational analysis was employed for the opti-
mization of multiple responses extracted by wire EDM of Inconel 718 [3]. Krishnan
and Samuel also conducted optimization of MRR and surface roughness using non-
dominated sorting genetic algorithm [4]. In a very recent study, optimal process
parameter settings were suggested for four important process performances such
as MRR, dimensional error, electrode wear and surface roughness in wire EDM
of SS304 using Taguchi’s method [5]. However, dearth of literatures exist which
concentrates on the existing problems of geometric error and dimensional inaccu-
racy encountered in wire EDM. Therefore, this research is directed toward finding an
optimal parametric setting for the dimensional deviation inwire EDMofA286 super-
alloy. In fact, there is no work which is reported on wire EDM of A286 superalloy
[6, 7]. So the objective of this research as stated above is quite pertinent.
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2 Experimental Methodology

The machining experiments were conducted on Ultra Cut F1 Model of Electronica
Wire Cut EDM machine with 5-axis configuration (X, Y, Z, U and V ) as shown in
Fig. 1. Zinc-coated brass wire of 0.25 mm diameter was chosen as the tool electrode
and the workpiece material which is considered for the study is of dimension (150
× 100 × 4 mm). Deionized water was employed as the dielectric fluid. Based on
previous literatures and preliminary experimental trials, five input parameters with
three levels were considered as control parameters during the experimentation. The
dimensional deviation is measured using Mitutoyo digital micrometer with a least
count of 0.001 mm.

The experimental setup and the dimensional deviation (DD) of a square punch
are shown in Figs. 1 and 2, respectively. In Fig. 2, the half of the kerf width and DD

Fig. 1 Experimental setup

Fig. 2 Dimensional
deviation
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can be calculated as below:

DD = 0.5× (D − d) (1)

where, D = actual size of the workpiece = 12 mm.
d = size of the workpiece after machining.

3 Results and Discussion

The experimental values of DD and their associated signal-to-noise ratio values are
presented in Table 1.

3.1 Statistical Analysis

The responses are transformed to signal-to-noise ratio values for the ANOVA to
nullify the effect of uncontrollable factors. For smaller is better type of response,
signal-to-noise ratio is computed as below [8]

S/N = −10× log10

(∑
(y2)

n

)
(2)

where y represents the measured data and n is the number of replications.
The computed results for all the experimental settings are subjected to ANOVA

to delineate the effects of the control parameters for 95% confidence interval. For a
particular control parameter to be statistically significant for 95%confidence interval,
the F-value (mean square between/mean squared error) should be higher and p-value
must be less than 0.05. The ANOVA for dimensional deviation is displayed in Table
2.

From the Table 2, it can be inferred that T on is the most significant parameter
followed by Ipeak, T off, SV and W f. This is further supported by the response table
in Table 3 for signal-to-noise ratios.

3.2 Effect of Control Parameters on Dimensional Deviation
(DD)

To understand the effect of control parameters on dimensional deviation comprehen-
sively, the main effects plot for means are shown in Fig. 3. It is a plot between the
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Table 1 Experimental results

Ton (µs) Toff (µs) Ipeak (A) W f (m/min) SV (Volt) Dimensional
deviation (DD) in
mm

Signal-to-noise
ratio (dB)

120 48 10 5 30 0.05 26.0206

120 48 11 7 35 0.07 23.0980

120 48 12 9 40 0.09 20.9151

120 52 10 7 35 0.03 30.4576

120 52 11 9 40 0.02 33.9794

120 52 12 5 30 0.06 24.4370

120 56 10 9 40 0.01 40.0000

120 56 11 5 30 0.02 33.9794

120 56 12 7 35 0.03 30.4576

125 48 10 7 40 0.06 24.4370

125 48 11 9 30 0.12 18.4164

125 48 12 5 35 0.14 17.0774

125 52 10 9 30 0.03 30.4576

125 52 11 5 35 0.04 27.9588

125 52 12 7 40 0.05 26.0206

125 56 10 5 35 0.06 24.4370

125 56 11 7 40 0.07 23.0980

125 56 12 9 30 0.14 17.0774

130 48 10 9 35 0.07 23.0980

130 48 11 5 40 0.08 21.9382

130 48 12 7 30 0.16 15.9176

130 52 10 5 40 0.06 24.4370

130 52 11 7 30 0.10 20.0000

130 52 12 9 35 0.12 18.4164

130 56 10 7 30 0.06 24.4370

130 56 11 9 35 0.08 21.9382

130 56 12 5 40 0.09 20.9151

different level response means shown in vertical axis and the corresponding levels
in the horizontal axis for each control parameter. From the plots, it is shown that DD
substantially increases with T on. This is due to the fact that as the discharge energy
increases with T on, large-sized craters are formed on the surfaces which contribute
to larger DD and also the other important cause contributing to larger DD is that
various forces particularly the thrust forces resulting due to the explosion of sparks
become prominent at higher pulse on time (T on) which cause the wire to deflect from
its programmed path. DD decreases significantly when pulse off time (T off) increases
from (48–52) but slightly increases at 56. This is attributed to decrease in the sparking



682 S. Saha et al.

Table 2 ANOVA

Source DF Adj SS Adj MS F-value p-value Percentage contribution

Ton 2 314.628 157.314 14.02 0.000 36.34

Toff 2 152.234 76.117 6.78 0.007 17.58

Ipeak 2 179.422 89.711 7.99 0.004 20.72

W f 2 2.259 1.129 0.10 0.905 0.26

SV 2 37.658 18.829 1.68 0.218 4.35

Error 16 179.558 11.222 20.74

Total 26 865.759

Table 3 Response table

Level Ton Toff Ipeak W f SV

1 29.26 21.21 27.53 24.58 23.42

2 23.22 26.24 24.93 24.21 24.10

3 21.23 26.26 21.25 24.92 26.19

Delta 8.03 5.05 6.28 0.71 2.78

Rank 1 3 2 5 4
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frequency when pulse off time increases from (48–52) but at higher value of pulse
off time (56), the wire lag effect becomes prominent because of excessive hydraulic
forces during dielectric flushing which contributes to slight increase in DD. From
the plot, it can be stated that DD increases significantly with increase in peak current
(Ipeak) which is directly related to the higher energy that is entrapped in the spark gap
because of higher values of peak current (Ipeak) which in turn contributes to large
crater formation. Wire feed rate and servo voltage are found to have no significant
effect on DD as per ANOVA.

3.3 Optimization of Dimensional Deviation (DD) Using
Taguchi Technique

The optimal levels for control parameters are suggested frommain effects plot for SN
ratios in Fig. 4. The levels are selected based on higher signal-to-noise ratio values
and are T on (Level 1), T off (Level 3), Ipeak (Level 1), W f (Level 3) and SV (Level
3). This particular setting is found in the experimental design space with DD value
of 0.01 and signal-to-noise ratio of 40. The predicted values by Taguchi method at
similar settings are 0.0007407 and signal-to-noise ratio of 39.6842.
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4 Conclusions

It can be concluded from this research that the dimensional deviation increases with
the pulse on time and peak current. Increase in pulse off time to a certain value is
found to reduce the dimensional deviation, but extremely high values of pulse off
time is not a good option as it may increase the dimensional deviation. Wire feed rate
and servo voltage are found to have no effect on dimensional deviation. Moreover, at
optimal setting, the dimensional deviation is found to be 0.01 which is exceptionally
low.

References

1. A.B. Puri, B. Bhattacharyya,Modelling and analysis of the wire-tool vibration in wire-cut EDM.
J. Mater. Process. Technol. 141(3), 295–301 (2003)

2. R. Ramakrishnan, L. Karunamoorthy, Multi response optimization of wire EDM operations
using robust design of experiments. Int. J. Adv. Manuf. Technol. 29(1–2), 105–112 (2006)

3. G. Rajyalakshmi, P.V. Ramaiah, Multiple process parameter optimization of wire electrical
discharge machining on Inconel 825 using Taguchi grey relational analysis. Int. J. Adv. Manuf.
Technol. 69(5–8), 1249–1262 (2013)

4. S.A. Krishnan, G.L. Samuel, Multi-objective optimization of material removal rate and surface
roughness inwire electrical discharge turning. Int. J. Adv.Manuf. Technol. 67(9–12), 2021–2032
(2013)

5. G. Ugrasen, M.B. Singh, H.V. Ravindra, Optimization of process parameters for SS304 in wire
electrical discharge machining using taguchi’s technique. Mater. Today Proc. 5(1), 2877–2883
(2018)

6. S.M. Muthu, M. Arivarasu, Investigations of hot corrosion resistance of HVOF coated Fe based
superalloy A-286 in simulated gas turbine environment. Eng. Fail. Anal. 107, 104224 (2020)

7. S.C. Liu, Y. Gao, Z.L. Lin, S.S. Guo, X.B. Zhang, X.J. Yin, Microstructure and properties after
deformation and aging process of A286 superalloy. Rare Met. 38(9), 864–870 (2019)

8. S.S. Mahapatra, A. Patnaik, Optimization of wire electrical discharge machining (WEDM)
process parameters using Taguchi method. Int. J. Adv. Manuf. Technol. 34(9–10), 911–925
(2007)



Multi-optimization of µ-EDMed Arrayed
Microrods Using Gray Relational
Analysis

A. K. Singh, T. J. Singh, R. Pongen, and Promod Kumar Patowari

Abstract Fabrications of arrayed microrods using microelectrical discharge
machining (EDM) are widely employed for drilling of multiple as well as arrays of
microholes. It is commonly used in various applications such as perforated shadow
mask, semiconductor device, and microheat exchanger. In the present work, gray
relational analysis (GRA) has been proposed to optimize the multi-response perfor-
mance characteristics (i.e., machining time and tool wear rate) of the process. GRA
methodology is applied to optimize fabrication process of arrayedmicrorods to obtain
the better dimensional accuracy with minimum tool wear and machining time using
reverse micro-EDM (R-µEDM) process, a variant of micro-EDM process. In micro-
EDM, tool wear and machining time are directly influence the dimensional accuracy
of the microrods. The dimensional accuracy can be improved by reducing the tool
wear and machining time during the fabrication process. The experimental inves-
tigation considers voltage, capacitance, and feed rate as input parameters. GRA
optimization result shows that voltage of 150 V; feed rate of 25 µm/s; and capaci-
tance of 10,000 pF are found as the optimum process parameters. The capacitance
contributes 26.07% being highly influenced, followed by voltage (24.20%) and feed
rate (5.17%). Voltage and capacitance have the statistical significance of 95% confi-
dence level on overall performance toward the response parameters for getting the
better dimensional accuracy with minimum time duration.

Keywords R-µEDM · Arrayed microrod · Dimensional accuracy · Process
parameters · GRA
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1 Introduction

This electrical discharge machining (EDM) is a highly reliable machining process
for machining of electrically conductive materials irrespective of their hardness [1].
The material removal mechanism takes place due to melting and thermal evapora-
tion under the influence of high-intensity spark between the tool and the workpiece
electrode. Microelectrical discharge machining (µEDM) is a variant of EDM, where
the energy supplied in the interelectrode gap is very low compared to the conven-
tional EDM process. The use of low energy enables machining of microfeatures with
higher precision. The growing demand for microcomponents such as microprobes,
microinjection, fuel nozzle, micromolds, etc., drove the evolution ofmicromachining
techniques [2, 3]. µEDM is one of the micromachining technologies that have been
progressing from leaps to bounds in the last decade. A µEDM machine tool has
the capability to perform several machining operations such as grinding, milling,
and drilling. The flexibility of using various techniques with a single machine tool
enhanced the use of µEDM in micromachining.

R-µEDM is the technique which utilizes reverse polarity of µEDM, i.e., tool
electrode is connected to the positive terminal andworkpiece plate is connected to the
negative terminal [4]. Thewhole process is conceptualized to fabricate tool ofmicron
size. A predrilled hole on a plate acts as the tool electrode material, whereas the rod
connected to the spindle acts as workpiece material. The workpiece is fed into the
predrilled hole so that the rod resembles the shape of predrilled hole. This technique
also facilitates fabrication of an array of microrods in a single pass, although this
requires an array of predrilled holes on the tool plate [5]. Deposition of micropillars
has also been carried out successfully following the technique of R-µEDM, where
air has been used as the dielectric medium to diminish carbon adhesion to the tool
electrode for maximizing tool wear [6, 7].

There are number of researchers who has used Taguchi and GRA methodology
in order to optimize the process parameters [8, 9]. Taguchi has a limitation as it
is only applicable for single-objective optimization problem. On the other hand,
GRA is increasingly used by the researchers to optimize multi-response parameters.
Eskandari et al. [10] have optimized surface roughness, volume of material and tool
wear by using GRA, and found the optimum process parameters. Rajan et al. have
successfully used GRA methodology to optimize the multi-response parameters.
They identify the significant contributed parameters with the help of ANOVA [11].

In the present work, GRA has been proposed to optimize the multi-response
parameters of the R-µEDM process, i.e., machining time and tool wear rate. Capac-
itance, voltage, and feed rate have been taken in different combination for the
machining of arrayed microrods in order to establish a relationship with response
parameters such as machining time and tool wear rate.



Multi-optimization of µ-EDMed Arrayed … 687

2 Materials and Methods

The margins’ µEDM setup has been used for machining of arrayed microrods by
R-µEDM process. µEDM machine tool is a miniature machine tool which is table-
top-type and having RC-type pulse generator (Model: Hyper-15; Make: Synergy
Nano Systems, India) shown in Fig. 1.

In the present work, total three control factors such as capacitance (pF), voltage
(V), and feed rate (µm/sec) have been used, each of the factors having three levels
as show in Table 1. A total 27 number of experiments have been conducted during
the experimentation.

Fig. 1 Micro-EDM experimental setup

Table 1 Experimental conditions

Process parameters

Parameter Levels Actual values

Feed rate (µm/sec) 3 5, 15, 25

Capacitance (pF) 3 100, 1000, 10,000

Voltage (V) 3 100, 125, 150

Workpiece 1.8 mm diameter (brass bulk rod)

Tool electrode Electrolytic copper plate of 293 µm thickness, µEDM
fabricated holes of 318 µm diameter

Working liquid Hydrocarbon oil

Response parameters Tool wear rate and machining time
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2.1 Gray Relational Analysis (GRA)

GRA is used to solve multi-objective problem, which makes interrelationship
between different response parameters. In thismethod, gray relational grade followed
by rank is obtained in order to convert the multiple response problem to single
response problem.

In the initial step, for normalizing the response parameters, three types of
quality characteristics have been decided, i.e., larger-the-better, smaller-the-better
and nominal-the-better [12] (Eqs. 1–3) based on whether the response parameters to
be maximized or minimized.

z∗
i (m) = z j (d) − min z j (d)

max z j (d) − min z j (d)
(1)

z∗
i (d) = max z j (d) − z j (d)

max z j (d) − min z j (d)
(2)

z∗
i (d) =

∣
∣z j (d) − z j (d)

∣
∣

max z j (d) − z j (d)
(3)

where z∗
i (d) is the normalized value for z j (d), z j (d) is the dth dependent response

of jth experiment.

In the second step, the normalized values of the response parameters have been used
to calculate gray relational coefficient (GRC) using Eqs. (4) and (5).

�z j (d) = ∣
∣zR(d) − z∗

i (d)
∣
∣ (4)

ξ j (d) = �min+q�max

�z j (d) + q�max
(5)

where ξ j (d) isGRCand q varies from0 to 1, and it is called distinguishing coefficient.
q is usually consider as 0.5 [13]. �z j (d) is deviation sequence, zR(d) = 1, and
comparability sequence, z∗

i (d).
In this step, the response parameters have been transformed into single response

factor, i.e., gray relational grade (GRG).

r j =
∑d

j=1
[u(d)ξ(d)] (6)

where C known as performance characteristics and u(d) is the weight percentage.
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3 Results and Discussions

In this section, GRA has been utilized for optimizing the multi-response parameters,
for instance, machining time and tool wear rate. Process parameters and response
parameters have been obtained after the experimentation on R-µEDM. One of the
arrayed machined microrod is shown in Fig. 2.

3.1 Optimizing Response Parameters Using GRA

The normalized values for machining time and tool wear rate have been made in
Table 2.While normalizing, lower the better type has been considered in both the case
(machining time and tool wear rate), as the objective is to minimize the machining
time and tool wear rate, which is calculated using Eq. (2). The coefficient q has
been taken as 0.5. GRC, and GRG has been evaluated and shown in Tables 2 and 3,
respectively. After the experimentation, it has been observed that, for 1st response,
i.e., machining time, Exp. No. 27 is the optimum parametric condition, whereas for
second response, i.e., tool wear rate, exp. No. 4 is the optimum parametric condition.
The gray relational grade has been evaluated using Eq. 6, and it is shown in Table 3.
While calculating GRG, 35% weightage has been given to tool wear rate and 65%
weightage is given to machining time. The main objective is to minimize the tool
wear rate as much as possible because tool wear rate is the main responsible for

Fig. 2 Pictorial view of
EDMed arrayed microrod
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Table 3 Evaluate GRC and GRG

Exp. No. Gray coefficient GRG Rank

Machining time (min.) TWR (10–5 µm3/min)

1 0.649 0.939 0.751 14

2 0.401 0.997 0.610 25

3 0.466 0.984 0.647 22

4 0.333 1.000 0.567 27

5 0.480 0.973 0.653 21

6 0.576 0.969 0.713 16

7 0.498 0.973 0.665 20

8 0.763 0.926 0.820 2

9 0.813 0.886 0.838 1

10 0.385 0.977 0.592 26

11 0.433 0.970 0.621 24

12 0.451 0.958 0.629 23

13 0.527 0.952 0.675 19

14 0.591 0.916 0.705 18

15 0.594 0.918 0.707 17

16 0.603 0.930 0.717 15

17 0.706 0.876 0.766 9

18 0.719 0.913 0.787 3

19 0.852 0.602 0.764 11

20 0.857 0.585 0.762 13

21 0.852 0.598 0.763 12

22 0.921 0.509 0.777 6

23 0.927 0.512 0.782 4

24 0.931 0.496 0.779 5

25 0.986 0.363 0.768 8

26 0.996 0.333 0.764 10

27 1.000 0.348 0.772 7

dimensional inaccuracy while fabricating microrods using R-µEDM process, on the
other hand, at lower parametric condition, machining time having very higher value.
The GRG for machining time and tool wear rate has been shown in Fig. 3, and exp.
No. 9 is the highest GRG.

The procedure for calculating the average gray relational grade (AGR) is shown
below.

AGR is calculated by alliance the gray relational grade, factor-wise, and level-
wise. For example, for factor A there are 3 level 1 GRG. The average GRG for this
factor is shown below:
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Fig. 3 Grey relational grade for tool wear rate and machining time

Avg. grey relational grade = 0.751 + 0.610 + 0.647 + 0.567 + 0.653 + 0.713 + 0.665 + 0.820

8

Similarly, the GRGs are evaluated for all input conditions and all levels shown in
Table 4. Response graph based on average GRGs is shown in Fig. 4. It is detected
from Fig. 4 that highest GRG for input condition A is level 3. Similarly, for input
condition B and C, the highest GRGs are level 3 and level 3, respectively. The same
can be presented in Table 4. The optimum process parameters, level 3; voltage,
level 3; feed rate, level 3; capacitance, and the optimum conditions are A3, B3, C3
shown in Table 4. The values are 150 V voltage, 25 µm/s feed rate, and 10,000
pF capacitance. As per Table 4, input condition A, i.e., 0.0842 for voltage, has the
maximum effect on multi-response characteristics. Followed by capacitance and
feed rate having GRG values 0.0741 and 0.0400, respectively. Hence, the order
can be listed as: condition B (voltage), condition A (capacitance), and condition
C (feed rate), i.e., 0.0842 > 0.0741 > 0.0400. Table 4 also shows the optimum
condition in which arrayed microrods have been fabricated with better dimensional
accuracy and minimum time duration. 150 V voltage, 25 µm/s feed rate, and 10,000
pF capacitance is the best input parameter condition corresponding tomulti-response

Table 4 Response table of ARG

Notation Input parameters L1 L2 L3 Max–Min

A Capacitance 0.6959 0.6888 0.7700* 0.0741

B Voltage 0.6821 0.7064 0.7663* 0.0842

C Feed rate 0.6973 0.7202 0.7373* 0.0400

*It indicates the value of highest grey relational grade (GRG)
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Fig. 4 Response graph for ARG

performance characteristics. The result of this particular condition is available in the
present experimental run. Hence, experiment has not been required to conduct.

3.2 ANOVA

ANOVA is basically used to point out the process parameters which are significant or
which are not. 95% confidence level criteria have been used to identify the significant
parameters, and it is depicted in Table 5. From the table, it is detected that capaci-
tance (26.07%) is the utmost important parameter corresponding to multi-response
performance characteristics followed by voltage (24.20%) and feed rate (5.17%).

Table 5 ANOVA table of ARG

Notation Input parameters DOF Seq SS Adj MS F % contribution P-value

A Capacitance 2 0.036443 0.018221 5.85a 26.07% 0.010

B Voltage 2 0.033837 0.016919 5.43a 24.20% 0.013

C Feed rate 2 0.007230 0.003615 1.16 5.17% 0.333

E Error 20 0.062291 0.003115

Total 26 0.139802 0.04187

aSignificant at 95% confidence level
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4 Conclusions

In this study, process parameters of the R-µEDM process have been optimized
through GRA methodology for machining arrayed microrods with better dimen-
sional accuracy and lower machining time. It is observed that the capacitance
has most significant effect compared to other parameters on response parameters.
Voltage and feed rate are the order of importance of the input parameters. More-
over, voltage contributes 24.20%, capacitance contributes 26.07%, and feed rate
contributes 5.17%. 150 V voltage, 25 µm/s feed rate, and 10,000 pF capacitance are
found to be the optimum condition.
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Detection of Fault in a Bevel Gearbox
Under Varying Speed Conditions

Vikas Sharma, Anand Parey, Abhimanyu Pratap Singh, Atanu Paul,
and Yogesh Singh

Abstract Abevel gearbox is complicated in geometry and founds applicationwhere
the shafts are perpendicular such as helicopter and automobiles. Unlike spur gears,
three forces exert on bevel gears to transmit themotion. Due to complicated geometry
of gears, nonlinear and nonstationary vibrations excited due to meshing exhibiting
severemodulations in the gearbox vibration signals. Delay in detection of faults could
be fatal; therefore, the condition monitoring and early fault detection techniques
are of vital significance. In the present manuscript, a novel signal processing-based
approach has been presented to detect the gear faults under varying speed condi-
tions. The vibration signals acquired from the test bench were decomposed using
variational mode decomposition (VMD) and the sensitive sub-band is selected upon
estimating the instantaneous frequency (IF). The selected mode function (MF) upon
decomposition is analyzed using the statistical condition indicators and its FFT is
developed. The FFT of the selected mode exhibits the symptoms of the gear faults.

Keywords Bevel gearbox · Fault diagnosis · Variation mode decomposition ·
Instantaneous frequency
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1 Introduction

Bevel gearbox is one of the complicated mechanisms and any fault occurring in
the gearbox leading to their failure, if missed to detect, could be fatal and catas-
trophic. Therefore, condition monitoring and early detection of gear faults are of
primary significance. When a gear tooth meshes with its conjugate, the nonlinear
and nonstationary vibration signals are generated [1]. The signals are very compli-
cated in terms of their analysis as they exhibit severe amplitude modulation and
frequency modulations generated due to meshing of gears [2].

Classical time-domain analysis and frequency domain analysis are incompetent
to investigate the intrinsic features of the fault symptoms buried in strong noise. It
is well known that time-domain analyses can only be used fundamentally for the
analysis of time vs. amplitude change of the vibration signal; whereas, the frequency
domain analysis gives an insight of frequency components present in the signal along
with the amplitude change. However, frequency analysis based on discrete Fourier
transform is restricted by the nonstationary signals [3, 4]. For nonstationary vibra-
tion signals, techniques such as wavelet transform (WT)-based decompositions [5,
6] empirical mode decomposition (EMD) [7] and variational mode decomposition
(VMD) [8] have been widely used for condition monitoring of mechanical systems.
WTuses filter bands to decompose signals; thus, it does not containsmono-frequency
components with imperfect simultaneous time and frequency localization [9]. Issues
such asmother-wavelet-selection criteria, border distortion, energy leakage also exist
for WT [10]. Empirical mode decomposition is an improved signal processing tech-
nique capable of processing nonlinear and nonstationary vibration signals without
any predefined basis. However, it has a serious problem of boundary distortion of
IMFs, i.e., while performing statistical analysis of IMFs, boundary distortion may
provide high values of CIs, even if a fault is absent [11]. Besides it lacksmathematical
description andmodemixing, sensitivity to noise and sampling limits its performance
[12]. Researchers such as Parey and Pachori [13], Sharma and Parey [14], Deng
et al. [15] and Zhong and Shixiong [16] have tried to solve the problems of EMD.
Methods such as ensemble empirical mode decomposition [17], synchrosqueezing
[18], empirical wavelets [19] were partially successful in addressing the EMD prob-
lems, thereby detecting faults from vibration signal of the gearbox vibration signals
by using additional noise. But, extra noise affects the performance relatively.

For nonstationary nonlinear vibration signals, variational mode decomposition
(VMD) has been reported in the literature and moderately explored for vibration
signals of rotary and reciprocating machines. To the best of our knowledge, despite
of several studies reported, the researches on fault detection of bevel gears are
very limited in the continuous growing literature. Therefore, this study attempts to
develop a fault detection approach for bevel gears using VMD-based signal demod-
ulation approach to identify and detect he fault symptoms hided by the overriding
noise caused by system and surrounding. Further, upon decomposition of the vibra-
tion signal, to identify the most sensitive mode function (MF) is a very significant
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factor during investigation. Because, the selection of over-decomposed or under-
decomposedMFmay affect the entire detection process, as the relevant fault features
may not be extracted. To identify the sensitive MF, instantaneous frequency (IF) of
each MF will be evaluated. It is assumed that IF fluctuates around the gear mesh
frequency (GMF) or its harmonics because the information related to the gear faults
is expressed by either the sidebands aboutmeshing frequency or its harmonics. There-
fore, an IF-based selection of most sensitive MF is also proposed in this manuscript,
which further will be analyzed by the statistical condition indicators and its FFT.

The paper is structured as follows: the main steps of the procedure of VMD
and evaluation of IF are discussed in Sect. 2. The CIs used in this study have been
also mentioned in subsequent part of Sect. 2, respectively. Section 3 illustrates the
description of the test facility. The experimental findings, followedby the discussions,
are presented in Sect. 4. Conclusions of the present study have been addressed in
Sect. 5.

2 Theoretical Background

2.1 Variational Mode Decomposition

The VMD decomposes a real valued signal r(t) into K narrow-band components
sk(t) by computing the center frequencies ωk where k = 1, 2,…, K formulating
constrained optimization problem. Before formulation of the optimization problem,
the Hilbert transform is applied to the components sk(t) in order to compute the
unilateral frequency spectrum. After that, modulation property is used to shift the
frequency spectrum of these components based on the estimated center frequen-
cies ωk . The bandwidth was estimated through the H Gaussian smoothness of the
demodulated signal [8]. Now, the constrained optimization problem is formulated as
[8]:

min{sk },{ωk }

{∑
k

∥∥∥∥∂t

[(
δ(t) + j

π t

)
∗ sk(t)

]
e− jωk t

∥∥∥∥
2

2

}
(1)

such that
∑
k
sk(t) = r(t) and * denotes the convolution,‖·‖22 represents the squared

L2 norm, δ is the Dirac distribution. The Lagrangian multiplier (λ) has been applied
to convert the constrained optimization problem (Eq. 2) into an unconstrained opti-
mization problem. The unconstrained optimization problem can be expressed as
[8]

L({sk}, {ωk},) := α
∑
k

∥∥∥∥∂t

[(
δ(t) + j

π t

)
∗ sk(t)

]
e− jωk t

∥∥∥∥
2

2
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+
∥∥∥∥∥r(t) −

∑
k

sk(t)

∥∥∥∥∥
2

2

+
〈
λ(t), r(t) −

∑
k

sk(t)

〉
(2)

In Eq. (3), parameter α is the penalty factor. The estimated narrow-band compo-
nent and corresponding center frequency during n + 1 iteration can be computed as
follows [9]:

ŝn+1
k (ω) =

r̂(ω) − ∑
i �=k

ŝi (ω) + λ̂(ω)

2

1 + 2α(ω − ωk)2
(3)

ωn+1
k =

∫ ∞
0 ω

∣∣ŝk(ω)
∣∣2dω∫ ∞

0

∣∣ŝk(ω)
∣∣2dω

(4)

In Eqs. (4) and (5), r̂(ω), ŝk(ω), ŝn+1
k (ω) and λ̂(ω) represent the Fourier transform

of r(t), sk(t), s
n+1
k (t) and λ(t), respectively. The update in λ can be expressed by

following expression:

λ̂n+1(ω) = λ̂n(ω) + τ

[
r(ω) −

∑
k

ŝn+1
k (ω)

]
(5)

where n is the number of iterations. More details about the methods can be found
in Ref. [8].

InVMDmethod, the tolerance of convergence (tol) parameter is useful for control-
ling the relative errors corresponding to the estimated narrow-band components.
Interestingly, the expression of ŝn+1

k (ω) in Eq. (4) contains wiener filter structure for
denoising. The ŝn+1

k [n] can be computed from the real part of the inverse Fourier
transform applied on ŝn+1

k (ω). The advantages of VMD technique are as follows:

(1) The relative error is largely independent of the harmonic’s frequency and is
controlled by tolerance level.

(2) The VMD achieves good tones separation.

2.2 Instantaneous Frequency

It describes the concept of a time varying parameter defining the location of the
signal’s spectral peak with respect to time. Theoretically, for a signal under analysis,
it is analogous to the frequency of a sinusoidal wave which locally fits the signal.
Moreover, it can be expressed only for mono-component signals, having only one
frequency or a narrow range of frequencies varying as a function of time. For a
frequency modulated vibration signal x(t), with instantaneous frequency fi (t) can
be expressed as:
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x(t) = a cos

⎡
⎣ t∫

0

2π fi (t)dt + θ

⎤
⎦ (6)

The whole argument of cosine function can be termed as ∅(t); therefore, the IF
will be calculated as:

fi (t) = 1

2π

d

dt
∅(t) (7)

IF provides a measure of the frequency domain signal energy concentration as a
function of time. This measure equals the IF of the signal; this property explains the
importance of the IF in signal recognition, tracking, estimation and modeling.

2.3 Statistical Condition Indicators

The brief descriptions of the CIs used in this study are mentioned as follows:

(1) Root mean square (RMS)—It is defined as the square root of the mean of the
sum of the squares of the signal samples. It reflects the vibration amplitude and
energy of the signal in time domain [2]

RMS =
√√√√ 1

N

N∑
i=1

(xi )2 (8)

(2) Kurtosis—It is used to reflect the presence of impulses in the signal. It is the
fourth-order normalized moment of a given signal and is given by [2]

k = N
∑N

i=1 (xi − x)4(∑N
i=1 (xi − x)2

)2 (9)

where x is the original sample i is the number of samples. A signal consisting exclu-
sively of Gaussian distributed data will have a kurtosis of approximately 3. The
increase in the kurtosis value highlights peakedness present in the distribution of the
signal.
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3 Experimental Investigation

3.1 Test Setup

To detect the fault in the gearbox as well as to evaluate the performance of signal
processing-based fault detection approach, the experimental analysis has been carried
out. The vibration signals were recorded from an arrangement made on machinery
fault simulator (MFS) as shown in Fig. 1. To make the test-setup funtionally a motor-
drive-brake kind of, the test-bench used a 2.237 kW, 3 phase, 0–3000 rpm AC drive
with motor controller for variable speed operation along with power transmitting belt
drive, and a bevel gearbox. Further, the test rig is equipped with optical tachometers:
to count the speed for the main shaft as well as the gearbox input speed. The bevel
gearbox was driven by the belt drive from the main shaft. A magnetic spring-loaded
brake was used to load the gear wheel with a maximum torque of 1.129 Nm was
applied at the full-load condition. An accelerometer was mounted on the top of the
bevel gearbox to acquire vibration signals (see Fig. 1). The severity of the bevel
gear faults has been illustrated in Fig. 2; the following severity of faults has been
considered to examine the proposed approach in this study. The details of gears are
listed in Table 1. The faults were seeded into the pinion tooth by using wire EDM.
For lubrication, SAE 40 oil was used.

AC Motor
Tachometer
Display

Motor 
controller

Accelerometer
Bevel 
gearbox Data acquisition

Laptop
Rotor 

Fig. 1 Experimental test setup with zoomed view of accelerometer
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Fig. 2 Different gear health:
a healthy gear, b chipped
tooth gear, c missing tooth
gear

(a) (b) (c)

Table 1 Technical specification of the gearbox

S. No. Parameter Value S. No. Parameter Value

1 Gear ratio 1.5:1 6 Number of teeth in gear 27

2 Pitch angle (gear) 56° 19′ 7 Module 2 mm

3 Pitch angle (pinion) 33° 41′ 8 Pitch diameter (gear) 42.8625 mm

4 Pressure angle 20° 9 Pitch diameter (pinion) 28.575 mm

5 Number of teeth in pinion 18 10 Material (gear and pinion) Forged steel

3.2 Test Conditions and Data Acquisition Settings

The prime object of the proposed work deals with the detection of bevel gear faults
using VMD and IF-based signal processing approach, thereby identifying the fault
symptoms present in the vibration signals with respect to fault severity. Vibration
data was acquired for all he aforementioned bevel gear health conditions. The vibra-
tion signals were acquired at a rate of 6.4 kHz and 5 datasets were acquired for each
arrangement. The speed of the motor was fluctuated from 950 to 1150 rpm sinu-
soidally; but using belt drive having a ratio of 2.55, it reduced the speed of bevel gear
to varying in a range of 372–450 rpm. This makes the angular frequency at input of
bevel gear to fluctuate from 6.20 Hz to 7.516 Hz accordingly. The speed fluctuation
was provided to the motor by motor controller via motor control setup available in
the laptop used for data acquisition.

4 Result and Discussion

The vibration signals were acquired from the bevel gearbox using a triaxial
accelerometer, i.e., all X, Y and Z direction signals were recorded corresponding
to radial and axial vibrations. Out of all the three signals, vibration signals of Y
direction (radial) were found dominating and have been used for further investiga-
tions. The time-domain vibration signals for all the faults and their FFTs are shown
in Fig. 3. The different peaks were noted in the FFT of the signals corresponding
to pinion frequency, gear mesh frequency and its harmonics. However, sidebands in
the FFT around the characteristic peaks were difficult to notice under the effect of
varying speed conditions. Moreover, it was difficult to differentiate the time-domain
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Fig. 3 Acquired vibration signals and its FFT

vibration signals for healthy gear and chipped tooth gear. It is noticed form the time-
domain vibration signals that the effect of modulation is very extensive as caused by
both the varying speed and gear tooth profiles. Therefore, it is required to demod-
ulate the gear vibration signals using adaptive decomposition. VMD is capable to
decompose the signal adaptively and hence used to decompose the signals into six
MFs as shown in Figs. 4, 5 and 6.
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Fig. 4 MF extracted by VMD for healthy tooth gear signal and its IF plots
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Fig. 5 MF extracted by VMD for chipped tooth gear signal and its IF plots

The decomposed MFs exhibited the transients present in the gearbox vibration
signals. For example,MF2 andMF3 for healthy gear,MF1 andMF2 for chipped tooth
gear and MF1 and MF3 for missing tooth gear, the remaining other were observed
to affected by amplitude modulation and noise. To identify the most sensitive MFs
among all, the IF of all the MFs for all the gears was calculated as shown in Figs. 4,
5 and 6. The IFs were observed to be increased for the respective MFs. For healthy
gear vibration signals, the IF of the second MF was noted as 600 Hz approximately,
which corresponds to the fifth harmonic of the GMF (120 Hz ≈ 7.03 Hz ×17).
Similarly, the IFs for chipped tooth and missing tooth were noted for first MF as
240 Hz approximately, equivalent to second harmonic. The calculation of IFs for the
MFs and the transients exhibited by the same MFs were in agreement to each other.
Thus, it can be said that the proposed signal processing-based approach works well
for the fault detection of the bevel gears under varying speed conditions.

To further validate the results of the signal processing technique, the envelop
spectrum was developed of the selected sensitive MF for all the aforementioned gear
health conditions. The enveloped spectrum for healthy gear, chipped tooth gear and
missing tooth gear was plotted subsequently as shown in Fig. 7. It is clear from
the figure that the sidebands are clearly visible and can be easily distinguished. The
envelop spectrum highlights the gear rotation frequency, pinion rotating frequency,
GMF and their combinations. It can also be noted that with increasing fault severity,
the number of sidebands is increasing, validating the symptoms of present of fault.
Further, from Table 2, the performance of the RMS and kurtosis can also be noted.
It was found that with proposed signal processing approach, the response of RMS
and kurtosis was increasing with respect to fault severity. Thus, for a limited speed
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variation, the proposed VMD and IF-based signal processing approach can be used
for fault detection of bevel gears.

5 Conclusion

This manuscript reports a novel signal processing-based approach for fault detection
of bevel gearbox. VMD decomposes the recorded vibration signal acquired from the
test bench with different fault severity under limited variation of speed into different
sixmono-componentMFs.VMDexhibited efficient separation of the differentmodes
that corresponds to the effect of impulses due to fault severity. The IF was calculated
for all the extractedMFs subsequently to identify themost sensitiveMF. The selected
MF was then examined using FFT and statistical condition indicators viz. RMS
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and kurtosis. Both RMS and kurtosis when used on raw vibration signals fail to
characterize the level of fault present in signal. The FFT of the selected MF and
statistical condition indicators validated the symptoms of the gear faults.
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of an H-Darrieus Wind Turbine Having
Cavity Blades
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Abstract Straight-blade vertical axis wind turbines (VAWT) have the ability to
exhibit self-starting features and improved aerodynamic performance in the built
environment for significant wind speed conditions. But in low wind speeds, such
turbines realize several constraints for improved performance in terms of various
parameters like blade design, blade shape, solidity, tip speed ratio (TSR), thickness-
to-chord ratio and others. Therefore, the motivation behind the present work is the
need for performance improvement of H-Darrieus VAWT in the built environment,
which has characteristically low wind speed. Cavity shapes on the airfoil surface
might cause local flow acceleration leading to suppression of boundary layer sepa-
ration, which might enhance VAWT’s aerodynamic performance. In this paper, an
attempt is made to investigate the effect of circular cavity shape on VAWT’s aero-
dynamic performance. Cavities have been formed on NACA 0021 airfoil based H-
Darrieus VAWT. A CFD study is carried out to understand the inherent flow physics
of the turbine. Results showed that there is a significant improvement in starting char-
acteristic of the turbine at wind speeds 5 and 6 m/s having cavity on pressure side.
The optimal tip speed ratio for the H-Darrieus turbine has been obtained as 1.3 for
which the considered NACA 0021 blade turbine shows maximum power coefficient
of 0.16.
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1 Introduction

Vertical axis wind turbines (VAWTs) have esthetical appeal as well as have some
important advantages compared to horizontal axis wind turbine for, e.g. less noisy,
less prone to structural failure, omni-directional, low starting torque, less costly and
others. Its deployment is much easier in the built and remote places to harness wind
energy in a sustainable way. But VAWT’s performance efficiency is low in the built
environment that has low wind speed. Entrepreneurs and scientists have attempted to
improve its performance by different manners for, e.g. by optimizing the rotor aspect
ratio and rotor solidity, introducing fixed or active blade pitching, increasing the
number of blades, using augmenters, modifying the airfoil profile and others. Below
are some of the literatures for VAWT’s performance improvement from which the
research gap can be identified.

Sabaeifard et al. [1] performed CFD simulations to observe the performance of
NACA0018 andDUW200 airfoil bladeH-DarrieusVAWT rotor under different rotor
solidities and operating tip speed ratios, only to report that the turbine’s performance
is increased for the solidity variation from 0.3 to 0.5. Sagharichi et al. [2] performed
CFD simulations of VAWT by taking solidities between 0.2 and 0.8 with fixed and
variable blade pitch conditions and having two, three and four blades. It was showed
that high solidity and variable pitch rotor is preferred for initial self-staring torque
requirement. Lee and Lim [3] reported that at low tip speed ratio, high solidity
(0.8) rotor shows the highest torque and power coefficient. While at high tip speed
ratio 2.4 or higher, the rotor with low solidity (0.4) shows the highest torque and
power coefficient (Cp). Subramanian et al. [4] studied numerically the effects of
solidity and four different airfoil profiles, namely NACA 0012, NACA 0015, NACA
0030 and AIR 001. It was observed that NACA 0030, which is a thicker airfoil,
performs better at low TSR and thinner airfoil NACA 0012 has a wider operating
TSR range. At low TSR, higher solidity turbine performs better. Rezaeiha et al. [5]
performed high fidelity CFD simulations to study the effect of solidity and number
of blades under a wide range of TSR of 1.5–5.5. They found that due to low mean
wind speed in urban areas, a low solidity turbine with moderate to high TSR is
optimal. Castelli et al. [6] studied numerically the effect of number of blades of a
straight-bladed NACA 0025 H-Darrieus-type rotor. They concluded that increasing
the number of blades at low TSR and decreasing the same at high TSR lead to higher
performance. The optimum number of blades was found to be three. Mabrouk and
Hami [7] performed simulations to study the effect of number of blades on the
global performance of H-Darrieus rotor. They also concluded that three bladed rotor
generates more aerodynamic torque.

In addition to the improvement drives adopted by various researchers as discussed
above, VAWT’s performance can also be improved by varying the airfoil profile and
its shape, which is a passive way of increasing its performance. Mohamed et al. [8]
studied computationally 25 number of airfoil-basedDarrieus rotors for several values
of tip speed ratio to obtain some of the best profiles for its improved performance,
for example, LS(1)-0413 airfoil for improved Cp, NACA63-415 airfoil for wider
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range of operating TSR. Mohamed [9] again studied VAWT’s performance with
low rotor solidity (0.1) by considering symmetric and non-symmetric blade profiles.
S-1046 airfoil-based rotor led to a maximum gain in power which was 26.83%
among all the airfoils. It was also found that symmetrical airfoil has wider operating
range than non-symmetric airfoil. Sengupta et al. [10] investigated experimentally
the starting capability and dynamic performance by considering three types of blades
viz. unsymmetrical S815 and EN0005 blades and symmetrical NACA 0018 blade.
They concluded that unsymmetrical blade profilewith high solidity improves starting
characteristics of VAWT and also its dynamic performance. Sengupta et al. [11]
again conducted CFD analysis of H-Darrieus VAWT and compared two different
unsymmetrical airfoil blade profiles to obtain design information of blade camber
and blade curvature at different low wind speeds 4–8 m/s. They found that S815
blade with more rounded curvature and thicker blade profile has a better influence
on the turbine performance.

From the above literature, it can be inferred that VAWT’s performance can be
improved by working on its airfoil blade profile and its shape. In the present work,
NACA 0021 airfoil profile has been considered for the blades of VAWT. In addition
to this, a cavity shape is considered on inside of the airfoil blade surfaces. The
performances of H-Darrieus VAWT with such airfoil profile blade is investigated
in details numerically using commercial CFD software. From this present analysis,
important performance insights are obtained and discussed here.

2 Model Geometry and Computational Modelling

The present 2D CFD analysis of the NACA 0021 blade H-Darrieus turbine is
performed inANSYS14.0 package. After generating the turbinemodel, three control
circles of diameter 160mm are drawn outside each blade by considering centre as the
centre of blades. After generating control circles, a large circle of diameter 800 mm
named as the hub is generated. A rectangular domain of dimension 40,000 and
30,000 mm is generated to enclose the turbine and hub. The diagram of the required
geometry is shown in Fig. 1. A circular cavity shape is formed on the airfoil surface
whose centre is at a distance of 1/4th chord length from the leading edge. The diam-
eter of the cavity is 0.08 times chord length and its top edge is at 0.04 times chord
distance below the centreline of the blade as shown in Fig. 1c.

In the mesh generation process, all triangular method is used to mesh the whole
body. Themodel ismeshed at the relevance centre as 100 and proximity and curvature
with curvature angle 180º with a minimum size of the cell as 0.01 mm. Edge sizing
is given to blades, control circles and hub to get required mesh size. More and
smaller elements are formed near the edge of blades to capture small changes in any
properties. The unsteady flow is simulated using a sliding mesh model. The mesh
around the airfoils, inside the hub and inside control circles is shown in Fig. 2. Here,
transient-type analysis is selected. Realizable k− ε turbulencemodel is chosen due to
its fast CFD simulations and is recommended for rotating bodies. In k − ε turbulence
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Fig. 1 Dimensions (all dimensions are in mm) a hub and control circle, b rectangular domain,
c size and position of the cavity

Fig. 2 Mesh structure in the hub and near the airfoil section

model, k is turbulent kinetic energy contained in fluctuations and ε is the turbulent
dissipation rate at which turbulent kinetic energy is dissipated. Studies show that the
k − ε realizable model gives the best results compared to all other k − ε models. This
realizable model satisfies some constraints on normal stresses and consistent with
the physics of turbulent flows [9, 12, 13]. Due to the complex blade designs of the
rotors, unstructured triangular meshing has been done which is capable of showing
good results for CFD simulation [10, 11].
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Fig. 3 Mesh-independent
analysis (Cp vs. refinement
level)

To optimize the analysis by controlling the variation and to achieve a more precise
solution, mesh independence analysis has been done on the model. In the present
work, after a long iteration by gradually decreasing the mesh size, i.e. by increasing
the number of elements of mesh, the power coefficient values have been found nearly
constant for the different number of elements. Thus, grid independence limit (GIL)
mesh is achieved by computing several refinement levels.

Figure 3 shows graphically themesh-independent analysis for the geometry. From
the graph, it has been seen that the power coefficient is increasing gradually; finally,
a constant value of power coefficient is observed at a particular element number.

3 Simulation Results and Discussion

Figure 4 shows the pressure contour distributions of the NACA 0021 blade H-
Darrieus rotor with inside cavity at various azimuthal positions. As can be seen
at 0° azimuthal position in Fig. 4a, a high pressure zone is formed only at the tip of
the leading edge while very low pressure zone created on the suction side near the
cavity, which is why the aerodynamic performance drops. As the advancing blade
rotates and reaches 60° azimuthal position, strong pressure zone is created throughout
the pressure side of the blade and also creates a large difference of pressure across
the blade resulting into higher moment coefficient. This is also the reason why lift
values are increased after this azimuthal position, and before 60°, lift is low due
to lower pressure on suction side. However, in Fig. 4a, c, it is seen that, from 90°
and 120° positions, performance is deteriorated from the aspect of moment as large
recirculation zones are created near the advancing blade trailing edge. Again, lift is
also found to drop after these azimuthal positions. Again at 180° position in Fig. 4b,
moment coefficient again rises to a higher value, which is the result of strong pres-
sure distribution right at the cavity on the blade suction side. In Fig. 4b, it can be
noticed that, in second half of the cycle for 300° position, the pressure distribution
on the leading edge of the returning blade increases, thereby increasing the moment
coefficient value at this position.

The velocity streamlines along with velocity distributions are shown in Fig. 5 for
the H-Darrieus rotor. These contours also corroborate with the findings of pressure
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Fig. 4 Pressure contour plots at TSR= 1.3 a at azimuthal angle 0°, 120° and 240°, b at azimuthal
angle 60°, 180° and 300° and c at azimuthal angle 90°, 210° and 330°

contour plots. In Fig. 5a, there is not very significant velocity difference between
the suction and pressure side of the blade at 0° azimuthal position. But as the
blade advances in Fig. 5b, at 60° azimuthal position, there is higher velocity on
the advancing blade leading edge resulting into higher moment coefficient value.
Due to this also, lift is found to increase after this angular position. However at 90°
azimuthal position in Fig. 5c, this augmentation of velocity begins to subside as
separation begins on the blade’s suction side thereby pulling down the aerodynamic
performance of the turbine.

CFD simulations are performed for H-Darrieus VAWT at various tip speed ratios
0.8, 1, 1.3, 1.5, 1.6 and 1.7 for 5 and 6 m/s wind speeds. Power coefficients are
calculated for corresponding TSRs from CFD results and Cp versus TSR curves are
plotted from the results obtained from computational simulations as shown in Fig. 6.
It can be seen that themaximum power coefficient is obtained as 0.16 at TSR 1.3. The
airfoil with cavity has a large gap on the leading edge, so the air was trapped within
a larger surface. This resulted in further reduced flow speed and thereby increased
pressure which enhanced the lift force employed to the blade, as well as improvement
in the turbine’s performance. Further, this NACA 0021 blade rotor shows higher Cp
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Fig. 5 Velocity contour plots near blades with streamlines at TSR = 1.3 for a at azimuthal angle
0°, b at azimuthal angle 60° and c at azimuthal angle 90°

Fig. 6 Validation of CFD
results of NACA 0021 cavity
blade with other blade shapes

value compared to some other published results of S1210 [14] and NACA0015 [15]
blade rotors for the considered TSR range. The reason for such high difference in
Cp can be described as follows: in the circular cavity due to the absence of corners,
the vortices get trapped and gradually vanish. The section with cavity increases the
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performance of the turbine in wide range of tip velocities and improves the torque
of the turbine.

4 Conclusions

The performances of H-Darrieus VAWT with NACA 0021 airfoil profile blade
along with a circular cavity formed on its surface are investigated numerically using
commercial CFD software. From the study, the following conclusions are drawn

(a) The optimal tip speed ratio for the H-Darrieus turbines has been obtained as
1.3 for which the considered NACA 0021 blade turbine shows maximum power
coefficient.

(b) NACA 0021 blade H-Darrieus VAWT has overall higher power coefficient
compared to other published results of S1210 and NACA 0015 for the consid-
ered TSR range. The maximum power coefficient of 0.16 is obtained at a TSR
of 1.3 for wind velocity 6 m/s.

The present investigation leads to the effect of cavity airfoils in low wind speed
conditions to study their aerodynamic performance and self-starting features. In
future, three-dimensional analysis can be performed to compare their performances
considering struts, tip loss aspects and others with the current two-dimensional anal-
ysis. Again such cavity-based airfoils can be used for co-axial H-Savonius rotor to
investigate its overall performances.
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The Effect of Negative Hardening
Coefficients on Yield Surface Evolution

Praveen Kumar and Sivasambu Mahesh

Abstract The evolution of the yield surface, as predicted by a polycrystal plasticity
model of a face-centered cubic material, is studied. Grains in the model polycrystal
are endowedwith a classical hardening law,which accounts for interaction among the
slip system through a hardeningmatrix. In the literature, the elements of the hardening
matrix are assumed non-negative. In the present work, the effect of negative elements
in the hardening matrix on the evolution of the yield function, particularly, during
monotonic tensile and shear deformation, is systematically studied. In particular, it
is shown that certain parametric values simulate a substantial kinematic hardening,
similar to experimental observations. The greatest kinematic hardening is obtained
when the latent hardening ratio of the reverse slip systems is taken to be −1.2.

Keywords Crystal-plasticity · Evolution · Hardening matrix/model · Isotropic ·
Kinematic hardening · Monotonic strain paths · Yield surface

1 Introduction

The yield surface of metals and alloys evolves during plastic deformation. Often the
shape of the yield surface becomes quite complex even for relatively simple mate-
rials subjected to monotonic loading paths. For example, the initial yield surface of
annealed commercially pure Al 1100 obeys the von Mises criterion to good approx-
imation and plots as a circle centered at the origin. Figure 1a, b shows the yield
surface measured by Khan et al. [1] of this material subjected to uniaxial tension and
torsion, respectively. It is clear that the yield surfaces lose their von Mises character,
acquire a sharp corner in the loading direction, and become blunt in the opposite
direction. It is also clear that substantial kinematic hardening occurs so that the yield
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(a) Tensileloading (b) Torsionalloading

Fig. 1 Measured yield surfaces of a commercially pure Al alloy Al 1100 under a uniaxial tension,
and b uniaxial shear. Reprinted from Khan et al. with permission from Elsevier Ltd.

surface after some plastic deformation does not include the origin, which represents
complete unloading. These features are common in many metals and alloys and has
been termed directional distortional hardening by Feigenbaum and Dafalias [2].

In order to successfullymodelmetal forming processes numerically, it is important
to accurately describe the evolution of the yield surface under arbitrary loading [3].
Various phenomenological models have been proposed recently for this purpose [2,
4, 5]. These models are, however, specific to certain materials and loading paths.
Many of the more recent models also apply only to two-dimensional metal sheets.

A more general methodology to capture the evolving yield surface in both two-
dimensional sheets, and three-dimensional solids is based on polycrystal plasticity
[6]. In this method, the material is regarded as a polycrystalline collection of grains,
each of which deforms plastically so that they collectively accommodate the imposed
plastic deformation. Themacroscopic yield surface of themodel polycrystal can then
be calculated from the state of hardening of all the grains making up the polycrystal.
The particular polycrystal plasticity model adopted presently, due to Mahesh [7],
enforces traction and velocity continuity between adjacent grains and sub-aggregates
of grains.

The present work examines the effect of single crystal hardening on the yield
surface predicted by the polycrystal plasticity model. Hardening of the grains is
formulated in Sect. 2. Predictions of the yield surfaces under tension and torsion using
the polycrystal plasticity approach are then described in Sect. 3. The significance
of the simulation results in the context of the available experimental data is then
discussed in Sect. 4.
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2 Formulation

The Al 1100 grains of present interest have a face-centered cubic (fcc) structure
and deform by {111}〈110〉 slip. Each slip system s is identified by its slip direction
bs, and slip plane normal ns. The Schmid tensor of a slip system is defined as
ms = (bs ⊗ ns + ns ⊗ bs)/2. Every slip system is also associated with a critical
resolved shear stress, τ s. The slip rate of slip system s is denoted γ̇s and obeys
Schmid’s law,

γ̇s

{= 0, if σ :ms < τ s,

≥ 0, if σ :ms = τ s,
(1)

where σ denotes the stress tensor in the grain, and: denotes the scalar product of two
tensors. The accumulated slip in a slip system is denoted �s = ∫ γ̇sdt , and the total
accumulated slip in the grain is denoted � = ∑

s
�s .

The critical resolved shear stress,τs evolves with plastic strain. This evolution is
termed as slip system hardening. It has been modeled phenomenologically using the
extended Voce law, proposed by Tome et al. [8]:

τ̇s = dτ

d�

S∑
s ′=1

Hss ′ γ̇s ′ (2)

Here,Hss′ , termed the hardening matrix [9], captures the interaction between the
various slip systems, and τ(�) is taken to follow the extended Voce law of [8],

τ(�) = τ0 + (τ1 + θ1�)

[
1 − exp

(−�θ0

τ1

)]
(3)

where τ0, τ1, θ0, and θ1 are taken to be material hardening constants.
Two slip systems,s1 and s2,, are said to be reverse of each other if ns1 .ns2 = ±1,

but (ns1 .ns2)(bs1 .bs2) = −1. The reverse of a slip system s is denoted by r(s), so
that

s1 = r(s2) and s2 = r(s1)

Counting reverse slip systems as distinct, there are 24 {111}〈110〉 slip systems in
the fcc lattice structure. In the next section, the consequence of simple choices for
the elements of the hardening matrix, Hss ′ , on the evolution of the yield surface in
uniaxial tension and torsion, is examined.
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3 Results

Simulations are performed on a synthetic fcc polycrystal comprised of 256 randomly
oriented grains, each with volume fraction 1/256. A binary tree is constructed from
these grains by pairing them at random and initializing a grain boundary between
neighboring grains, oriented randomly over the unit sphere. As only qualitative
insights into the evolution of the yield surface with plastic deformation are sought,
it is assumed that τ0 = 1, θ0 = 10, and θ1 = 0 in Eq. (3). τ1, and Hss ′ represent the
only remaining free parameters.

The evolution of the yield surface under tensile and torsion deformation with
τ1 = 1, and

Hss ′ = 1, for all s, s ′ (5)

Is shown in Fig. 2a, b, respectively. It is seen that the yield surface expands
isotropically. This is entirely unlike the evolution found experimentally as shown in
Fig. 1.

Next, consider the case where in τ1 = 1, as before, but

Hss ′ =
{−3, if s = r

(
s ′),

1, otherwise
(6)

Equation (6) differs from Eq. (5) only in the definition of softening in the reverse
slip system corresponding to every activated slip system. Physically, this corresponds
to the accumulation of polar dislocations on the activated slip system, which readily
glide backward upon unloading.

The effect of assuming the negative hardening coefficient on the reverse slip
systems is shown inFig. 3a, b for tension and torsion, respectively. The predicted yield
surfaces show both isotropic and kinematic hardening components. The predicted

(a) Tension (b) Torsion

Fig. 2 Evolution of the yield surface after a tensile and b torsion deformation predicted assuming
the hardening matrix given by Eq. (5)
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(a) Tension (b) Torsion

Fig. 3 Evolution of the yield surface after a tensile and b torsion deformation predicted assuming
the hardening matrix given by Eq. (6)

yield surfaces show a pronounced sharpening in the direction of loading and blunting
in the opposite direction. They thus demonstrate directional distortional hardening
[2]. The predicted yield surfaces develop an asymmetry that is especially pronounced
under torsion, as shown in Fig. 3b. This is due to the development of texture [10] in
the computer polycrystal.

Qualitatively, Fig. 3 resembles the experimental Fig. 1. However, it is seen that
the predicted kinematic hardening component is much weaker than the experimental
one. The experimental yield surfaces in Fig. 1 have a strong kinematic evolution
component so that the yield surface does not include the origin for pre-strains as low
as 2%.

Consider next the case where in τ1 = 1, as before, but

Hss ′ =
{−3, if s = r

(
s ′),

0, otherwise.
(7)

This is a case of self-hardening, wherein active slip systems only harden them-
selves and soften their reverse slip systems. The yield surfaces corresponding to this
case are shown in Fig. 4. The kinematic component of the yield surface evolution
here is similar to that in Fig. 3, but the isotropic component is not. In fact, the volume
enclosed by the yield surface shrinks with deformation. This is not typical of Al
1100, but of precipitate hardened Al 6061 [11].

It is noteworthy that the predicted yield surfaces in both Figs. 3 and 4 include the
origin, while the experimental Fig. 1 does not. As an example of a predicted yield
surface that does not include the origin, Fig. 5 corresponding to τ1 = 10,

Hss ′ =
{−1.2, if s = r

(
s ′),

0, otherwise.
(8)
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(a) Tension (b) Torsion

Fig. 4 Evolution of the yield surface after a tensile and b torsion deformation predicted assuming
the hardening matrix given by Eq. (7)

(a) Tension (b) Torsion

Fig. 5 Evolution of the yield surface after a tensile and b torsion deformation predicted assuming
the hardening matrix given by Eq. (8)

is presented. It is seen that the predicted yield surfaces for 16% tensile pre-strain
and 20% shear pre-strain do not include the origin.

4 Discussion and Conclusion

The results presented above qualitatively confirm the ability of the polycrystal plas-
ticity model with negative hardening coefficients to capture the directional distor-
tional hardening experimentally observed by numerous authors in Al 1100. It has
been shown that the greatest kinematic hardening is obtained when the latent hard-
ening ratio of the reverse slip systems is taken to be−1.2. Even the greatest predicted
kinematic hardening, however, is unable to match the kinematic hardening exper-
imentally observed in Fig. 1. This suggests that the phenomenological hardening
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model, presented in Sect. 2, is inadequate for the present purpose. It is proposed
to generalize the hardening formulation in the future work by introducing separate
hardening matrices to represent the hardening due to polar and non-polar dislocation
interactions.
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Influence of Camber Ratio and Thickness
Ratio on the Airfoil Performance

Sujit Roy, Biplab Das, and Agnimitra Biswas

Abstract The aerodynamic performance of airfoil is certainlymeasured by the lift to
drag ratio of that profile. In this paper, different NACA 4-digit airfoils are considered
to perform the comparative analysis. The effects of camber ratio and thickness ratio
on the aerodynamic coefficients are discussed. QBlade is used to calculate the lift
coefficient and lift to drag ratio of each profile. Low Reynolds number (Re) of 3.6
× 105 is used for the present analysis. The angle of attack is varied from 0 to 20° to
observe its influence on the aerodynamic performances. It has been seen that the lift
coefficient increases with the increase in camber ratio of airfoil which implies more
gain in lift force. Simultaneously, drag force also increases with increase in camber
ratio. Therefore, lift to drag ratio has been calculated at different angle of attack for
various cambered airfoil. Similarly, influence of thickness ratio is also studied, and it
is observed that airfoil with lower thickness ratio produces higher lift to drag ratio at
lower angle of attack (α ≤ 8°). Whereas, airfoil with higher thickness ratio produces
maximum lift to drag ratio at higher angle of attack.

Keywords Airfoil · Lift coefficient · Lift to drag ratio · Angle of attack · Camber
ratio · Thickness ratio

1 Introduction

The scarcity of fossil fuels and increasing globalwarmingdirect theworld towards the
use of alternative energy sources to meet the day-to-day energy requirements. Wind,
solar, geothermal, tidal, etc., are the various available renewable energy sourceswhich
are clean and freely available in nature. Due to the uneven temperature distribution
throughout the earth surface wind flows from one end to another end. Wind has
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tremendous amount of kinetic energy in it and wind turbine can extract that energy to
convert it to useful electric ormechanical energy. The horizontal wind turbine (HWT)
blade contains airfoil cross section along the blade span. The energy extraction of
turbine depends upon the aerodynamic forces generated due to the airfoil profiles.
Due to pressure difference between upper and lower side of the airfoil, lift force is
generated perpendicular to the air flow. This force is responsible for the rotation of
the HWT.Another force generated in the direction of wind flow, known as drag force.
This force tries to restrict the HWT rotation. Therefore, this is obvious that selected
airfoil for HWT blade should have higher lift and lower drag. Kumar et al. [1] studied
computationally NACA 23,024 airfoil using k − ε turbulence model. They studied
the lift and drag generation, pressure distribution in the upper and lower side of the
airfoil for angle of attack (α) ranges 0–20°. They found maximum lift coefficient
of 1.58 at α = 18°, which is over predicted compare to wind tunnel experimental
results of maximum lift coefficient 1.3 at α = 14°. Hossain et al. [2] studied NACA
6409 and NACA 4412 computationally to compare the aerodynamic performances
at angle of attack 0° and 5°. They found that NACA 4412 produces higher negative
pressure at suction side of airfoil. NACA 6409 shows 88.4% and 87.7% lesser lift
to drag ratio than NACA 4412 at 0° and 5°, respectively. Eleni et al. [3] applied
three different turbulence models (k − ω SST, realizable k − ω and S-A) to study
NACA 0012 computationally at −12° ≤ α ≤ 20° and Reynolds number (Re) = 3 ×
106 and concluded that k − ω SST turbulence model shows better agreement with
the experimental result compared to other two turbulence model. Further, they also
observed that turbulence models not able to predict the results at higher angle of
attack. Kevadiya and Vaidya [4] performed computational analysis of NACA 4412
airfoil using S-A turbulence model at 0° ≤ α ≤ 12° and Re = 1 × 105 and found
that lift to drag ratio increases till α = 8° and then decreases. Gulzar et al. [5] used
S-A turbulence model to perform the computational study of NACA 7420 airfoil at
α = 4°− 6°. Jun et al. [6] performed computational analysis of three airfoils (NACA
63,421, NACA 0021 and NREL S809) with same thickness ratio = 0.21 at Re = 5.5
× 105 and found that NACA 63,421 shows better aerodynamic performance than the
other two airfoils. Ren-nian et al. [7] computationally investigated the aerodynamic
performance of S827, S902, S903 airfoils using RNG k − ε turbulence model. Jha
et al. [8] investigated NACA 0012 computationally and experimentally at α = 0° −
20°. They observed the effect of Reynolds number on the aerodynamic performances
of airfoil and found that lift generation is more at lower Reynolds number (2.21 ×
105). Further they observed that lift to drag ratio reduces with increasing Reynolds
number. Jun et al. [9] used S-A turbulence model to predict the performance of S414
airfoil computationally and concluded that this turbulence model can predict the
airfoil performance effectively. Yao et al. [10] compared four turbulence models to
simulate NACA 0018 airfoil at α = −8° − 13° and Re = 5.5 × 105. They observed
that five equation-based Reynolds stress turbulence model provides better results
compared to other threemodels. Alaskari et al. [11] usedQBlade software to compute
the aerodynamics performances of SG6043 airfoil at different angle of attack. They
observed that maximum lift to drag ratio is obtained at α = 2°.Mahmuddin et al. [12]
extrapolate the lift coefficient and drag coefficient using Viterna and Montgomerie
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methods available in the QBlade software. Different turbulence models were used by
Villalpando et al. [13] to predict the aerodynamic characteristics of NACA 63-415
airfoil in the angle of attack 0°− 28°. They concluded that SST k − ω is best suitable
turbulencemodel to simulate the flow around an airfoil. RNG k − ε turbulencemodel
is used by Yan et al. [14] to predict the aerodynamics forces around FFA-W3- 211
airfoil. They simulated under the condition Reynolds number (Re) = 1.5 × 105 and
angle of attack ranges −6°–60° and found maximum lift coefficient at α = 18°.
Fupeng et al. [15] designed a new airfoil with thick leading edge and providing more
camber and compared with conventional thin leading edge airfoil. They simulate the
airfoil under Re = 4.8 × 105 and found that lift coefficient for modified airfoil is
higher in modified airfoil for all the angle of attack from −10°–50°. However, the
drag coefficient is also increased in the modified airfoil but it produces higher lift to
drag ratio at α > 20°. Yang et al. [16] used k − ω turbulence model to simulate the
flow over S809 airfoil in the angle of attack ranges 0°–45°. They found maximum
error of 37% and 7.8% in lift coefficient and drag coefficient, respectively, compare
to experimental results. Matyushenko et al. [17] tried different turbulence model to
simulate the various airfoils computationally. They found that the turbulence models
matched well with the experimental results at initial angle of attack (α ≤ 10°) but
none of themodels is able to predict themaximum lift coefficient accurately. It can be
seen from the available literatures that various analytical and computational studies
are performed to predict the aerodynamic coefficients of airfoils. It is also noticed
that shape of airfoil affects its performance. Therefore, it is required to perform airfoil
study to know the best suitable airfoil for wind turbine blade design. In the present
study, the effect of camber ratio and thickness ratio on the lift coefficient (Cl) and
lift to drag ratio of airfoils are predicted using QBlade software.

2 Airfoil’s Nomenclature and Performance Parameters

The nomenclature of an airfoil is shown in Fig. 1 [18]. The edge of the airfoil facing
the fluid flow is known as leading edge, and other edge is known as trailing edge as
shown in figure. The straight line connecting leading and trailing edge of the airfoil is
known as chord line; whereas, the line bisecting the airfoil is known as mean camber
line. The distance of maximum thickness and maximum camber from the leading
edge of airfoil is denoted by xt and xf , respectively. For the symmetric airfoil, the
mean camber line coincides with chord line. The upper surface of the airfoil is known

Fig. 1 Airfoil nomenclature [18]
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as suction side, and bottom surface is known as pressure side. The distance between
pressure side and suction side is known as thickness of the airfoil. The angle between
the fluid flow direction and chord line is known as angle of attack (α). In the present
study, NACA 4-digit airfoil is used for the comparative analysis. In ‘NACA 1234’
airfoil, first digit ‘1’ denotes the maximum camber in percentage of chord, digit ‘2’
denotes the position of maximum camber in tenths of chord, and digits ‘34’ denotes
the maximum thickness in percentage of chord. The performance of airfoil is often
described by the ratio of lift force to the drag force. Lift force (L) and drag force (D)
can be calculated using Eqs. (1) and (2) [19]. The generation of lift force is due to
the pressure difference between the suction and pressure side. As the angle of attack
increases, the pressure difference between two sides increases results in increase in
lift force. After a certain angle of attack flow, separation occurred in the suction
side of the airfoil leads to decrease in pressure difference between the sides and lift
coefficient starts decreasing. This phenomenon is known as stalling of airfoil, and
respective angle of attack is known as stall angle. The blade of HWT should operate
at angle of attack where lift to drag ratio is maximum. Therefore, it is required to
find an optimum range of angle of attack where lift force is maximum and drag force
in minimum.

L = 1

2
ρu2αACl (1)

D = 1

2
ρu2αACd (2)

where, ‘ρ’ is the fluid density, ‘uα’ is the free stream velocity, ‘A’ is the area of airfoil,
‘Cl’ is the lift coefficient, and ‘Cd’ is the drag coefficient.

3 Results and Discussion

In the present study, QBlade is used to predict the lift coefficient and lift to drag
ratio of different NACA 4-digit airfoils. The effect of geometrical shape of airfoil on
the aerodynamics coefficient is discussed. QBlade works on the principle of blade
element momentum theory (BEM) is an important method to obtain the result with
good accuracy, and it has user-friendly interface [11]. It uses XFOIL to predict the
pressure in the suction and pressure side of the airfoil. To validate the simulation tool,
NACA 4415 is analysed under the condition of Re = 3.6 × 105 and 0 ≤ α ≤ 20°. It
is found that the predicted results are very close to the available experimental results
[20]. The maximum error in predicting lift coefficient is 11.9% at α = 0°, whereas,
the maximum error in lift to drag ratio is 14.6% at α = 15°. The more error is due to
the less accuracy in predicting drag coefficient. Table 1 shows the percentage error
between the experimental results and QBlade predicted results. It is also observed
that negative error is occurred in lift/drag value at higher angle of attack (α = 15° and
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Table 1 Validation of QBlade

Angle of
attack

Lift
coefficient
(QBlade)

Lift
coefficient
[20]

% Error Lift/drag
(Qblade)

Lift/drag [20] % Error

0° 0.47 0.42 11.9 50.63 44.6 13.5

5° 1.03 1.01 1.9 86.36 80.3 7.5

10° 1.43 1.34 6.7 77.28 72.8 6.2

15° 1.45 1.42 2.1 22.54 26.4 -14.6

20° 1.38 1.33 3.8 10.03 11.7 -14.3

20°). It indicates the over prediction of lift to drag ratio. But most importantly, it can
be observed that this analysing tool can predict aerodynamics coefficients accurately
at higher angle of attack or under the stall condition; whereas, other computational
tools predict erroneous results in the stall region. In this section, the effects of camber
ratio and thickness ratio on the lift coefficient and lift to drag ratio of different NACA
airfoils are discussed.

3.1 Effect of Camber Ratio

Camber ratio (CR) is defined by the ratio of maximum camber to the chord length of
the airfoil. In the present study, NACA 0015 (CR= 0.00), NACA 1415 (CR= 0.01),
NACA 2415 (CR = 0.02), NACA 3415 (CR = 0.04), NACA 4415 (CR = 0.04)
airfoils with different camber ratios are considered keeping the maximum thickness
same. The effect of camber ratio on lift coefficient is shown in Fig. 2.

It can be observed that all the axisymmetric airfoils generate positive lift at zero
angle of attackdue topresenceof camber;whereas, symmetry airfoil or airfoilwithout
camber generates zero lift at α = 0°. The lift coefficient increases with increase in
camber ratio and angle of attack.Maximum lift coefficient of 1.5 is observed with the
highest camber ratio (CR = 0.04). It can also be observed that percentage reduction
of lift coefficient in the post stall zone is higher in airfoil without camber; whereas,
cambered airfoil experiences smooth stall occurrence. Further, the effect of camber
ratio on lift to drag ratio can be seen in Fig. 3. The lift to drag ratio is maximum for
the airfoil with the highest camber ratio at all the angle of attack. Maximum lift to
drag ratio is 91.7 at α = 8° is found for airfoil with camber ratio 0.04. It can also be
observed that the operating range of angle of attack (range of increasing lift to drag
ratio) also increases with increase in camber ratio.
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Fig. 2 Effect of camber ratio on lift coefficient

Fig. 3 Effect of camber ratio on lift to drag ratio

3.2 Effect of Thickness Ratio

Thickness ratio (TR) is defined by the ratio ofmaximum thickness to the chord length
of the airfoil. In the present study, NACA 4411 (TR = 0.11), NACA 4412 (TR =
0.12), NACA 4413 (TR = 0.13), NACA 4414 (TR = 0.14) and NACA 4415 (TR
= 0.15) are studied maintaining same camber and location of maximum camber of
airfoil to observe the effect of variable thickness ratio on the lift and drag generation.
It can be seen from Fig. 4 that the lift coefficient is almost same in all the airfoils at



Influence of Camber Ratio and Thickness … 735

Fig. 4 Effect of thickness ratio on lift coefficient

lower angle of attack (α = 8°). But at higher angle of attack (α >8°), the lift coefficient
is more in the airfoil with maximum thickness ratio. It indicates that at initial angle
of attack, airfoil generates lift forces irrespective of thickness ratio; whereas, thicker
airfoil generates more lift force at higher angle of attack. Maximum lift coefficient
of 1.5 at α = 14° is found with airfoil of TR = 0.15. The airfoils show positive lift
generation at 0° angle of attack is due to the selection of axisymmetric airfoil for the
analysis. But generation of drag force also changes with the airfoil shape. Figure 5
shows the variation of lift to drag ratio with angle of attack. It can be observed that

Fig. 5 Effect of thickness ratio on lift to drag ratio
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thicker airfoils have lower lift to drag ratio at initial angle of attack (α ≤ 8°). This
is due to the percentage increment in drag is more compared to percentage increase
in lift with the thicker airfoil. At α > 8°, the lift to drag ratio is maximum for the
airfoil with TR = 0.15. Therefore, it is recommended to use the thinner airfoil at
lower angle of attack and thicker airfoil at higher angle of attack.

4 Conclusions

In the present study, NACA 4-digit airfoils are used to observe the effect of camber
ratio and thickness ratio on the aerodynamic performance of airfoil using QBlade
software. The following conclusion can be drawn from the detailed analysis.

• Airfoil with maximum camber produces the highest lift and lift to drag ratio at all
the operating angle of attack. Cambered airfoil produces positive lift at 0° angle
of attack; whereas, non-cambered airfoil produces zero lift. Maximum lift and lift
to drag ratio are found to be 1.5 and 91.7, respectively, with airfoil of CR = 0.04.

• Thickness ratio has less significance in the lift generation till α = 8°; whereas,
lift coefficient increases with increase in thickness ratio at α > 8°. Thinner airfoil
produces maximum lift to drag ratio at α ≤ 8°; whereas, thicker airfoil provides
maximum lift to drag ratio at α > 8°.
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Development of Modified Cyclic
Plasticity Model to Simulate Cyclic
Behaviour for SA333C–Mn Steel Under
LCF Loading Conditions

Vibhanshu Pandey, Partha Pratim Dey, Niloy Khutia, and Suneel K. Gupta

Abstract In thiswork, amodified cyclic plasticitymodel for FEManalysis of SA333
C–Mn steel has been developed. A memory stress based isotropic formulation is
integrated into the modified Ohno-Wang model to revamp its nonmasing and hard-
ening/softening characteristics. Accurate estimation of stress–strain hysteresis loops
is a prerequisite for performing fatigue life analysis. The inbuilt classical cyclic
plasticity model available in commercial FE software cannot precisely describe the
material behavior. The proposed model has been implemented by using user-defined
material (UMAT) subroutine with FORTRAN code on the ABAQUS platform. To
evaluate the material constants for the proposed model, a set of experiments has been
carried out under uniaxial loading condition. The samematerial constants are used for
predicting simulation response for other loading conditions. To verify the proposed
model, the simulation results are compared with experimental results which reveal
good agreement under uniaxial loading condition

Keywords Cyclic plasticity ·Memory stress · Non-masing behavior · UMAT

1 Introduction

SA333 Grade 6, C–Mn steel is primarily used in piping materials of pressurized
heavy water reactors (PHWR) of Indian nuclear power plants [1]. Resistance to low
cycle fatigue (LCF) is an essential aspect for the successful design of piping systems
of PHWR. Due to variations in operating conditions or seismic actions or start-up
and power failure, cyclic plastic loading can be activated on piping materials.
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In the past decades, cyclic constitutive models have been extensively devel-
oped for various metallic materials and successfully used in industrial applications.
Armstrong and Frederick [2] modified Prager’s linear kinematic hardening formula-
tion by adding a recall term to explain the dynamic recovery effect. Chaboche et al.
[3] decomposed total back stress into several parts, each ofwhich obeying theAF rule
to gave a better description of transient hardening evolution and ratcheting effect. To
predict less ratcheting as compared to Armstrong and Frederick model [2], Ohno
and Wang [4, 5] inserted critical state in the formulation of dynamic recovery part
of back stress. Further many researchers developed nonlinear kinematic hardening
rules mainly by making changes in dynamic recovery part of back stress to widely
discuss the problem in cyclic plasticity modeling studies [6, 7].

Sivaprasad et al. [8] performed various experiments on carbon-manganese steel
using solid and hollow specimens to study the cyclic deformation behavior under
strain-controlled loading. Both hollow and solid specimens were used for pure axial
experiments and only hollow specimenwere used for shear experiments. Higher axial
stress was observed in the case of hollow specimens as compared to solid specimens
under the same equivalent strain loading conditions. Xu et al. [10] proposed a model
based on the concept of the combined isotropic kinematic hardening model using
internal variables to incorporate the cyclic hardening and softening behavior with
unified set of material parameters. Zhou et al. [9] modified the nonlinear kinematic
hardening rule by introducing a kinematic hardening coefficient in the back stress to
incorporate the hardening/softening effect for the 316L steel at room temperature.
The main objective of this work is to develop a modified cyclic plasticity model
to take care of nonmasing and hardening/softening behavior of SA333 C–Mn steel
under uniaxial loading conditions using user-defined material subroutine (UMAT)
program on ABAQUS software.

2 Constitutive Equations of Plasticity Model

Generally, cyclic plasticity models are considered as isotropic and rate-independent.
It is assumed in this study that strain (ε) is small and additively decomposed into
elastic part (εe) and plastic part (ε p).The formulation of plasticity models requires an
initial yield criterion, plastic flow rule, and hardening rule. The initial yield condition
is used to determine the state of yielding. After the yield condition is fulfilled, the
plastic flow rule determines the magnitude and direction of the plastic strain incre-
ment tensor. Hardening rule modifies the initial yield condition in the plastic flow
direction based on the loading magnitude and direction.
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2.1 Yield Criterion and Plastic Flow Rule

Von Mises yield criterion is generally used for metallic material. Therefore, the
Von Mises yield criterion is also used here. The evolution equation of plastic strain
increment is governed by von Mises yield function f . The yield criterion is defined
as follows:

f =
√
3

2
(S − a): (S − a) − Y (2.1)

where f is the yield function, a is deviatoric back stress tensor, S is deviatoric stress
tensor, Y is the current yield stress.Associative flow rule is expressed by

ε̇ p = ṗ

(
∂ f

∂σ

)
(2.2)

ε̇ p the plastic strain increment vector and its direction is along the normal to the
plastic potential surface. ṗ is the positive factor for proportionality.

2.2 Kinematic Hardening Rule

The kinematic hardening rule shown in Eq. (2.3) is used for back stress increment
[6]. In this model, Ohno Wang kinematic hardening model is modified by adding a
new memory stress function in dynamic recovery term of back stress evolution rule
to model non-masing behavior of the material [6].

da(i) = 2

3
C (i)dε p − γ (i) exp(−b(i)s)

〈
n: a(i)

f (a(i))

〉(
f (a(i))

r (i)

)m(i)

(dp)a(i) (2.3)

The factor ζ (i)(s) = exp(−b(i)s) is used as an exponential decaying function to
integrate the fading memory properties of the material with plastic strain accumu-
lation and C and γ are material constants. b is material constant to account cyclic
hardening/softening behavior.

2.3 Isotropic Hardening Rule

In the present model, the evolution of the yield surface is represented by the variable
as a function of fadingmemory stress. In this formulation of isotropic hardening, vari-
able R is divided into two parts: (a) Primary Isotropic variable R1 [6] (b) Secondary
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Isotropic variable R2 [10]. Primary isotropic variable and Secondary isotropic vari-
able are used to predict hardening and softening behavior of the material based on
loading conditions. Fadingmemory stress is added in the formulation of both primary
and secondary isotropic variable.

R =
n∑

k=1

Rk (2.4)

R1 = x1Y0 exp
x2s (2.5)

R2 = Qs
T Q

0
T r [(x3s − 1)]p

Qs
T + [

Q0
T (rp − 1)

] x4 (2.6)

where, s is memory stress, x1,x2,x3 and x4 are constants, p is plastic strain Qo
T and

Qs
T are the initial and saturated value of the secondary hardening or softening. r

represents the rate of secondary hardening or softening. Derivation of these material
parameters and constants will be discussed in Table 1. Final expression of yield stress
is shown in Eq. 2.7.

Table 1 Material parameters and their procedure

S. No. Parameter Value Procedure

1 Ohno-Wang kinematic
hardening coefficients

C1−12 = 91,610,
20,370, 23,635,
28,961, 23,343, 9861,
4567, 2810, 2156,
2341, 1283, 2575
γ 1−12 = 2925, 2780,
2015, 1454, 788, 422,
318, 256, 203, 171, 96,
69

Determined with procedure
as described by Bari and
Hassan [7]

2 Cyclic hardening/softening
coefficients

b1−12 = 0.006024,
0.002321, 0.002071,
0.002559, 0.001732,
0.002531, 0.001765,
0.001684, 0.001643,
0.000328, 0.001154,
0.000112

Calculated from stabilized
uniaxial LCF of strain range
1.6%

3 Coefficients for modeling of
non-masing behavior:

x1 = 0.011, x2 =
0.011, x3 = 0.0146, x4
= 19
QTO = 1.5, QST = 28,
r = 10

Obtained from calculation of
yield stress at various
loading amplitudes
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σy = Y0 + R1 + R2 = Y0 + x1Y0 exp
x2s +Qs

T Q
0
T r [(x3s − 1)]p

Qs
T + [

Q0
T (rp − 1)

] x4 (2.7)

3 Finite Element Simulation

Finite Element modeling of solid cylindrical specimen (gauge diameter= 7 mm and
gauge length= 13mm) and hollow tubular specimen (OD= 25.4mm,wall thickness
= 1.7 mm and gauge length = 30 mm) are shown in Fig. 1a, b respectively. Only
the gauge portion (3D tube) of the specimen is modeled for finite element analysis.
The fixed boundary condition is specified at the bottom of the specimen. A reference
point (RP) is created on the axis of the geometry and it is set to be kinematically
coupled (restricting all degrees of freedom with RP and loading surface) with the
top surface of the specimen. Cyclically varying rotation is applied on that reference
point. The 3D solid brick element of ABAQUS 14.0 (C3D8 element) is used for
meshing both 3D specimens.

3.1 Material Parameters for the Proposed Model

Material parameters for the proposed model are calculated from the initial and stable
hysteresis loops obtained from the Uniaxial LCF test of ±1.6% strain amplitude.

The hysteresis loading curve is divided into twelve segments. Therefore, corre-
sponding 12 values of C, γ and b are determined by the procedure as described by
Bari and Hassan [7].

Fig. 1 (a) and (b) Finite element model for (a) solid specimen, (b) hollow specimen
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Isotropic yield 

Yield Update 

Calculate Change 
in plastic strain

Calculate Plastic 
Multiplier 

Converge

Required Output end

Input Parameters

Successive Substitution

end

Start

Von Mises
Criteria

No (elastic)

Yes (plastic)

Fig. 2 Flow chart of Implemented FE Model

3.2 Flow Chart of FE Model

The flow chart of FE model implemented in ABAQUS 6.14 using UMAT subroutine
is given in Fig. 2.

4 Result and Discussion

Figure 3 presents the axial hysteresis loop of the saturated cycle under strain-
controlled uniaxial tension– compression loading condition for strain amplitude of
1.6 and 1.0% for SA333 C–Mn steel. The predicated response from the simulation
shows quite good correlation with the experiment response.
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Fig. 3 Axial stress versus axial strain for strain amplitude (a) 1.6% and (b) 1.0%

Simulation results for pure shear and pure axial with the hollow specimen are
presented in Fig. 4a, b. Figure 4a shows shear stress versus shear strain response
under shear strain-controlled for strain amplitude of 0.69%. Both the peak stress and
nature of the simulated hysteresis loop matches well with the experiment hysteresis
loop. Figure 4b shows hysteresis loop under pure axial with hollow specimen.
The predicted hysteresis loop matches well with the experiment loop with a slight
deviation in peak stress.

It is being observed that SA333 shows softening behavior at lower strain range and
hardening behavior at higher strain range in case of uniaxial tension–compression for
solid specimen [8]. Softening behavior at lower strain range indicates an adjustment
in dislocation dynamics due to disparity in strain amplitude. Figure 5 illustrates
that proposed model can simulate hardening/softening behavior at various strain
amplitudes.

The FE model with the same set of kinematic hardening parameters calibrated
from uniaxial solid specimen gives good matching in case of pure shear and pure
axial with a tubular specimen. Additional hardening is observed in the case of a
hollow axial [8] case may be the reason for little deviation in peak stress (refer to
Fig. 4b).

Fig. 4 Experiment and simulation results (a) pure shear and (b) pure axial with tubular specimen
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Fig. 5 Peak stress versus no. of cycles for uniaxial solid specimen strain amplitude of (a) 0.5%,
(b) 1.6%

5 Conclusion

• The cyclic hardening/softening features integrated into the model through
isotropic hardening rule augmented the FE model strength in simulating various
strain range.

• Thekinematic hardening parameter calibrated fromuniaxial solid specimenworks
well for a hollow specimenunder uniaxial tension–compression and shear loading.

• The saturated hysteresis loop of the modified model matches well with saturated
experiment hysteresis loop under various uniaxial loading conditions.
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High Speed Impact Studies of Kevlar
Fabric with and without STF

M. Chinnapandi, Ajay Katiyar, Tandra Nandi, and R. Velmurugan

Abstract Kevlar fabrics have good energy absorption capacity and are widely used
in defence, sports, and in impact resistance applications. To further improve these
impact properties, materials such as shear thickening fluid (STF) could be used as
they are believed to increase the composite’s impact resisting property due to an
increase in frictional interaction. The present work involves the simulation of impact
studies of the Kevlar fabrics with and without STF. The modelling is done through
LS-Dyna which is a multipurpose software and analysis is carried out for different
number of Kevlar fabrics of size 150 mm× 150 mmwith edges being fixed. Ballistic
limits, residual velocities and energy absorption of these fabrics are obtained for
different velocities ranging from 50 to 150 m/s. These results are compared with
the experimental values obtained through a single-stage air gun an in house setup
developed by us. The numerical values show good agreement with the experimental
values and effect of STF on energy absorption is also studied and it is seen that there
is improvement in energy absorption and ballistic limit which is observed both in
numerical studies as well as in experiments.

Keywords High speed impact · Kevlar with and without shear thickening fluid ·
Finite element method · Impact behaviour · Ballistic limit · Residual velocity

1 Introduction

Materials used in automobile, aerospace, sports and defence sector are subjected
to impact load of various kinds. Therefore, it is important to make sure that such
materials are resistant towards such loads. Necessary testing needs to be performed
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on material before the particular product or component gets qualified. In order to
check for the ballistic impact resistance of materials, various test of high, low and
medium velocity ballistic impact tests are to be performed where the material would
be subjected to respective velocities by projectiles of various nose shapes. Kevlar
fabrics are the most commonly used armour material for protection against bullets
fired from hand guns because of their high impact resistance, high strength and low
weight. These properties make them ideal materials to be used in bullet-proof vests
when compared to other materials. An active area of research concerning the impact
resistance of high strength fibres involves the study of the effect of shear thickening
fluids (STF) on their ballistic performance [1, 3].

Kevlar being studied can be used in defence land systems,military aircraft, subma-
rine hulls, body armours for soldiers as these structures are required to be resis-
tant to impact load. The projectile may be bullets or particles due to explosions.
These projectiles may damage the impinging structures due to high-velocity impact.
Ballistic impact testing thus plays a very important role in this field. The study on
the use of Kevlar fabric as an armour material is prevalent for quite some time. The
impact behaviour of Kevlar and its polymer composites have been studied exten-
sively. Ramadhan et al. [2] have studied Kevlar-polyester composites using a helium
gas gun by using a cylindrical steel projectile. The energy absorption was found to
increase with an increase in the number of layers of Kevlar at higher velocities. A
numerical simulation has also been performed to validate the results.

Many techniques have been attempted in order to reduce the weight of the impact
resistant structures, especially body armours. One such method studied in literature
[2] is by adding a secondary phase to the fabrics. The use of shear thickening fluids
for this purpose seems to be convenient as it enables the structure to act like a solid
when under stress and as a liquid in normal conditions.

Brescianci et al. [5] numerically modelled woven fabric made of Kevlar 29
using two approaches, mesoscopic and macroscopic, and compared the result with
experimentally obtained data. Numerical modelling was done using LS-Dyna. Solid
elementwas used tomodel the fabric usingmacroscopic approachwhilewoven fabric
was modelled using texgen software for the mesoscopic approach. Similar studies
were performed by Ha-minh et al. [8] using macroscopic and mesoscopic models
and a comparison was drawn upon considering the variation in projectile velocity
as well as the damage that occurs in the composite. It is also reported that shell
element can be used to model composite plate by using both the approaches. Thick-
ness of shell elements should be same as that of the fabric. Mass density of modelled
plate has been considered in such a way that mass of the plate modelled equals
the mass of fabric. Due to unaccountability of porosity and undulations, density of
modelled plate comes out to be less than of the actual density. The analysis has been
performed by modelling the plate as orthotropic with its properties similar in warp
and weft directions. A comparison had been made on the two approaches based
on residual velocity and damage in fabric. The study shows that both could predict
few phases during impact, such as failure of only the yarns at the impact location
while large area of fabric remain unaffected, and also narrowing of fabric edges was
evident in both approaches. Interaction between the yarns during impact was not
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evident in the macroscopic approach which is a limitation when compared to the
mesoscopic approach. Residual velocity that was obtained in both cases was plotted
with time and comparison was made. For low velocity impact, deviation of macro-
scopic residual velocity from mesoscopic residual velocity was significant. Thus,
macroscopic approach is good approximation to model a woven fabric and it also
yields reasonable results.

In the present study, different numbers of Kevlar layers with and without STF
are studied using LS-DYNA software to determine the number of layers needed to
design a safe bullet-proof vest. The characterization of the Kevlar fabric was made
using energy absorption and ballistic limit studies and the results were compared
with experiment results which show good agreement.

2 Numerical Studies

A projectile modelled using mild steel material properties was used to compare the
response of the woven fibre mats with and without STF. Impact response of the
materials was compared for the same thickness and same mesh of fabrics with and
without STF. Fibre mats with STF were modelled with a geometry similar to that
of those without STF. The effect of STF was included in the model as a change in
frictional parameters between the yarns and projectile to target plate. Analysing the
residual velocity of the projectile after penetration and the internal energy rise in
target plate are the main objectives of this study. The modelling parameters used for
Kevlar fibre with and without STF are given in Table 1.

The frictional behaviour in the numerical model was modified to reflect the
frictional behaviour of STF impregnated fabrics.

LS-Dyna was used for modelling and solving the problem of ballistic impact
loading for different materials. Advantage of LS-Dyna includes explicit dynamic
solver which is very useful to solve problem involving crash, penetration and large
deformations.

Many contact types are available in LS-Dyna of which AUTO-
MATIC_SINGLE_SURFACE contact was used for the target plates and
SURFACE_TO_SURFACE_INTERFERENCE was used as a contact between
projectile and target plates. This contact is close to realistic case of compos-
ites where one of the failure mechanisms involved is delamination. Mate-
rial model to define composite target plate in LS-Dyna was MAT_054/055
ENHANCED_COMPOSITE_DAMAGE. This model requires Young’s modulus
and Poison ratio, along with longitudinal and transverse failure stress in tension and
compression and shear failure stress.

All the values were taken from the data available in [4].
Shell elements were used for modelling the fabrics since MAT
054/055_ENHANCED_COMPOSITE_DAMAGE holds well especially for shell
element and also ensures low computational time compared to solid element.
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Fig. 1 Projectile

The projectiles are assumed to be made of steel and defined as a rigid body in
the high-velocity impact simulations. This is because the projectile does not deform
significantly during penetration through the fabric. The density of the bullet is taken as
7850 kg m−3, Young’s modulus, 207 GPa, and Poisson’s ratio, 0.3 [6]. The projectile
was assigned the properties of mild steel using the MAT_020 RIGID model. Cylin-
drical projectile with a hemispherical nose was modelled using solid elements. The
shape and dimensions of the results are shown in Fig. 1.

3 Results and Discussion

The experiments performed give us the information of the ballistic limit and the
energy absorbed by the sample on impact. The LS-Dyna simulations are then used to
validate these results. A progression of images showing the impact event simulation
is shown in Fig. 2. Here, a–b show the initial mesh, c–f show the stress during
impact, and finally g–h show the projectile penetration. The results of the various
tests performed on Kevlar fabrics are given in this section.

3.1 Calculation of the Output Parameter

To calculate the impact energy absorption for each specimen the following equation
is used, which is derived assuming that the impact energy absorption of the specimen
is the same as the energy loss of the impact projectile before and after impact.

Eab = 1/2mp(v
2
i − v2r ) (1)

where

Eab Energy absorbed by the fabric (J).
mp Mass of the projectile (kg)

vi Initial velocity of the projectile (m/s).

vr Residual velocity of the projectile (m/s).



754 M. Chinnapandi et al.

Fig. 2 Impact penetration history

The impact parameters of 4, 6 and 8 layers of Kevlar fibre mats without and
with STF are given in Tables 2 and 3. It is found that the addition of STF results
in an improvement in the ballistic limit of the samples. The numerical results are
comparable to the experiment results of [7]. The plots of the final velocities and
energy absorption with the initial velocities are shown in Figs. 3 and 4.

The curves showing the change in initial velocity with final velocity as the bullet
undergoes penetration for layers without STF are shown in Figs. 3. Similarly with
STF is shown in Fig. 4.

The expression for residual velocity is given by
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Fig. 3 a Comparison of initial velocity with residual velocity and b energy absorption of 4, 6, 8
layers of Kevlar fabrics without STF

Fig. 4 a Comparison of initial velocity with residual velocity and b energy absorption Kevlar with
STF 4, 6, 8 layers

vR =
√(

v2i −
2EC.V

m

)
(2)

And the expression for ballistic limit is given by

vB =
√(

2EC.V

m

)
(3)

where

vi Initial velocity of projectile.
vB Ballistic limit of the fabric.
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Fig. 5 Variation ballistic
limits for different layers of
Kevlar fabric with and
without STF

Fig. 6 Energy absorption of
the 4, 6, 8 layers Kevlar of
fabric with and without STF

Ec Area under the stress strain curve obtained from a tensile test.
V 4 d.t,
d Diameter of the projectile.
t Thickness of the sample.
RD Radius of the damaged area in the primary yarns calculated from the sample.
m Mass of projectile.

and the results are given in Tables 2 and 3 and in Figs. 3, 4.
The layers with STF show considerable improvement in energy absorption

compared to the layers without STF. For example, in case of 4 layers, the energy
absorption increases from 21 to 23%, which is a substantial increment and such
increasing pattern is also seen with 6 and 8 layers Kevlar fabric with STF (Refer
Figs. 5 and 6).

4 Conclusions

The behaviour of Kevlar fibre subjected to ballistic impact by a projectile has been
analysed numerically. Samples with varying number of fibre layers are modelled and
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subjected to impact loading for different velocities. To improve the performance of
these, fibre layers are impregnated with shear thickening fluid and were modelled.
The impact resistance ofKevlar fabric has increased by adding STF.An improvement
of 52%, 57%, 35% was observed for Kevlar fabric with STF to without STF, of 4,
6, 8 layers, respectively. Numerical results show good agreement with experimental
results of Kevlar fabric with and without STF.
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Comparative Study of Nano and Micro
Fillers in EPDM/Silicone Rubber
for Outdoor Insulator Application

S. Bhavya, Unnam Mahesh, R. Velmurugan, and R. Sarathi

Abstract Polymer outdoor insulators are widely replacing the conventional ceramic
and porcelain insulators due to their compelling properties. This work, studies and
compares the mechanical performance of an elastomer matrix, nano and micro filler
reinforced, thermoset composite, EPDM Silicone rubber filled with Garamite nano
clay and Micro Silica/Alumina Trihydrate, for their applicability as an outdoor insu-
lator. The base composition used for the study is a 50–50 Ethylene Propylene Diene
Monomer (EPDM) andSilicone rubber blend. The compatibilizer used in this study is
Vinyl Trimethoxy Silane. The strength and weight are important parameters which
are looked at, while choosing the material for the outdoor insulator application.
Organic nanofillers due to their compact packing have been observed to improve the
strength of rubber composites to a great extent evenwhen added in small proportions.
This paper discusses the variation in strength of the composite with varying concen-
trations of Garamite (organic nanoclay). Also, to understand its effect on composite,
the concentrations of micro fillers such as Alumina Trihydrate and Fumed Micro
Silica which yield comparable strength to that of Garamite are studied. The study
reveals that there is not much variation in strength between ATH and Micro Silica
fillers, while a distinct difference in strength is observed in the case of the composite
with Garamite.
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1 Introduction

Owing to the better properties, such as lightweight, high mechanical strength, dura-
bility, good hydrophobicity, when exposed to stresses due to electric field, fluctuating
temperature, moisture and pollution, elastomeric composites are rapidly replacing
their ceramic counterparts. Since their introduction in themid-twentieth century, they
have gained attention of many researchers as they offer high scope for improvement
in their properties [1, 2].

Addition of fillers to enhance themechanical and electrical properties is a common
choice among researchers. The size of the filler particles, alter the nature of the
composite to a great extent. Nanofillers offer scope for further reduction in weight
when added at optimum levels, while maintaining the required strength. These fillers
apart from reducing the weight also enhance other properties. Optimizing the design
and formulating a suitable material may considerably reduce the weight of the
insulator.

The effect of addition of fillers on mechanical properties and their effect on
the weight are studied. The fillers are investigated based on their size and effect.
Micro Fillers: Fumed Micro Silica and Alumina Trihydrate (ATH) and Nano Filler:
Garamite, are compared for their mechanical performance. The mechanical perfor-
mance is studied by evaluating the tensile strength and hardness according to ASTM
standards. In addition to the mechanical properties, the viscoelastic properties of the
nanocomposites with Garamite are also studied.

The test results indicate an improvement in mechanical properties of nano filler
at a particular composition in comparison to the Micro Fillers added in much greater
concentrations. These results indicate the effectiveness of the organic nano fillers
which can be appreciated from the data. This study helps in identifying a suitable
concentration of the filler, which may help in choosing the optimized nano filler
concentration in future studies.

Extensive research has been performed on silicone rubber insulators due its supe-
rior hydrophobicity and temperature resistance. But SiO has less alkyl group and
larger bond length than that of C=C, which results in weak molecular forces and
in poor mechanical properties. To overcome this shortcoming of silicone, EPDM
is added to the elastomeric composite. EPDM, apart from enhanced mechanical
properties, has good weathering properties such as oxidation and ozone resistance
[3].

The phenomenon of surface tracking is of major concern in designing outdoor
insulators as it deteriorates the dielectric properties of the material, making it a poor
insulator.

Alumina Trihydrate (2 3 3 2), a micro filler, allows endothermic reactions which
enable the release ofwater vapour on its surface, thereby reducing the level of thermal
degradation thus limiting the formation of carbon tracks. This property makes ATH
a filler of interest [4].

Silicone rubber composites are hydrophobic due to their low surface tension. This
is the primary mechanism against the growth of leakage current which ultimately
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causes dry band arcing. Dry band arcing plays a crucial role in material degradation.
Fillers act as secondary barriers against erosion and tracking. Studies show better
erosion and tracking performance of fumed silica [5].

2 Material Specification

The raw material used for the preparation of the composites are given in Table 1.

2.1 Material Preparation

1. Garamite filled EPDM and Silicone rubber nano composite with variations
in Garamite content. These composites are referred as ESG (EPDM Silicone
Garamite)-Numeral (indicating the phr of Garamite).

2. Alumina Trihydrate (ATH) filled EPDM and silicone rubber composite (EPDM
Silicone ATH).

3. Fumed micro silica filled EPDM and silicone rubber composite (EPDM Silicone
Micro silica).

Tables 2, 3 and 4 show the compositions of the various rubber composites studied
in this work.

Table 1 Specifications of the raw materials used

S. No. Raw Material

1 Ethylene propylene diene monomer rubber (EPDM) S6090WF

2 Silicone rubber (SiR) XHG-2061

3 VinylTrimethoxy silane (VMTO)

4 Dicumyl peroxide

5 Nanoclay, Nanomer I.44p, Nanomer® CLAy

6 Alumina trihydrate

Table 2 Composition of EPDM–Silicone rubber composite with Garamite nano filler (ESG)

S. No. Material ESG-0 ESG-1 ESG-3 ESG-5 ESG-7

1 EPDM 50 50 50 50 50

2 Silicone 50 50 50 50 50

3 Silane (VMTO) 3 3 3 3 3

4 Garamite 0 1 3 5 7

5 DCP 6.25 6.25 6.25 6.25 6.25



764 S. Bhavya et al.

Table 3 Composition of EPDM–Silicone rubber composite with Alumina Trihydrate filler (ESA)

Sample name EPDM Silicone Vinyl trimethoxy
silane (VMTO)
(phr)

Alumina
trihydrate (phr)

Dicumyl
peroxide (phr)

Sample
composition

50 50 3 30 6.25

Table 4 Composition of EPDM–Silicone rubber composite with micro silica filler (ESM)

Sample name EPDM Silicone Silane (VMTO)
(phr)

Micro silica (phr) Dicumyl
peroxide (phr)

Sample
composition

50 50 3 30 6.25

2.1.1 Preparation of EPDM Silicone Nano Composites:

A Two Roll Mill is used to blend EPDM and silicone rubbers. EPDM due to its high
rigidity is first made pliable by compressing it in the two roll mill at room temperature
for 20 min. The EPDM which is white in colour is made into thin translucent sheet
by milling. Following this, silicone rubber which is easy to blend is milled for less
than two minutes and made into thin sheet. The two rubbers, taken in the ratio 1:1
are then mixed together until a uniform elastomeric blend is obtained. By blending
it for half an hour, any irregularities can be avoided. Garamite nanoclay of varying
compositions are added to the rubber mixture and blended until it is completely
mixed for 15–20 min. Liquid silane (VTMO) is added to compatibilise the rubbers,
following which Dicumyl Peroxide (DCP) is added. DCP acts as the vulcanizing
agent.

2.1.2 Preparation of EPDM Silicone ATH/Micro Silica Composites:

The Two Roll Mill is heated to 45 °C to loosen the rubbers as to take in the fillers
added. EPDM is milled first and made into a very thin sheet. Silicone rubber is then
milled for a fewminutes following which the two rubbers are blended for 12–15min.
Alumina trihydrate (30 phr)/ fumed micro silica (25 phr) in powder form is added
slowly and blended (20–30 min) till it is uniformly dispersed in the rubber mixture.
Silane is added to the mixture and blended to compatibilise the rubbers. Finally
dicumyl peroxide is added to vulcanize the rubber mixture.

2.1.3 Vulcanization and Molding

Based on the literature survey the blended rubbers were vulcanized at 160 °C for
8 min. Flat plates of 3 mm are made using a mold of 300 mm × 300 mm in a
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hydraulic compression mold at a pressure of 100 bar for tensile testing and DMA
Analysis. For surface charge accumulation analysis, sheets of 1 mm thickness are
molded. The vulcanized rubber sheets are clamped to wooden boards and cut using
water jet machines according to the ASTM Standards.

2.2 Characterization of Silicone EPDM Rubber Blends

Mechanical and viscoelastic properties of the rubber composites prepared are
evaluated for their suitability as Outdoor Insulators.

2.2.1 Mechanical Properties

Though not a structural member, the insulator should be able to resist the loads
which may act during the processes of handling, packaging and while at service.
The properties of strength and stiffness majorly constitute the mechanical properties
apart from the hardness. This study particularly focuses on the enhancement of the
strength with addition of fillers to the rubber blend.

Tensile Strength

An important characteristic of a material used for insulator purposes is the tensile
strength. The samples are cut in dumb bell shape according to ASTM D-412.
Universal TestingMachineUTM Instron is used at a cross head speed of 500mm/min
at room temperature. Each composition is tested with five samples and the average
is considered. The average thickness is calculated by taking the average of the
thicknesses at three different cross sections within the gauge length. The values
are recorded till complete failure of the samples is observed.

Hardness

To withstand vandalism the material should have desirable hardness. It should resist
the force at surface level. A Barcol hardness tester is used to measure the hardness
of the rubber composite according to ASTM Standard D-2583. According to the
standard, the sample should have a minimum thickness of 1/16th inch. The samples
tested have an average thickness of 4 mm. The indenter of the instrument is pressed
against the sample kept on a hard, flat horizontal surface. Readings are taken at five
different points on the sample and the average calculated is taken as the final value.
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2.2.2 Thermal Properties

Dynamic Mechanical Analyzer
The insulators are exposed to varied stress conditions both electrical and thermal.
Thus it is important to understand the behaviour of the material and their composites
under cyclic loads. Dynamic Mechanical Analyzer (DMA) is used for this purpose
[6]. The EPDMSilicone rubber compositeswithGaramite fillers were tested inDMA
over a temperature range of −55 °C to 60 °C at 1 Hz frequency at a heating rate of
3 °C/min, with DMA 242 D NETZSCH. The samples were cut to a size of 40 mm×
10 mm× 4 mm and tested using bending fixture. As the material to be tested is thick
and can take bending loads the flexural clamp setup gives a close approximation of
the tensile properties [7].

3 Results and Discussions

3.1 Evaluation of Tensile Strength

The tensile strength values obtained for different compositions of EPDMand silicone
rubber are as given in Tables 5, 6 and 7.

The tensile strength values obtained for compositions of EPDM silicone and
Garamite (0, 1, 3, 5, 7 phr) show that the tensile strength values increase up to 3 phr
and decrease on further increasing the concentration of nano clay. The decrease in
strengthwith increase in nano clay concentrationmight be due to improper dispersion
of the fillers in the rubbers. Table 5 shows the tensile strength as a function of nano
clay composition.

Table 6 gives the tensile strength of an EPDM silicone rubber composite added
with fumed micro silica. It is observed that the average tensile strength of the

Table 5 Variation in tensile strength of EPDM silicone rubber blends with Garamite

Sample
name

ESG-0 ESG-1 ESG-3 ESG-5 ESG-7 Silicone

Sample
composition

0 phr 1 phr 3 phr 5 phr 7 phr Silicone

Strength
(MPa)

1.6 ± 0.21 1.62 ± 0.13 4.6 ± 0.22 1.89 ± 0,29 0.84 ± 0.25 2.85 ± 0.19

Table 6 Tensile strength of
EPDM silicone rubber blends
with fumed micro silica

Sample No. Thickness (mm) Width (mm) Strength (MPa)

1 4 6.4 3.92

2 3.45 6.2 3.92

3 3.85 6.2 3.97
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Table 7 Variation in tensile strength of EPDM silicone rubber blends with alumina trihydrate

Sample No. Thickness (mm) Width (mm) Strength (MPa)

1 3.3 6.35 4.26

2 3.6 6.1 3.64

3 3.65 6 3.78

Table 8 Hardness of EPDM silicone rubber blends with Garamite nano filler

Sample name ESG-0 ESG-1 ESG-3 ESG-5 ESG-7

Sample composition 0 phr 1 phr 3 phr 5 phr 7 phr

Hardness 28 15 5 10 15

composite ESM with 25% of fumed micro silica has equivalent or lesser strength
when compared to the sample containing 3 phr Garamite.

Table 7 gives the Tensile strength of EPDMSilicone rubber composite added with
30 phr Alumina Trihydrate. It is observed that the tensile strength of ESA with 30
phr ATH is comparable to the strength of the nano composite with 3 phr Garamite.

Thus it is clear from the results, that the particle size of the filler plays an important
role in shaping the property of the composite.

3.2 Evaluation of Hardness

The tensile strength values obtained for different compositions of EPDMandSilicone
rubber are as given in Tables 8.

3.3 Evaluation of Thermal Properties

Dynamic Mechanical Analysis: Storage Modulus (E’)
The energy stored per cycle against heat is denoted by the term StorageModulus [6].
A higher storage modulus value is desired, as it indicates a better load bearing ability
of the material while thermal scanning. Figure 1 shows the effect of temperature on
storagemodulus for the rubber composites withGaramite nanoclay. The graph shows
a rapid decay in storage modulus as the temperature increases from −55 °C to −
40 °C for nano composites, while the decrease is gradual for neat silicone rubber. On
further increasing the temperature, it is observed that the decrease is slow and after
0 °C a plateau region is formed. It is evident that from−55 °C to−40 °C the storage
modulus of the rubber composite containing 7 phr has higher storage modulus and
3 phr has the least. After −40 °C the storage modulus of 5 phr rubber composite
increases.
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Fig. 1 a Variation of elastic/storage modulus with temperature for Garamite added rubber
composites; b variation of viscous/loss modulus with temperature

Fig. 2 Variation of tan delta with temperature

Loss Tangent (Tan δ)
The ratio of loss modulus to storage modulus gives a constant called Loss Tangent.
Figure 2 shows the effect of temperature on loss tangent for the rubber composites
with Garamite nanoclay. It is observed from the graph that the nano composite with
3 phr has the least glass transition temperature thus indicating a wider operating
temperature range. A rapid decrease in tan delta value is observed from −45 °C to
−20 °C. After −20 °C the tan delta values form a plateau.

4 Conclusion

The study results confirm that the addition of nano fillers to EPDM Silicone rubber
blend has a great effect on the strength of the composite as a function of their
concentration.

It is evident from the study, that the strength achieved with the addition of 25%
micro silica and 30% alumina trihydrate can be achieved with 3% of Garamite nano
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filler. This could be attributed to the size factor. The nano composites have a higher
surface area compared to themicro composites. This increased surface area enhances
the immersion of nano fillers in the rubber matrix.

The lower the glass transition temperature of the material, the higher is the oper-
ational range of the insulator. From the results, it is observed that the composite with
3% nano filler has the least glass transition temperature of −53 °C.
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Machinability Study for Slot Cutting
on Glass Using Ultrasonic Machining
Process

Anand Mohan Singh, Ranjan Majhi, and Promod Kumar Patowari

Abstract With the advent of new technology in the manufacturing sector, the
demand for micro products has been increased considerably. Having uniquemechan-
ical properties, glass has widespread application in the fabrication of micro prod-
ucts, but machining of glass at the micro-level, without any structural change is
a challenging task. This work mainly emphasizes on slot-cutting/slotting of glass
using ultrasonic machining. A stainless-steel tool of dimensions (12 mm × 8 mm
× 0.6 mm) has been prepared and attached with a tool holder by the gas welding
process and is used for slot cutting on a glass slide. The work also focuses on the
effect of feed rate, power rating, and grit size on overcut, and edge deviation of the
slot cut glass slide.

Keywords Ultrasonic machining · Slot cutting · Power rating · Feed rate ·Grit size

1 Introduction

To meet the increasing demand for micro components in various industries
like communication, biotechnology, optics, and aeronautics, etc., several micro-
manufacturing processes have been developed. These processes fabricate micro
products with features in the range of a few hundred microns.

Ultrasonic machining is one of such processes in which removal of material takes
place due to continuous striking of abrasive particles, having high hardness. Themajor
advantage of USM is that it does not impart any residual stress and surface damage to
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the workpiece as there is no direct contact between tool and workpiece. Any brittle
conductive/non-conductive work material can be machined using a tough shaped
tool. By opting suitable process parameters in USM high surface finish along with
good dimensional accuracy can be produced. Thus, ultrasonic machining (USM)
is utilized for machining hard and brittle material into complex shapes with good
accuracy and high efficiency [1–3].

The accuracy of ultrasonically generated machined features is affected by slurry
concentration, grit size, and feed rate, etc. The effect of some dominant parameters
such as grit size, feed rate, and power rating has been considered for conducting
experiments [4]. Finer abrasives resulted in reduced oversize and increased accuracy
of the holes of the machined workpiece [5]. Taking Tungsten as tool material and
working on glass material authors found that high power rating and high abrasive
concentration resulted in more tool wear as abrasives hit the tool surface with impact.
Further, they observed that very fine and very coarse both abrasives gave inaccurate
surfaces [6]. Tool wear is non-uniform and depends on abrasive motion.Tool wear
suffers three types of wear given as- longitudinal wear, i.e. reduction in length of
tool which is found directly proportional to abrasive concentration.The second type
is lateral wear i.e. taper formation on tool surface which is caused by abrasion and
impact action of abrasives.Edge rounding is the third type ofwearwhich is a reduction
in the diameter of the tool face and is mainly caused due to repeated interaction of
tool with abrasives [7]. It has been concluded that the accuracy of the machined
surface primarily depends upon abrasive grit size. Finer abrasives not only reduced
overcut but also enhanced the accuracy of holes of the machined surface [8].

During all experiments, a mixture of water along with boron carbide abrasive
particle has been used in the fixed slurry concentration of 50%. After machining,
the effects of input parameters have been analyzed on response variables. Many
researchers performed experiments on different work materials like glass, ferrite,
and alumina by taking different tool materials such as titanium and stainless steel.
The effect of different abrasive sizes and hardness of the tool has been analyzed for
surface roughness. The decrease in surface roughness observed with a decrease in
grit size and harder toolmaterial [9]. Due to improper slurry flow through cutting gap,
machining on the workpiece of thickness greater than 12.5 mm is less effective [10,
11]. While performing drilling operation, it was observed that the hole of diameter as
small as 76µm can be drilled using USM [12]. Moreover, since USM is a machining
process devoid of either thermal or electrical process, the internal properties of work
material remain unaltered [4].

Apart from traditional glass, experimentation has also been carried out on
Zr60Cu30Ti10 metallic glass by drilling micro holes using micro-USM and it has
been reported that slurry concentration of 50–60% gave good results; further edge
deviation was found to be lesser for slurry containing higher sized abrasives [1].
From literature, it is concluded that several works have been reported on drilling of
glass using USM.Minimal work has been performed as slot cutting operations on the
glass. In this paper, the slot has been cut on glass by preparing tool of suitable dimen-
sion. For conducting experiments, the design of experiments has been done using
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Taguchi L16 orthogonal array by taking different levels for selected input parameters
which are tabulated under Table 2.

2 Methodology

2.1 Fabrication of the Tool

USM is a non-conventional machine with major parts as mentioned in Fig. 1a. Its
main components are transducer, coupler, andhorn.The transducer converts electrical
energy into ultrasonic mechanical vibrations; coupler transmits the vibration further
to horn and horn helps to amplify the vibrations. A threaded bolt acts as a tool holder
that is attached to the horn. The tool of the desired shape is attached to this tool
holder either by welding or soldering.

A rectangular stainless-steel sheet (12 mm × 8 mm × 0.6 mm) has been chosen
as a tool to cut the slot on a glass slide of thickness 1.3 mm. The steel sheet has
been gas welded on top of a tool holder to provide sufficient strength to the joint.
The welded tool is attached to the horn to perform slot cutting on the glass slide.
Figure 1b shows the tool before performing the slot cutting operation. Initially, the
glass slide is fixed on the heat plate using glue. The plate on which the glass slide

a) Showing various parts of USM

1. Cutting tool 2. Horn 3. Transducer 4. Coupler 5. 
Electromagneticbase 6. Abrasive Flow Nozzle

(b)The prepared tool attached with tool holder

Fig. 1 a Showing various parts of USM, b the prepared tool attached with tool holder. 1—Cutting
tool, 2—horn, 3—transducer, 4—coupler, 5—electro magnetic base, 6—abrasive flow nozzle
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Table 1 Parameters selected
and their ranges

Parameters Level Range

Feed rate (µm/s) 4 20, 30, 40, 50

Grit size (mesh no.) 2 400, 600

Power rating (%) 4 20, 25, 30, 35

has been attached is fixed on an electromagnetic base, applying a magnetic field.
After performing experiments glass slides have been removed from the heating plate
with the application of heat. Then acetone has been used for cleaning workpieces
followed by observation using a microscope.

The input parameters which have been varied are grit size (Mesh no.), feed rate
(µm/s) and power rating (watt). The power rating indicated as the percentage of input
power fed to machine, i.e. if power rating is chosen as 20%, that means 20% of total
input power is given to the machine. The response variables measured are overcut
and edge deviation. Selected input variables along with their ranges and levels have
been shown in Table 1. To conduct the experiments Taguchi L16 orthogonal array has
been chosen. The experimental sequence has been followed as mentioned in Table
2 and detail output parameters are measured and shown in Table 2.

Table 2 Experimental conditions and average output responses

Exp. No. Feed rate
(µm/s)

Power rating
(%)

Grit size (mesh
no.)

Overcut (µm) Edge deviation
(µm)

1 20 20 400 32 73.0

2 20 25 400 33 72.0

3 20 30 600 36 68.5

4 20 35 600 37 64.0

5 30 20 400 37 57.5

6 30 25 400 39 55.5

7 30 30 600 42 54.0

8 30 35 600 43 41.0

9 40 20 600 44 35.5

10 40 25 600 44 33.0

11 40 30 400 44 40.0

12 40 35 400 47 37.0

13 50 20 600 48 32.0

14 50 25 600 52 29.5

15 50 30 400 54 32.5

16 50 35 400 55 32.0
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2.2 Selection of Process Parameter

Slot cutting of glass has been done using USM with the selected parameters which
have been shown in Table 1.

3 Result and Discussion

Slot cutting on the glass slide has been successfully performed, Fig. 2a shows the glass
slide machined using abrasive particles having grit size 400and Fig. 2b depicts the
machined glass surface using grit size 600. The effect of feed rate, power rating and
grit size on the overcut and edge deviation has been calculated for response variables,
although the qualities of some slots are poor. Figure 3a shows the microscopic image
of edge deviation along with the indicated dimension of one of the slots cut on the
glass slide, while Fig. 3b depicts the inner surface of the slot.

For the grit size 400, at a feed rate of 20 µm/s and 20% of input power feed the
minimum overcut is found to be 32 µm, while for same grit size minimum edge
deviation of 32 µm has been observed at a feed rate of 50 µm/s and 35% of input
power feed. For grit size 600, minimum overcut occurs as 36 µm at input values of
20 µm/s feed rate and 35% of feed power rate. While minimum edge deviation for
grit size 600 is observed to be 29.5 µm at 50 µm/s feed rate and 25% of input power
feed.

Figure 4 depicts the variation of edge deviation for various parameters such as
feed rate, power rating and grit size. Edge deviation tends to increase with an increase

( a) With grit size 400 (b ) With grit size 600

Fig. 2 Workpiece after machining on USM using different grit size
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(a) Optical image of machined glass slide showing edge 
deviation

(b) Optical image of slot machined on the glass slide.

Fig. 3 Microscopic images of machined slots with dimensions

Fig. 4 Variation of edge deviation with control parameters

in feed rate as tool penetration increases, the number of abrasive particles in contact
with tool decreases and thus creating rough edges. With an increase in power rating
edge deviation is observed to increase because of enhanced randomness in vibration.
There is no significant variation found in edge deviation with grit sizes.

Figure 5 shows the variation of overcut for different control parameters. The
overcut decreases with an increase in feed rate because of the high rate of tool pene-
tration promoting less interaction of abrasives with the work material. A minimum
overcut of 32 µm has been observed against feed rate of 50µ m/s. On increasing
power rating, overcut is reduced because of the increased rate of vibration of the tool.
With a decrease in grit size, the overcut has been found to decrease from 50–32 µm.
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Fig. 5 Variation of overcut with control parameters

4 Conclusions

Initially, the shaped tool has been prepared with the help of gas welding and then the
tool has been employed to cut slots on a glass slide using micro-USM, the following
conclusions can be drawn

• Overcut tends to decrease with an increase in all three control parameters, i.e.
feed rate, power rating, and mesh number.

• Mean overcut of 50 µm is observed for 400 grit size and mean overcut corre-
sponding to grit size 600 is 40 µm which is obvious because of the smaller grain
size of abrasive particles with mesh number 600.

• Edge deviation increases with an increase in feed rate and power rating while
almost no variation has been found in edge deviation with respect to grit size.

• Corresponding to the grit size of 400, a minimum edge deviation of 32 µm is
observed at 50 µm/s feed rate and 35% of power rating. For grit size of 600 edge
deviation is lower compared to the grit size of 400 and is found to be 29.5 µm at
feed rate of 20 µm/s and 35% power rating.
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Mechanical Design of a Modular
Underwater Rov for Surveillance
and Cleaning Purpose

Abhimanyu Pratap Singh, Atanu Paul, Yogesh Singh, and Koena Mukherjee

Abstract The surveillance and cleaning of the cooling pipes in nuclear power plants
is a tedious task, as these pipes are dimensionally huge and submerged under the sea.
In this paper, we present the design process of a modular underwater remotely oper-
ated vehicle (ROV) for surveillance and cleaning purposes of the cooling pipelines at
Nuclear Power Plant. We divided the design into five sections: structure, propulsion
system, electronic system, illumination system and modular attachments. The itera-
tive design process includes computer-aided design (CAD), finite elements analysis
(FEA) and, computational fluid dynamics (CFD). We have tried to make the design
modular while keeping the basic structure of ROV the same. This will save the costs
of using different ROVs for different tasks while making the control easier as each
of these modules will have their power supply and electronics and will only receive
instructions from the parent ROV. Also, there are many ROVs available in the market
that are being used for the surveillance purpose so here our objective is to use the
materials and systems with minimal cost to make the design cost-effective for the
purpose required.
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1 Introduction

Over the last few decades, underwater robotic vehicles (URVs) have seen improve-
ment and tremendous growth in use. Many are used for underwater inspection of
subsea cables, oil and gas installations, structures, pipelines and also in seafloor
observation. They are essential at depths where the use of human divers is imprac-
tical. Due to durability and capability, URV application is more suitable to be used in
these conditions. Traditionally, URVs can be broadly classified into remotely oper-
ated vehicle (ROV) and autonomous underwater vehicle (AUV), depending on their
designed tasks andmodes of operations. AUVs are robots that have no remote control
mechanism. They are programmed to perform certain tasks independently of direct
human control. ROVs are remotely controlled vehicles.

Over the years, with advancements in computer processing power and manufac-
turing capabilities, the design and functions of ROV have improved and became
complicated for the better. But all these design changes only dealt with more
lightweight and aerodynamic ROV, we still use different robots for different applica-
tions. Though the concept of modularity is not new but the idea is still in its infancy
when it comes to the ROV and the drone industry. There are few ROV which is
modular like MARTA developed by the University of Florence [1] and MARIN by
Maritime research institute Netherlands. Although these ROVs are modular, they are
still not fully modular and adding different components needs a change in design
and power requirements. Also, the added components are not independent of ROV.

Now about the Nuclear Power Industry, towards which our project is mainly
aimed, worldwide nuclear power plants use seawater as a feasible means for the
cooling purpose of nuclear reactors. These plants use giant suction pipes to suck
water from the sea. Also, these pipes aremade of concrete and can grow crackswithin
because of prolonged use, there may also be the growth of biological organisms and
scales in the pipes. So inspection and cleaning of these pipes are of major concern
for the proper functioning of such a cooling system [2]. These suction pipes can
range from a length of 500 to 800 m and of a diameter of about 3–4 m and at a
depth of 40–50 m. Pressure at such depth ranges from 4 to 5 kgf/cm2 which is not
suitable for human systems [2]. So it is hazardous for divers to undertake cleaning
and inspection operations in such a lengthy pipeline where dangerous and poising
underwater organisms may exist. Here we feel the need for a remotely operated
underwater vehicle (ROV) which can do the work of cleaning and inspection.

The proposed project aims to develop an ROV for surveillance and cleaning of
the pipelines while being modular so that its different attachments can be attached
to the existing ROV. This eliminates the cost of purchasing new ROV and training
employees for proper control of ROV. If the ROV can be effectively used in the
Nuclear power plants meeting all the safety requirements then the system can also be
used in different industries and environments which are not as dangerous as a nuclear
power plant. Moreover, if the module implements the defined tasks successfully, the
idea can be implemented for other tasks also.
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2 Design Constraints

The ROV has to operate at the shallow depth seawater, into the pipes used to supply
the water required for reactor cooling. The constraints that are imposed on the ROV
during its operation are addressed below.

2.1 Temperature, Salinity and, Density

Seawater density is a function of salinity, pressure, and temperature. The temperature
of seawater varies with depth but for a depth range of 0–200 m the operational
temperature is equal to the surface’s temperature [3], which is around 28 °C in the
Indian Ocean. With an increase in hydrostatic pressure with depth, the density is
likely to increase from 1021 kg m3 at surface to 1070 kg/m3 at 1000 m depth [4]. The
seawater density at the surface is equal to 1024 kg/m3 at the operational temperature.
The Vehicle is supposed to work at a depth of around 50 m, which leads to an
operational density of seawater is likely to be ~1024 kg/m3.

2.2 Electromagnetic Radiation Propagation

As depth increases, the penetration of light and radiation transmission capability of
seawater decreases considerably. According to [4], the signal strength is inversely
proportional to depth. For a depth of 100 m, there is minimal or better to say no
visible light and radio wave propagation in freshwater. This phenomenon is even
more severe in the case of seawater. This indicates that wireless communication
systems cannot be used underwater [5] and the need for an illumination system and
a tether cable for information transfer.

2.3 Working Depth

The ROV should be designed to work at a depth of 50 m where the hydrostatic
pressure on the ROV is around 0.6 MPa. Such high pressure is sufficient to collapse
the hull of the ROV. Therefore the materials used in the system should be chosen
accordingly so that they can sustain such a high amount of pressure. Moreover,
internal ribbing is done inside the hull to provide better strength characteristics.
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2.4 Design Depth

The ROV is designed for a depth greater than the working depth to assign a security
margin to the design [3]. The usualworking depth hydrostatic pressure varies between
0.5 and 0.6 MPa but to avoid failure of the system due to any fluctuations, the
hydrostatic pressure for design is taken as 1 MPa. This gives a design depth of 90 m
to the ROV. Moreover, this higher design depth gives us the ability to use the ROV
at depths greater than 50 m.

2.5 Weight and Dimensions of the ROV

Our main objective is to design the ROV in such a way so that it can accommodate all
the subsystems in an efficient way. The dimensions and weight should be as minimal
as possible resulting in minimum power consumption during the movement. More-
over, a balance between the dimensions and weight is desirable for positive/neutral
buoyancy of the system. Taking each aspect into consideration, it was decided that
the ROV should be able to fit inside a cubic box of dimension 0.7 m.

3 Hydrostatic and Hydrodynamic Considerations

There are different hydrostatic and hydrodynamic components of forces that are
acting on the ROV that must be taken into consideration for its design.

3.1 Static Equilibrium

Static equilibrium refers to the equilibrium of the systemwhen it is at rest. At rest, the
forces acting are its own weight and the buoyant force. It is always desired that the
buoyant force be equal to the weight or greater, so that that the system is neutrally
buoyant or slightly positively buoyant. Slightly positive buoyant system helps in
easy retrieval of the vehicle to the surface in case of any failure making the system
non-operational [3, 4].

3.2 Stable Equilibrium

When the system is given a slight angular displacement from its equilibrium position
it should be able to attain its equilibrium position again. This condition is achieved
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when the center of gravity is positioned lower than the center of buoyancy. Efforts
are made to keep the center of gravity low by concentrating most of the mass at
the bottom. More the distance between the center of buoyancy and center of gravity
(Metacentric height) more will be the stability [6, 7, 5].

3.3 Drag and Lift Force

Due to the relative motion between the System and the water, the system experiences
drag and lift force. The magnitude and direction of these forces depend the shape of
the body. The drag on the ROV consists of skin drag, which is related to surface area
of ROV, and form drag, which is due to the shape of ROV. Streamlining of the body
helps in reducing the form drag force and to produce the desired lift force which
will subsequently help in yielding an energy-efficient design [8, 5]. The ROV can be
designed to generate positive lift giving a positive buoyant design or can be designed
to generate a negative lift which helps to keep the design positive buoyant in case of
heavy systems.

3.4 Thrust

Thrust is provided by the propulsion system attached to the ROV for overcoming
the drag and inertia force to keep the vehicle moving. The designed system needs to
be 4-DOF, i.e. it should be able to move forward/backward (surge), ascend/descend
(heave), move sideways (sway) and, rotate about the vertical z-axis to head in any
direction. These movements are controlled using the propulsion system. According
to the operating conditions, the maximum speed of the ROV is set at 0.5 m/s (Fig. 1;
Table 1).

Fig. 1 Schematic showing
six different types of
possible motion of an ROV
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Table 1 Design specifications

S. No. Design parameter Specifications

1 Purpose Surveillance and cleaning

2 Environment of operation Seawater

3 Working depth 40–50 m

4 Design depth 90 m

5 Density of water 1024 kg/m3

6 Speed 0.5 m/s

7 Mobility 4-DOF (surge, heave, sway, yaw)

8 Buoyancy Positive

9 Communication system Fiber optic cable

10 Power supply External power supply with an on-board 12.8 V Li-ion
battery (for electronic systems, propulsion and,
manipulation in case of failure of external supply system)

11 Navigation system DVL, gyroscope, SONAR

12 On-board sensors CTD, pH, BOD sensor, leak detector

13 Controller unit ATmega328p

14 Auxiliary systems Camera (with manipulation system) and manipulator (for
cleaning purposes)

4 Design

The basic design is made in order to overcome the constraints. The basic design can
be divided into five subsections- Structure, Propulsion system, power and electronic
system, illumination system and camera, Modular attachments. Here we present two
different designs that are suitable for the purpose. Each of their basic design details
are discussed as follows.

Although both the designs are intended for the same operation, different design
approaches are used for both designs.

4.1 Material Selection

A comparative study was done before deciding the material for construction of ROV
[9]. After taking into account factors like material price, strength, availability and,
density eventually aluminum is decided as the material for construction due to its
easy availability, low cost and high strength to density ratio (Table 2).



Mechanical Design of a Modular Underwater Rov … 785

Table 2 Comparative chart
of available material for
prototyping

Aluminum HDPE plastic ABS plastic

Cost (rupees/kg) 180 183 282

Density (g cm−3) 2.707 0.958 1.060

Yield strength (MPa) 276 25.9 43.3

4.2 Structure

Most ROVs in existence so far are of two types: conventional rectangular box type
hull which is intended for less speed and more working capability with more tools
onboard and the other aerodynamic type which is intended for higher speed and
surveillance purpose. We took both the type of designs into consideration and tried
to come up with the design that fulfills both the purposes. Two of such designs are
presented here. The thickness of material for each is decided after finite element
analysis (Fig. 2).

In design-1 a pressure hull of rectangular shape is designed to house the battery
and electronic systems of the ROV. The shape of ROV is symmetrical form front and
back, giving the operator the flexibility of operating the ROV from either side. The
ellipsoidal shape provides a theoretical drag coefficient of 0.35. Aluminum brackets
are provided on both sides for protection from collisions. The design is complete in
itself and can be used for surveillance in this configuration. Different attachments can
be added to the ROV in the lower portion. The design is kept as compact as possible
and all the electronics and power systems are located inside the hull, making the
ROV agile and efficient.

In design-2 the pressure hull has a shape of an aero foil which will subsequently
help in reducing the drag force and produce some lift force during the vehicle’s
movement [8]. The lift force generated will help the ROV to stay in its neutral
equilibrium state duringmovement. The propulsion system and the auxiliary systems
are mounted beneath the pressure hull in a separate frame. The frame offers a wide
scope to attach the modular attachment as per the need.

Design 1 Design 2

Fig. 2 Basic designs of vehicle



786 A. P. Singh et al.

Table 3 FE analysis results
of hull

Property/result Design 1 Design 2

E 68 GPa

μ 0.33

Yield strength Sy 279 MPa

Pressure @ depth = 90 m 1 Mpa

Thickness 7 mm 5 mm

Maximum von mises stress 226.5 MPa 237.2 Mpa

Maximum displacement 0.9383 mm 2.737 mm

Minimum factor of safety 1.214 1.159

Design 1 Design 2

Fig. 3 FE analysis of hull for both designs

The finite element analysis of pressure hull for both designs is done and the
findings are summarized in Table 3 (Fig. 3).

4.3 Propulsion System

Blue Robotics T200 thrusters having maximum thrust of 51.5 N are used for propul-
sion. The thrusters are more expensive than other market offerings but offer superior
power efficiency and thrust characteristics. Better efficiency enables us to utilize the
available powermore effectively for higher operation times. Also, high thrust outputs
over a long range of rpm values help in making the ROV agile while giving easy
control to the operator.

Design-1 includes 5 thrusters in an orthogonal arrangement. Two thrusters are
used for forward motion, one thruster is used for sideways motion and, two thrusters
are used for upward and downward motion. Though this arrangement has some
disadvantages as compared to vector thrust but the arrangement provides more thrust
as compared to vector thrust when using same no. of thrusters. Also, the control
scheme of direct arrangement is easy compared to vector thrust as controlling the
thrusters in vector arrangement to operate at maximum efficiency while balancing
the thrust at desired locations would be difficult task.
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Fig. 4 Motion using vector thruster arrangement

Design-2 consists of a total of five thrusters to give the system 4-DOF move-
ments.4 thrusters in Vector thrust arrangement is employed to provide the required
surge, sway and yaw movement. One thruster is used to provide heave motion to the
vehicle. The advantage of this type of propulsion system is that the surge, sway and
heave motion can be obtained even using only two horizontal thrusters and thrust
from individual thruster is added providing more thrust per similar-sized thruster as
compared to direct thrust [5]. The horizontal thrusters are in the same horizontal
plane and the vertical thruster passes through the center of mass thus restricting the
roll and pitch motion of the vehicle (Figs. 4 and 5).

4.4 Thrust Requirements

For a vehicle moving at a constant speed the thrust force required is equal to the
Resistance due to drag [8, 6, 10]. Drag force is a function of the shape of the vehicle.
Thus, thrust power is related to the vehicle shape.

Drag force can be calculated using the formula [6, 7],FD = 1/2×ρ×υ2×Cd×A.
Where ρ is density of seawater, υ is velocity of the motion of ROV, Cd is the

coefficient of drag and, A is the area in consideration of the ROV. The calculated
drag forces for various velocities are plotted in graph given in figure for both the
designs (Fig. 6).

The power consumed by the electronics (Hotel Load, H) on the ROV is approx.
= 60 W.

The power provided by the thrusters = FD × v [10]
Therefore [8, 10],

Total Power =
(
H + 1

2
× ρ × υ3 × Cd × A

)
(1)
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Fig. 5 Motion using direct thrust arrangement

Fig. 6 Drag forces on the ROV (without modular attachments) for different directions of motion

Now, Range = v × t
Therefore,

Range = Total Energy

Total Power
× v (2)

Differentiating (2) w.r.t. υ and equating it to zero yields v = 3

√
H

ρ×Cd×A .

Therefore, theROVmustmove at this v tomaximize range on full charge assuming
100% efficiency.
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Table 4 Range and velocity
calculations

Design 1 Design 2

Optimal velocity 1.43 m/s 2.25 m/s

Range @ optimal
velocity

8.64 km/full charge 18.93 km/full
charge

Range @ 0.5 m/s 6.79 km/full charge 7.174 km/full
charge

Drag force @
0.5 m/s

7.09 N 0.42 N

Energy of Li-ion battery (used in ROV) = 240 Wh.
The results of above calculations for both designs are summarized in Table 4.

4.5 Electronic System

The electronic system is housed within the pressure hull which is made strong
enough to withstand the hydrostatic pressure. The main electronic components are
ATmega328p electronic control board, on-board Li-ion battery and electronic speed
controllers (ESC). The sensors include CTD, temperature, pH, BOD sensor and leak
detector whose ends are projected out of the hull to sense the environment. Proper
waterproofing of the hull is done to protect the electronic components (Table 5).

Table 5 Power consumption
of various sensors on-board

S. No. Sensor/equipment Power consumption (W)

1 CTD 5

2 BOD sensor 0.5

3 pH sensor 0.5

4 Doppler velocity log
(DVL)

3

5 Leak detector 3

6 SONAR 15

7 Gyroscope 0.5

8 Controller board
(Atmega328p)

2

9 Camera (with manipulator
module)

25
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4.6 Illumination System

Four OrcaTorch D550 waterproof torches are used for illumination purposes. Two
torches are used in front and two in the back providing a bright environment under-
water. The torches are waterproof up to a depth of 150 m and have a brightness of
1000 lumens. All the torches are attached to the outer protection frame of both the
ROVs.

4.7 Modular Attachments

Both the ROVs discussed above are made modular enough to eliminate the need for
another vehicle to execute a different kind of task. Different modular attachments
like spot cleaning attachment, manipulator system, and sample collection module
can be attached to the system. Each of these modules will have their own power
supply and electronics and will only receive instructions from the parent ROV.

4.8 Camera Module

The camera used is waterproof up to 100 m having a view of 170°. Therefore, there
is no need to keep the camera inside the hull. A custom-designed 3D printed camera
attachment is used with the ability to tilt 180 degrees using a waterproof servo
motor. Two of such attachments are used- one at front and one at the back. Moreover,
the camera module is designed such that it can be attached anywhere on the ROV
according to task and visibility required. Using the two attachments a 360° view of
the environment of ROV can be obtained leading to better control.

4.9 Design Integration

Design integration is done in such a way to ensure static and dynamic equilibrium
and positive buoyant conditions.

First step is to measure the buoyant force, buoyancy center, weight, center of
gravity, and comparing them to check its stability. Taking the origin at the front
leftmost corner of the vehicle the parameters are measured (Figs. 7 and 8; Table 6).

It is seen that the buoyant force is greater than the weight of the vehicle by a good
marginmaking the ROV positive buoyant. Deadmasses are added to both the designs
to decrease the buoyant force and making the ROV only slightly positive buoyant.
Moreover, no modular attachments are considered in estimating the weight, modular
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Fig. 7 Modular attachment

Fig. 8 Camera module

Table 6 Buoyancy and initial stability conditions

Design 1 Design 2 Design 1 Design 2

Buoyant force ~547 N ~ 331.5 N Weight ~362 N ~245 N

Buoyancy center x −0.28 m −0.22 m Mass center x −0.25 m −0.24 m

Buoyancy center y 0.28 m 0.27 m Mass center y 0.28 m 0.27 m

Buoyancy center z 0.25 m 0.48 m Mass center z 0.16 m 0.37 m
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system attachment will increase the weight with no such difference in buoyant force.
Thus, reducing the requirement of dead masses.

The Vehicle will be stable when the line of action of weight and buoyant force
are both in the same vertical axis [5]. In our design there is a distance between the
lines of action of these two forces. So we have used dead masses to make these two
forces inline. Moreover, the center of mass is beneath the center of buoyancy by a
considerable distance making the ROV stable.

5 Conclusion and Future Work

The design of Underwater ROV is done by first deciding the design constraints.
Then static and hydrodynamic considerations were taken into account and finally
two designs were proposed with the accompanying electronics. A modular approach
is taken in the design process leaving space for further addition of electronics in
the main hull as well as different attachments that can be used with both designs.
These attachments can be generic or can be designed as per the user requirements.
All the subsystems are designed using an iterative process wherein the parts are first
designed and then changes were made according to the results obtained from the FE
analysis.

Drag forces are calculated for motion in different directions and optimum velocity
is calculated. Finally, weight, buoyant forces, center of mass and, center of buoyancy
for both designs are obtained. Modifications were made according to the above
numbers for stability.

The designs presented are preliminary and further work needs to be done for
proper validation. Laboratory experiments are needed for validation of drag forces,
thrust power and optimal velocity numbers. Therefore, final designs can differ from
the ones presented here with improved dynamics and better range.

References

1. B. Allotta, S. Baines et al., Design of a modular autonomous underwater vehicle for
archaeological investigations, in OCEANS 2015 (Genoa Italy, 18–21 May 2015), pp. 1–5

2. A.W.H.Turnpenny, J.Coughlan et al.,Evidence:CoolingWaterOptions for theNewGeneration
of Nuclear Power Stations in the UK (Environment Agency, Bristol, 2010), pp. 15–25

3. J.A. Ramirez, R.E. Vasquez et al.,Mechanical/naval design of an underwater remotely operated
vehicle (ROV) for surveillance and inspection of port facilities, in IMECE 2007 (Washington,
USA, 11–15 Nov 2007), pp. 1–10

4. F.A. Azis, M.S.M. Aras et al., Problem identification for underwater remotely operated vehicle
(ROV): a case study, in International Symposium on Robotics and Intelligent Sensors 2012
(IRIS 2012) (Sarawak, Malaysia, 2012), pp. 554–560

5. R. Capocci et al., Inspection-class remotely operated vehicles—a review. J. Mar. Sci. Eng.
5(13), 4–6, 12, 17–19 (2017)



Mechanical Design of a Modular Underwater Rov … 793

6. Y.A. Cengel, J.M. Cimbala, Fluid Mechanics—Fundamentals and Applications, 13th Edn.,
(McGraw Hill, Chennai, 2019), pp. 619–625

7. S.K. Som, G. Biswas, Introduction to FluidMechanics and FluidMachines, 2nd edn. (McGraw
Hill, New Delhi, 2008), pp. 40–47

8. J.G. Bellingham, Y. Zhang et al., Efficient propulsion for the tethys long range autonomous
underwater vehicle, in Proceedings of IEEE AUVs 2010 (Monterey CA, Sept 2010), pp. 1–6

9. T. Graczyk, Methodology of remotely operated vehicle design. Trans. Built Environ. 42, 573–
577 (1999)

10. MIT, ATLANTIS II: Superman AUV, 2005. [Online] Available from https://web.mit.edu/12.
000/www/m2005/a2/finalwebsite/equipment/robotics/superman.shtml. Accessed 20 Dec 2019

11. G. Meadows, L. Meadows, The marine environment, in Ed. by T. Lamb, Ship Design and
Construction (Society of Naval Architects andMarine Engineers, Jersey City, NJ 2003), pp. 1–
16

https://web.mit.edu/12.000/www/m2005/a2/finalwebsite/equipment/robotics/superman.shtml


Large Eddy Simulation of Turbulent Slot
Jet Impingement on Heated Flat Plate

Ghulam Rabbani and Dushyant Singh

Abstract The present large eddy simulation (LES) study investigates heat transfer
characteristics of a turbulent slot jet impingement on a smooth and flat target plate
at a constant wall heat flux condition. The operating parameters are slot width (S)
= 2.5 mm, nozzle to plate spacing (H/Dh) = 4, 8, 12 and Reynolds number (Re)
= 4000, 8000, 12,000. The results show that Nusselt number (Nu) increases with
an increase in Reynolds number. The results also show at a fixed nozzle to plate
spacing, on increasing the Reynolds number, Nusselt number (Nu) will also increase.
The results also show that at a fixed Reynolds number, on increasing the nozzle to
plate spacing, Nusselt number will decrease. The Nusselt number will be highest at
stagnation point and then it gets decreased along wall jet regions.

Keywords LES · Jet impingement · Wall jet · Stagnation point

Nomenclature

S Slot jet width, mm
Dh Twice of slot jet width, m
H Distance between the slot jet exit and the targeted plate, m
Re Reynolds number based on slot jet width and average jet exit velocity, V 2S

υk

h Convective heat transfer coefficient, W/m2K
k f Thermal conductivity of air, w/Mk
B Characteristics length, m
Nuavg Nusselt number, hB/k f

�Y+ Non-dimensional wall coordinate, y uτ /υk
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�z+ Size of the grid in z-direction in wall coordinates, z
� Filter width or grid size
∈ Dissipation rate, m2/s3

η Kolmogorov length scale, m
υk Kinematic viscosity, m2/s
υ Dynamic viscosity, pa s
μSGS Subgrid-scale eddy viscosity, m2/s
Cw WALE constant
cp Specific heat of air, J/K
i, j Index of coordinate direction
�x+ Size of the grid in x-direction in wall coordinates, x

1 Introduction

Large eddy simulation (LES) has been a leading tool for representation of flow and
heat transfer characteristics of jet impingement [1, 2] and solving many complex
problem. The accuracy of LES results are claimed to be good [3, 4]. Different
researcher [5–10] had worked on corresponding Reynold no. basically from low
to high. These investigations make us to think strongly about replacement of
RANS-based turbulence model with LES. Jet impingement physics is very complex
consisting of free jet, wall jet, and stagnation region [11]. Difficulty arises in accu-
racy prediction by Reynolds–averaged Navier—stokes (RANS) equation [12] that
reported the dependency of (RANS) with nozzle to plate spacing. This model does
not capture the physics for high nozzle to plate spacing but agree well for low
nozzle to plate spacing. Very few three-dimensional numerical investigation of slot
jet impingement, with different slot width, on a flat plate with constant heat flux
were conducted, thus the investigation of slot jet impingement is needed. The main
objective of this paper is to validate the predicted constant heat flux results with
experimental data [22] and study of flow field and thermal characteristics by large
eddy simulation (LES) using the WALE model.

2 Governing Equation and Subgrid-Scale Modeling

The governing Eqs. (1), (2), (3), i.e., continuity, momentum, and energy are obtained
after filtering operation [13].

∂ρ

∂t
+ ∂(ρ˜U j)

∂xi
= 0 (1)
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∂
(
ρŨ j

)

∂t
+ ∂(ρŨ i˜U j)

∂xi
= ∂ p

∂xi
+

∂μ
(

∂Ũ j
∂x j

+ ∂Ũ j
∂xi

)
− 2

3μ
∂Ũk
∂xk

δi j

∂xi
+ ∂τUiUJ

∂xI
(2)

ρcp
∂

	

T

∂t
+ ρcpŨi

∂ T̃

∂xi
= ∂

(
μcp/Pr

)
∂ T̃
∂xi

∂xi
+ ∂τu jT

∂xi
. (3)

2.1 Modeling

The above governing equation for LES is obtained by performing filtering operations:

φ˜(xi , t) =
∫

�

φ(xi ′ , t)G(|xi − xi ′ |)dxi ′ (4)

where φ
(̃
xi,t

)
is an arbitrarily filtered component, x denotes the space coordinate, x ′

is dummy space coordinate for each grid cell, and t is time coordinate. � is the filter
width size. The filter width of the unresolved (subgrid) length is taken as [14].

� = (�x�y�z)
1
3 (5)

Favre averaging is used to account the density variation with temperature in flow
field.

φ ˜(xi ′ , t) = ρφ(xi ′ , t)

ρ
(6)

The instantaneous variable can be written as follows:

φ(xi ′ , t) = φ˜(xi , t) + φ′(xi ′ , t) (7)

The unknown terms in the momentum and energy Eqs. (2) and (3), respectively,
[13] are subgrid stress tensor τuiu j and subgrid-scale heat flux τu jT . The unknown
terms are obtained using SGS models.

The SGS tensor with the eddy–viscosity hypothesis is written as

τuiu j − 1

3
τ kkδi j = −2μSGS =

(
S̃i j − 2

3
S̃kkδi j

)

where S̃i j = 1
2

(
∂ ũi
∂x j

+ ∂ ũ j

∂xi

)
, δi j is the filtered strain rate tensor. τ kk can be neglected

for incompressible flows suggested by Erlebacher et al. [15]. μSGS Subgrid stress
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eddy viscosity is computed usingwall adapting eddy viscosity (WALE), and subgrid-
scale model is proposed by Nicoud and Ducros [16]. An advantage of WALE model
is that it retains a zero turbulent viscosity for laminar shear flows. In contrast,
the Smagorinsky—lily model produces nonzero turbulent viscosity at the wall.
Therefore, the WALE model is selected in the present study.

μsgs = ρL2
s

(ζi jζi j )
3/2

(S̃i j S̃i j )
5
2 + (ζi jζi j )

5
4

where Ls is an SGS length scale given by

Ls = min
(
Kr,CwV

1
3

)

where K is von Karman’s constant, r is the normal distance from the wall to the cell
center, and V is the volume of the computational cell.

ζ i j is the traceless symmetric part of the square of the filtered velocity gradient
tensor which can be computed as

ξi j = 1

2

(
∂Ũi

∂xk
∗ ∂Ũk

∂x j
+ ∂Ũ j

∂xk
∗ ∂Ũk

∂xi

)

− 1

3

(
∂Ũi

∂xk
∗ ∂Ũk

∂xk

)

δi j

Another unknown term SGS heat flux, τu jT is computed on the basis of simple
gradient diffusion hypothesis (SGDH) as

τu jT = μSGS

Prt
− ∂ T̃

∂x j
.

The value of following constant in the WALE model is:
Cw = 0.325, K = 0.4187, Prt = 0.9 [23]. The Fluent 18.1 is used as a solver

for the present LES configuration. The SIMPLE algorithm was used in support for
pressure velocity coupling of the equation, and the value of constant Cw which was
computed using WALE model was selected as 0.325 to achieve a good quality.

Rate of extraction of turbulent kinetic energy from mean flow per unit mass (π )

π = u3

l

u and l is size of largest eddy in terms of velocity and length scale.
Rate of dissipation of turbulent kinetic energy (∈)

e = υkδi jδi j
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Fig. 1 Schematic representation of the physical situation described

3 Problem

A numerical investigation using LES is carried out to investigate heat transfer char-
acteristics of a turbulent slot jet impingement on a smooth and flat target plate at a
constant heat flux condition. The operating parameters are slot width (S) = 2.5 mm,
nozzle to plate spacing (H/Dh) = 4, 8, 12, and Reynolds Number = 4000, 8000,
12,000. Air is taken as an incompressible working fluid with density 1.225 kg/m3,
viscosity 1.78 * 10ˆ(−5), and thermal conductivity 0.0242 w/m2k.

The case presented in Fig. 1 describes the physical situation at three different
nozzles to plate spacing and S is the stagnation point in the impingement region.

4 Computational Setup

A schematic of present computational domain is shown in Fig. 2. The width of the
computational domain in spanwise direction is taken as 5S, and this condition is
appropriate for periodic boundary conditions, because fluctuation of velocity decor-
relates at half of its width. The size of the domain in streamwise direction was taken
as 60S which is sufficient for zero boundary condition [17]. A uniform velocity
boundary condition at the jet inlet is taken based on Reynolds number 4000, 8000,
12,000, respectively. Turbulence technique namely no perturbation method is used at
the jet inlet. No perturbationmethod shows good agreementwith experimental results
shown in [18]. The no-slip condition was specified for the impingement walls and
nozzle wall. The temperature at the inlet was taken as ambient value and at impinge-
ment wall constant heat flux 3000 W/m2 was taken. The symmetry conditions are
imposed on the plane over the slot jet axis. The symmetry boundary condition is
shown by dark sky in Fig. 2, i.e., which is throughout the left part of velocity inlet.

A bounded second-order implicit scheme was chosen for the time mandatory of
the geometry equation. A non-dimensional time step �t V 0/B of 10ˆ(−4) was taken
which maintains the value of courant number below 1. The data presented here was
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Fig. 2 Computational domain for present LES study

time averaged for about non-dimensional units and also spatially averaged in the z
direction.

5 Grid Specification for Les

The optimum grid is considered as an important issues for LES. In the present
study, final grid was designed based on the fine grid resolution [19–21]. The non-
dimensional distance from the wall, i.e.,�Y+ was kept below 1 at the wall. �x+ and
�z+ are limited to 100 and 80 near the impingement region. Table 1 presents fine grid
computation for presenting number of nodes in x, y, z directions. The computational
domain is divided into two parts, i.e., neck part and body part shown in Fig. 2.

The final grid was done on the basis of criteria given by Pope [20]. Pope [20]
stated that size of the grid should be limited to 12 times the Kolmogorov length

scale (η). The η was calculated by using the relation υ3
k

e

1/4
, where e is the turbulent

dissipation rate which is directly calculated using the SST-kω turbulence model on

Table 1 Grid specification presenting number of nodes

Grid specification H/Dh Number of nodes in x, y, z directions Maximum �Y+

Neck part Body part

Fine grid 4 13 × 38 × 27 314 × 118 × 27 1

Fine grid 8 13 × 38 × 27 316 × 225 × 27 1

Fine grid 12 13 × 38 × 27 317 × 354 × 27 1
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the same grid as that of the LES computation. Further, we have assessed the index
of quality criterion for LES (LESI QV ) given by celik et al. [21] as

LESI QV = 1

1 + 0.05

((
μ+μSGS

μ

)0.53
)

where μ and μSGS represent the dynamic viscosity of air and subgrid-scale viscosity
of the flow, respectively. Celik et al. [21] mentions that LESI QV should be greater
than 0.8 for a wall-resolved LES. The value of the LESI QV for the present grid falls
within the range of 0.8–0.9.

6 Validation

The experimental data given by Asthforth [22] is validated by Dutta et al. by no
perturbation method. Dutta et al. [18] taken full domain for the computational. We
have validated the same experimental results shown by Ashforth [22] by taking half
domain with symmetry boundary condition at the axis of slot jet, and rest of the
boundary condition is same as taken in [22] by using LES with no perturbation
method. Present validation results show that LES captures the experimental data at
stagnation point very well and along the wall jet it shows the maximum error of 19%
with respect to experimental data [22] (Fig. 3).

Fig. 3 Comparison of
surface Nusselt number for
the two LES model with
experimental data [22]
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7 Results and Discussion

Zuckerman [11] stated that velocity profile remains unchanged within the potential
core jet region and beyond that velocity jet profile, i.e., Gaussian curve becomes
widens. It is understood that center line velocity of jet get decreased as it comes
closer to impingement region. It is also understood from the below results that for high
Reynold number, the center line velocity has higher effect in impingement region in
comparison to lower Reynolds number due to which heat transfer characteristics, i.e.,
local Nusselt number is high for high Reynold number and decreases with decreasing
Reynold number in the impingement region. And with decreasing Reynolds number,
the boundary layer in the wall jet region gets thicker and thicker due to which heat
transfer, i.e., local Nusselt number in the wall jet region becomes lower and lower
with decreasing Reynold number as shown in Fig. 4. The below results in Fig. 5
show that at constant Reynolds number, with increasing nozzle to plate spacing, the
local Nusselt number decreases. The reason behind this is that for high nozzle to
plate spacing, the effect of center line velocity of jet will be very low in comparison
to lower nozzle to plate spacing in the impingement region due to which boundary
layer will be very thick in wall jet region which results in lower heat transfer. As the
nozzle to plate spacing decreases, the effect of center line velocity will become high
in the impingement region and due to which boundary layer will become thinner and
thinner in the wall jet region. This results in high heat transfer, i.e., local Nusselt
number becomes higher and higher in the wall jet region and impingement region
with decreasing nozzle to plate spacing.

8 Conclusions

1. The effect of increase in Nusselt number was seen on increasing the Reynolds
number at a constant nozzle to plate spacing. With increase in Reynolds number,
Nusselt number increases at the stagnation point and along the wall jet region.

2. The effect of increase in Nusselt number was seen on decreasing the nozzle to
plate spacing at a constant Reynolds number. With decrease in nozzle to plate
spacing, Nusselt number increases at the stagnation point and along the wall jet
region.

3. The effect in Nusselt number seen in stagnation point and in wall jet region is
more effective due to effect of Reynolds number rather than effect of nozzle to
plate spacing.
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Fig. 4 shows the effect of
Re in a, b, c
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Fig. 5 shows the effect of
H/Dh in d, e, f
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Numerical Solution of Foreign-Gas Film
Cooling in Supersonic Flow

Hitesh Sharma, Dushyant Singh, and Ashutosh Kumar Singh

Abstract The present numerical study is carried out to understand the film cooling
characteristics of supersonic flow over a flat plate. The numerical investigation is
carried out for the main stream Mach no. Mα of 2.67, secondary stream (coolant
stream) Mach no. MC 0.05 and injection angle of 90°. The domain size is (x/s =
277, y/s = 22.8, z/s = 11.4) where ‘s’ is the slot width. The governing equations
such as continuity, momentum and energy are solved using Ansys Fluent 18.1. Air is
considered as working fluid for both main as well as secondary stream. The numer-
ical results obtained using the LES modelling are validated with available Direct
Numerical Simulation (DNS) results. The comparison of different LES Sub-grid
scale models has been shown for providing standards for this type of problem.

Keywords Film cooling · Supersonic flow · Large-eddy simulation

Nomenclature

T Temperature
s Slot width
ρ Density
x, y, z Cartesian coordinates
P Pressure
u, v, w Velocity components
U Velocity
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μ Dynamic viscosity
τ DShear stress
Mα Main stream Mach number
Mc Coolant stream Mach number
Tα Freestream Temperature
Uα Freestream Velocity
T<Z> Non-dimensional temperature
T<Z> T /Tα

U<Z> Non-dimensional velocity
U<Z> U/Uα

1 Introduction

Rocket nozzlewalls are prior subjected to extremely elevated temperatures of exhaust
gases of combustion. High temperatures result in to high thermal loading including
abrupt heating rate, thermal creep of material, sudden thermal expansion, etc. Due to
lack of insufficiently capablematerials the requirement of cooling becomes essential.
Many techniques has been studied and implemented for this purpose one promising
technique known as ‘film cooling’ has been investigated for several years due to its
advantages over others. The technique is to inject a parallel stream of coolant on
the surface, which causes formation of a film of coolant over the surface. The film
of coolant isolates the wall or surface from the hot exhaust gases of combustion
and thus protects it from high temperatures of exhaust stream. Goldstein et al. [1],
Parthasarathy and Zakkay [2], and Richards and Strolley [3] conducted experimental
studies on sonic flows and showed that film cooling is more effective in sonic and
supersonic flows as compared to subsonic flows. Apart from that several numerical
studies like that one of O’Connor and Haji-Sheikh [4] has supported the idea. Keller
andKloker [5], PerformedDirect Numerical Simulations (DNS) to investigate super-
sonic film cooling in a mainstream flow ofMach no. of 3.3 and temperature of 564 K.
Coolant Mach no was 0.05. Air is used as cooling gas injected in the wall normal
direction. They showed several results of velocity and temperature profile.

1.1 Problem Statement

In the present study Large Eddy Simulations has been performed to evaluate the heat
transfer and flow characteristics in the supersonic film cooling. The computational
domain addressed in the present problem is a three-dimensional domain, as shown
in Fig. 1 The origin point lies at the centre of the injection slot in flat plate level. In
streamwise direction the extension is −230 < x/s < 47, it has a width of z/s = 3 and
height of y/s = 22.8. Where ‘s’ being the slot width. Injection is provided through a
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Fig. 1 Geometry and boundary condition details of computational domain

slot extended below the flat plate by a depth of l/s = 10.7. The study is carried out
for mainstream. MainstreamMach number is 2.67 and coolant streamMach number
is 0.05. The mainstream static temperature is kept at 564 K and inlet temperature
of cooling stream is 297 K. Temperature and velocity profiles are obtained at four
observation stations situated at the distance of x/s = 1, 2, 4 and 6 from the slot.
To understand the heat transfer and thermal effects in the study the film cooling
effectiveness is observed at the centre of the flat plate after the slot for the length of
47 s.

2 Governing Equations

For a variable ϕ if
−
ϕ represents Grid filtered quantity and

∼
ϕ represents Favre aver-

aged quantity. The filtered continuity, momentum and energy equations are given as
follows.

∂

(−
ρ

)

∂t
+

∂

(−
ρ

∼
U j

)

∂x j
= 0 (1)

∂(
−
ρ

∼
U j )

∂t
+ ∂

∂x j
(
−
ρ

∼
U j

∼
Ui+

−
P δi j − ∼

τ i j − τUiU j ) = 0 (2)

∂(
−
ρ

∼
h)

∂t
+ ∂

∂x j
(
−
ρ

∼
U j

∼
h − −

ρ a
∂(

∼
h)

∂x j
− τUi h) = 0 (3)
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−
ρ= P0

R
∼
T

(4)

∼
τ i j = Shear stress tensor which for Newtonian fluids is given as

∼
τ i j = μ

∼
s i j − 2

3
μδi j

∼
s kk

where
∼
s i j = Rate of stress tensor =

[
∂

∼
Ui

∂x j
+ ∂

∼
U j

∂xi

]

and τUiU j is subgrid-scale stress and τUi h is subgrid enthalpy flux. These can
be considered as the effect of subgrid-scale and are modelled in simulations using
different subgrid models. For example,

1. Smagorinsky–Lilly Model

τUiU j = −2C
−
ρ �2

∼
S (

∼
s i j − 1

3
δi j

∼
s kk)

Here � = 3
√

�x�y�z
2. WALE (Wall Adapted Local Eddy Viscosity) Model

μt = ρLs
2

(Sdi j S
d
i j )

3/2

(
−
Si j

−
Si j )

5/2

+ (Sdi j S
d
i j )

3/4

μt Here is known as the Eddy viscosity.
3. WMLES (Wall modelled LES) Model

In WMLES eddy viscosity is defined using hybrid length scale as

ϑt = min
[
(kdw)2, (CSmag�)2

]
.S.

[
1 − e

[
−

(
y+
25

)3
]]

where dw is the wall distance, S is the strain rate, k = 0.41 and Csmag = 0.2 are
constants, and y+ is the normal to the wall inner scaling.

3 Numerical Schemes

In the present numerical investigation, large eddy simulations are performed and the
filtered continuity, momentum and energy equations are solved using finite volume
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method based CFD software, Ansys fluent 18.1. For discretization, implicit formula-
tion with spatial discretization as least square cell based in gradient and second-order
upwind scheme in flow is used.While for transient formulation second-order implicit
scheme is preferred.Convergence of solution is considered to be achievedwhen resid-
uals of velocity, continuity, turbulence and energy fall below 10–7. The time step size
is maintained to ensure a Courant-Friedrichs-Lewy (CFL) number, CFL = 1.

3.1 Grid Resolution

LES requires sufficiently fine mesh in order to resolve the smaller size eddies. As the
turbulent length scale is highly-mesh sensitive for LES based computation, a careful
determination of computational grid becomes inevitable. For current problem, the
grid size is maintained with the purpose of resolving up to 80% of turbulent kinetic
energy. Tomaintain the requirement for LES study a gridwhich has 2.1million nodes
is considered for present study. In the entire region with number of nodes in X, Y
and Z as 700, 150 and 20, respectively. In the domain the cell size is maintained as
�X/Lref ≤ 0.002, �Y /Lref ≤ 0.003 and �Z/Lref ≤ 0.00054. In the region, after the
slot, the mesh on the plate is maintained such as �Xmax/Lref = 0.0008, �x+ ≤ 14.8,
�y+ ≤ 1 and �z+ = 90.

3.2 Initial and Boundary Conditions

Themainstream inlet is provided with velocity inlet. Coolant stream inlet is provided
with fully developed turbulent velocity profile. The test section plate is considered
as no-slip adiabatic wall. Outlet is provided with pressure outlet at zero gauge pres-
sure. Side domain surfaces in z direction are given translational periodic boundary
condition. Upper domain surface is given pressure far field condition to treat it as
freestream. Values of input parameters are given in Table 1.

Table 1 Boundary
conditions

Input parameter Values

Free stream Mach number 2.67

Free stream temperature 564 K

Coolant stream Mach number 0.05

Coolant stream temperature 297 K

Periodicity length 3 s
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4 Result and Discussion

For comparison of present LES results of the fluid flow and heat transfer to DNS
results. The DNS results presented by Keller and Kloker [1] were considered for
validations. They obtained the non-dimensional temperature and velocity profile at
various position of downstream locations at,X/S= 1, 2, 4 and 6 forMα = 2.67 andMc

= 0.05. Figure 2 shows the non-dimensional temperature profiles and Fig. 3 shows
the non-dimensional velocity profile. The free stream temperature and velocity are
used for non-dimensionalization.

The DNS results are plotted with various LES sub-grid scale models viz. WALE,
Smagorinsky-Lilly andWMLES-s omega. It can be observed thatWMLES-s Omega
subgrid model predicts the flow and heat transfer very close to DNS results. Also, it
is interesting to notice that the temperature profile exceeds the value of 1, which is
quiet unusual. This is due to the viscous dissipation that the temperature rises near

Fig. 2 Temperature profile
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Fig. 3 Velocity profile

the wall. Viscous dissipation while is negligible in subsonic flows leaves its remark
in supersonic flow as seen clearly here.

5 Conclusion

Amongst all subgrid-scale models WMLES-s Omega shows the most promising
results based on temperature and velocity profile.WALEmodel is not as good in these
situations as it gave worst predictions of results. LES being highly grid-dependent
solution scheme does not capture the flow physics as perfectly compared to DNS
especially in near-wall region. Nevertheless, the phenomena of viscous dissipation
is captured quiet profoundly.



814 H. Sharma et al.

References:

1. R.J.Goldstein, E.R.G.Eckert,A.Haji-Sheikh, Filmcoolingwith air and helium injection through
a rearward-facing slot into a supersonic air flow. AIAA J. 4(6) (1966)

2. S. Acharya, D.H. Leedom, An experimental investigation of turbulent slot injection at Mach.
AIAA J. 8(7). https://doi.org/10.2514/3.5889

3. B.E. Richardssand, J.L. Stollery, Laminar film cooling experiments in hypersonic. J. Aircraft
16(3) (1979)

4. J.P. O’Connor, A Haji-Sheikh, Numerical study of film cooling in supersonic flow. AIAA J.
30(10) (1992)

5. M.A. Keller, M.J. Kloker, Direct numerical simulation of foreign-gas film cooling in supersonic
boundary-layer flow. AIAA J. https://doi.org/10.2514/1.J055115

https://doi.org/10.2514/3.5889
https://doi.org/10.2514/1.J055115


Deposition of Tungsten and Copper
Particle on CFRP Composite

Rashed Mustafa Mazarbhuiya and Maneswar Rahang

Abstract This article describes the deposition of material onto the surfaces of the
carbon fiber reinforced polymers (CFRP) material. For this purpose, powder metal-
lurgical (P/M) green compact tool of tungsten-copper (W–Cu) particle is used in
Electro Discharge Machining (EDM) process. The metal particles of P/M compact
tool are transferred to the CFRPwork surface under the reverse polarity. Thematerial
transfer rate (MTR) and tool wear rate (TWR) are observed by varying the process
parameters (compact load, current, pulse on-time) in the suitable machining range.
Grey relational analysis (GRA) is performed to determine themulti-objective optimal
setting. Analysis of variance (ANOVA) and effect of factors in grey relational grade
are conducted to determine the contribution of each factor to the multi optimal level.
The experimental result shows that the multi optimum setting is obtained at compact
load of 5 tons, current of 6A and pulse on-time of 1000 µs. Current is the most
dominant factor whereas, pulse on-time is least dominant factor in multi optimal
setting.

Keywords Deposition · Electro discharge machining (EDM) · Grey relational
analysis (GRA)

Abbreviations

CFRP Carbon fiber reinforced polymers
P/M Powder metallurgical
EDM Electro Discharge Machining
MTR Material transfer rate
TWR Tool wear rate
GRA Grey relational analysis
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ANOVA Analysis of variance
CL Compact load
I Current
T on Pulse on-time

1 Introduction

The carbon fiber reinforced polymers (CFRP) has wide applications such as,
aerospace engineering, industrial engineering for reinforcement and sleeves in turbo
molecular pumps or drive shafts, civil and automotive engineering applications,
sports equipment, robot arms, etc. The CFRP is lightweight composite having
improved corrosion resistance, improved fatigue, considerably greater rigidity, low
coefficient of thermal expansion, sharply enhanced thermal and electrical conduc-
tivity at lower density [1, 2]. CFRP has other applications also such asmaking fishing
rods, golf clubs, tripods etc.[3]. The inhomogeneous and anisotropic property of
CFRP consisting of soft polymer (thermoplastics or epoxy) matrix and hard carbon
fibers (diameters of few micrometers) make difficult to machine using conventional
methods. It results in serious tool wear due to the high strength, delaminating, splin-
tering, burrs of machined surface and shorting the life of the tool used [4, 5]. So it is a
great challenge to meet the product cost-effective and high quality as well. However,
the unconventional processes like,water-jetmachining,ElectroDischargeMachining
(EDM), etc. makes it easier to achieve the desired applications [6]. The EDM is an
efficient machining process that has capability to machine difficult to cut materials
by other processes. Mechanism of removal of material is a process of continuous
series of controllable spark energy occurred in between the workpiece and the tool
in the submerged dielectric condition. Nowadays, die sinker EDM can be applied
for surface modification purpose under reverse polarity conditions. Literature reports
about the surface modification using tungsten-copper green tool [7]. Deposition of
hBN + Cu layer using EDM process is also reported [8]. Using tungsten-copper
P/M tool the electro discharge deposition is conducted by several researchers [9–
11]. The deposition of tool constituents on the surface of the CFRP workpiece is
a new approach in the domain of electro deposition process. The objective of this
experimental work is to deposit the P/M green compact constituent materials on the
surface of the CFRP workpiece.

2 Materials and Method

To conduct this experimentation, CFRP is selected as the workpiece material. A
mixture 75%W–25%Cu is used to form green compact tool electrode. The combi-
nation of weight ratio is selected as per the literature to achieve sufficient amount of
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material transfer [12]. The CFRP workpiece fabricated by hand layup process. The
reinforcing material is cut into appropriate size and positioned over the surface of
the mold. Liquid epoxy (Araldite LY 556) and the hardener (HY 951) (1:0.9% by
weight) mixture are dispersed uniformly in the entire mat of fiber. Then the second
fiber layer is placed over the first fibermat. Using hand roller excess resin and trapped
gas bubbles present in between the fiber mats is removed. The process is repeated
till a thickness of 4 mm is obtained. Over the top layup stack pressure is applied and
allowed to hard up to 24hrs. The experimentation is carried out in die sinker EDM
(model: S25 Sparkonix India Pvt. Ltd.) in immersed condition of EDM oil (DEF
92). Three input parameters at three different levels are considered as shown in the
Table 1. Material transfer rate (MTR) and tool wear rate (TWR) are selected as the
output parameters in this study. L9 orthogonal array of Taguchi model is selected
as design of experiment. Based on the pilot experiments the machining range of the
input parameters is selected. All the experiments are conducted based on the selected
orthogonal array. Using the Grey Relational Analysis (GRA) and analysis of vari-
ance (ANOVA) the multi-optimum setting and the influence of input parameters on
output response are investigated.

The output parameters are selected for the experimentation desiring themaximum
deposition of tool constituent owing tomaximumwear of the tool. The L9 orthogonal
array selected for experimental run along with output responses are shown in Table
2. All the experimental runs are conducted at reverse polarity by keeping the voltage
in between 40 and 45 V at constant 5 kgf/cm2.

Table 1 Selected input parameters and their levels

Input parameters Abbreviations Level 1 Level 2 Level 3

Compact load (tons) CL 5 10 15

Current (A) I 4 5 6

Pulse on-time (µs) Ton 400 600 1000

Table 2 L9 orthogonal array along with output responses

S. No. CL (tons) I (A) Ton (µs) MTR (mg/min) TWR (mg/min)

1 5 4 400 27.3 36.1

2 5 5 600 27.2 73.0

3 5 6 1000 131.7 283.5

4 10 4 600 2.5 16.6

5 10 5 1000 9.6 42.0

6 10 6 400 6.1 122.0

7 15 4 1000 7.8 40.4

8 15 5 400 6.6 50.9

9 15 6 600 10.1 104.8
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3 Results and Discussion

The CFRP workpiece samples after the material deposition are shown in Fig. 1.
Figure 2 shows the pictorial view of the tool surface after EDM operation. The GRA
method is applied to perform the multi-objective optimization to obtain the optimal
set of input parameters for higher wear rate of tool and the consequent maximum
transfer of material.

For this analysis initially S/N ratios of both the output parameters are calculated
from the original output data. The Eq. 1 of “larger the better” is used for computing
S/N ratio for MTR and TWR of the output responses. Table 3 shows the calculation
process for computing grey relational grade. Figure 3 shows the microscopic view
of the workpiece after deposition process. On the basis of these S/N ratio values
subsequent analysis of normalization is carried out in the range in between zero to
one. The pre-processing of the data depends on the characteristics of the responses
[13]. For larger the better response i.e. MTR and TWR, the S/N ratio values are
normalized using Eq. 2.

S/N ratios(larger the better) = −10 log

[
1

n

n∑
i=1

1

Y 2
i

]
(1)

Normalized S/N ratios (larger the better) = Zi = Yi − Yimin

Yimax − Yimin

(2)

�0i (k) = |x0 ∗ (k)−xi ∗ (k)| (3)

Fig. 1 CFRP workpiece specimens after EDM deposition
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Fig. 2 Tool specimen after deposition process

where, x0 * (k) = 1 reference sequence and �0i (k) deviation sequence

GreyRelationCoefficient ξi = �min − λ.�max

�i − λ.�max
(4)

After that deviation sequences for each output parameter is calculated by obtaining
difference between deviation sequence and the reference sequence using Eq. 3. GRC
is obtained using Eq. 4 from the normalize S/N ratio values. GRC is relating to the
individual performance characteristics of the output response. Finally, GRG values
are calculated for the evaluation of the multi-performance characteristic to know the
optimal setting. GRG is obtained by averaging the corresponding GRC values of
each experimental run using Eq. 5. The best value among all of the GRG values
gives the optimal setting.

GreyRelationGrade γi=
1

3

3∑
i=1

ξ i (5)

From the above Table 3, it can be seen that Experiment no. 3 has the most value
of GRG which gives the optimal setting. The level at compact load at 5 ton current
at 6 A and pulse on-time at 1000 µs is optimal solution. As the motive of the work is
to deposit maximum deposition of the tool material at improving tool wear rate, this
setting has satisfied both the output response as shown in Table 3. At compact load
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Fig. 3 Microscopic view of the deposited specimen

Table 3 L9 orthogonal array along with output responses

S/N ratios Normalize S/N
ratios

Deviation
sequences

GRC GRG Rank

MTR TWR MTR TWR MTR TWR MTR TWR

28.72 31.15 0.603 0.273 0.396 0.726 0.557 0.407 0.482 5

28.69 37.26 0.602 0.521 0.397 0.478 0.556 0.511 0.534 2

42.39 49.05 1.000 1.000 0.000 0.000 1.000 1.000 1.000 1

7.95 24.40 0.000 0.000 1.000 1.000 0.333 0.333 0.333 9

19.64 32.46 0.339 0.327 0.660 0.672 0.430 0.426 0.428 6

15.70 41.72 0.225 0.702 0.774 0.297 0.392 0.627 0.509 4

17.84 32.12 0.287 0.313 0.712 0.686 0.412 0.421 0.416 8

16.39 34.13 0.244 0.394 0.755 0.605 0.398 0.452 0.425 7

20.08 40.40 0.352 0.649 0.647 0.350 0.435 0.587 0.511 3

of 5 tons, the tool particles are loosely bonded, so during spark energy generation
at higher current and higher pulse on-time, the deposition is also more at this level.
At high energy current i.e. at 6 A, the ernery to the spark generation is more results
in more erosion of the tool and so more amount of material is deposited at this high
level of current. At pulse on-time of 1000µs, the amount of time for spark generation
is more compare to other lower levels of pulse on-time, so the transfer of material to
the workpiece is more, due to this the deposition at this level is more.

The mean of the GRG for each individual level of input parameters are calculated
to determine the effect of each factor in GRG as shown in Table 4. From this Table 4
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Table 4 Effects of the input parameters in the Grey Relational Grade

Input parameters Level 1 Level 2 Level 3 Delta Rank

Compact load 0.672 0.423 0.451 0.248 2

Current 0.410 0.462 0.673 0.262 1

Ton 0.472 0.459 0.615 0.155 3

Table 5 ANOVA for grey relational grade

Source Sum of square DOF Mean square F-ratio % Contribution Rank

CL 0.111 2 0.055 4.927 37.728 2

I 0.116 2 0.058 5.155 39.471 1

Ton 0.044 2 0.022 1.977 15.143 3

it is also shown that the compact load at lower level and current and pulse on-time at
higher level gives the optimal setting. The rank of the input parameters is obtained by
the difference of the smallest and biggest values of the individual level’s responses
from the rank of the effect of the factors, it also gives the contribution of the factors
at the optimal setting.

Lastly theANOVA for theGRG is computed (Table 5). From theANOVAanalysis
the most contributing parameter is obtained. From the ranking of the input parameter
it is showed that current is the most dominating parameter on the output responses.
The result is also validated from the Table 4. As the optimal level exists in experiment
number 3 of the L9 orthogonal array, no confirmation experiment is required.

4 Conclusions

In this experimentation, the deposition of the tool constituentmaterials is successfully
conducted on the CFRP workpiece using die sinker EDM at reverse polarity. The
different combination of the levels of the input parameters is selected and the multi-
optimal settings of the selected output responses are determined. From the above
computation and research the following points can be concluded,

• At compact load of 5 tons, discharge current of 6 A and pulse on-time of 1000 µs
the multi-optimum parameter setting is obtained.

• Increase in MTR results in increases in current and pulse on-time settings.
• Transfer of tool constituent is more at lower compact load then higher compact

load settings.
• TWR decreases with the decreases in current and pulse on-time.
• It is observed that the same order of ranking of control parameters is obtained

from the effects of the factors in the GRG and the ANOVA for GRG. The results
show that current is the most dominating factor over multi-response optimization
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of the selected output response. The second dominating factor is determined as
compact load. The pulse on-time is the least significant over the output results.
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Performance Improvement of Turbine
Blade Using Flow Control Techniques:
A Review

Hussain Mahamed Sahed Mostafa Mazarbhuiya, Agnimitra Biswas,
and Kaushal Kumar Sharma

Abstract Utilization of wind energy has become an emerging concept for clean
energy generation due to its vast availability, low cost and its contribution to carbon
dioxide reduction. Wind turbines are the prominent converter which are used in
both onshore and offshore wind energy generation projects. The performance of the
wind turbines manly depends on blade aerodynamic performance. The aerodynamic
performance of blade can be enhanced by using flaps, vortex generator, airfoil modi-
fication on leading or trailing edge, slots in airfoils, etc. The present paper mainly
focuses on different passive flow control techniques, especially Gurney flap and
vortex generator are used for enhancing blade aerodynamic performance.

Keywords Flow control techniques · Gurney flap · Vortex generator

1 Introduction

The most important key element of a wind turbine is its blade which is of either
symmetric or asymmetric. The aerodynamic performance depends on blade design
and modification influence of the turbine performance. The wind energy projects are
mainly focused on rural/urban and coastal regions. The large-scale wind turbines
especially for coastal regions must be structurally and mechanically sound along
with good aerodynamic performance. Different types of wind turbines have been
designed and manufactured to enhance the performance and wind energy utilization.
The lift-to-drag (l/d) ratio of wind turbine blade plays an important rule, and hence,
importance has also been given to enhance this ratio. Flow separation occurs in the
boundary layer due to viscous friction, and inverse pressure gradient [1] leads to
dynamic stall after certain angle of attack (AOA) which is undesirable. Stall occurs
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due to break in increase in lift coefficient after certain AOA. Separation vortex is
periodically generated due to unstable flow separation in the boundary layer. This
increases the fatigue load of turbine blade and degrades the turbine performance.
Aerodynamic performance of the turbine can improve by controlling the flow sepa-
ration and delaying the dynamic stall. Flow control technologies are mainly used to
suppress or delay the separation by flow transition or increasing turbulence intensity.
To keepflowattached to the airfoil, the nearwall flow should have enoughmomentum
to overcome the adverse pressure gradient and the stream-wise viscous dissipation.
Different flow control technologies such as partial flexibility on airfoil suction side
[2], leading edge rod [3], roughness element on the blade surface [4], microtabs at
different blade locations [5]vortex generator, Gurney flap, etc., have been adopted to
increase the blade’s aerodynamic performance. Two types of flow control technolo-
gies are used: passive flow control and active flow control. The passive flow control
is simple and is used extensively due to less mechanism. In the present paper, only
two types of flow control techniques, such as Gurney flaps and vortex generators, are
reviewed extensively. Some important research gap is found which are discussed in
further sections.

2 Flow Control Techniques

Gurney flap is a passive flow control device consisting of small tabs which are
extensively used due to its simplification to the trailing edge of the airfoil to increase
aerodynamic performance. The length of the flap varies with blade’s aerodynamics
aspect. It generally enhances the lift coefficient of airfoil. Liebeck [6] recommended
the optimal height of Gurney flap within the range of 0.01c–0.02c. Pastrikakis et al.
[7] investigated the effect of Gurney flap with four different lengths (0.02c, 0.01c,
0.005c and 0.003c) and found 0.02c most effective. He et al. [8] investigated the
performance of a thick airfoil considering six different sizes of flaps in the range
of 0.0025c–0.03c and obtained an 2.7% increase in lift-to-drag ratio and 12.9% lift
coefficient at 3° angle of attack for flap with 0.005c length. The use of Gurney flap
can enhance both pre-stall lift and lift-to-drag ratio in a certain range of angle of
attack. An increase in turbine’s efficiency by 15% and energy extraction by 22%
from wind under flap height 0.03c and reduced frequency 1.0 on flapping airfoil by
using on both side at trailing edge [9]. The same height of flap gives an increase in
power coefficient by 21.3% at 2.4 tip speed ratio when they applied at inner side of
airfoils [10]. They have also studied the effect of Gurney flap on outer and both sides
of the airfoil. But the maximum power coefficient is obtained where flap is applied at
inner side of airfoil. A significant increase in lift is responsible for increase in power
coefficient, although there is very small amount of drag. But increase in lift coefficient
is considerably higher which leads to high lift-to-drag ratio, hence improving the
performance [11]. Li et al.[12] obtained an increase in lift coefficient by 40% with
0.05c flap height. Zhang et al. [13] investigated the performance of horizontal axis
wind turbine by applying two different sizes of Gurney flap and found that thrust
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increases with increase in Gurney flap height. But the flap with less height produces
batter power compared to higher one due to completely submerge in the boundary
layer. The above studies effloresce that Gurney flap might be in different height that
depends on local boundary layer thickness. Daniel and Traub [14] concluded that
if the wing aspect ratio is reduced then, a higher height of Gurney flap is required
to maximize the aerodynamic efficiency. Meena et al. [15] concluded that high lift
can be achieved at higher range of angle of attack using Gurney flap. Zhu et al.
[16] extensively investigated the effect of Gurney flap to the inboard, outboard and
both sides of the trail edge with normal and dimple-shaped airfoils. They found that
all kinds of Gurney flap can enhance the turbine performance in a certain range of
tip speed ratio (TSR). Moreover, the outboard–dimple Gurney flap can increase the
power coefficient of turbine by 17.92% at TSR 3.1. So far the concept of Gurney
flaps’ concerned studies are limited to only to determine the optimum length of flap
with using the flap to the end of airfoil trailing edge. Most of the investigations are
focusing only inboard, outboard and both sides of the edge shown in Fig. 1a. A very
few research is carried out for the flap position, including dimple on the airfoil shown
in Fig. 1b. There is a scope for investigation with variation of dimple size, dimples
of different patterns such as triangular, rectangular for optimum position on airfoil
along with Gurney flaps.

The passive vortex generator (VG) is used extensively on airfoil to delay the
onset of stall and improve the aerodynamic performance. It consists of pairs of vanes
protruding from airfoil surface with certain height within boundary layer thickness.
Passive VG is tested in wind tunnel and found to improve the post-stall behavior
of pitching airfoil [17]. The VG is generally placed on the surface of the leading
edge. Vahl et al. [18] recommended an optimal VG position which is 15%c–20%c
and achieved a comparatively low parasitic drag. The chord position of airfoil for
installing VG plays a vital rule in the post-stall behavior. Maximizing the vane height
can yield strong stream-wise vortices, hence accelerating the momentum transfer to
the wall surface and thereby increasing the lift. On the other hand, drag penalty is
increased at low AOA with maximum vane height [19]. An increase in VG length

Fig. 1 Geometries of Gurney flap and dimple Gurney flap
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Fig. 2 Vortex generators used for flow control

deteriorates both lift and drag [20]. Hence, the selection of vane height is a crucial part
and a great deal between lift increase and drag penalty [18]. The installation location
of VG should not be far away from the point of separation [21]. The lift coefficient
become less at smaller AOAwhen VGs are installed below 20% chord position [22].
Wang et al. [23] reported that the stall angle of attack is increased from14° to 18° after
installing VG at 10% of chord position of airfoil. At certain AOA, the VG can reduce
the boundary layer thickness of airfoil, thereby reducing drag coefficient.With the use
of double VG arrangements, lift coefficients are further improved at higher AOA and
the boundary layer thickness is reduced further.Hence, the stallAOA is also increased
for S809 airfoil. Hence, doubleVGarrangements are recommended due to their batter
performance in flow separation control [23]. Different VGs such as triangular and
rectangular are installed, and their effect on aerodynamic performance is studied by
[24]. They recommended the triangular-shaped VG due to their capability to control
boundary layer separation. The optimum distance between the VGs is 3 mm, and
the angle is 12° located at 50% of chord. Micro-VGs are found very efficient due to
controlling the flow with less parasitic drag. Too far downstream VG position can
lead to early sudden stall. The rectangular VG is found to delay the onset of dynamic
stall and increase the maximum lift coefficient by 40% for NERL S809 airfoil in the
range of angle of attack (α)= 13°–18° [25]. From the above literature review, some
important glimpse is found.Most of the investigations are carried out using triangular
and rectangular vortex generators shown in Fig. 2. The chord-wise position and size
of VG are crucial for its installation. Future research may be carried out for design
of VG for efficient wind turbine blade. There is also a gap of study for the combined
effect of the above flow control techniques.

3 Conclusions

For enhancing the aerodynamic performance, it is required to improve the post-stall
behavior. Different flow control techniques are used to delay the stall and can improve
the aerodynamic performance. Some important research gap has come out for future
investigation which are as follows:

(a) A very few research is carried out for the flap position, including dimple on the
airfoil. There are scopes for investigation with variation of dimple size, dimples
of different pattern such as triangular, rectangular for optimumposition on airfoil
along with gurney flaps.
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(b) Most of the investigations are carried out using triangular and rectangular vortex
generators. Research may be carried out for design of VG for efficient wind
turbine blade. There is also a gap of study for the combined effect of the above
flow control techniques.
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Parametric Analysis for Machining
of Stainless Steel AISI (SS-430) Using
Photo Chemical Machining

Gaijinliu Gangmei, Jaswant Kumar, Tapas Debnath,
and Promod Kumar Patowari

Abstract Parametric study of Photo Chemical Machining (PCM) is necessary to
obtain excellent etching quality. It can be used to reduce weight of a component,
hence it can improve strength to weight ratio of a component. In the current study,
the effect of control variables such as etching time, etching temperature, and etchant
concentration on material removal rate (MRR), surface roughness and undercut in
PCM of Stainless Steel AISI (SS-430) has been investigated. Taguchi L-16 orthog-
onal array has been designed to conduct the experimental runs.Moreover, the analysis
of variance (ANOVA) technique is used to evaluate the significance of control param-
eters and also percentage contribution of input parameters. FromANOVA table, it can
be observed that temperature is highly influencing parameter for MRR and undercut;
whereas time is for surface roughness.

Keywords ANOVA · PCM · SS-430 · Taguchi

1 Introduction

Formanufacturing of geometrically complexmachine componentswhich are difficult
by conventional machining processes are machined by non-traditional machining
processes and photochemical machining is one of them [1]. Corrosion is assumed
as destructive for material but it can be a process to machine particular region of
a specimen by a controlled process named as “etching”. PCM also uses the same
principle for material removal by using a chemical reagent called “etchant”. PCM is
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mostly used for machining flat materials producing geometrically complex as well as
dimensionally very accurate parts without residual/mechanical stress or deformation
[2].

A proper selection of PCM control variables is important to improve etching
quality and this can be done by obtaining the optimum process parameters setting
which satisfies the requirements of outstanding quality of etching. Agrawal et al.
investigated the effect of various selected control variables in PCM of phosphor
bronze and using grey relational analysis (GRA) method their optimal conditions
were calculated [3]. Wangikar et al. studied the effect of control parameters and
their optimization for photochemical machining (PCM) of brass, german silver [4],
and copper were carried out [5]. Rathod et al. also optimized the input variables of
PCM used for the machining of copper material by using Taguchi method analysis
technique [6]. Agrawal et al. developed aluminium based silicon carbide particu-
late AMCs and optimized the control parameters for photochemical machining of
composites [7]. Misal et al. used grey-based Taguchi method for optimization of the
PCM control parameters while etching of Inconel 601 [8]. Using weighted GRA,
the optimization of PCM control parameters of SS-304 was evaluated by Agrawal
and Kamble [9]. Optimization of control parameter of PCM for ASME 316 steel has
been carried out by Mumbare and Gujar [10] and using Grey Relational Analysis
method, the optimization of control parameters for PCM of SS316L was evaluated
by Bhasme and Kadam [11].

From the literature review, it has been found that no significant study has been
reported on parametric analysis for PCM of Stainless Steel AISI (SS-430).In this
work, the machinability of SS-430 has been conducted using PCM by generating a
square-shaped cavity, where ferric chloride (FeCl3) is used as an etchant.

2 Materials and Methods

In the present study, stainless steel AISI (SS-430) is selected for the experimentation.
It has good resistance to corrosion, heat, and to stress corrosion cracking. It is also
widely used in vehicle exhausts, element supports and fasteners, scientific apparatus,
etc.

Taguchi L-16 orthogonal array has been designed which is used to conduct the
experimental runs and to evaluate optimum response variables. DOE is the statis-
tical method used to study the effects of several control parameters on performance
characteristics simultaneously. It lays out the combinations of factors integrated into
the experimental study [2]. It plans, collects and analyzes the data, which reflects
the optimum process parameters [6]. Table 1 illustrates the input parameters with
their levels. After selecting the factors and their levels the next step is to form an
orthogonal array. Table 2 shows Taguchi L-16 orthogonal array with responses.

In this paper, the control variables that have been selected are etching time,
temperature and etchant concentration; and the response measures are discussed
below:
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Table 1 Input parameters with their levels

Input parameters Level 1 Level 2 Level 3 Level 4

Time (min) 10 15 20 25

Temperature (°C) 35 45 55 65

Concentration (g/lit) 475 550 625 700

Table 2 Taguchi L-16 array with responses

Exp. No Time (min) Temperature
(°C)

Concentration
(g/lit)

MRR (mg/min) SR (µm) UC (µm)

1 10 35 475 0.070 0.47 44.78

2 10 45 550 0.113 0.85 187.62

3 10 55 625 0.310 0.93 272.47

4 10 65 700 0.270 1.17 303.21

5 15 35 550 0.073 1.16 93.93

6 15 45 475 0.180 0.94 214.81

7 15 55 700 0.226 1.22 293.93

8 15 65 625 0.330 1.25 330.50

9 20 35 625 0.079 1.39 164.94

10 20 45 700 0.290 1.70 241.28

11 20 55 475 0.117 1.77 246.03

12 20 65 550 0.384 1.83 315.55

13 25 35 700 0.086 2.29 185.55

14 25 45 625 0.210 2.43 218.66

15 25 55 550 0.223 2.73 266.96

16 25 65 475 0.344 2.73 331.91

• TheMRR is a rate atwhichmaterial is removed from the specimen. It is determined
by the Eq. (1) as given below.

MRR = Initial weight− Final weight

Etching time
(1)

• The measurements of undercut of each specimen have been carried out with
metallurgical optical microscope after photochemical machining. Figure 1 shows
the typical image of undercut which is the distance etched laterally under the
photo resist layer. The difference between the dimensions of the machined area
with that of the photo-tool is considered as the undercut for observed samples.

• Surface roughness is the measure of irregularities on the surface texture. The
surface roughness of each machined workpiece is measured using a surface
profilometer.
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Fig. 1 Schematic representation of undercut

2.1 Experimental Procedure

In photochemical machining, the prepared workpiece is first cleaned with acetone to
make the samples free from contaminants which will provide maximum surface for
adhesion of photo resist on the workpiece.

Thephoto resist is appliedon the specimenusing immersionprocess and is allowed
to dry before proceeding to the next step. After that, a photo-tool is used to create
the impression. The area to be etched is protected by a photo tool (square-shaped for
the current study) as shown in Fig. 2a and it is exposed to UV light in a vacuum for
about 2 min (using UV exposure unit) as shown in Fig. 2b.

After UV exposure, the specimen is immersed in a solvent-based developer which
will remove unexposed areas of the photo resist (negative working photo resist)
and then the specimen is washed in gentle running water. Next step is machining,
i.e. etching in which metal gets chemically dissolved by etchant and the required
temperature of etchant is attained by using a heating plate as shown in Fig. 3. After

Fig. 2 a Square photo tool;
and b UV exposure unit (a) (b)

Fig. 3 Machining set-up: i
Heating plate; ii beaker
containing etchant and; iii
thermometer

1

3

2
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etching, the specimens are cleaned again bywashing in gentle runningwater followed
by acetone.

3 Experimental Results and Discussion

The effect of control variables on material removal rate (MRR), surface roughness
(SR) and undercut (UC) has been studied. Figure 4 shows the machined sample and
microscopic view of the machined area. Figure 5 shows the detailed measurement
of an edge of the machined sample. Based on the measurement and the data, the
performance has been calculated for each experiment and tabulated in Table 2.

3.1 Effect of Control Parameters on MRR

Figure 6 shows that MRR increases with increase in etching time because at higher
time more reaction takes place between molecules of etchant and workpiece indi-
cating higher removal of material. Similarly, with temperature, MRR increases as
etchant is more active at higher temperature. From Fig. 6 it can be observed that
MRR first increases and then decreases with concentration, this is due to the fact that
ferric chloride solution becomes more viscous with time which reduces flow ability
and the movement of the formed product. Moreover, the thicker reaction layer resists
further reaction to take place.

Fig. 4 a Machined sample;
b microscopic view of the
machined area

(a) (b)

Fig. 5 Measurement of one side of the machined area
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Fig. 6 Variation of MRR
with input parameters
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Fig. 7 Variation of surface
roughness with input
variables
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3.2 Effect of Control Parameters on Ra

Surface roughness increases with time because collisions for a longer period of
time make the surface more uneven. From Fig. 7 it is also seen that the surface
roughness increases with increase in temperature due to the higher energy of the
etchant molecules. The average roughness does not follow a specific trend due to the
change in etchant concentration.

3.3 Effect of Control Parameters on Undercut (UC)

Figure 8 shows that undercut increases with the increase in all control parameters,
i.e. etching time, temperature and concentration. As the time increases more amount
of material removes from the workpiece and with the increase in temperature and
etchant concentration, due to the higher energy of the molecules the reaction is more
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Fig. 8 Variation of undercut
with control parameters
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prominent, resulting in higher undercut. Minimum undercut is observed at time of
10 min, etching temperature of 35 °C and concentration of 475 g/lit.

3.4 ANOVA Analysis

ANOVA is used to investigate the effect of control variables on the performance
measures. The percentage contribution of each parameter on the output parame-
ters can also be evaluated using ANOVA [12]. Table 3 represents the analysis of
ANOVA. From the ANOVA, it is found that temperature (75.83%) is most signifi-
cant component for MRR, followed by concentration (3.92%) and time (1.09%). For
surface roughness, Time (92.02%) is the highest influencing parameter followed by
temperature (5.85%); whereas, for undercut, temperature (84.50%) is the maximum
contributing input parameter, followed by concentration (6.11%) and time (5.30%).
The correlation coefficient (R2) and adjusted correlation coefficient [R2(adj)] for
MRR are (80.84% and 52.09%), for surface roughness (97.87% and 96.44%) and
for undercut (95.91%and87.78%), respectively. The higherR2 value signifies a better
accuracy and general ability of the model and Adjusted R2 measures the percentage
of variability and model quality. Percentage of error in MRR (19.16%), Ra (2.13%)
and UC (4.09%) are lower than the significance of the variable parameters consid-
ered in the investigation, representing less effect of the interaction of the process
parameters.

4 Conclusions

A square cavity was successfully machined on Stainless Steel (SS 430) using photo-
chemical machining. The input parameters that have been chosen were etching time,
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Table 3 Analysis of variance for responses

Source DF Seq SS Adj MS F-value P-value Contribution (%)

a. Material removal rate (MRR)

Time 3 0.001891 0.000630 0.110 0.949 1.09

Temp 3 0.130979 0.043660 7.91 0.017 75.83

Conc 3 0.006760 0.002253 0.41 0.753 3.92

Error 6 0.033102 0.005517 19.16

Total 15 0.172732 100

R2 = 80.84%, R2 (adj) = 52.09%

b. Surface roughness (Ra)

Time 3 6.6162 2.20541 129.37 0.000 92.02

Temp 3 0.4201 0.14004 8.21 0.006 5.85

Error 9 0.1534 0.01705 2.13

Total 15 7.1898 100

R2 = 97.87%, R2 (adj) = 96.44%

c. Undercut (UC)

Time 3 5407 1802.4 2.60 0.148 5.30

Temp 3 86,125 28,708.4 41.35 0.000 84.50

Conc 3 6228 2076.2 2.99 0.118 6.11

Error 6 4166 694.3 4.09

Total 15 101,926 100

R2 = 95.91%, R2 (adj) = 89.78%

etching temperature, and etchant concentration. The response variables were mate-
rial removal rate, surface roughness and undercut. From the results and discussion,
the following conclusions have been observed:

• MRR increases with increase in temperature and time but with concentration, it
initially increases up to a 625 g/lit and then after decreases.

• Undercut also increases with increase in all the control parameters, i.e. etchant
concentration, machining time and etching temperature.

• Surface roughness does not follow a proper path with concentration but with time
and temperature, it increases.

• Maximummaterial removal rate is observed at etching timeof 20min, temperature
of 65 °C and concentration 550 g/lit.

• Minimum surface roughness and undercut are observed at etching time of 10 min,
temperature 35 °C and of concentration 475 g/lit.

• From ANOVA table, temperature is most influencing parameter for MRR and
undercut, time for surface roughness.
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Fabrication and Characterization
of Ramie Fiber Based Hybrid Composites

Karanjit Kapila, Sutanu Samanta, and Sushen Kirtania

Abstract The aim of the present work is to fabricate and strength analysis of
pure ramie fabric/epoxy composite and its hybrids ramie-glass/epoxy and ramie-
basalt/epoxy composites. Hand layup technique has been used for fabrication of all
the composites. Tensile and three-point bending tests have been performed to obtain
the tensile strength and flexural properties of the composites. Morphological studies
have also been performed on the flexural specimen to investigate the defects in the
composite. The present study reveals that hybridization of natural fiber (ramie) with
synthetic fiber (glass) and mineral fiber (basalt) exhibits higher mechanical proper-
ties than pure ramie composite. It has also been observed that ramie-glass hybrid
composite has higher tensile strength than ramie-basalt hybrid composite. Scanning
electron microscope (SEM) has been used to find out the defects in the flexural
specimen. It has been observed from the SEM images that less number of defect
present in hybrid composites than pure ramie fabric composite. Therefore, it could
be concluded that the inclusion of advanced fabric at the external layers of the natural
fiber composite would enhance the strength of natural composites.
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microscope · Strength analysis
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1 Introduction

With the rapid development of science and technology, materials play an important
role in the national economy and defense of a country. The three pillars of modern
science and technology are materials science, energy technology and information
science for the development of new material. There is an increase in use of natural
fiber (NF) in automotive, aircraft, packaging industries due to its properties like light
weight, low density, corrosion resistance, easy fabrication, good mechanical prop-
erties, and biodegradable [1]. Ramie is one of the oldest vegetable fibers and it can
be used as reinforcement in wide variety of thermoplastic and thermosetting resin
because of its excellent specific strength and modulus. In recent years, the use of
natural fiber in hybrid composites has increased tremendously because hybridiza-
tion of natural fiber with synthetic fiber which reduces the cost of production,
increases economic growth of industries and implementing eco-friendly products.
Simonassi et al. [2] studied themechanical properties of Ramie/polyester composites
and reported that with the addition of 30 volume % of ramie fibers in polyester the
flexural strength of composite increase three times than the neat polyester. Ali et al.
[3] fabricated the Kevlar-29 and ramie fiber reinforced polyester hybrid composite
and performed impact and tensile test and concluded that the industrial woven ramie
has good linkage with polyester resin which enhances the properties of ramie there-
fore it could be used for bullet-proof armor. Chu et al. [4] performed an experiment on
basalt/ramie polypropylene (PP) hybrid composite and reported the optimummixing
ratio, optimum pressing temperature, optimum pressing time and optimal pressure
of the hybrid composite. Gokulkumar et al. [5] reported that the Ramie fiber hybrid
composite has higher values of tensile and bending strength as compared to the other
natural fiber hybrid composites. The objectives of the present work are (i) fabrica-
tion and strength analysis of Ramie fabric based epoxy composite and its hybrids
ramie-basalt epoxy and ramie-glass epoxy composites (ii)morphological study of the
fractured specimens to observe the defects on the fractured surface, therefore it could
be concluded that the hybridization of natural fiber with advanced fiber enhances the
mechanical properties of natural fiber composite thus in future the natural fibers
could be used in various industrial applications.

2 Materials and Methods

2.1 Materials

In the presentwork, epoxy is used asmatrixmaterial, natural fiber is used as reinforce-
ment and the hardener ismixedwith epoxy to increase the interfacial strength between
fiber and matrix. The name of the matrix material for the present research work is
Bisphenol-A-Diglycidyl-Ether. It belongs to the ‘epoxide’ family. Its commercial
name is LB011 Epoxy resin Lapox B-11. Properties of cured resin and hardener,



Fabrication and Characterization of Ramie … 841

Table 1 Properties of Epoxy Resin

Property Tensile
strength
(N/mm2)

Compressive
strength
(N/mm2)

Flexural
strength
(N/mm2)

Impact
strength
(N/mm2)

Modulus of
elasticity
(N/mm2)

Coefficient
of linear
expansion
(N/mm2)

Value 50–60 110–120 130–150 17–20 4400–4600 64–68

Table 2 Specification of hardener

Specification Visual appearance Refractive index at 25 °C Water content

Quantification Pale yellow liquid 14,940–15,000 1% max

Table 3 Properties of ramie fiber [6]

Properties Density (g/cm3) Young’s modulus
(GPa)

Tensile strength
(MPa)

Elongation at break
(%)

Ramie fiber 1.5–1.56 60–128 400–1000 1.2–3.8

Table 4 Properties of E-glass and basalt fibers [7]

Properties Density
(g/cm3)

Elastic
modulus
(GPa)

Tensile
strength
(GPa)

Elongation to
fracture (%)

Specific
modulus
(GPa/g/cm3)

Specific
tensile
strength
(GPa/g/cm3)

E-glass 2.56 76 1.4–2.5 1.8–3.2 30 0.5–1

Basalt 2.8 89 2.9 3.15 31.78 1

which was procured from Haripa India Ltd are listed in Tables 1 and 2. The E-glass
fiber and basalt fiber are used to fabricate the hybrid composites. E-glass fiber is the
most common reinforcement for polymeric composites. Major advantages of E-glass
fiber are low cost, high tensile strength, chemical resistance, and excellent insulating
properties. Basalt fiber is also known as mineral fibers and its source is volcanic
magma and flood volcanoes. Basalt is the most common rock found in the earth crust
where the fibers are made from basalt rock by melting the rock at 1300–1700 °C and
spinning it to make the fiber. Some of the properties of ramie fiber E-glass and basalt
fibers are listed in Tables 3 and 4.

2.2 Fabrication

Hand layup method is used to fabricate ramie epoxy composite and its hybrids. The
epoxy to hardener ratio is taken as 10:1 by weight and it is stirred for nearly 10 min.
A smooth ceramic tile is laid and a releasing film is being placed on the tile and then
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Fig. 1 Hand layup process for the preparation of composite

film is coated with silicon liquid polish with brush. The prepared epoxy-hardener
mixture is being applied slowly using brush on the mold releasing film. It is ensured
that resin mixture is evenly distributed on the mold release film. Figure 1 shows the
materials used to fabricate the composite by open mould technique.

After uniform distribution of resin on the releasing film, first layer of ramie fabric
is placed and resin is applied on it. Rolling is performed with the help of a roller to
remove the entrapped air that creates bubbles. In this way, six layers of unidirectional
ramie mat fabric is placed in succession. Another mould releasing sheet is placed
on the top surface coated with silicon liquid and final rolling is done on the top
fabric. Curing is done at room temperature under a load of 40–45 kg to avoid any
distortion during shrinkage for the preparation of ramie epoxy composite (RR). For
fabrication of ramie basalt epoxy hybrid composite (RB), the external layer of ramie
fabric is replaced by single basalt fabric on both sides. Similarly, ramie glass epoxy
hybrid composite (RG) has also been fabricated by replacing external layers with
glass fabric, thus RB and RG are called a sandwich composite. The type, number,
orientation, and stacking sequence of the reinforcements are listed in Table 5.

Figure 2a–c show the fabricated pure ramie/epoxy, hybrid ramie-glass/epoxy and
hybrid ramie-basalt/epoxy composites, respectively.

Table 5 Designation and detailed compositions of the composites

S.
No.

Matrix Reinforcements and
number of fabric used for
fabrication

Fiber
orientation

Stacking
order

Designation Type of
composite

1 Epoxy Ramie-6 Nill 0/90 RRRRRR RR Monolithic

2 Epoxy Ramie-4 Basalt-2 0/90 BRRRRB RB Sandwich

3 Epoxy Ramie-4 Glass-2 0/90 GRRRRG RG Sandwich
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(a) (b) (c)

Figure 2 a Pure ramie/epoxy (RR), b hybrid ramie-glass/epoxy (RG) and c hybrid ramie-
basalt/epoxy (RB) composites

3 Experimental Procedure

Instron 8801 J4051 series of servo hydraulic testing system has been used to perform
both tensile and flexural tests. Three samples of each type of composites have been
tested according to their ASTM standards.

3.1 Tensile Test

For tensile test, the specimens are cut from the composite plate as per ASTMD3039
standard. Figure 3b shows the pictorial views of the machine during tensile test

(a) (b) (c)

Fig. 3 a Specimens before tensile test, b machine setup and specimen during tensile test and
c specimens after tensile test
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operation. A sharp-toothed hand hacksaw has been used to cut the specimen for the
required dimension. The length and breadth of the specimen are 250 mm and 25 mm
respectively and thickness varies from composite to composite. The gauge length
for the specimen is set to 140 mm and held properly in the grips of the machine.
The maximum length of the gripper is 54 mm. The cross-head speed of the machine
is 1.5 mm/min. Load is being applied until failure takes place and failure occurs in
between the gauge lengths before 10min, as mentioned in the standard. For each type
of composite laminate, three samples have been tested and the images of specimen
before and after tensile test are shown in Fig. 3a, c, respectively.

3.2 Flexural Test

According to ASTMD790—10 standards, three-point bending test is carried out and
the machine setup for the test is shown in Fig. 4b. For flexural test the length and
breadth of the specimen are 125 mm and 12.7 mm, respectively and thickness varies
from composite to composite. The setup consists of three rollers whose diameter is
25 mm and maximum roller center limit is 240 mm. Load is applied continuously
upon the specimen to deflect till rupture occurs due to deflection or maximum strain.
The test is carried out at a constant head movement 1 mm/min. Figure 4a, c shows
the pictorial view of the specimens before and after test.

(a) (b) (c)

Figure 4 a Specimens before flexural test, b machine setup and specimen during flexural test and
c specimens after flexural test
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Table 6 Tensile properties of fabric reinforced epoxy composite

Composites Tensile strength Tensile modulus

MPa Percentage increase MPa Percentage increase

RR 34.34 Nill 2890.63 Nill

RB 53.23 55.00 4131.09 42.91

RG 60.43 75.97 4800.35 66.06

4 Results and Discussion

Three types of fabric-reinforced epoxy composites have been fabricated. Tensile
tests and three-point bending tests have been performed. Mechanical properties of
the hybrid composites RB and RG have been compared with pure RR composite.

4.1 Tensile Test

Table 6 shows the tensile modulus, tensile strength of all the composites; and
percentage increase of hybrid composites compared to pure ramie/epoxy composite.
It can be observed from Table 6 that the tensile strength of the RB and RG hybrid
composites are increased by 55% and 75.97%, respectively compared to the pure
RR composite. It can also be seen that the tensile modulus of RB and RG hybrid
composites are increased by 42.91% and 66.06%, respectively as compared to pure
RR composite. Therefore, it could be concluded that hybridization of basalt and
glass fiber shows positive effects by increasing the strength and modulus of ramie
fiber composite. It could also be concluded that RG hybrid composite has greater
tensile strength and modulus than RB composite. The reason for this is due to higher
stiffness of glass fiber than basalt fiber.

The tensile strength and modulus of both the RG and RB hybrid composites are
greater than the pure ramie/epoxy composite because placing advanced fiber at outer
layers increases the load-carrying capacity of the hybrids. Similar observation has
also been reported by Ahmed et al. [8] on jute/glass reinforced polyester composite
by varying stacking sequence and concluded that inclusion of glass fiber increases
the mechanical properties of composite by placing it on outer layers.

4.2 Flexural Test

Experimental values of flexural strength and flexural modulus of RR and its hybrid
composites RB and RG are listed in Table 7. It can be seen from Table 7 that the
flexural modulus of RB and RG hybrid composites are increased by 34.42% and
47.77%, respectively compared to pure RR composite. It could be observed from



846 K. Kapila et al.

Table 7 Flexural properties of fabric reinforced epoxy composite

Composites Flexural strength Flexural modulus

MPa Percentage increase MPa Percentage increase

RR 69.89 Nill 4729.27 Nill

RB 88.98 27.31 6357.47 34.42

RG 104.53 49.56 6988.87 47.77

Table 7 that sandwiching of RR composite by glass fiber shows 49.56% increase
in flexural strength. Similarly, sandwiching of RR composite by basalt fiber shows
27.31% increase in tensile strength. The flexural properties of ramie glass and ramie
basalt hybrids have shown a rise in both modulus and strength values than pure ramie
epoxy composite. Similar observations on flexural properties of ramie-glass epoxy
hybrid composite have been reported byGiridharan [9]. Amico et al. [10] also studied
the glass/sisal fiber reinforced hybrid composite and reported that the surface layers
play an important role for hybrid composite.

4.3 SEM Observation

Themorphological studyof the composites has beenperformedusingSEMtoobserve
the defects on fracture surface of the composite specimen after three-point bending
test. The name of the SEM setup is JEOL, model no JSM-6390 which is a high-
performance, low cost, SEM with a high resolution of 3.0 nm. Initially, the samples
were taken out from the fractured surface and coating of the samples was done by
platinum layer before placing in the equipment. Coating on samples are required
in the field of electron microscopy to enable or improve the imaging of samples
with 20 kV accelerating voltage. Figure 5 shows the SEM micrographs of fractured
specimen of RR composite.

At initial stage of loading, fibers elongate and reach to its max value of elongation
before failure starts. It can be observed from Fig. 5 that the tear of fibers, fiber matrix
debonding, fibers pull out takes place at loading condition for RR composite. Similar
observation has also been reported by Simonassi et al. [2].

The micrographs of RB and RG hybrid composites are shown in Figs. 6a, b,
respectively. It can be observed from Figs. 5 and 6 that hybrid composite have
less number of defects than RR composite. Therefore, it could be concluded that
hybridization enhanced the flexural properties. Stress concentration on the surface
layer of composites in flexural test causes initiation of damage such as fiber elonga-
tion, matrix debonding and fiber pull out as seen in Figs. 5, 6. Filho et al. [11] has
also been reported similar types of defects of fractured composite as described in
Fig. 6b.

The direction of matrix flow and the elongation of fibers take place in the direction
of applied load as observed in Fig. 6a for RB hybrid. Debonding of matrices and
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Fig. 5 Fractured surface
SEM image of RR composite

Fig. 6 Fractured surface SEM image of a RB and b RG composites

pull out of external fibers are also observed from Fig. 6a. Less flexural defects such
as fibers pull out and matrix debonding are seen in Fig. 6b of RG compared to RB
because of good fiber matrix adhesion, large load bearing capacity of glass fiber and
proper stress transfer between fibers.

5 Conclusions

Fabrication and testing of pure ramie fabric/epoxy composite and its hybrid ramie-
glass/epoxy and ramie-basalt/epoxy composites have been performed. Strength and
Young’smodulus of all the composites have been evaluated. Thepresent experimental
result has been compared with the earlier publication and the present results show a
good agreement. Some of the important conclusions drawn from the present study
are given below

• Tensile strength and modulus of the pure ramie/epoxy composite could be
increased by the inclusion of basalt and glass fiber.
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• Ramie-glass hybrid composite exhibits more tensile strength and modulus than
ramie-basalt hybrid composite.

• Flexural strength and modulus of pure ramie/epoxy composite could be enhanced
by hybridization and the ramie-glass hybrid composite exhibit more flexural
strength and modulus than ramie-basalt hybrid composite.

• Scanning electron microscope observation of flexural specimens show that pure
ramie/epoxy composite exhibit more flexural defects than hybrid composites.

• Ramie-glass hybrid composite shows less flexural defects than ramie-basalt hybrid
composites.

• Overall, it could be concluded that the load-carrying capacity of the natural
composite could be increased by adding the advanced fiber fabric at the outer
layers of the natural composites.
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Multiphase Numerical Modeling of PCM
Integrated Solar Collector

Bharat Singh Negi, Satyender Singh, and Sushant Negi

Abstract In the present work, phase change material (paraffin wax) integrated
double glazed rectangular finned solar air heater is investigated numerically using
implicit discretization scheme. AMATLAB code is developed, capable of providing
the solution for unsteady governing energy equations for each element of solar air
heater and air flow. Numerical results are validated with published experimental
results of a flat absorber plate collector design with PCM (Moradi et al. in Exp
Thermal Fluid Sci 89:41–49, 2017 [1]). The idea of integration of PCM and fins with
solar air heater is to provide thermal energy backup during off-sunshine hours and
increase heat discharging rate of PCM, respectively. The average incident global radi-
ation is the function of time and maximum incident radiation is taken as 960 W/m2.
Moreover, a correlation is developed to predict the ambient temperature as reported
in Moradi et al. (Exp Thermal Fluid Sci 89:41–49, 2017 [1]) as a function of time.
The results showed that the thermal backup of PCM lasted for about 12 h after
sunset almost for all selected numbers of fins. The maximum outlet air temperature
for 5, 15 and 25 fins is obtained as 42 °C, 47.16 °C and 51.25 °C, respectively, at
mass flow rate of 0.0128 kg/s. Whereas, the maximum instant thermal efficiency for
5, 15, and 25 fins is obtained as 35.867%, 49.375%, and 58.198%, respectively.
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1 Introduction

Since time immemorial, energy has found amazingly a major role to play in lives of
beings. Nature has always given ample resources to work with but with recent explo-
sion of population, conventional energy sources are endangered and are expected to
vanish soon. Therefore in order to nurture the needs, research is being focused on
renewable energy sources. Solar energy being the most promising one has found its
place in researchers list. Therefore, many solar air heater designs are created that
utilizes the solar energy to heat the air [1–15]. One major limitation of solar energy
is its availability only in the day time that limits its uses in thermal applications.
Therefore, many researchers have identified latent heat storage as a solution and
integrated PCM unit with solar air heaters [1–15]. Use of PCM in solar air heater as
a part of it maintains the thermal performance during off sunshine hours during the
day and also provides backup during the night time. In the direction, various designs
are available such as single glass cover [1, 3–7] and flat [1, 3–7] and v-Corrugated
absorber plate [1]. Thermal efficiency of about 30–70% is achieved with PCM inte-
grated solar air heaters [1–15]. Moreover, effective thermal backup of 3–7 h after
sunshine is obtained with PCM in solar air heater [1–15]. Moradi et al. investigated
solar air heater with PCM and obtained that average off-sunshine temperature differ-
ence was 4.5 ˚ C using 23.5 kg of paraffin wax and the maximum efficiency was
about 37% at mass flow rate of 65 kg/h.

It is observed in the literature that mostly experimental investigations [1–15] are
performed and few are dedicated for numerical investigations [7, 10, 14, 15]. It is
noticed in the literature that PCM is generally kept underneath the absorber plate,
solar radiations incident on the absorber plate and increases the temperature of the
absorber plate. Heat of the absorber is utilized to heat air and charging of PCM.
While, PCM, receives the heat in the conduction mode of heat transfer. Moreover,
paraffin wax as a PCM material is mainly used to store heat in solar air heaters. It is
observed in case of PCM integrated solar collectors that heat storage and release is
slow that results in delivery of heat to absorber plate at a slow rate. However, slow
delivery rate can prolong the thermal backup for themore time, but the corresponding
values after 3–5 h are almost ineffective as per the application requirement of solar
air heaters. Therefore, in the present work, we have utilized the rectangular fins on
the top surface of absorber plate and PCM is kept underneath the absorber plate.
The idea is to increase the heat release rate of PCM and simultaneously provide the
thermal backup. Fins on the absorber surface increases the heat transfer to air, extract
heat at a higher rate from the PCM during off-sun shine and nocturnal hours. That
increases instant heat release to fins and further to air. Although, the use of the fins on
the absorber plate decreases the storage time of the PCM, but can provide the hot air
at an effective temperature that can be used to support solar air heater applications.
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2 Numerical Investigation

Figure 1 show a schematic diagram of proposed model of the single-pass PCM
integrated solar air heater onwhich the studywas carried out. Solar air heater consists
of four elements, i.e., upper glass cover, lower glass cover, absorber plate, and PCM.
Details of the physical and geometrical properties of solar air heater elements are
presented in Tables 1 and 2, respectively.The air is flowing between finned absorber
plate and lower glass cover. However, one-dimensional transient energy equations
are developed for all four elements as well as air flow channel and fixed air between
two glass covers. The following assumptions are made: (i) No temperature variation
in transverse direction due to negligible thickness (ii) there is no heat transfer in the
direction of air flow and energy is transferred only by mass (iii) losses from top,
bottom and edges of collector are negligible (iv) sky is considered as black body for
longwavelength radiation (v) air as an incompressible fluid. Correlations to calculate

Fig.1 Schematic of the
PCM integrated solar air
heater

Table 1 Physical property of
solar air heater elements [14]

Input parameters Value

Absorptivity of glass covers 0.05

Transmissivity of glass covers 0.9

Absorptivity of absorber plate 0.95

Emissivity of absorber plate 0.8

Emissivity of glass covers 0.9

Specific heat of glass 840 kJ/kg K

Specific heat of absorber (galvanized iron) 502.48 kJ/kg K

Density of absorber 8030 kg/m3

Density of glass covers 2600 kg/m3

Thermal conductivity of fins (galvanized iron) 14.9 W/m k
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Table 2 Geometric
properties of solar air heater
component [14]

Geometric property Value

Length of the collector 1.1 m

Width of the collector 0.6 m

Depth of the channel with air flow 0.05 m

Depth of channel between glass covers 0.03 m

Depth of PCM under the absorber plate 0.02 m

Thickness of absorber plate 1.25 mm

Thickness of glass covers 6 mm

Height of fins 2.5 cm

Thickness of fins 3 mm

Table 3 Thermo-physical
properties of Paraffin wax
[14]

Property Value

Melting Temperature range 52–56 °C

Congealing temperature range 43–37 °C

Heat storage capacity in temp range
between 35 and 50 °C

174 kJ kg−1 (±7.5%)

Specific heats in both solid and liquid
states

2.5 kJ kg−1 K−1

Density in solid state at 15 °C 890 kgm−3

Density in liquid state at 80 °C 850 kgm−3

Heat conductivity 0.2 Wm−1 k−1

heat transfer coefficients are used from Ref.[7, 10, 15–18]. Properties of PCM are
presented in Table 3. Energy equations are formulated as given below for solar air
heater elements:

Upper Glass Cover

ρguVgucgu
dTgu
dt

= [
hcamb−gu

(
Tamb − Tgu

) + hrgl−gu

(
Tgl − Tgu

)

+hcag−gu

(
Tag − Tgu

) + αG
]
W�Z . (1)

Lower Glass Cover

ρglVglcgl
dTgl
dt

=
[

hcag−gl

(
Tag − Tgl

) + hrab−gl

(
Tab − Tgl

)

+hrgu−gl

(
Tgu − Tgl

) + hcair−gl

(
Tair − Tgl

) + ταG

]
W�Z . (2)
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Air gap Between Two Glasses

ρagVagcag
dTag
dt

= [
hcgu−ag

(
Tgu − Tag

) + hcgl−ag

(
Tgl − Tag

)]
W�Z . (3)

Air Channel Air

ρairL VairL cairL
dTairL
dt

= hcgl−airL

(
Tgl − TairL

)
W�Z

+ hcab−airL
A∅(

Tab − TairL
) − ṁcp

(
TairL ,t − TairL ,t−1

)
. (4)

Absorber Plate

ρabVabcab
dTab
dt

= hcab−airL
A∅(

Tab − TairL
)

+ [
hrab−gl

(
Tab − Tgl

) + (
τ 2α

)
G

]
W�Z + Qconduction. (5)

PCM

ρcp
∂T

∂t
= ∂

∂x

(
k
∂T

∂x

)
+ Q. (6)

and

Q = ∂H

ρ∂T
= cp − L

∂ fs
∂t

∂t

∂T
. (7)

where, Q internal source of the latent heat of fusion.

2.1 Iterative Solution Procedure

Transient energy balanced equations are converted to linear algebraic form after
discretization using implicit differencing scheme. Temperature for elements and fluid
is obtained using matrix inversion method. To initialize the code, all temperatures
are assumed equal to ambient temperature. A correlation is developed to predict the
ambient temperature as that reported in Ref. [14] as a function of time. Mass flow
rate as an input boundary condition is used for air flow channel. While absorber
plate temperature is used as a boundary condition for PCM. Therefore, a function
is created in the code to only solve the algebraic equation for PCM using absorber
plate temperature. A convergence criterion of 10–3 is used for elements, outlet air, air
between the gap, and PCM. Moreover, grid independence test is conducted. It was
obtained that relative percentage error with increase in numbers of 50 grids is about
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0.77%, therefore, 50 numbers of grids are used to predict the results in the present
work. However, Courant-Friedrichs-Lewy (CFL) criteria shown below are used to
provide the stability to the solution.

�t = �z

vair
. (8)

2.2 Validation

Figures 2 and 3 show the results of outlet air temperature used for validation of the
present numerical simulationwith the reported experimental and numerical results of
Moradi et al. [14], respectively. As it can be noticed in the figures that present numer-
ical results are good agreement with experimental (Fig. 2) and numerical (Fig. 3)
results of Ref. [14]. However, temperature of the outlet air is increasing with increase
in solar flux and decreasing after 12:00 PM. This is due to the fact that solar radiations
are incident on the absorber plate and increases its temperature. The air is flowing
over the absorber plate extract most of the heat and raise its temperature along the
length of the collector. While, the absorber plate temperature is a direct function of
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Fig. 2 Results of validation of present numerical investigation with published experimental results
of Mouradi et al. [14] for flat absorber plate solar air heater design with PCM, when mass flow rate
is 0.0128 kg/s
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Fig. 3 Results of validation of present numerical investigation with published numerical results of
Mouradi et al. [14] for flat absorber plate solar air heater design with PCM, when mass flow rate is
0.0128 kg/s

incident solar radiation. However, about 20 °C rise in the outlet air temperature is
obtained about 12:00 PM, which is an appreciable rise in the air temperature with
absorber length of 1.1 m.

3 Results and Discussion

In this section, results and discussion of the outcome of this investigation for finned
absorber plate solar air heater with PCM are presented. Investigation is carried out
on the basis of geometrical and flow parameters (mass flow rate of 0.0128 kg/s)
used for the validation with Ref [14]. and same values are extended as an input to
investigate the finned solar air heater with PCM. However, comparison of the results
obtained for finned design is presented with flat absorber plate (without fins) solar
air heater design. Figure 4 shows the results of lower glass cover temperature as a
function of numbers of fins, solar radiations, and time of the day (hours). It can be
seen that maximum temperature of the glass cover is obtained about 3 PM and for
flat absorber plate (zero fin) and followed by 5–25 numbers of fins. This is due to
increasing thermal losses to surrounding due to emission of radiation more from the
flat absorber plate, while radiation is utilized to heat the fins in finned absorber plate.
Temperature of the glass cover can be considered as an indication of heat loss to
surrounding.
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Fig. 4 Results of temperature variation of lower glass cover as a function of numbers of fins, solar
radiation, and time of the day, when mass flow rate is 0.0128 kg/s

Figure 5 presents the results of absorber plate temperature, it is obtained that
maximum temperature of the absorber plate temperature is obtained for flat absorber
plate solar air heater design compared to finned one. It can be noted that more heat
transfer occurs between fins and air, which is maximum for 25 numbers of fins, as
they have attained minimum temperature in Fig. 5. Figure 6 revealed the temperature
of PCM. It can be noticed that maximum temperature of the PCM is obtained about
6 PM, that indicates changing time and after that it starts decreases till 28 h, which
represents discharging time. Themaximum temperature of PCM is obtained as 380K
for flat absorber plate and while it is obtained minimum for 25 numbers of fins.
Figure 7 presents the results of temperature gain; it is obtained that the maximum
temperature gain of about 20 K is obtained for 25 numbers of fins around 2 PM,
while it is obtained minimum for flat absorber design (without fins). Figure 8 depicts
the results of heat storage and release of PCM as a function of numbers of fins, solar
radiations, and time of the day. It can be noticed that maximum charging takes place
up to 16 h and after that due to decrease in the temperature of absorber plate due to
air flow over it and decreasing solar intensity, temperature gradient forms and PCM
starts discharging about 16 h (4 PM), when the solar intensity is about 250 W/m2.
However, discharging lasts for upto 28 h (6 AM of next day) for all the numbers of
fins. While, less heat is left with 25 numbers of fins during discharging. However, it
can be viewed in other way like during the day time if sun shine hours occur then 25
numbers of fins can be provided instant thermal energy backup by releasing heat from
the PCM at a fast rate. Figure 9 presents the results of thermal efficiency, which is
obtained higher for 25 numbers of fins, when mass flow rate of 0.0128 kg/s. Thermal
efficiency of about 58% is obtained with 25 numbers of fins while it is about 27%
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for solar air heater design without fins. This is due to the reason that fins increase
heat transfer area and increases heat transfer to air.

4 Conclusions

In the present work, numerical investigation is carried out for a PCM integrated solar
air heater design with and without fins. Comparison of two designs is performed
and presented. A MATLAB code is developed capable of predicting the thermal
performance of PCM integrated solar air heater with and without fins. Following are
the conclusions of the present investigation:

• Implementation of finite-difference technique on the one-dimensional unsteady
energy equation can best present the results of such heat and fluid flow problems.

• Use of fins increases the heat transfer to air and increases the thermal efficiency
by 56% compared to without fin design of solar air heater.

• Use of fins decreases the heat stored at a fast rate during discharging, but essential
during the off sun shine hours to provide instant thermal energy backup.
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Computer-Aided Analysis
of Solidification Time and its Effect
on Hardness for Aluminium Copper
Alloy

Sasmita Tripathy and Goutam Sutradhar

Abstract Aluminium alloys are known for their very good strength to weight ratio.
Aluminium alloy finds its applications depending upon the alloying agent/agents
added. Among other alloying materials Copper, Silicon, Magnesium are some of the
alloying agents which are largely used with Aluminium, as they improve the strength
of the alloy without affecting the density when compared to pure Aluminium. Addi-
tion of Silicon to pureAluminium improves the strength of the resulting alloy at room
temperature. But at higher temperatures (above 150 °C) strength of Aluminium–
Silicon (Al–Si) alloy is very poor. It is a preferred alloying agent when it comes
to casting as the Al–Si alloy shows good casting ability compared to other (alloy
without having silicon). But in the present study Copper is used with Aluminium as
the major alloying material and silicon is either absent or present only as impurity.
Copper addition to the Aluminium improves the alloy strength at room as well as
at high temperatures, but at the cost of quality of the cast component. To get good
quality, defect-free castings and to improve yield ‘casting simulation software’ can
be used which can predict the casting defects virtually. So in the present study effect
of adding Copper in the absence of silicon is studied where casting simulation soft-
ware helped to predict the solidification time and quality of final cast component.
Prediction of solidification time for different compositions of alloy gives an idea
about the hardness of the alloy. Simulation results from two types of sand castings
(spiral shape, step) are compared for their solidification time. The variation in solid-
ification time with variation of copper weight percentage which is 4, 8, 12% for this
experiment is studied. It was found that for a fixed composition the solidification
results from both types of sand casting (spiral shape and five-step component) are of
similar nature. The shop floor casting of the five step component is done and Rock-
wall hardness for all three compositions tested. Prediction of solidification time and
shrinkage defects results obtained through virtual casting process helps in improving
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process parameters which eventually can help in improving the yield of the compo-
nent production. Hardness results obtained for different compositions goes well with
the type of predicted solidification nature (time) for different shapes of casting for
this study.

Keywords Aluminium-copper alloy · Hardness · Casting simulation software

1 Introduction

Aluminium alloy is the most used alloy in automotive industry. Among many other
reasons of its use in automotive industry light weight, high strength to weight ratio,
ease in choice of manufacturing process are few. Developments in aluminium alloy
and optimization of casting techniques have lead to improvedmaterial properties and
functional integration which enable aluminium castings to satisfy the new market
requirements and have allowed to replace, in many cases, engine components made
with heavy cast iron alloys. Aluminium when combined with Copper gives very
good strength at room as well as at high operating temperatures. The strength of
Al–Cu alloy is due to the tetragonal structure of the θ ′ phase. Precipitate-hardened
Aluminium alloy A201 possesses the highest mechanical strength between room
temperature and 200 °C among the casting aluminium alloy. It is reported that
mechanical behaviour of AlCu5 alloys at high temperature despite the reportedworse
casting properties than conventional Ala–Si alloys showed better results [1–3].

Using Aluminium alloy for casting is subjected to limitations in using alloying
elements to get defect-free casting and high yield. For example, using silicon along
with copper add to the fluidity of the alloy composition which is necessary for casting
process. But at the same time silicon, limits its use at high temperatures.

So combination of both alloy compositions and their optimized manufacturing
techniques is the area of interest for researchers nowadays.

It is shown in studies that increase in solidification time decreases the hardness [4].
Higher freezing range attribute to lower hardness through cooling rate plays a vital
role to determine the microstructure which eventually affects mechanical behaviour
of any alloy [5].

In the present work with the help of simulation software hardness of aluminium
alloy for different wt% of copper (4, 8 and 12%) is studied. Here depending upon the
solidification time of alloy for spiral mould of different composition is compared.
Also for all the three compositions ‘five-step component’ (Fig. 1) developed by sand
casting. The computer-aided solidification time analysis showed that increasing the
wt% of copper affects its freezing range which ultimately affects the hardness.

Use of simulation software in manufacturing in recent days gaining popularity
as this can be used to predict rejection thereby improving yield. Simulation analysis
before actual shop floor casting saves time, material, money, etc. as all the trials are
done virtually. Study shows that replacing the trial and error with simulation software
which involves a virtual process can be able to utilize our resources efficiently [6].
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(a) (b)

Fig. 1 Green sand mould and casting of the 5-step component

Table 1 Alloy composition Alloy (wt%) AL1 (%) AL2 (%) AL3 (%)

Cu 4 8 12

Al 96 92 88

But as in casting of any component, lots of complex physical and chemical changes
occur during solidification; validation of the simulation results is a vital part which
too needs lots of research and study.

2 Experimental Procedure

2.1 Alloy Preparation

Master alloy is developed having melting 50% of commercially pure (99.9%)
aluminiumand50%of electrolytic copper. Then from themaster alloyAlloy1,Alloy2
and Alloy3 has been developed having 4, 8 and 12 wt% of copper respectively by
adding pure aluminium (Table 1).

2.2 Solidification Simulation

For simulation of different shapes and compositions “Z cast simulation software” is
used. Spiral shape simulation for all the three compositions, i.e. AL1, AL2, AL3
performed. Also Simulation for the above compositions done for the ‘five-step
component using “Z Cast simulation software” and the solidification time is noted.
For the five-step cast component, the freezing range was calculated from the cooling
curves.
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The solidification simulation for the step component shows that there is shrinkage
defects at the base of the riser. The shrinkage volume increases with the increase in
wt% of copper. Shrinkage dimensions are shown in Figs. 2b, 3b, and 4b, respectively,
for (AL1, AL2, AL3 alloy). Solidification cooling graph shows substantial variation
in the cooling curve. For AL1, solidification begins at a temperature of 680 °C and
it completes solidification zone at a temperature of 531 °C. For AL2, solidification
begins at a temperature of 630 °C and it completes solidification zone at a temperature
of 544 °C. For AL3, solidification begins at a temperature of 619 °C and it completes
solidification zone at a temperature of 543 °C.As copperwt% increases the volume of
the shrinkage keeps on increasingwith defect locationmoving to other side Figs. 2, 3,
4 shows the dimensions of the shrinkage defects and solidification time forAL1,AL2,
AL3 respectively. The results obtained from simulation verified with experiments.
The results of shrinkage were very much similar to the predicted results.

Simulation solidification for spiral shape is shown in Fig. 5a–c respectively for
alloy AL1, AL2, AL3.

All the results from simulation are tabulated in Table 2.

Fig. 2 Solidification simulation showing shrinkage and solidification time for AL1

(a)                (b)

Fig. 3 Solidification simulation showing shrinkage and solidification time for AL2
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(a) (b)

Fig. 4 Solidification simulation showing shrinkage and time for AL3

(a) (b)

(c)

Fig. 5 Spiral solidification simulation for solidification time

Table 2 Simulation results of AL1, AL2, AL3 alloys

Alloy Step solidification time (in
sec)

Spiral solidification time (in
sec)

Freezing range for step
solidification (in °C)

AL1 396 413 149

AL2 367 382 86

AL3 375 364 76
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2.3 Shop Floor Casting of Five-Step Component

AL1 orAluminiumhaving 4wt%of copperwasmelted in the furnace around temper-
ature of 750 °C. The pouring temperature was measured with the k-type thermo-
couple. It was maintained around 720 °C. Green sand mould is prepared using the
wooden 5-step pattern. Riser was located at the thickest part of the component. After
sprue, gate and riser properly placed molten metal poured with the help of a ladle in
to the mould cavity. Same procedure is maintained for AL2 and AL3. After solidifi-
cation, shrinkage cavity was found in all the three castings Fig. 1b at the base of the
riser.

2.4 Tests for Hardness

Samples of dimensions 20 × 20 × 10 mm (Fig. 6) were prepared from the five-step
component developed from green sand casting. Test results for Rockwall hardness
test for AL1, AL2, AL3 are shown in Table 3.

Fig. 6 Hardness test of
specimen AL1, AL2, AL3

Table 3 Hardness for AL1,
AL2, AL3 alloy

Alloy Hardness (HRB)

AL1 10

AL2 25

AL3 30
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Fig. 7 Comparison of
hardness and simulation
results
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3 Results and Discussions

3.1 Simulation Results

Simulation results of spiral test for all the compositions show that with increase in
copper percentage the total solidification time decreases. The results of spiral shape
give an idea about the variation of solidification time with composition Fig. 5a–c.

From the five-step component simulation results, the total solidification time for
alloy AL3 is slightly more than AL2. But when the freezing range was compared
it is seen that with increase in copper percentage the freezing range decreases. The
graphical comparison of hardness and freezing range and total solidification time of
AL1, AL2, AL3 (Fig. 7).

3.2 Experimental Results

The hardness for different compositions of alloy shows that with increase in copper
percentage in the alloyRockwall hardness number(HRB)also increases. These values
go well with the literature and also the predicted solidification time (Fig. 8). This
increase in hardness is a result of lower freezing range and higher cooling rate for
the given composition of the alloy

Fig. 8 Hardness versus
alloy composition
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4 Conclusion

• Both simulation and shopfloor results show thatwith increasing copper percentage
in Aluminium alloy increases its hardness. This increase in hardness can be
attributed to lower freezing range of alloy with increase in copper.

• But addition of copper makes the alloy susceptible to casting defects. As we saw
it from simulation as well as shop floor casting. Copper percentage affects the
fluidity of the alloy due to which shrinkage defects arises.

• So to get defect-free casting and also maintaining good mechanical properties
simulation software plays an important role. As it will reduce the actual shop
floor trial to get defect-free casting and increasing yield.

• Further study and analysis ofmicrostructrewill give an idea about of the properties
of the mentioned alloys.
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Attribute of SiC Powder Additive Mixed
EDM on Machining Performance
and Surface Integrity Aspects of Inconel
625

Ankan Das, Bhavani Tharra, V. V. N. Siva Rao Sammeta,
and John Deb Barma

Abstract Superior properties such as stability at higher temperatures and corrosion
resistance make nickel-based super alloys to use in aviation, marine, and processing
industries. However, properties like chemical attraction and low thermal conductivity
keep these super alloys under difficult to machine materials. In such cases, EDM is
the one of best possible solutions to machine electrically conductive materials. It is
difficult to achieve smooth surfaces and more material removal rate (MRR) using
normal EDM due to instability in the process. To achieve better MRR and surface
roughness (SR), silicon carbide (SiC) powders has beenmixed in the dielectric fluid to
study the effects of current, powder concentration, pulse on time, and pulse off time.
Results indicated that 49.09% increment inMRR, 29.22% increment in surface finish,
and better microstructure has been achieved by powder-mixed electro discharge
machining when compared to the EDM with simple dielectric.

Keywords Additive-mixed EDM · Electro discharge machining (EDM) · Material
removal Rate (MRR) · SiC powder · Surface roughness and microstructure

1 Introduction

Inconel 625 is nickel-based super alloy which posses properties like corrosion resis-
tance and oxidation resistance at high temperatures which makes it widely used
material in chemical processing, aviation, and marine industries. However, chemical
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attraction and low thermal conductivity of Inconel 625 are restricting its application
by making it difficult to machine by conventional processes. EDM place vital role
in machining difficult to machine materials. Fig. 1 shows the mechanism of EDM
process in which spark produces in between the work and tool due to the dielectric
breakdown, the produced spark erode the work material, and continuing the process
can be ended up with final required shape which is replica of the tool shape. Insta-
bility of the EDM process results in poor mechanical efficiency and SR, which limits
the usage of EDM in industries [1]. Debris accumulation in the spark zone might
be the reason for the reduction in the efficiency of the EDM process. To extend its
usage, different techniques are being used by the researchers such as tool rotation
[2] and powder-mixed EDM [1].

Improvement in flushing conditions was achieved by adopting the tool rotation,
which ultimately results in increasing the spark efficiency [2]. Figure 2 shows the
mechanism of powder-mixed EDM in which the mixed powder can form a chain-like

Fig. 1 EDM mechanism

Fig. 2 Powder-mixed EDM
mechanism
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structures in between the tool and work piece due to which the multiple discharges
can be possible. Thereby, low SR and high MRR can be achieved. Talla et.al [3].
found improved surface finish by adding 6 g/l graphite powder in the dielectric.
Distributing of the discharge energy was observed over the powder particles and led
to more number of shallower craters while machining Inconel 625. Anoop Kumar
Singh et.al [1] observed smoother surface and improvement in micro-hardness while
machining the Co605 super alloy by adding graphite powder to the dielectric. It was
further said that suface finish improved to 1.99 from 2.23 µm using PMEDM. Pecas
et.al [4] achieved smoother surface by adding 2 g/l silicon powder to the dielectric and
concluded that adding powder decreases the unuseful discharges which can observe
in case of normal EDM. Abdul Rani et.al [5] observed improvement in surface
finish by adding nano-aluminum powders to the dielectric while machining titanium
alloy and concluded that distribution of spark occurs due to the better suspension
of powder particles in the spark zone because of its less density. Banh et.al [6]
conducted research on die steel by mixing titanium powders in the dielectric and
obtained improved productivity and quality of the surface.

In the present investigation, the effect of semiconductive SiC powder mixed EDM
on Inconel 625 has been studied. Therefore, PMEDM is carried out to study the effect
of SiC powder on EDM performance. Comparison has been made for both EDM and
PMEDM in terms of MRR and SR by a varying current, pulse on time, pulse off
time, and powder concentration. Microstructures of the machined samples have been
studied using FESEM.

2 Experimental Procedure

Investigation has been done to study MRR, SR, and microstructure of Inconel 625
through additive-mixed electro discharge machining, and comparison has beenmade
among the performance measures for both EDMwith simple dielectric and additive-
mixed EDM. All the experiments were conducted on die-sinking EDM (25A pulse
generator Manual + ZNC, Sparoknix India Ltd.). Inconel 625 was selected as the
workpiece material with 20X20X3 mm dimensions. Kerosene as the dielectric fluid
and the electrolytic copper solid rod of diameter 12.5 mm and length of 60 mm as a
tool were chosen to perform the experiments.

Semi-conductive ceramic silicon carbide powder with the average particle size of
~10µmwas used as an additive to the dielectric medium. Current, pulse on time, and
pulse off timewere selected as the process parameters after the pilot run.Negative tool
polarity showed better results for the above-mentioned tool–work combination as per
the trail run. The ranges of selected process parameters were fixed as per the result of
pilot experiments and are listed in Table.1. The experiments were performed in two
different stages in which one set of experiments were carried by the conventional
mode of EDM, i.e., by using simple kerosene as the dielectric, as given in Table.2,
and the other set was carried by SiC-mixed kerosene as dielectric. The first stage
of experiments was done for getting the convincing set of process parameters by
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Table 1 Process parameters
range

Process parameters Range

Polarity Negative

Peak current 10–16 amp

Ton 4–7 position

Toff 4–7 position

Powder concentration 1–5.5 gm/liter

Table 2 Parametric design S. No. Peak current (amp) Ton (µs) Toff (µs)

1 10 100 30

2 12 100 30

3 14 100 30

4 16 100 30

5 14 50 30

6 14 100 30

7 14 150 30

8 14 200 30

9 14 100 20

10 14 100 30

11 14 100 40

12 14 100 75

varying one parameter at a time, keeping rest of the parameters constant to choose
the effective level SiC powder concentration in the dielectric while varying it from 1
to 5.5 g/l. In powder-mixed EDM, the same set of experiments was carried out in the
later stage by keeping the effective level of powder concentration in the dielectric.

Wb − Wa

ρ ∗ t
(1)

where Wb and Wa are weights of the samples before and after the machining,
respectively, ρ is the density of the workpiece material, and t is the machining time.

The weights of each workpiece were measured before and after the experiments
by using electronic balance (Shinko Denshi, Japan; Model: DJ 300S of 0.001 g
precision), and time taken by each experimental run was being recorded using a
digital stopwatch. Therefore, MRR was calculated using Eq. (1). Machined sample
was cleaned with 99% pure alcohol to wash out the accumulated free debris over the
machined surface, Taylor Hoboson 2D profilometer was used to find out the surface
roughness values, and average surface roughness values of 5 that runs over 8 mm
sample length were taken into account. Themicrostructures of the machined samples
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in both EDM and PMEDM were studied by using FESEM (Gemini, ZESISS Sigma
300) microscopic images at a magnification of 3.73Kx.

3 Results and Discussion

3.1 Estimation of Effective Powder Concentration

After completion of conventional EDMexperiments, effective current, pulse on time,
and pulse off time were fixed for further PMEDM experiments to find the effective
powder concentration in kerosene.

3.1.1 Effect of Powder Concentration on MRR

It is evident from Fig. 3 that MRR is increasing proportionally with the increasing of
the powder concentration level in the dielectric. The increase inMRRmaybe because
of the reduction in instability of the process [5] (i.e., short-circuit discharges, open-
circuit discharges as in case of EDM), and decrease in the dielectric strength leads
to the early occurrence of spark. Beyond 3.5 g/l powder concentration, the length
between tool and workpiece may be increased because of the bridging effect due to
which spark might not be generated, and it leads to decrease in MRR.

Fig. 3 Effect of powder on
MRR
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Fig.4 Effect of powder on
SR

3.1.2 Effect of Powder Concentration on SR

The effect of suspended powder particles in the kerosene on surface roughness can
be seen in Fig. 4, where SR decreases with an increase in powder concentration up
to 3.5 g/l. This is because the discharge density distributes into multiple discharges
over the impregnated SiC particles which leads to decrease in the current density and
ultimately forms shallow,wide crater on theworkpiece. SR decreaseswith the further
increase in powder concentration that leads to short-circuit pulses which results in
deeper craters.

Therefore, 3.5 g/l was selected as an effective level of SiC powder concentra-
tion in the dielectric to conduct the PMEDM experiments with the parameters as
incorporated in Table.2.

3.2 Analysis of Material Removal Rate

A comparison has been done for MRR in both EDM and PMEDM processes, and
effects of pulse on time, current, pulse off time have been assessed through graph-
ical representation of results. It is evident from Fig. 5a, both EDM and PMEDM
yield almost similar kind of results for MRR. As current increases, the discharge
density increases, resulting in the melting of more amount of material from the work
piece, thereby more MRR. In spark zone, at higher currents, debris were more in
volume, resulting in un-stability of the process which leads to lesser MRR in case of
conventional EDM. The aforementioned phenomenon was observed after 14A, but
in the case of PMEDM as the gap between the work and tool increases debris can
be evacuated, and thereby, increase in MRR can be observed even at higher current
values.
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(a) (d)

(b) (e) 

(c) (f)

Fig. 5 a–cComparison ofMRR for EDMandPMEDMw.r.t current, Ton, andToff.d–f Comparison
of SR for EDM and PMEDM w.r.t current, Ton, and Toff, respectively
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In both EDM and PMEDM, as pulse on time increases, an increase in MRR was
observed, as shown in Fig. 5b. Increase in pulse on time (i.e., holding the pulse energy
for longer period) leads to more amount of material to erode from the parent material
which results in higher MRR, but at higher pulse on time, the plasma channel gets
enlarged and leads to loss of energy to the dielectric medium that results as a lower
the MRR slope.

As pulse off-time increases,MRR decreases in both EDMand PMEDM, as shown
in Fig. 5c. The reasonmay be exposure time of spark energy reduces, as pulse of time
increases results in lesser MRR. As per Fig. 3, PMEDM yields more MRR with the
variation of all parameters compared to EDM, which maybe because of the reduction
of the instability of the process.

3.3 Analysis of Surface Roughness

Surface roughness values for both conventional EDM and AEDM were compared,
and the effects of current, pulse on time, and pulse off time have been assessed
through graphical representation of the results.

SR follows a similar trend in both EDM and PMEDM, as shown in Fig. 5d. It
was observed that SR increases upto a certain value of current and then decreases
as current increases. As mentioned above, as the current increase, spark energy
increases, which results in a deeper crater ended up with the rougher surface. Higher
current yields more amount of debris, which is difficult to evacuate from the spark
zone, might absorb some amount of spark energy, and ultimately results in decrease
spark density, thereby lesser surface roughness was observed.

It was observed from Fig. 5e that SR decreases as pulse on time increases. This
might be attributed to an increase in pulse on time enlarge the plasma channel, which
results in decrease in discharge density creates shallow craters yields lesser surface
roughness.

As pulse off time increases, increased SR was observed in both EDM and
PMEDM, as shown in Fig. 5f. Spark zone may be free of debris as those were
evacuated easily with an increase in pulse off time which maintains the stability in
the process (i.e., more useful pulses) and creates deeper craters that result in high
surface roughness.

In all the above cases, lesser surface roughness was observed in the case of
PMEDM than EDM. This is maybe because of energy distribution over the SiC
particle that produces the shallow crater compared to the conventional EDM process.

3.4 Improvement in MRR and SR in PMEDM

The percentage of increase in MRR and reduction in SR has been calculated and
graphically shown in Fig. 6 in which sets 1–4 represents the effect of current, sets
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Fig. 6 Increment and decrement of MRR & SR in PMEDM process

5–8 represents the effect of pulse on time, and sets 9–12 represents the effect off pulse
off time. It was observed that in PMEDM, MRR was increased by about 49.09% at
10A of current, and SR was decreased by about 29.22% to that of EDM. This can
firmly justify the improvement of the PMEDM process over EDM with a simple
dielectric medium.

3.5 Microstructure Analysis of Machined Surface

FESEM microscopic images of the machined surfaces at 3.7Kx magnification are
shown in Fig. 7a, b, which represents the clear view of achieved machined surfaces

(a) (b)

Fig. 7 Microstructures of a EDM and b PMEDM at peak current 10A, 100 µs Ton, and 30 µs Toff
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both for EDM and PMEDM conducted at the same parametric condition. Uneven
machined surface can be observed in Fig. 7a, which indicates the re-solidification
of the molten material attribute to less flowability and the higher thermal gradient
between the molten material and base material results in instant solidification of
molten material. It can be seen in Fig. 7b that molten material more evenly gets
solidified on the base material. This may be because SiC particle supplies the heat
input to the work material, which was absorbed by SiC particles at the time of spark
results in decreasing the thermal gradient and allows the molten material to flow
evenly before it gets solidified.

4 Conclusions

In this work, current, powder concentration, pulse off time, and pulse on time
have been considered as the process parameters, and SR, MRR, and study of
microstructures are taken as output parameters.

The following are the conclusions of the study:

(a) As compared to the EDMprocess, in PMEDMprocess, MRR increases for each
set of experiments, which clearly shows that the powder additive enhances the
conductivity level in the inter-electrode gap, which results in multiple sparks
generation with single discharge. As the peak current, pulse on time, MRR also
increases and decreases when pulse off time increases.

(b) MRR and SR in PMEDM are largely dependent on the concentration level
of powder particles in the dielectric fluid. In the present research work, the
concentration level has been kept as 3.5 g/l, which has been maintained
throughout.

(c) The surface roughness of machined samples achieved in PMEDM is also less
as compared to EDM. Due to enlargement of the width of the plasma channel
and increase in the discharge gap, it resulted in the formation of flat and large
shallow craters on the machined surface.

(d) As compared to normal EDM, the maximum percentage increment of MRR
achieved for PMEDM using SiC is about 49.09%, and maximum surface
roughness has been found to improve by 29.22%.

(e) PMEDM results in more even surface than EDM because better flowability of
molten material attributed to a less thermal gradient.
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Enhancement of Thermal Performance
of Microchannels Using Different
Channel Wall Geometries: A Review

Dipak Debbarma, K. M. Pandey, and Abhishek Paul

Abstract The current cooling demand and the size of the microchannel sink make it
verymuch challenging for the removal of heat inmodern electronics compact compo-
nents. The heat sinks with simple smooth microchannels are not adequate to remove
the required heat nowadays. Uses of rib, cavity, dimple, protrusions on channel wall
are the techniques to improve the Nusselt number (Nu), thermal resistance which
signify better performance of the heat sink. A significant number of works on single-
layered microchannel heat sink are carried out and after the proposal of new concept
of double-layered heat sink for the purpose of cooling of the electronic devices,
works on this type of sink are also started due to its high prospect. Silicon and water
as the substrate material and coolant, respectively, are the choices of most of the
researchers due to the merits they have. The present work is a review of the available
literatures and research papers relevant to microchannels having different geometry
structures with the objective to find and analyze the effects of the channel geometry
on the enhancement of performance of microchannels.

Keywords Rib · Cavity · Dimple · Protrusion · Thermal resistance · Nusselt
number · Double-layered heat sink

1 Introduction

Cooling is the mandatory criteria for thermal design of microelectronics-mechanical
system (MEMS) components and other electronic devices. The heat generated in
these systems such as computer processors, sensors, actuators should be removed in
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Fig. 1 Microchannel heat
sink (Courtesy: www.asm
e.org)

the necessary rate. The microchannel heat sink (MCHS) is the means to remove the
heat generated in such devices. The MCHS contains many parallel microchannels
which are having hydraulic diameter of less than 0.2 mm and fluid passes through
these channels to take away heat from the heat generation region. However, with
the advancement in the technology, the modern compact electronics products need
comparatively high heat removal rate. Hence, several mechanisms and techniques in
MCHS are predicted by many researchers to increase the heat transfer rate. Tuck-
erman and Pease [1], in 1981, firstmade the concept ofmicrochannel and investigated
to find the cooling of IC products. They fabricated various water-cooled silicon heat
sinks of 10 mm × 10 mm area with the numbers of small channels having different
channel depths and widths, into the heat sink. The Fig. 1 depicts such a typical heat
sink.

They observed that the maximum heat transfer rate could reach 800 W/cm2 in
their experiments.

2 Studies on Single-Layered Microchannel Heat Sink

2.1 Studies of Microchannels with Different Grooves, Cavity

Xia et al. [2] investigated themicrochannel with cavities taking water as cooling fluid
for the range of Re between 132 and 931. They studied the effects of parameters of
cavities on heat transfer. Their finding was that the fluid flow became weak for the
smaller number of the cavities; but the fluid flow became strong with the increase of
the number of the cavities. Xia et al. [3] numerically studied the microchannel with
triangular cavity and found the optimum geometric parameters. They obtained the
best configuration which exhibited the heat transfer enhancement factor (η) of 1.6
with the corresponding value, Nu/Nuo = 1.8. Chai et al. [4] performed numerical
investigations on microchannel heat sink with the cavities of circular shape. The
impacts of flow rate, heat flux on pressure drop, and heat transfer were studied.
They could observe that the heat transfer increases significantly when the flow rate is
increased. Chai et al. [5] in their experimental investigations followed by numerical
studies, evaluated the pressure drop, thermal characteristics in microchannel for

http://www.asme.org
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Fig. 2 Channel with
triangular cavity studied by
Kuppusamy et al. [6]

different cross sections of channel. The channelwith different cavities and the channel
without cavity were compared.

Kuppusamy et al. [6]conducted study onmicrochannel having grooves of triangle-
shaped. The increases of angle (8) as well as depth (d) have significant impact in the
performance of the channel, because with the increase of angle (8) and depth (d),
fluid–solid interface area and vortices are increased (Fig. 2).

Ahmed and Ahmed [7] did numerical investigation on the microchannel sinks
with grooves on sidewall. The effects of groove on the triangular, trapezoidal, and
rectangular shape were studied. They observed good heat transfer enhancement for
some channels due to the formation of symmetrical eddies. In the work of Ma et al.
[8] on microchannel having zigzag grooves, it was found that good performance of
channel had been obtained in terms of heat transfer for the zigzag which were not
very long and not much short. Debbarma et al. [9] performed numerical study on
channel with cavity. The circular cavity on sidewall of channel has impressive impact
on performance due to the improvement in fluid flow mechanism along the channel.
The highest value of the heat transfer enhancement factor (η) as obtained in the study
was 1.28 at Re 610.

2.2 Studies of Microchannels with Different Ribs

There are not much research works on only rib, since it alone does not show good
results. Chai et al. [10] studied the thermal, hydraulic characteristics in channel
with circular ribs. In their earlier investigations, the effects of circular-shaped ribs
on thermal characteristics only were studied. The geometric parameters include the
widthWr , height Hr , and spacing Sr of ribs. The highest number (50) ribs in 10 mm
channel provides maximum heat transfer rate. Chai et al. [11] conducted numerical
study for the geometry of circular rib in the next series of the investigation of Chai
et al. [10].In the study of aligned fan rib and offset fan rib, it was found that the ratio
f /f o had always been smaller for latter for all Reynolds numbers.
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2.3 Studies of Microchannels with Combination of Rib
and Cavity

The combined application of cavity and ribs is very much promising technique. Xia
et al. [12] did numerical investigation on microheat sink with cavities and ribs with
different rib parameters. Itwas the extensionwork ofXia et al. [2],with the addition of
the internal ribs. They found that the cavity and rib mounted together had impressive
performance. At the entry of rib, the flow velocity of water increases which further
decreases pressure in rib. This results in creation of flow disturbance. Zhai et al.
[13] performed comparative study on microchannels with cavities and different ribs
such as circular, trapezoidal, triangular, and rectangular ribs. Their findings showed
that the heat sink was best configured with circular ribs. Zhai et al. [14] in their
another work proposed six microchannels with ribs, cavities of different shapes and
compared their heat transfer performance. They observed that all the microhannels
of different models as studied had the best performance at the particular range of Re.
Wang et al. [15] investigated themicrochannel experimentally aswell as numerically.
The effects of ribs and different shapes of cavity were studied. It was observed that
the rib as well as cavity, helped in better heat transfer rate even if there was a pressure
drop. Li et al. [16] conducted the studies on microchannel with different cavities and
ribs. They compared the results of simple microchannel, channels with cavity only,
rib only and channel with both cavity and rib. They observed that laminar stagnation
zones formed at cavity for cavity channel reduced heat transfer. The temperature
distribution as well velocity distribution was uniform for channel with both rib and
cavity.

2.4 Studies of Microchannels with Dimple and Protrusion

Few investigators worked on dimpled and protruded wall of microchannel. Wei et al.
[17] performed numerical simulation of rectangular microchannel with the row of
dimples at its bottom surface. They have considered different dimples at various
positions in stream-wise direction of the channel and studied the phenomena of
velocity vectors and the heat transfer. There was a good heat transfer rate at the end
side of the dimple.

Fig. 3 Channel with
staggered and aligned
dimple, protrusion studied
by Xie et al. [18]
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Xie et al. [18] investigated by numerical technique, the influences of the dimple as
well as the protrusions on performance of microchannel. Their investigations were
on the channel models with dimpled and smooth surface, dimpled and protruded
surface which were further classified as staggered and aligned. They observed that
the upstream portion of dimple was associated with low heat transfer. The heat sink
they conducted study on, is shown in Fig. 3. Li et al. [19] studied the effects of pitch,
diameter on heat transfer enhancement using Al2O3–water nanofluids as a working
fluid and considering staggered and aligned pattern of microchannel. Dimpled and
protruded model shows better heat transfer than other arrangements. Li et al. [20] in
their investigation, used microchannel with both dimpled and protruded wall. They
obtained the maximum f /f 0 for a region for which separation flow was increased.
It showed that the thermal performance (TP), the significant parameter, improved
with the larger value of depth. Xu et al. [21] performed numerical study for different
position of dimples at the channel bottom wall. The aspect ratio, dimple spacing, and
dimple depth were varied. At the increase of aspect ratio, higher performance was
observed because the average velocity increases with increasing aspect ratio.

3 Studies on Double-Layered Microchannel Heat Sink

A new concept of double-layered microchannel heat sink for the purpose of cooling
of the electronic devices is first proposed by Vafai et al. [22]. They demonstrated that
this novel heat sink design was advantageous over the conventional single-layered
heat sink. In their work, the performance along with the temperature distribution for
these microchannels was predicted. As per their articulation, the unique feature of
the double-layered sink design is that heat transfer also takes place from the heated
coolant to the substrate at the outlet. Theynoted thatmaximum temperature difference
was 5 °C for the double-layered sink in the stream-wise direction; whereas for the
one-layered microchannel system, it was about 15 °C for the same parameters. The
changes in pressure drop and thermal resistance were studied by varying the channel
aspect ratio, width ratio, substrate materials, and pumping power in the work of
Hung et al. [23]. It was found that copper exhibited better cooling performance in
comparison with silicon, steel, and aluminum as substrate materials. Hung et al. [24]
in their another work used the nanofluids such as aluminum oxide, titanium oxide,
and copper oxide as coolants and analyzed the effects on the thermal resistance of
the channel varying the particle volume fraction. The aspect ratio of the channel
considered for the studies was in the range of 2–13. The effect of the aspect ratio was
such that the thermal resistance had first decreased and then had started increasing
on the increase of the aspect ratio.

Shen et al. [25] took novel structures having staggered flow alternation. They
increased the flow alternation from 1 to 5 number and investigated parallel and coun-
terflow in their numerical studies. The single-staggered channel with counter stream
exhibits good overall convective thermal performance as per the result. Wu et al. [26]
in their numericalwork studied the thermal performance of double-layer channelwith
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different width ratio and aspect ratio. Wei et al. [27] did experimental investigations
on double-layer heat sink along with numerical simulations. The effects of different
flow rate were studied. It showed that low thermal resistance was obtained for higher
flow rate. The single- and two-layered heat sinks were compared by Levac et al.
[28] where pumping power, thermal resistance had been evaluated on different flow
arrangement andReynolds numbers.Oneof the observationswas that the two-layered
sink with counterflow had the best results. Ahmed et al. [29] performed experiments
on rectangular and triangular heat sink of aluminum substrate using nanofluids. Their
results revealed that triangular channel had performed significant performances such
as better temperature distribution which showed good agreement with the work of
Wu et al. [26]. Some of the heat sinks tested in Ref. [29] are illustrated in Fig. 4.

Six heat sinks with different channel heights were investigated by Zhai et al.
[30]. Two channels consist of triangular ribs and triangular cavities. For the case
of microchannel with triangular ribs and triangular cavities, the heat transfer perfor-
mancewas highest in terms of the entropy generation rate and the temperature unifor-
mity. Zhai et al. [31] investigated double-layeredmicrochannel sinkwith cavities and
ribs mounted on the wall. They found that channel with opposite cavities and aligned
ribs gave the highest Nusselt number as the result of the formation of transverse
vortices in the cavities areas for all the channels. The staggered flow is the center of
the study of Zhai et al. [32]. Two types of staggered flow were proposed by them and
compared with counterflow. These staggered flow provide better performance to the
heat sink in terms of suitable temperature distribution.

Zhai et al. [33] investigated heat sink by field synergy principle and transport
efficiency of thermal energy. The models of microchannel heat sink were similar to
models taken in the work of by Zhai et al. [31]. Their work suggested the agreeable

Fig. 4 Ahmed et al. [29]: a rectangular microchannel, b rounded-end microchannel, c rectangular
double-layered microchannel heat sink, and d zigzag triangular double-layered microchannel heat
sink
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results with that of other works as the new channel structure contribute in reduction
of fluid temperature gradient.

Wong et al. [34] conducted numerical study to evaluate the thermal performance
of microchannel with various channel aspect ratios for parallel flow and counterflow.
They found that the high channel aspect ratio helped in reducing constriction to
allow more flow. As a result of it, optimum heat removal was observed for the
aspect ratio of 2.49 for counterflow configuration. In another investigation, Wong
et al. [35] considered tapered and converging channel to estimate the thermal and
hydraulic performance. The result suggested that although the effect of the taper
channel had better thermal performance in comparison with simple straight channel,
the higher pumping power was required for it.

Leng et al. [36] employed optimization method to predict the best performance of
heat sinks. And for this purpose, they chose channel number, channel height, channel
width, and coolant inlet velocity as search variables. They estimated that maximum
bottom wall temperature change was only 3.23 K for the optimal channel which had
number of channel = 54, channel width = 0.088 mm, channel height = 0.141 mm.
Leng et al. [37] proposed a new double-layer sink with truncated top channel. They
described that temperature of the coolant at top channel was always higher than that
of the bottom coolant in the inlet region of bottom channels. Their simulation results
showed that the overall thermal resistancewas reduced by 37.5% for the truncated top
channels. Leng et al. [38] applied the optimization technique on the heat sink similar
to the sink of Leng et al. [37]. Tominimize the overall heat resistance, search variables
such as channel height, channel width, channel number, and truncation length of top
channel were considered. The optimal channel was the channel with channel width
= 0.116 mm, channel height = 0.525 mm, and dimensionless truncation length =
0.28. An improved heat sink with converging channels was presented by Osanloo
et al. [39] where the temperature distribution, thermal resistance, and pumping power
were obtained for different flow rates and convergence angles.

4 Conclusion

The width parameter, depth parameter and spacing of grooves, cavities, dimples,
and protrusions have substantial impact on the flow characteristics of channel. Thus,
the impact of these parameters regulates the thermal performance. The combina-
tion of cavity and rib in microchannel showed better results with significant heat
transfer enhancement factor. The various research works on double-layered heat sink
conclude that these new designs of heat sink are advantageous over the conventional
single-layered heat sink. Furthermore, the performances such as the temperature
distribution, thermal resistance for thesemicrochannels can be enhanced by applying
different channel wall geometry, flow arrangement, etc. Finally, the growing interest
in suchmicrochannel sinks indicates that research in this area is still developing [40].
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Experimental Investigations of Beeswax
Based Composite Phase Change Material

Durgesh Kumar Mishra, Sumit Bhowmik, and Krishna Murari Pandey

Abstract Phase change material (PCM) can be utilized for thermal energy storage,
where extra or waste heat is available. Extra heat generation is dangerous for various
systems like electronics equipment, Solar panel, Li-ion battery, etc. that can reduce
the efficiency or damage the systems. So, with the incorporation of PCM one can
manage that extra heat. PCM can also store the available solar energy which may
be utilized for solar water heating systems, solar stills, solar air heater, etc. In the
current study, beeswax is used as PCM and graphite used as property enhancer. The
fabrications of composite PCM have been done with melt-mixing method. Scan-
ning electronic microscope (SEM) and X-ray diffractometer (XRD) were used to
obtain morphology and chemical compatibility of the composite. Differential scan-
ning calorimeter (DSC) and thermal conductivity meter were indicated the melting
temperature, melting latent heat, and thermal conductivity of the sample. SEM and
XRD results revealed that the fabricated composite was only the physical combina-
tion of BW and graphite there is no extra chemical form during the combination.
The DSC data indicated that melting temperature values were decreased from 61 to
58.5 °C at the same time latent heat also decreased from 160 J/g to 141 J/g. Thermal
conductivity result showed that the value of conductivity increased from 0.25 to
0.76 W/m–K. All the results favored that the developed composite can be utilized
for water heating units.
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Thermal conductivity
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1 Introduction

Phase change material (PCM) is playing a very crucial role in the field of thermal
energy storage and management [1]. In various engineering applications such as
solar panel, electronic devices, Li-ion battery, etc., the temperature rise is a prob-
lematic issue that reduces efficiency of the system or can damage the system. So,
by incorporating PCM with these devices the temperature of these systems can be
controlled [2–5]. The working principle of PCM is shown in Fig. 1. where it can be
easily understood that PCMworks in a cyclic manner. First of all, it absorbs heat and
become liquefied and after that if temperature of PCM environment decreases then
it releases heat and become solidified [6].

PCM is classified basically in three categories organic, inorganic, and eutectic.
Organic is further classified as paraffin and non-paraffin, inorganic is categorized
as metal, alloys, salt, etc. and eutectic is the mixture of organic and inorganic [7–
9]. Among all of them, organic PCM has excessive attention because of suitable
phase transition temperature, high heat storage capacity, congruent melting, no super
cooling, low vapor pressure, no volume alteration at the time of phase change, non-
toxicity, excellent thermal and chemical stability [10]. Paraffin which is a kind of
organic PCM is limited resource because it is a byproduct of petroleum product.
So, it is required to find another non-paraffin organic PCM for energy storage in the
place of paraffin. In this regards, beeswax is coming into picture for the replacement
of paraffin. But the serious drawback of organic PCM is less thermal conductivity
[11–15]. In this study, the focus is on the enhancement of thermal conductivity
of beeswax (BW) based PCM. For enhancement of thermal conductivity, graphite

Fig. 1 Working cycle of PCM
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Fig. 2 Physical appearance of a BW and b Graphite

has been incorporated with PCM which has excellent thermal conductivity. Scan-
ning electron microscope (SEM), X-ray diffractometer (XRD), differential scan-
ning calorimetry (DSC), and thermal conductivity meter were used to characterize
physical, chemical, and thermal compatibility of the sample.

2 Materials and Methods

2.1 Materials

BW (C15H31COOC30H61, melting point temperature 61 °C) was obtained from Hi-
Tech Natural Products (India) Limited, Dilshad Garden, Delhi, which is used for
energy storage media. Graphite is purchased from Intelligent Materials Pvt. Ltd.
(Nanoshel), Punjab, which is used for properties enhancer. All the materials used
without further purification that is shown in Fig. 2.

2.2 Fabrication Method

The composite was fabricated through melt mixing method that is shown in Fig. 3.
Equipment used at the time of fabrication were furnace, magnetic stirrer, and
aluminum mold. First the BW is required to melt in the furnace at 100 °C. After
the melting of BW, graphite powder was mixed with the help of magnetic stirrer at
the temperature of 100 °C and 450 rpm for four hours. The main reason for mixing
was proper dispersion of graphite powder in liquid BW. Finally, the mixed liquid
was poured into the aluminum mold for the generation of samples. Aluminum mold
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Fig. 3 Fabrication of composite PCM

Table 1 Sample label and
composition

S. No. Sample label Compositions in %

1 BW 100% BW + 0% graphite

2 PCM-1 92.5% BW + 7.5% graphite

3 PCM-2 85% BW + 15% graphite

was kept at room temperature only. The composition of the materials and the sample
label is given in Table 1.

2.3 Characterization

Surface morphology was characterized by SEM, JSM-6010LA, JEOL (IIT Kanpur).
Chemical behavior of the material was examined by XRD (Xpert Pro, PANalytical
XRD instrument, NIT Silchar). Thermal properties, containingmelting point temper-
ature and melting latent heat were measured through DSC (Perkin Elmer instrument,
heating rate 10 °C/min, temperature range 15–150 °C, S.N. Bose institute Kolkata).
Thermal conductivity of the specimen was observed by third-generation C-Therm
thermal conductivity measuring device.
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Fig. 4 SEM image composite PCM-2

3 Results and Discussions

3.1 Morphology Characterization

SEM analysis was used to analyze the morphology of BW/graphite composite with
15% graphite is presented in Fig. 4. This figure exhibited the two different regions
that is presenting two separatematerials; BWand graphite powder. It can be observed
from figure that the graphite powder is distributed into the BW, which utilized as
matrix material. The proper dispersion of graphite into BW enhances the properties
of BW. It can easily be identified that the graphite powder distributed into the BW
as a darker area and uneven shape. The white area shows the BW as PCM.

3.2 Chemical Compatibility

Figure 5a and b shows the XRD graph of BW and BW/graphite powder composite.
In figure (a), the peak is at 21.8° and 23.9° that belongs to BW and in figure (b)
the peaks are at 21.5°, 23.6°, and 26.2° which belongs to composite. The peak of
composite at 26.2° is due to graphite and at 21.5° and 23.6° due to BW. So, the
XRD pattern revealed that no extra peak formation other than BW and graphite,
this shows that there was only physical interaction within the material, no chemical
reaction occurred. The peak intensity also demonstrates the better crystallinity of the
composite.
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Fig. 5 XRD Image of a beeswax b composite PCM

3.3 Thermal Properties of the Sample

Thermal properties of the samples were estimated with the help of DSC. The DSC
graph, which is in between heat flow and temperature for BW, PCM-1, and PCM-2
is shown in Fig. 6. It is revealed from the figure that there are two peaks in every
graph. First one belongs to solid–solid phase transition and the second one belongs
to solid–liquid phase transition. The solid–liquid phase transition peak value gives
the melting temperature. Melting point temperature and latent heat of all the samples
were obtained from DSC. The melting temperature of BW, PCM-1, and PCM-2
obtained was 61 °C, 59 °C and 58.2 °C, respectively. Latent heat value of BW,
PCM-1, and PCM-2 was obtained 160 J/g, 152 J/g, and 141 J/g respectively which
is exhibited in Table 2. Results showed that melting temperature and latent heat both
showed reduction in the value with the incorporation of graphite powder.

3.4 Thermal Conductivity

Thermal conductivity of the fabricated samples was obtained through thermal
conductivity meter at room temperature and it was found that the incorporation of
graphite enhanced the value of thermal conductivity. Since the available organic PCM
contains less value of thermal conductivity and less thermal conductivity affects the
working cycle of PCM. Therefore it is required to add properties enhancing mate-
rial with PCM to enhance the working cycle efficiency. Each fabricated samples
were measured three times and averaged value of obtained data is exhibited in
Fig. 7. The thermal conductivity values of BW, PCM-1, and PCM-2 were obtained
as 0.25W/mK, 0.62W/mK, and 0.72W/mK respectively which is exhibited in Table
2.
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Fig. 6 DSC curve of a Beeswax b PCM-1 (C) PCM-2

Table 2 Thermal properties and thermal conductivity

S. No. Sample label Melting temperature
(°C)

Melting latent heat
(J/g)

Thermal conductivity
(W/mK)

1 BW 61 160 0.25

2 PCM-1 59 152 0.62

3 PCM-2 58.2 141 0.71

4 Conclusions

BW is a kind of organic PCM with a good amount of heat storage capacity.
However, BW shows less thermal conductivity, which hampers rate of heat storage.
In the present study, graphite powder was used as properties enhancing material.
For enhancing the properties of PCM, graphite mixed with PCM through melt-
mixing fabrication method. After the characterization of all samples the following
conclusions were obtained:

1. SEM and XRD results indicated that the composite of BW and graphite powder
was physically and chemically compatible.
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Fig. 7 Thermal conductivity of fabricated composite

2. DSC test revealed that the phase transition temperature and latent heat of PCM
decreased with the increasing value of graphite powder.

3. Thermal conductivity value of the fabricated composite affected with graphite
powder addition and it increased with increment of graphite mass fraction.

4. The application of the developed composite significantly in the water heating
units.
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Investigation on Thermo-hydraulic
Performance of Channel with Various
Shapes of Rib Roughness: A Review

M. K. Sahu, Kumari Ambe Verma, and K. M. Pandey

Abstract To enhance the heat transfer performance, the advanced design of the
equipment is essential as it can save energy, material, and cost. Among many tech-
niques for the enhancement of the heat transfer rate, disturbance formation in the
form of the roughness at the heated surface is suitable. This idea generally leads
to generate turbulence. Ribs can highly be recommended for the placement on the
heated surface to increase the heat transfer rate. The roughness in the form of ribs
can be used in numerous applications such as solar air heater, gas turbine blade
cooling, and nuclear reactors cooling, etc. Rough surface in the form of ribs create
the disturbance in the laminar sub-layer. It leads to the increase in turbulence near
the heated walls and this turned in to the enhancement of the heat transfer rate.
However, rib roughness on the heated surface increases the flow resistance. So, this
is the challenge to design a novel shape and configuration of ribs. The ribs should
also be designed in the direction of enhancement of the heat transfer rate with the
least pressure drop penalty. So, the objective of the article is to comprehend and
explore the traditions behind the numerous design of ribs and their effect on the heat
transfer rate. In recent years, a combination of more than one method to enhance the
heat transfer are used simultaneously to achieve required heat transfer enhancement.
The quest to enhance the heat transfer with a lesser drop in pressure by modification
of heated surface is still a topic of research. So, there can be chances to enhance
the heat transfer rate by using a novel design of ribs roughness. Lower heat transfer
has been seen between the wall and the air because of the lower air heat transfer
coefficient. Therefore, investigation on the heat transfer enhancement technique is
still a research area when working fluid is air. It is also noticed that researchers have
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mainly used single shaped ribs, but combination of different shapes of ribs is not
seen in the literature.

Keywords Rib roughness · Heat transfer · Turbulators · Surface modifications

1 Introduction

The process of heat transfer is the most basic process associated with many devices.
It is accessed that about 80% of the use of energy is associated with one or other
kinds of heat transfer processes [1]. Therefore, it is important to investigate different
techniques to boost the heat transfer rate and efficiency of heat transfer equipment.
In recent years, the world is primarily focusing on enhancing the performance of
the device. Improving the performance of a heat transfer device is important as it
can save energy, material, and cost. Numerous turbulators are utilized to enhance the
thermal performance of channels such as ribs, dimple, vortex generator, groove, etc.
This turbulator rise the turbulence near the wall and this will turn to enhance the heat
transfer rate. Rib in the form of roughness is used in different industrial usage such as
air heater (Solar), an internal surface of a gas turbine blade, gas-cooled reactors, etc.
Rib turbulators are placed on the wall to augment the heat transfer rate of equipment
by enhancing turbulence near the region of the wall. The air (or the gas phase in
general) has very low heat transfer coefficient. Surface modifications such as rib
roughness create the disturbance in the viscous sub-layer region. In spite of several
investigations on heat transfer performance; turbulence and turbulent boundary layer
in a roughened surface and the in-depth physics of these types of flow problems are
still a subject of research. General measurement methods have shown to be incorrect
for the roughened surface primarily due to high turbulence close to the roughened
surface. Therefore, computational investigations are generally used nowadays for the
rib roughened surface. For the last few decades, rough surfaces have beenmade on the
heated surface to augment the convection heat transfer by the increase of turbulence.
The disadvantage of the roughness is that it leads to drag formation. Therefore,
considerable effort has been done for the optimization of roughness configuration.

2 Enhancement Methods

Heat transfer enhancement is of main significance in the design of heat exchangers.
Several enhancement methods have been invented in the last few decades and these
are applied to different industrial applications. Different heat transfer augmentation
methods are employed to increase the thermal performance of heat exchanger. These
methods are mainly divided into three categories as given below [2].



Investigation on Thermo-hydraulic Performance of Channel … 903

2.1 Active Methods

In active methods, external power is required for enhancing the heat transfer rate.
Active methods are complex from the application and design point of view.

2.2 Passive Methods

In passive methods, no external power is required for augmenting the heat transfer
rate. Generally, the heat transfer surface is modified or some inserts are placed in the
flow channel.

2.3 Compound Methods

In thismethod, two ormore of these (active and passive) techniques are applied simul-
taneously to produce a heat transfer enhancement that is greater than the individual
techniques used separately.

The objective of the article is to comprehend and explore the traditions behind the
numerous design of ribs and their effect on the heat transfer rate. As the design of the
ribs is still a major consideration to improve the performance. The major influence is
commonly seen in thermal performance and fluid friction behaviour of the channel.
Several investigations are reported in the below literature on the thermal performance
of the channel by using several shapes of ribs.

3 Literature Review

3.1 V-Shaped Ribs

Jia et al. [4] explored numerically thermal and fluid flow features of square channel
havingV-shaped ribswithRe range of 4000–32,000. They suggested for turbine blade
cooling to use V-shaped ribs pointing downstream to get maximum heat transfer.
Ruck and Arbeiter [7] carried out numerical investigation for thermal behaviour of
channel roughened using various dimensions of V-shaped and transverse ribs. They
have taken helium gas as working fluid and Reynolds number considered is 1.05 ×
105. Thakur et al. [18] performed both computational as well as experimental studies
for thermal behaviour of channelmountedwith hyperbolic ribswith different arrange-
ments as inclined, V andW shaped. The inclination angle of ribs as 30°, 45°, 60°, and
90°. They found that V-shaped rib with 60° inclination at rib height 1 mm and pitch
10mm at Re of 6000 has highest thermo-hydraulic performance because of enhanced
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mixing and secondary flow generation. Zheng et al. [29] studied numerically thermal
and flow friction behaviour of channel mounted with V-shaped slit ribs. They inves-
tigated the influence of different shapes of slit such as one rectangular slit and four
shapes of V-shaped slit on thermal performance. They noticed that broken slit ribbed
channel has improved heat transfer performance due to higher turbulence intensity.
Generally, hot spot and recirculation flow occur behind the solid ribs. However, in slit
ribs, generation of secondary flow impinges directly to the recirculation zone behind
the ribs and in turn decrease the recirculation flow, enhances the Nusselt number.
Further, thermal performance index of broken slit is higher due to less pressure drop
and increase in Nusselt number (Nu). Jin et al. [32] analyzed numerically the effect
of multiple V-shaped ribs with staggered arrangement on thermal and flow behaviour
of channel. It is observed that staggered arranged multiple V-shape ribs have higher
heat transfer performance than equivalent inline arrangement.

3.2 Transverse Ribs

Singh et al. [6] analyzed computationally the thermal and fluid friction behaviour of
channel roughened using transverse ribs of uneven cross-section, i.e. saw tooth and
unchanging cross-section, i.e. trapezoidal, circular and square. They found Nusselt
number (Nu) of uneven cross-section saw-tooth is higher than that of unchanging
cross-section trapezoidal, circular and square ribs for Re No. beyond 7000 because
of reduced low heat transfer area. Similarly, friction factor (f ) of uneven cross-
section saw-tooth is less than that of unchanging cross-section circular, square, and
trapezoidal ribs. Chaube et al. [10] analyzed computationally the thermal and flow
behaviour of channel roughened using different shapes of ribs. They observed that
2D analysis results are near to experimental results in comparison to 3D analysis
because the influence of secondary flow in ribs 90° angle to flow is negligible. They
suggested 2D analysis can be employed for transverse rib roughened channel with
less consumption of memory and computational time. It is noticed that SST k-w
turbulence model predicts satisfactorily with experimental data of heat transfer and
flow performance. They noticed that the best heat transfer performance is for cham-
fered ribs and thermal performance factor is highest for rectangular rib of dimension
3× 5mm.Yadav andBhagoria [14] implemented computational analysis for thermo-
hydraulic behaviour of solar channel roughened with transverse square rib and found
that performance is mainly influenced by the relative roughness height. They esti-
mated the highest thermal performance factor value is 1.8. Yadav and Bhagoria [15]
accomplished CFD investigation for thermal behaviour of solar channel roughened
with transverse square-sectioned rib and found that performance ismainly influenced
by the relative roughness height. The highest value of thermal performance factor is
found to be 1.88 at e/D of 0.042 and p/e of 10.71. Singh et al. [31] performed both
experimental and computational studies for thermal–hydraulic performance of rib
roughened solar channel. They studied two different types of rib roughness such as
square shape wave pattern and transverse ribs (multiple broken). Nusselt number for
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both rib shapes enhances with rise in Reynolds number. This situation is because of
decrease in reattachment length and in turn decreases in low heat transfer zone behind
the rib. Heat transfer performance of transverse ribs (multiple broken) is higher than
square shape ribs with wave pattern because of flow through gaps and increase in
local heat transfer surface. Further, thermal enhancement factor of transverse ribs
(multiple broken) is higher than square shape ribs with wave pattern.

3.3 Circular, Conical and Curved Ribs

Alam and Kim [8] investigated computationally the thermal and hydraulic behaviour
of channel with conical protrusion rib on the heated surface. They observed higher
heat transfer enhancement for conical protrusion rib as compared to spherical
rib. They estimated 69.8% maximum thermal efficiency and maximum efficiency
enhancement factor of 1.346 at relative roughness pitch 10. Yang et al. [3] performed
computational investigation for thermal and flow friction behaviour of channel
roughened using angled ribs. The author studied thermo-hydraulic performance by
analyzing the ratio of rib pitch, rib height and rib angle. They observed the effect of rib
height is more than other parameters on average Nusselt number. Experimental and
numerical investigation has been done by Chung et al. [5] to investigate the thermal
and fluid flow behaviour of channel roughened using semi-circular ribs. They have
taken two turbulence models such as SST k-ω and v2-f for actual flow physics near
the wall. They observed that turbulence kinetic energy is directly associated with
recirculation flow diffusion and a result of v2-f turbulence model is conformity with
experimental results. The thermo-hydraulic performance value of semi-circular ribs
with pitch ratio of 13 has highest (1.35) from different pitch ratio considered. Xie
et al. [11] conducted computational investigation for thermal and fluid flowbehaviour
of channel roughened employing three types of ribs. They found that curved ribs
at depth to width ratio of 0.4 has maximum thermo-hydraulic performance from
different ribs pattern considered. Singh et al. [28] performed both experimental and
numerical analysis for thermal and fluid flow behaviour of channel roughened with
criss-cross rib roughness placed in inline and staggered manner. It is observed that
both inline and staggered criss-cross configuration has same level of enhancement of
heat transfer from 2.7 to 3.1. The friction factor of staggered criss-cross rib config-
uration is higher than that of inline pattern. Further, thermal enhancement factor of
both inline and staggered configuration are similar and value is from 1.2 to 1.5 at
Reynolds number from 30,000 to 60,000.

3.4 Wavy Ribs

Wang et al. [9] analyzed numerically thermal and flow friction characteristics of
channel roughened using wavy ribs. The parameters of wavy ribs considered are
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height of rib, radius of rib round and rib angle. They found that rib height is the main
parameter which decide the enhancement of heat transfer in ribbed surface. They also
observed that wavy ribbed surface has 10–35% higher heat transfer performance than
45°V-shaped ribs is because of area ofwavy rib surface is double that of 45°V-shaped
ribs. Wang et al. [13] explored computationally the thermal behaviour of channel
roughened usingwavy ribs. They examined the influence of various geometric factors
of ribs on thermal behaviour atRe range of 10,000–40,000. They observed that radius,
angle and height of the ribs are the key factors that influence the thermal behaviour
of channel whereas rib thickness is not so important rib parameter that influences the
thermal behaviour of channel. Promthaisong and Eiamsa-ard [25] explored numeri-
cally the influence ofwavy triangular ribs on thermal performance andflowbehaviour
of channel. It is noticed that wavy triangular ribs augment the Nusselt number due to
generation of vortex flow in wavy triangular ribs that disrupt the thermal boundary
layer. Nusselt number augments with increase in Re and blockage ratio, and reduc-
tion in pitch ratio, which increases the vortex flow, and thus boundary layer thick-
ness decreases. They obtained highest thermal performance factor of 2.62. Singh and
Singh [21] performed CFD investigation to find the thermo-hydraulic behaviour of
solar channel roughed using non-uniform cross-section square-shape wave-structure
rib. They noticed that Nu increases with increase in Re because of decrease of reat-
tachment length with increase in Re. Further, it is noticed that highest increase in
Nu and f with respect to smooth channel is 2.14 and 3.55 times, respectively. It is
noticed that Nu and thermal enhancement factor of square wave ribbed channel (non-
uniform cross-section) is higher than that of square wave ribbed channel (uniform
cross-section). The highest thermal enhancement factor value is 1.43 for square wave
ribbed channel (non-uniform cross-section).

3.5 Longitudinal Ribs

Betti et al. [24] performed RANS based numerical analysis for heat transfer perfor-
mance of thrust chamber of rocket engine by placing longitudinal ribs on wall. They
observed that Nusselt number is directly related to surface area. It is also noticed that
with increase in rib height, efficiency decreases because of thermal stratification in
the region between two ribs. Zhang et al. [33] performed computationally the thermal
performance of channel placed with longitudinal intersecting ribs. The influence of
number of longitudinal ribs on heat transfer rate is studied. They noticed that section
of high heat transfer is just downstream of point of intersection of longitudinal ribs
and angled ribs due to the creation of secondary flow. As the number of longitu-
dinal intersecting ribs increases, heat transfer rate in increased due to more regions
is covered with secondary flow. However, pressure drop is also increased because of
increase in number of longitudinal intersecting ribs. Thus, it is indicated that heat
transfer enhancement is maximum for two longitudinal intersecting ribs.
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3.6 Different Ribs Shape

Du et al. [12] analyzed computationally the thermal–hydraulic behaviour of tube
roughened using sinusoidal ribs with water as working fluid at Re from 400 to
1800. They observed that sinusoidal design based ribs enhance mixing and disturb
the thermal boundary layer resulting in enhancement of thermal performance. They
observed the maximum overall thermal performance of 3.64 with the use of sinu-
soidal ribs. Kumar et al. [19] performed computational analysis on triangular duct at
different geometrical parameters of ribs. They found the highest value of Nu and f is
2.88 and 3.52, respectively, at e/D of 0.043. Kamali and Binesh [26] performed simu-
lation to study the influence of various shapes of ribs on thermal and flow behaviour
of square channel. Various shapes of rib considered are triangular, square, and trape-
zoidal. They noticed that heat transfer distribution between ribs is strongly influenced
by rib shapes. Further, it is observed that trapezoidal rib offers the highest Nusselt
number and pressure drop from the considered rib shapes. Shukla and Dewan [27]
performed computational analysis for flow and thermal behaviour of square channel
roughened using different ribs. Different ribs considered are transverse ribs and V-
shaped ribs (60° angle broken thin and thick ribs). In transverse ribs, the recirculation
is formed immediate after the ribs, which worsen the heat transfer performance. It is
noticed that 60° V-shaped ribs (broken) has higher Nu and overall performance than
continuous transverse ribs. Further, it is noticed that thin ribs have higher performance
than the thick one. Xie et al. [34] analyzed computationally the thermal behaviour
of rib-roughened channel with different types of deflector. The deflector is used to
enhance the flow behaviour in the wake region and guide the fluid between ribs. It
is observed that the deflector trips the boundary layer and enhance mixing. Further,
it is found that cylindrical deflector has the highest TEF at higher Reynolds number
(Re) from the considered shapes of deflectors. Lan et al. [35] performed numerical
studies to find the roughness pattern in channel that has highest thermal performance.
The roughness geometries considered are rib-dimple and rib-protrusion. It is noticed
that rib-dimple channel offer negligible augment in heat transfer rate. Further, it is
noticed that rib-protrusion channel has considerable heat transfer augmentation with
small increase in friction factor.

3.7 Triangular, Elliptical and Rectangular Ribs

Yadav and Bhagoria [16] conducted computational investigation on performance
of channel roughened using equilateral triangular ribs. They estimated the highest
thermal performance factor as 2.11 for e/D of 0.042 and p/e of 7.14 at Re of 15,000.
Gawande et al. [17] analyzed both experimentally and computationally the perfor-
mance of channel roughened using L-shaped (reverse) roughness of rib on the heated
surface. They estimated the highest TEF of 1.90 for e/D of 0.042 and p/e of 7.14 at
Re of 15,000. Kumar et al. [20] performed two-dimensional CFD investigation for
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thermal performance and flow friction of channel having elliptical rib roughened on
the heated surface at different geometrical parameters of ribs. They observed that
vortex generation and mixing enhance the heat transfer performance. It is noticed
that highest heat transfer and friction factor estimated at relative roughness width of
0.5, e/D of 0.045, and p/e of 6. Zheng et al. [30] performed computationally thermal
behaviour of channel roughened using converging and diverging slit ribs of five
different geometrical shapes such as rectangular slit and trapezoidal slit of different
dimensions. It is observed that trapezoidal slit ribs of smallest angle have greater heat
transfer performance due to advanced turbulence intensity. Further, thermal perfor-
mance index of trapezoidal slit ribbed channel having smallest angle has highest
value. Moon et al. [22] performed computational analysis for thermal and friction
factor behaviour of channel roughened with sixteen shapes of rib-roughness. It is
noticed that the new boot-shaped ribbed channel has the highest Nusselt number
with average value of pressure drop. They observed that size of recirculating zone
behind the rib roughness determines the heat transfer performance of channel. Yang
and Chen [23] performed two-dimensional computational analysis and optimization
method for selection of optimized geometric design of rib that has the highest thermal
performance. They used response surface methodology and genetic algorithm for
optimization of thermal performance. It is found that for optimized configuration of
ribbed channel, thermal performance factor for inline and staggered arrangement are
1.1–1.5 and 2.68 respectively.

4 Summary

The following inferences are drawn from the literature review based on various
research works carried out in the area of rib-roughened channel by different
researchers:

• In recent years, a combination of more than one method to enhance the heat
transfer are used simultaneously to achieve required heat transfer enhancement.

• The quest to enhance the heat transfer with a lesser drop in pressure by modifi-
cation of heated surface is still a topic of research. So, there can be chances to
enhance the heat transfer rate by using a novel design of ribs roughness.

• Lower heat transfer has been seen between the wall and the air because of the
lower air heat transfer coefficient. Therefore, investigation on the heat transfer
enhancement technique is still a research area when working fluid is air.

• It is also noticed that researchers have mainly used single shaped ribs, but combi-
nation of different shapes of ribs is not seen in any of the articles.

Roughness in the form of rib on the surface is one of the techniques of heat transfer
augmentation. Generally, in a smooth surface flow; the boundary layer develops and
grows along with the flow of fluid. Due to boundary layer growth, fluid particles near
the heat transfer surface are not mixed with core bulk fluid particles and the heat
transfer rate is low. Therefore, the combination of different shapes of rib roughness
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can be made on a heat transfer surface that can utilize to create the disturbance in the
boundary layer. Also, reattachment of the free shear layer occurs due to rib roughness
which enhance the heat transfer rate.
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Interfacial Instabilities in Rotating
Hele-Shaw Cell: A Review
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Abstract We have reported the interfacial instabilities or viscous fingering insta-
bilities in rotating radial Hele-Shaw cell (HSC). The cell is rotated with constant or
time-dependent angular velocity about an axis perpendicular to the plane of the flow.
Inside the cell, a low viscous fluid displaces a high viscous fluid. Due to this unstable
displacement inside the cell fingers like pattern appears at the fluid–fluid interface.
It is called viscous fingering (VF). Interfacial instabilities are usually undesirable in
engineering applications (dendritic growth decreases the life of rechargeable lithium
batteries, VF decreases sweep area due to this reason efficiency of enhanced oil
recovery decreases) but it is also beneficial for somepractical applications (improving
the CO2 mixing in saline aquifers for carbon sequestration, enhancing the mixing
efficiency in microfluidics devices). Therefore active control (suppress or promote)
of the interfacial instabilities is an important aspect. Many researchers have been
done work on active control of interfacial instabilities in radial rotating HSC. A
few of them we have taken in this paper. Researchers have been found fluid–fluid
interfaces destabilized in radial rotation HSC mainly by centrifugal forces (density
differences) and viscosity contrast. The interfacial instability in the radial rotating
Hele-Shaw cell depends on rotational velocity (�̀), gap between plates (b), wetta-
bility of cell, viscosity, density and surface tension. We have reported many research
works related to active control of interfacial instability by the above parameters in
radial rotating radial HSC.
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1 Introduction

Interfacial instabilities or viscous fingering instabilities are a natural phenomenon.
Interfacial instabilities are applied following industrial applications: geologic carbon
dioxide sequestration [1], enhance oil recovery (EOR) from underground water [2],
water infiltration into the soil, chromatographic separation, mixing of fluids at low
Reynolds numbers in microfluidic devices, dendritic formation in metals solidifica-
tion and electrodeposition [3], bacterial colonies pattern formation [4]. Interfacial
instabilities have merit and demerit. The demerit of interfacial instability is that it is
decreased the life of rechargeable lithium batteries due to dendritic formation and
decreased the efficiency of enhanced oil recovery due to fingers or channels like
pattern formation. The merit of interfacial instability is that it is increased the CO2

mixing in saline aquifers for carbon sequestration and enhanced the mixing effi-
ciency in microfluidics devices. Therefore active control (suppress or promote) of
the interfacial instabilities is fascinating in industrial applications.

The Saffman-Taylor interfacial instability [5] or viscous fingering instability
develops when a high viscous fluid is driven by a low viscous fluid in the Hele-
Shaw cell (HSC). The fluid–fluid interface in the cell can be destabilized with the
help of pressure force (viscosity contrast) or body force (density contrast). In the
stationary horizontal Hele-Shaw cell, gravity effect (body force) is neglected at the
interface. Therefore fluid–fluid interface can be destabilized by viscosity contrast
only. Most of the research works have been done on rectilinear HSC and radial HSC.
In the rectilinear HSC, the low viscous fluid is injected against the high viscous fluid
along the direction of flow (parallel to length of plate) and the radial HSC (Fig. 1.)
low viscous fluid is injected against high viscous fluid along the perpendicular of
flow direction (perpendicular to plate) through a central hole which is located on
the upper plate or lower plate. In both cells, the major cause of interfacial instability
is viscosity contrast. When a low viscous fluid displaces a high viscous fluid in the
cell then unstable displacement occurs, therefore, the fingers-like pattern appears on

Fig.1 Schematic diagram of stationary (�̀ = 0) radial Hele-Shaw cell
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Fig. 2 Schematic diagram of a rotating (�̀ �= 0) radial Hele-Shaw cell with fingering pattern

the fluid–fluid interface this phenomenon is called viscous fingering. Schwartz [6]
has done experimental work of radial rotational HSC first time in 1989. After that
many experimental, numerical and computation works have been done on interfa-
cial instability of miscible [8] or immiscible fluids in radial rotation HSC. When a
radial HSC is rotated about an axis perpendicular and symmetrical to glass plates of
the cell is called radial rotating HSC (Fig. 2). In radial rotating HSC, the interfacial
instabilities are driven by centrifugal forces (density differences) and pressure forces
(viscosity contrast) but in stationary radial HSC only by pressure forces (viscosity
contrast). Interfacial instability in radial rotating HSC depends on rotational velocity
(�̀), gap between plates (b), wettability of cell [19, 20] viscosity, density and surface
tension. In this paper, we have reported many research works related to active control
(suppress or promote) of interfacial instability by the above parameters in radial
rotating radial HSC.

2 A Few Novel Researches on Interfacacil Instabilities

Paiva et al. 2019 [7] performed a CFD analysis of fingering pattern formation in
circular rotating HSC. ANSYS Fluent software is used in this investigation. The
finite volume method has emerged for the discretization of non- linear equations. An
inner phase of the cell is considered low viscous fluid and the outer phase of the cell
is considered high viscous fluid.When the cell was rotating with uniform velocity the
interface was destabilized by the combined effect of viscosity contrast and density
contrast. Density contrast appears due to centrifugal force and this parameter plays
an important role at high rotational velocity. They found, fingering pattern forma-
tion depends on viscosity contrast and dimensionless surface tension. If the angular
velocity increases then Coriolis force becomes strong and this force tries to bend the
fingers in the opposite direction of cell rotation.
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Anjos et al. 2017 [8] investigated analytically, linear and weakly nonlinear
dynamics of the fluid–fluid interface in rotating Hele-Shaw cell. They were consid-
ered immiscible fluids and time-dependent rotation instead of uniform angular speed.
In most of the studies, researches vanishing effect of inertial but in this study,
they have taken. This study was based on generalized Darcy’s law and the second-
order mode-coupling equation was accounted for the time evolution of the interfa-
cial perturbation amplitudes. They concluded, time-dependent angular velocity and
inertia also affect the interfacial instability.

Chen et al. 2011 [9] studied numerically, patterns formation on the fluid–fluid
interface in rotating HSC in the presence of Coriolis force. They were accounted for
the Boussinesq Hele-Shaw-Cahn–Hilliard approach for the understanding of topo-
logical singularities at a diffuse interface (pinch-off and coalescence of fingers).
They have examined the effect of viscosity contrast (negative, zero, positive) on the
emergence of such singularities. In the absence of Coriolis force, emergent fingering
patterns calculated correctly. If Coriolis force is considered in the numerical simula-
tion then these effects can be seen: stabilized radial growth, the existence of pattern
phase drift, and finger bending.

Miranda et al. 2010 [10] examined the effect of Coriolis force on time evolution
and development of cusp singularities in rotational HSC. The interfacial surface
tension is considered zero. In this investigation, one of thefluids has negligible density
and viscosity. The conformal mapping approach has emerged for the evolution of
fluid boundaries. They found, the effect of Coriolis force is opposing the effect of
centrifugal force and Coriolis force is responsible for time for cusp formation.

Gadelha et al. 2008 [11] examined the effect of Coriolis force in immiscible
viscous fingering patterns formation in rotational HSC. They were accounted for
vortex sheet formalism and two dimensional modifiedDarcymodel. In this analytical
study linear dispersion was considered to reveal the effects of the Coriolis force. Due
to phase drift fingers travel opposite direction of the actual rotation direction of the
Hele-Shaw cell. They found that radial growths of fingers are slow and fingers bend.
The value of these deviations depends on theReynolds number (Re) and the viscosity.

Abidate et al. 2007 [12] studied the impact of circular rigid boundaries andCoriolis
forces on the viscous fingering instability in a rotating annular Hele-Shaw cell. This
analytical study was based on linear stability and Newtonian immiscible fluids were
accounted. They revealed how interfacial instability affected by Coriolis force and
curvature parameters. They found that the Coriolis force slows down the maximum
growth of interfacial instability and maximum instability growth rate increases by
viscosity contrast.

Lacalle et al. 2006 [13] investigated the effect of wettability on the interfacial
dynamic in rotating HSC. They were performed two series of experiments in a
rotating HSC. In the first series, the cell was accounted dry and a circular blob of
silicone oil was invaded through a hole at the center of the cell. The silicon blob
was surrounded by air. When the cell was rotating without further invasion then
the circular interface of oil was destabilized. In the second series, glass plates were
pre-wetted. They found that fingering patterns develop in dry cell and pre-wetted
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are unlike in nature and if the wetting fluid is injected in the dry cell then interfacial
pressure drop scales belong to Ca2/3 (capillary number).

Chen et al. 2006 [14] purposed a study on interfacial instability of miscible fluids
in a rotatingHSC. In this numerical simulation viscosity contrasts (A) changes. In this
paper, they have shown the effect of a wide range of viscosity contrast (−1 <A> 1)
and Korteweg stresses on the shape of the fingers pattern. From the results, miscible
fluid finger patterns similar to immiscible fluids finger patterns when the value of
Korteweg stress is large. Korteweg stress behaves like effective surface tension for
miscible fluid systems. They concluded, immiscible patterns could be generated with
the proper value of Korteweg stress and Péclet number.

Miranda et al. 2005 [15] examined numerically the effect of viscosity contrast (A)
on viscous fingers pattern formation in rotatingHSC.Theyhave taken two immiscible
fluids for fingering formation. This study has been done by numerical vortex sheet
formalism. They have done a series of simulations by varying magnitude as well as
a sign of viscosity contrast. In one set of simulation, they assumed inner fluid less
viscous than the outer fluid it means that viscosity contrast negative. They concluded,
viscosity contrast strongly affects the shape and size (width and length) of fingers
and position of pinch-off singularities are chanced in case of less viscous inner fluid.

Gadêlha 2004 et al. [16] purposed an analytical study on the growth of finger
competition in rotating HSC. This study was based on the weakly nonlinear mode-
coupling approach. They were considered the effect of normal stresses at the interfa-
cial pressure jump. In this latter, they reported a combined effect of viscosity contrast,
surface tension and gab between plates on the development of finger competition.
In this analytical study, they had taken the positive and negative value of viscosity
contrast and found that viscosity and density drive the interfacial instability in case
of positive viscosity contrast. They also found that finger competition more influence
by viscosity contrast.

Chen et al. 2002 [17] purposed numerical simulation of interfacial stability of
miscible fluids in the rotating HSC. The stationary fluid droplet (no injection) is
presented in the center of the cell and the cell is rotated about the vertical axis of
the cell plate with contact speed. Due to density difference centrifugal force acts on
the fluids interface. The interfacial stabilities can be controlled by these parameters-
rotating speed, viscosity contrast, diffusion rate, injection rate. The interfacial insta-
bility in the rotating cell is driven by centrifugal force and viscous contrast. When
viscosity and density of fluid droplets are more than centrifugal force destabilized
interface and viscous try to stabilize the front.More strong viscous fingerings develop
at higher rotating velocity and lower viscosity contrast. The injecting strength tends
to stabilize the interface of high viscous fluid.

Carrillo et al. 2000 [18] examined a linear stability analysis and an experimental
study of interfacial instabilities in rotating annulus HSC. They had considered the
following parameters for study—rotational velocity, gap between plates (b), wetta-
bility, viscosity, density, and interfacial tension. They were accounted for vaseline oil
and silicon oil in the experiments. The experiments were performed both dry and wet
conditions of the cell. The density contrast (density differences) drives the leading
interface in the presence of centrifugal force and viscosity contrast drives the trailing
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interface in the interfacial instability analysis. It is observed that from experimental
results fluids interface in case of pre-wet cell condition is stable and others hand dry
cell fluids interface is unstable.

Carrillo et al. 1999 [19] performed an experiment on the annulus type of rotating
HSC. They have examined the effect of wettability on unstable radial displacement
and how the wetting conditions modify the flow of fluids in the rotating cell. The
experiments were performed in two cases. In the first case of an experiment, the inner
surfaces of the cell were pre-wetted with oil. It was prevented oil drop formation. In
the second case of the experiment inner part of the cell was dry. The wetting case
ensures that the contact angle will be zero. Therefore, the effect of capillary forces on
the radial velocity due to the curvature of the interfaces in the vertical direction can
be neglecting and the effect of surface tension can be also neglecting in evaluation.
It is seen that whenever displaced fluid flows in a pre-wet cell then the mass of fluid
in the annulus is constant but in case of dry cell mass loss at the inner interface due
to capillary action at the outer interface.

Carrillo et al. 1996 [20] performed an experiment on rotating HSC. They were
accounted immiscible fluids (air-oil). The cell was rotating with constant angular
velocity about the vertical axis andfluidwas injected at the vertical axis.When the cell
is rotated then centrifugal force acts on the fluid–fluid interface. This force is created
interfacial instability. The centrifugal force is depending on the radius of gyration
therefore the value of this force is not uniform on the entire fluid–fluid interface.
They observed that interfacial instability is driven by centrifugal force and control
and density difference in rotating HSC. They were formulated linear dispersion
formula and calculated with the maximum growth and experimental uncertainty.

3 Summary

We found the following conclusions:-

The interfacial instability in the radial rotating Hele-Shaw cell is driven by
centrifugal force (density difference) and viscous contrast.
The interfacial instability in the radial rotating Hele-Shaw cell depends on rota-
tional velocity, gap between plates (b), wettability, viscosity, density, and surface
tension.
It is found that the fluid–fluid interface becomes stable in pre-wet cell conditions
and unstable in dry cell conditions.
More strong viscous fingerings develop at higher rotating velocity and lower
viscosity contras.
It is found that finger competition influence more by viscosity contrast.
The Coriolis force opposes the effect of centrifugal force and Coriolis force is
responsible for time for cusp formation.
The Coriolis force slows down the maximum growth of interfacial instability and
maximum instability growth rate increases by viscosity contrast.



Interfacial Instabilities in Rotating Hele-Shaw Cell: A Review 917

The viscosity contrast strongly affects the shape and size (width and length) of
fingers and position of pinch-off singularities are chanced in case of less viscous
inner fluid.
The leading interface becomes unstable due to density contrast and trailing
interface unstable by viscosity contrast.
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Performance Analysis of a Scramjet
Combustor with Cavity for Mach
Numbers 3.0, 3.25 and 3.50
with Hydrogen as a Fuel

Namrata Bordoloi, K. M. Pandey, and K. K. Sharma

Abstract The hypersonic industry has been developing with the invention of the
scramjet engine. The researchers are making persistent attempts to understand the
theory behind the complex flows generated due to supersonic combustion. In the
current paper, a numerical study has been accomplished using Ansys 14-FLUENT
code for studying the characteristics of the flame in a cavity-based supersonic
combustor for a Mach number such as 3.0, 3.25, 3.50 with hydrogen is used a
fuel. The simulations are carried out by considering SST K-omega turbulent model
and compressible Reynolds Averaged Navier Stokes (RANS) equations. The present
study is validated with an already available experimental study. The results are in
good accord with the results of the experimental study. The results of the simulation
are found by varying Mach numbers. The results of the study indicate that there is a
movement in the oblique shock wave in the downstream of the hydrogen inlet with
the increase in Mach number.

Keywords Combustion · Cavity flame holder · Hydrogen · K-omega model ·
Mach number · Oblique shock wave

1 Introduction

The evolution of the coherent hypersonic technology for themilitary applications has
driven the interest for the development of air-breathing engines which is known as
the Supersonic combustion ramjets or Scramjet [1] in the early 1960s. For perceiving
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appropriate fuel for these engines, studies on different fuels such as hydrogen,
ethylene, methane, etc. are found in the literature. However, amongst all the fuels,
hydrogen is found to be most appropriate as it shows better ignition properties. A
number of investigation on cavity-based combustion with hydrogen as a fuel has
already been conducted [2–5]. Immense research is still going on in order to find
a better candidate for the efficient scramjet combustor. The selection of fuel is an
important factor in the combustion process. For a sustainable combustion process and
efficient combustion process, deeper perforation of fuel into the hypersonic air stream
is required. Micka et al. [6, 7] studied experimentally the combustor characteristics
of a dual-mode scramjet combustor. The results indicated that at the forefront of the
cavity the flame was produced by the heat released by the shear layer of the cavity.
The flame then moved towards the downstream of the fuel injection. Lee et al. [8]
studied different cavity-based flame holders in the scramjet combustor. The results
indicated that the introduction of fuel nozzles without cavity yields better results than
the configuration with the cavity. Masumoto et al. [9] studied the different modes of
combustion experimentally. The results showed four different modes of combustion
such as non-ignition, weak ignition, supersonic combustion, and dual-mode scramjet
combustion. Pandey et al. [10] studied double cavity scramjet with hydrogen injec-
tion computationally. The results indicated that when the hydrogen ignition pressure
was increased, they observed larger vortex structures bear the cavities which help in
the enhancement of mixing of fuel/air. In another investigation, the length to depth
effect on the combustion performance was studied [11, 12]. The results of the study
indicated that for the optimum length to depth ratio the combustor performance was
enhanced and stable combustion was achieved.

From the discussion above, it has been understood that the introduction of the
flame holder in the combustor geometry enhances the combustion there by improving
the combustor performance. In most literature, the use of hydrogen as a fuel has been
observed due to its good ignition properties. Moreover, in the literature the use of the
cavity based scramjet combustor with hydrogen as fuel is one of the most common
combinations. But this combination has been addressed only for a range of Mach
number till 2.50 and for highMach number. Least literature is available that addresses
this combination for a medium range of Mach numbers. Therefore, the present work
aims to study the performance of the cavity based scramjet on using hydrogen as a
fuel for Mach numbers 3.0, 3.25, and 3.50. Additionally, the considered simulation
model is validated by comparing the results with already available experimental
literature.
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(a) (b)

Fig. 1 a Illustrative diagram of the geometry[13, 14]; b unstructured triangular meshes

2 Formulation of the Problem

2.1 Modeling the Geometry

A two-dimensional scramjet combustor model is developed which is similar to the
experimental setup used byYang et al.[13, 14]. The combustor consists of twoparallel
cavities place 40 mm away from the isolator section. Hydrogen fuel is injected
through a small cavity of diameter 2 mm, which is located at 10 mm before the
cavities. In this present study, the geometry is symmetric along the centerline. The
detailed geometric dimension is given in Fig. 1a. As the considered geometric is
symmetric in nature, therefore, only one portion of the geometry is modeled. In this
paper, all computational simulations are analyzed in fluent Ansys-14 [15]code and
themeshing is achieved using ICEM-CFD.The computational domain considered for
the simulation is 300 mm. The simulations were initiated with a base grid of 90,000
elements. For clear shock formation near the walls, inflation layer is introduced into
the meshing.[16] For the shear layer position, the refinement of mesh in the regions
of incoming air and hydrogen jet was introduced. Finally, unstructured triangular
mesh with 409,307 elements is adapted as shown in Fig. 1b.

2.2 Grid Independence Study

In this study, for grid independence study variation of wall pressure along the wall
for three different meshes such as coarse mesh, moderate mesh, and refined mesh as
shown in Fig. 2. The numerical analysis for the considered model was first carried
out on a base grid of 90,000 elements. The mesh is further enhanced to a grid of
248,873 elements for clear formation of the shock waves. Finally, the refined mesh
grid consists of 409,307 elements along with inflation layer near the walls. It can be
seen from Fig. 2, that there was no substantial change in the wall pressure variation
along the length for different mesh grids. But more precise wall pressure is observed
for the refined grid. Although in the numerical simulations stochastic, systematic
and accumulated errors were observed but the present work does not consider any
errors as these errors arise due to lack of accuracy in boundary conditions. Hence, the
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Fig. 2 Grid independence test: static wall pressure variation along the wall

refined grid shows a balance between the precision and computational time consumed
by the considered model.

3 Numerical Modelling and Boundary Condition

3.1 Governing Equations

For numerically solved problems, the selection of appropriate governing equations
plays a prime role. The governing equations greatly affect the internal flow physics
of the flow. The flow inside a scramjet combustor is complex. Therefore, it is neces-
sary to use the compressible and turbulent flow equation. The Reynolds averaged
Navier–Stokes equations (RANS) [17–20] are considered to describe the governing
equations. The RANS equations are widely used to study the behavior of the scramjet
such as the formation of boundary layer and shock waves. The following are the
governing equation considered.

Mass conservation (Continuity equation)

∂ρ

∂t
+ ∂

∂xi
(ρui ) = 0 where i = 1, 2, 3 (1)

Momentum Equation

∂

∂t
(ρui ) + ∂

∂xi

(
ρuiu j

) + ∂P

∂xi
= ∂

∂xi

(
τi j

)
where i, j = 1, 2, 3 (2)
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Energy Equation

∂

∂t
(ρH) + ∂

∂xi
(ρHui ) = − ∂

∂xi

(
τi j ui

) + ∂qi
∂xi

where i, j = 1, 2, 3 (3)

Species transport equation is given as

∂

∂t
(ρYi ) + ∇ · (ρYi �u) + ∇ ·

( �Ji
)

= ωi (4)

3.2 Combustion Modeling

In the study, species transport alongwith eddy dissipation/finite rate reaction combus-
tionmodel is used. Themost commonly used kinetic model is the single-step kinetics
model [21] which is simple to understand and an accurate model for species like
hydrogen and ethylene. The reaction for hydrogen involves one step with three
species. The reaction is given below

2H2 + O2
yields−−→ 2H2O (5)

3.3 Boundary Condition

In the present study, three types of boundaries are defined. The flow simulations are
computed for the entire computational domain. Dirichlet and Neumann boundary
condition is applied for the inflow and outflow boundaries respective. At the fixed
walls, no-slip condition with zero heat flux is considered. The symmetric boundary
condition is applied at the symmetry. For the stability in the flow, the Courant
Friedrich’s Lewy number is considered as 0.5 [22].The SST k- omega model is
used to address the turbulence. The turbulent kinetic energy (k) for air is 10(m2/s2)
and hydrogen is 2400 (m2/s2). The detailed boundary condition is given in Table 1.

Table 1 Boundary condition considered

Sl. No Properties Parameters Air Hydrogen

1 Total pressure P0 (MPa) 1.6 0.63

2 Mach number M 3.0, 3.25,3.50 1

3 Total temperature T0 (K) 1486 300

4 Turbulent kinetic energy k (m2/s2) 10 2400
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4 Validation

The adaptation of the parallel cavities scramjet combustor model is established by
identical results with the experimental results conducted by Yang et al. [13, 14] The
simulated contours of density and temperature of the model are compared with the
schlieren and flame luminosity images obtained from the experiment, respectively, as
shown inFig. 3a andb. From the images extracted from the experiment and the density
and temperature contours were in good agreement. Figure 4 shows the distribution of

(a) (b)

Fig. 3 a Schlieren and Flame luminosity images obtained from the experiment [13]; b Simulated
density and static temperature contours for M = 2.52

Fig. 4 Wall static pressure distribution from the simulated results and experimental results



Performance Analysis of a Scramjet Combustor with Cavity … 925

wall pressure of the simulation and experiment. The graph indicates the experimental
results and computational results which show satisfactory remarks at four locations
only. In the actual experiment, the static wall pressure measurement was done at
six locations but for the computation analysis only four locations were selected for
the pressure estimation. However, due to computational error, a slight deviation was
observed in the prediction of shock waves. In the upper wall of the cavity, the wall
pressure displayed by the first tap is about 180 kPa and in the remaining location
is about 170 kPa. Also, due to continuous combustion, the maximum pressure is
exhibited at the recirculation area formed.

5 Results and Discussion

On complete validation of the considered model, computational simulations of the
considered problem have been carried out in ANSYS Fluent 14 code to understand
the Mach number effect on the performance of the combustor. To under this effect,
various contours such as static pressure, static temperature, density, etc. are studied.
The pressure and density contours as represented in Fig. 5 shows the formation
of shock waves. The temperature contours generally depict the performance of the
combustor. The density and the pressure contours show the formation of the oblique

Fig. 5 Pressure contours for Mach number = 3.0, 3.25, 3.50



926 N. Bordoloi et al.

Fig. 6 Temperature contours for Mach number = 3.0, 3.25, 3.50

shock waves, once the injection took place. These shock waves undergo multiple
reflections at the combustor walls. Due to the presence of the parallel cavities, an
additional shock wave and recirculation region is developed. Recirculation region
is a region of high pressure and temperature and plays a major role in efficient
combustion. In this present study, three Mach number such as 3.0, 3.25, 3.50 are
examined. The temperature contours forM=3.0, 3.25, 3.50 are shown inFig. 6. From
Fig. 6, it can be estimated that due to change in static temperature and velocity the
heat addition is changing at the combustor. Due to this, there is a rise in temperature.
The presence of parallel cavities results in the formation of recirculation region
and recompression shock, which interacts with the fuel–air mixture. This causes
the process of combustion to ignite. Figure 7 shows that for the considered Mach
numbers the combustion process is observed to be shifting downstream while for the
M = 2.52 the combustion process occurs at the combustor region, along with the
formation of strong bow shock waves which is likely to be lacking for Mach 3 and
above. Thus it can be observed that as the Mach number increases from 3 to 3.50 the
strength of the shock waves are weakening.

Figure 7 represents the Mach number contour all the considered Mach number
such as 3.0, 3.25, 3.50. Due to the presence of the parallel cavities on the combustor,
the fuel was kept hypersonic for a longer interval of time. The shock waves formed
after fuel injection expands and recirculation region is formed. The recirculation
regions are formed due to the vortices present. These vortices are formed due to the
H2 injection from both the wall of the combustor. At this point boundary layer is
also developed. Large vortices were formed due to the boundary layer interactions
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Fig. 7 Mach number contours for incoming Mach number = 3.0, 3.25, 3.50

with the shock waves. The strength of the shock waves becomes weak as the process
of combustion moves downstream. The Mach contours also show the recirculation
regions which is formed away from the cavity.

Whereas, for Mach 2.52, the recirculation region is being observed in the middle
part of the cavity causing the combustion process to occur at the combustor only.
For Mach number 3 and above, the formation of recirculation zone becomes unsub-
stantial. For Mach numbers less than 3 results in stronger combustion than Mach
numbers more than 3. Thus for implementing Mach 3 and above in this considered
model to achieve efficient combustion different flame holders along with parallel
cavity has to be incorporated.

6 Conclusions

The study attempts to numerically investigate the inlet Mach number effect on the
performance of the considered scramjet combustor. The computational simulations
are accomplished using software ANSYS Fluent 14 code. The schlieren and flame
luminosity images of the experiment were used to validate the considered model.
Following conclusions are drawn from the simulated results:

• The computational model is validated by comparing the schlieren and flame lumi-
nosity images of the experiment. It has been observed that the simulated results
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were in close accord with experimental results. The wall static pressure distribu-
tion of both the simulated as well as experimental results was studied. The graph
shows satisfactory results at four different locations along the wall.

• The pressure contours for inlet Mach number = 3, 3.25, 3.50 are studied. The
pressure contours clearly show the formation of the shockwaves. The shockwaves
formed are oblique shock waves on the first injection of fuel.

• The temperature contours are studied for three different inlet Mach numbers. The
contours show the formation of additional shock waves known as the recompres-
sion shockwaves and recirculation region. But for inletMach number 3 and above
the recirculation region appeared to be shifted from the middle of the cavities thus
leading to weak combustion as compared to the Mach number less than 3.

• The Mach number profiles for different inlet Mach number indicated the weak
shock waves formation in the downstream of the parallel cavities. Additionally,
the profile indicates that the heat addition in the parallel is mainly concentrated
near the wall of the combustor.

7 Scope of Future Work

• In this study, the scramjet combustor considered is modeled in 2D which can be
extended to 3D model.

• This study is a computational analysis of the consideredmodel. This model can be
carried experimentally and compared the results with the computational results.

• For better precision in the turbulence, theLarge eddy simulationwith 3Dmodeling
can be considered.

• A detailed study on the interaction of the boundary layer and shock waves can be
considered.
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Study of Fuel Injection Systems
in Scramjet Engine—A Review

Kumari Ambe Verma, K. M. Pandey, and K. K. Sharma

Abstract The scramjet engine is categorized in air-breathing vehicles, and this
engine utilizes the high-speed forward motion of the vehicle to compress the
surrounding air for getting forward thrust. Air-breathing engines complete the cycle
by using air from the atmosphere. In the scramjet engines, the atmospheric free
stream air enters the combustor at supersonic speed. And the process of mixing and
combustion both take place at the same speed. Due to the higher speed of incoming
air, the residence time is less inside the combustor. This phenomenon leads to poor
mixing of fuel and air. As the scramjet engine does not have anymoving part, so there
is very less way to improve the performance. One of the optimum ways is fuel injec-
tion strategies to enhance combustion performance. To incorporate the behavior of
the fuel entrance inside the combustor with the performance of the engine, a detailed
literature review has been done in three separate sections by their preferences, i.e.,
parallel, transverse, and combined fuel injection system. A detailed literature review
has been performed to understand and explain the impact of the different fuel injec-
tion system at supersonic speed. The parallel fuel injection system at supersonic
speed gives higher combustion performance when the additional vortices present.
These stream wise vortices can be generated with the help of different shapes of a
fuel injector. In the transverse fuel injection system, the total pressure recovery is
found less nonetheless stable flame can be achieved by using cavities at the walls.
The recirculation zone can easily be created near to this zone. As parallel and trans-
verse fuel injection systems give the best performance among all in their own way
however fewer research has been performed in the direction of combined fuel injec-
tion strategy at supersonic speed. Flame holding capacity with additional vortices
formation can only be achieved by using a combined system.
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1 Introduction

The name supersonic combustion ramjet acronymed as a scramjet. High-speed
regimes are essentially required to perform the scramjet engine. The scramjet engine
cannot function independently. The system is usually associated with rocket, similar
to its old predecessor, i.e., ramjet. The scramjet engine is categorized in an air-
breathing vehicle, and this engine utilizes the high-speed forward motion of the
vehicle to compress the surrounding air for getting forward thrust. Due to the lack
of moving parts, compression can only be done by internal geometry. Fewer obsta-
cles are beneficial for less pressure loss near the wall boundary. There is no need
for any rotating machinery to increase the pressure inside the combustor, Change
in combustor area is enough to complete the requisites. Thereby higher maximum
cycle temperature can be achieved. Compressed air passes through the isolator before
entering the combustor. Constant area duct isolator often used to maintain the homo-
geneity of the flow and also protect the operating condition of the engine. Free
stream air while passing through the combustor allowed to mix and react with the
fuel-injected from a certain location. The heat release inside the combustor causes
local pressure rise during the chemical reaction of fuel and air, which is converted
into a thrust. Simplicity of the combustor only operates with the help of shock waves
at thousands of kelvin temperatures and 100 times greater pressure. The scramjet
engine operates at the speeds of rockets. Its main difference from a rocket is that it
collects air from the atmosphere to burn its fuel rather than carrying its oxidizer on
board.

2 History

In the field of aviation, aircraft are a gift by the privileged scientists and researchers
to accomplish the human’s desire to fly. The Wright brothers are the ones who first
introduced the aviation flight in 1903. Support of air is needed, to fly a machine like
an aircraft. Since static or dynamic lifts are governing factors to lift the airfoil aircraft
and thrust are used in jet engines to counter the gravitational force. In the present
era, the high speed of the vehicle is a challenging issue to accomplish. This can be
accomplished by air-breathing engines that are suitable for higher speed. To fly at
hypersonic speed, supersonic ramjet engines are the only popular aircraft invented
by France scientist Rene Lorin in 1913. The operational ramjet engine equipped
airplane was first developed by France scientist Rene Lorin in 1995 [1].
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3 Fuel Injection System

To develop the competent combustion chamber at a desired level of speed, a suit-
able means of fuel injection is required and also a key parameter for the scramjet
combustor. The mixing of the fuel into the air is not fully achieved at a desirable level
so far. So based on the performance criteria of the incoming air, the fuel system needs
to be adjusted to get better mixing with higher combustion performance. The geom-
etry of the combustor can be any type such as Rectangular, circular, elliptical, and
combination of above, etc. Combustor geometry can be act as a secondary parameter
compared to the fuel injection system. The geometrical prospect of fuel injectors
has already been discussed by the present author.[2]. According to the fuel entrance
into the compressed air high-pressure zone can be categorized into three parts, i.e.,
parallel, transverse, and combine fuel injection system. The schematic of types of
the fuel injection system is shown in Fig. 1.

3.1 Parallel Fuel Injection System

The direction of the incoming air is the same as the direction of fuel entrance is
known as a parallel fuel injection system. This injection system can be achieved
by various means such as different types of strut, with the help of splitter plate or
also known as co-flow system. Purely diffuse mechanism is utilized in the parallel
system. Many researchers have focused their own work in these prospects. Aravind
et al. [3] numerically investigated the mixing performance with the help of modified
strut. Parallel fuel injection scheme was chosen for fuel injection. Three dimensional
Reynolds Averaged Navier–Stokes equation with realizable k-ε turbulence model
was selected. As the high-level turbulence in the shear layer is the key notion for
improved mixing of selected fuel and incoming free stream air. Among the shear
layer, vortices as disturbance often play a major role. Based on this idea author
introduced innovative strut to enhance mixing of incoming air with hydrogen. It was
identified that completemixing of fuel–air with the help ofmodified strut took shorter

Scramjet Combustor WallScramjet Combustor Wall Scramjet Combustor Wall

Transverse Fuel 
Injection

Air Air

Fuel

Fuel

Parallel Fuel Injection

Fuel

Air

Fuel

Combine Fuel Injection

Fig. 1 Schematic of types of fuel injection system
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distance comparedwith a planar strut. 15mm length reductionwas remarked to reach
above 95%ofmixing efficiency. This observation can directly help in the reduction of
combustor length and overallweight of the engine. The complete reaction of hydroxyl
and all other radicals are desirable within the combustor span length. Wider reaction
zone was recognized with modified strut and also shorter span of reaction zone was
observed clearly by the temperature, mass fraction of hydroxyl radical contour plots.
Vortices are commonly helpful for mixing, this can be generated with the help of the
baroclinic effects. Density gradients and unregimented pressure lines are the cause
of vortices generation thus it can be considered as a crucial technique for turbu-
lence generation by means of baroclinic effect. Cao et al. [4] excavated the behavior
of flow field in terms of mixing, combustion modes, and heat release from their
keen experimental observation and numerical based solver. LES model was used for
numerical simulation and OH chemiluminescence imaging and shadowgraph visu-
alization were taken to understand the jet flame behavior. Baroclinic effects were
observed near to jet flame propagation area while interacting with generated shocks,
gave a major impact on mixing. Vortices are commonly helpful to transfer mass from
shear layer to the jet spacing and vice-versa. This dynamics can be utilized to get
better mixing performance. Numerical investigation has been performed to under-
stand the effect of large scale vortices on mixing with the help of two different strut
configuration by Soni and De [5]. Variable lip height of Straight and tapered strut
was observed through Large eddy simulation based model. Author analyzed that the
velocity gradient and strut lip height are more responsible to create large vortices,
mixing layer growth and mixing efficiency. Compared to taper one, straight strut
provided larger vortices structure. Ma et al. [6] was used mixed fuel (Hydrogen and
Hydrocarbons mixture) to observe combustion characteristics. The comparison was
done by two fuel types such as Fuel-A (Pure hydrogen) with Fuel-B (Mixed fuel). It
was clearly observed by the mixing efficiency graph that mixed fuel took a shorter
length to reach up to 100% compared to pure hydrogen however overall combustion
efficiency was reduced. Nonetheless, disturbance of flame profile in flow field was
highly influenced by vortices and shock waves. The noticeable comment was given
by the same author that combustion intensity became weaker due to the addition
of supplementary fuel (Methane and Ethylene). Numerical investigation has been
performed to understand the effect of ethylene as a fuel during supersonic scramjet
combustion by Dharavath et al. [7]. Reacting and non-reacting both flow field was
analyzed. Also, leading edge of the strut was analyzed to evaluate the fuel distribution
and penetration length of the fuel. 70% Total pressure loss was observed in reacting
case however 10% losswas identified in coldflow.Upperwall pressurewas increasing
with increase in equivalence ratio. This is because ofmore heat release. Experimental
investigation has been performed on strut wall kerosene-fueled scramjet combustor
by Hua et al. [8]. Two different types of injection mode was selected, i.e., strut
mode and strut/wall mode of injection. This technique was examined without any
flame holding devices. By taking constant equivalence ratio, all the observation was
performed. Both injection modes were taken as at the same position in axial posi-
tion. Based on the various fuel feeding ration, combustion performance with wall
temperature gradient was analyzed and strut/wall injection mode has been found for
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better combustion performance. Kerosene injection was also helpful for cooling the
wall that’s why lesser wall temperature gradient was identified. Supersonic combus-
tion by means of parallel injection have taken hold for improved combustion perfor-
mance however until now understanding behind the detailed characteristic of fuel-air
mixing has not been explored completely. By giving light over this section, number
of researchers have enlightened their works and these have concluded, Huang et al.
[9] explored the dynamic characteristics behind the supersonic combustion through
wedge-shaped strut fuel injector. Central focuswas done overpressure oscillation and
flame dynamics i.e. flame shifting inside the combustor. Pressure oscillation is often
happened because of two reasons such as flame instability and heat release. Behavior
of flame was identified unsteady due to shifting of flame location. Further compar-
ison of flame has carried out and observed that flame behavior is directly related to
transition zone created between shocks generated inside the combustor and flame
propagation. To understand the flame stabilization inside the combustor, Wu et al.
[10] selected 2D model of DLR based combustor. By detailed assessment of temper-
ature and species concentration, author confirmed three different flame stabilization
stages, i.e., induction, transition and intense stage. Three different oxidation mecha-
nism were also carried out with changed stages of reductions, and from this analysis,
it was found that chain reaction is majorly responsible for flame stabilization. Shan
et al. [11] added new linearized correction model to analyze the compressibility
effects overtemperature plot near the strut zone nonetheless combustion characteris-
tics at supersonic level can predict better due to capturing the progress of chemical
reaction. However, the effect of variable flow condition over the same model has not
been resolved yet notify by the same author. Huang et al. [12] investigated combus-
tion characteristics of liquid kerosene-based combine cycle combustor. Compared
with RANS model, unsteady characteristics was well apprehended by LES-based
modeling nonetheless it was also helpful to capture the behavior of turbulent flame
and mixing performance. Mixing zone was divided into three zone, i.e. shear layer
of the primary rocket jets, second was core region and third one was just after the
strut. Premixed combustion was identified in the first mixing zone and there was no
reaction identified in the second zone however non-premixed combustion or simply
can say that autoignition is often done in the third zone of mixing. Among all three
zones, first and last mixing zone are majorly responsible for flame stabilization.

3.2 Transverse Fuel Injection System

As the name suggests that the fuel entrance direction should normal to the incoming
air or simply it can summarized that both should be in perpendicular in nature except
if the angled fuel injection is not used. Penetration mechanism is consumed during
transverse injection system. This injection system is nowadays more dominating
in scramjet research combined with cavity. Because of the flame holding capacity
inside the cavity is most desirable situation for mixing. Recirculation zone often
form inside the cavity is also helpful for better mixing. Flame Stabilization can be
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achieved with the help of flame holding devices such as wall injection, ramp, cavity,
and strut. Low-speed recirculation zone is often present after the blunt end of the strut
in combustion mode, which provides good agreement to sustain stable combustion.
A similar trend has also been identified in the cavity. Increased Domkohlar number
is realized in the low-speed recirculation zone. Increased Domkohler number can
execute the flame stabilization. It can positively be accomplished by various flame
holding devices. Experimental observation was performed to understand the flame
stabilization characteristics of cavity based combustor by Yuan et al. [13]. Variation
of temperature with equivalence ration was chosen to carry out further investigations.
Flame stabilization was identified at four flame location i.e. inside the cavity, cavity
shear layer, jet-wake and oscillation between jet-wake and cavity. Based on the
observation performed, flame stabilizationwas a functionwas temperature and global
equivalence ratio. Boundaries of these modes was moved at higher equivalence ratio.
Nonetheless, correlation between combustion modes and flame stabilization modes
got with the help of Mach number plot. Major difference was observed that cavity
shear layer flame stabilization was helpful for scramjet mode and jet-wake at ramjet
mode. Li et al. [14] selected dual mode scramjet combustor to understand the mode
transition. Variation of fuel flow rate has been opted to understand the relationship
between fuel equivalence ratio and combustion mode transition. Three consecutive
mode pure scramjet, dual mode scramjet and dual mode ramjet were arrived at
the isolator entrance due to change in equivalence ratio. Rapid conversion of pure
scramjet mode to ramjet mode was also identified. Optimum fuel injector position
has been investigated with the influence of micro air jets by Fallah [15]. Ethylene
has selected as a fuel. Fuel location was more appropriate to enhance the mixing
of the fuel in the cavity at the middle of the vertical wall. Nonetheless air micro
jets was quite helpful for the uniform mixing of fuel with air inside the cavity and
reaches up to flame holding situation. Double cavity based flame holder of dual mode
scramjet combustor has been observed experimentally by Li et al. [16]. Two different
fuel i.e. kerosene and hydrogen are used to complete the combustion. Hydrogen was
injected from the inside of cavity and kerosene was injected ahead of the first cavity.
Results reveal that the flame holding capacity is entirely dependent on the entrance
pressure condition. Jeyakumar et al. [17] experimentally observed the behavior of aft
angle in axisymmetric cavity wall. Comparison was performed through rectangular
based cavity. Stable flow field with reduce cavity drag were identified by reducing
aft wall angle. This is also helpful for flame holding. Nonetheless, pressure loss
reduction can also be achieved. Experimental observation has been performed to
understand the dynamics of an optical axisymmetric scramjet preferred for flame
holding and combustion through Liu et al. [18]. 45 The heat addition from the cavity-
stabilized flame mainly reduces the flow Mach number in the near-wall flow region.
In the core flow region, the flow Mach number is decreased by the jet and cavity
induced shockwaves and minimally affected by heat addition degree inclination.
Experimental investigation has been performed by Wang et al. [19]. The effect of
incoming vitiate species has been explained on supersonic combustion.Results reveal
that the presence of vitiate species often reduces the pressure of the combustor by 3
to 30% at same equivalence ratio. Also increased molar fraction of these species is
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affect the flame spreading angle and illogical oscillation can see in the combustor.
Ethanol as a fuel has been opted to observe the effect of combustion performance in
cavity-based scramjet experimental setupbyNakaya et al. [20].During the supersonic
combustion, two different types of combustion mode, intensive and transient were
identified. Same penetration height has been identified by comparing liquid and
gaseous fuel. Numerical observation has been performed to understand the effect
of fuel injection location after the cavity by Roos et al. [21]. The comparison was
performed by taking no cavity model. The different shock interaction behavior was
seen due to addition of cavity and also shock structure around the cavity was found to
decrease the strength of the bow shock, reducing total pressure loss in the flow field
close to the injector. Numerical investigation has chosen to understand the effect of
flame flashback phenomena of ethylene based supersonic combustion by Zhao et al.
[22]. It was found that the flame flashing is more dominated by temperature.

3.3 Combined Fuel Injection System

By analyzing the parallel and transverse fuel injection strategy, many authors used
combination of both to get the associated effect of diffusion and penetration mecha-
nism, Yan et al. [23] selected two separate models, one with single strut and another
strut-cavity to analyze the nonlinear characteristics of dual mode combustor engine.
Two-dimensionalRANSbasednumerical simulationwithRNG(k-E) turbulentmodel
has been selected to understand the hysteresis occurrences between mode transition.
Nonlinear pressure graph has observed during transition. Stable flow field has been
seen in strut-cavity based mode, due to this conversion of scram to ram jet mode
is quite difficult. Hydrogen fuel based strut by introducing cavity-based combustor
has selected and variable jet-to-crossflow pressurewas chosen to analyze combustion
performance byLei et al. [24]. Reduced performance has been found during increased
wall injection pressure, so author concluded that half of the wall injection pressure
compared with strut injection pressure gives best performance. For flow stabilization
point of view, cavity could help because it prevents pre-combustion shock, however,
mixing and combustion performance is often reduced. Experimental observation has
beenperformed for strut cavity based supersonic combustor to understand the induced
pressure oscillation. Kerosene and pilot hydrogen was carefully chosen for fuel by
Sathiyamoorthy et al. [25]. Oscillation between two tandem struts was seen during
cold flow experiment. Pressure oscillation was affected by aspect ratio of cavity. This
arrangement is more appropriate for mixing improvement. However flame stabiliza-
tion can be achieved by using new passive control device called ventilated rear wall.
Experimental observation was performed on strut-cavity based dual mode combustor
by Zhang et al. [26] to understand the combustion modes through flow characteris-
tics. In dual mode both ramjet and scramjet modes are available however rigorous
observation showed three different mode such as scramjet mode, weak ramjet and
strong ramjetmode.Weak boundary layer effect was observed during scramjet mode.
By changing the fuel injection position, backpressure was improved in weak ramjet
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mode that was helpful to thicken the boundary layer. Formation of shock waves
in the isolator before the wedge shape strut was observed in weak ramjet mode.
Thermal throat formation was analyzed in strong ramjet mode. Experimental obser-
vation has been performed to get better flame holder and ignition of kerosene with
the help of cone-strut, cavity and both by Zhang and Song [27]. Both ignition and
flame holding feature could not obtained by cone type strut. By using larger cone
strut, isolator entrance was affected by back pressure flow however this defect was
not identified in smaller cone strut. Slight range of equivalence ratio in cavity based
combustor was found good agreement towards ignition and flame holding. The range
of equivalence ratio can be enlarged by using both cone-strut and cavity. Rui et al.
[28] experimentally observed the rocket-based combine cycle propulsion system to
see the behavior of combustion and its mode transition. Four combustion modes
were identified clearly, i.e. weak combustion mode, rocket-scram mode, rocket ram
modewith the help of wall pressure,Mach number. Both experimental and numerical
observation have been performed by strut cavity arrangement at variable fuel equiv-
alence ratio by Zhang et al. [26]. By exhaustive analysis of supersonic combustion,
three different modes were seen such as scramjet mode, weak ramjet mode and string
ramjet mode. Results reveal that the wall fuel injecting before strut would change
the starting point of pressure rising. Experimental observation has been performed to
explore the behavior of cone shaped strutwith cavity arrangement byZhang and Song
[29]. Results showed that the ignition and flame holding cannot obtained buy solely
strut arrangement. Back pressure disturbance can also observed by smaller to larger
shapes of the cone-strut. Experimental investigation has been selected to get the best
flame holder by comparing cavity to strut-cavity arrangement with non-reacting flow
by Zhao et al. [30]. Axisymmetric flow field characteristics were observed due to
strut-cavity based arrangement.

4 Summary and Future Scope

A detailed literature review has been performed to understand and explain the impact
of the different fuel injection system at supersonic speed. Some of the following
conclusive remarks have been summarized below:

•The parallel fuel injection system at supersonic speed gives higher combustion
performance when the additional vortices present. These streamwise vortices can
be generated with the help of different shapes of a fuel injector.
•In the transverse fuel injection system, the total pressure recovery is found less
nonetheless stable flame can be achieved by using cavities at the walls. The
recirculation zone can easily be created near to this zone.
•As parallel and transverse fuel injection systems give the best performance among
all in their own way however fewer research has been performed in the direction
of combined fuel injection strategy at supersonic speed. Flame holding capacity
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with additional vortices formation can only be achieved by using a combined
system.

So, flame is more stable in transverse fuel injection due to the presence of a cavity
at the walls however the stream-wise vortices are more suitable for mixing. This
can be generated with the help of different shapes of fuel injectors. This can only
be possible in the Parallel fuel injection system. Based on these occurrences, the
Combine fuel injection system has been found appropriate among all.
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A Quantitative and Qualitative Review
of Sustainable Manufacturing

Tejendra Singh and Jinesh Kumar Jain

Abstract This article is written with the purpose to gather literature review
on sustainable manufacturing. Many frameworks were analyzed and formulated.
Various papers on this topic were searched and contents were explored analytically.
Their association consists of correlation, differences, overlapping area, and integra-
tion of various forms and parts of sustainable manufacturing. Total of 60 papers
of identical research were studied and reviewed for the research methodologies,
their contributions, and relevant concepts. The article shows the foremost gaps in
the field of research for sustainable manufacturing through different aspects. This
article provides a quantitative analysis to offer an investigation of various concepts
of sustainable manufacturing. In conclusion, here in this article, we emphasize over
exclusive analysis of sustainable manufacturing through the recognization of various
factors when many literature reviews are there with only the objective of pondering
over sustainable manufacturing concepts. One more distinctive quality of this article
is that total of 60 research papers have been studied before reviewing. The time frame
of 18 years (2001–2018) is considered for this review.

Keywords Assessment · Descriptive analysis · Implementation · Environment ·
Manufacturing · Review · Sustainable manufacturing · Sustainability

1 Introduction

Various practices of manufacturing in which the environment remains clean and does
not get harmed during any process are defined as sustainable manufacturing. Here
main stress is laid on the use of various techniques that are harmless in case of end-
users or the stakeholders of the community and less or not polluting at all in the
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case of environment. Sustainable manufacturing combines up keeping, zero waste
management, recycling, environmental protection, and pollution control. Sustainable
manufacturing lays stress to a large extent on designing and delivering outputs that try
to minimal the downbeat factors on the community by their generation, utilization,
and discarding. In the present time, it is always better to develop the artifact for the
economic also environmental possibilities for the organizations. Even the extension
has compelled industries to advance their zero waste routine. The objective of the
article is to find the current standing on sustainable manufacturing deals and advise
for further research. This review is achieved after responding to the following six
research queries:

(1) What is the position of various issues over sustainable manufacturing within
overall time interval?

(2) What are the positions of these issues across countries?
(3) What are the various researched concepts in this field?
(4) What types of research tools are used for various research?
(5) Which industries already adopted this research?
6) What are the future scope and research gaps?

First three Questions will give out the answers about the growth of research in
this domain worldwide. Another question will answer the various tools used by
researchers and personnels in this field.

The composition of the paper is as under,

(A) Explaining the set of queries that will be answered by this article.
(B) Purposes the literature review in the area of sustainability.
(C) Methodology includes articles selection, classification, and analysis.
(D) Framework
(E) Future scope

2 Literature Review

The reasons of importance for the literature reviews, they are as under:

1. Providing base to the classification of an investigative topic, queries, and
suggestion.

2. Study the literature in which the study will be helpful.
3. Improvising the terms into the literature.
4. Fabricating and knowing the hypothetical terms and concepts.
5. Forming a list of sources that have been used.
6. Referring to various methods that will help in studying and interpreting the

results.

Also, all these points do not need to clarify by each reviewof the existing literature.
The present study uses past research to concentrate on different ideas of sustainable
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manufacturing to provide and generate future scope for further research. In my view
up to a certain extent a little work on concepts of sustainable manufacturing has
been done so far, which has a quite large body of extent literature. Thus, it is needed
to focus on concepts of sustainable manufacturing, and necessity of this paper is
justified. Below is the table of the literature review of the selected papers (Table 1).

3 Method of Reviewing

This part of the article shows the broad plan for review of sustainable manufacturing
concept in subsequent flow:

Duration of 2001–2018 has been taken into account. Papers were collected from
esteemed journals. Catalog wise search is done for many articles, these were studied
and analyzed and sorted in accordance with the relevance of our aim. finding,
analyzing and finalization of the papers are based on the criterion that only those
papers that have touch with concepts of sustainable manufacturing were selected.
This results in the selection of 60 articles for final stage evaluation.

Article Classification

The Following are the contents on the basis of which research papers were selected.

1. Number of publication per year: Frequency of publishing the papers annually.
2. Journal Wise: classification of articles journal wise.
3. Nation wise: Detailed study nation wise.
4. Concept wise: Number of articles according to the relation of concept.
5. Tool used: Basis of the different types of tools used.

4 Quantitative Analysis

4.1 Paper Published Per Year

It consists of the annual frequency of the selected papers including all the besieged
articles. It is noticeable from the chart that in the year 2014, 2015, and 2016maximum
research papers was published (Fig. 1).

4.2 Journal Wise Classification

This section shows the journal’s name fromwhere papers were published we opted to
review. The figure depicts the quantity of papers year wise in accordance to journals.
Themaximum publication was in Elsevier that is 24, then 14 in Emerald, 10 in Taylor
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Fig. 2 Journal wise publications

&Francis, 19 in others. These articles were published within the given time frame
(Fig. 2).

4.3 Nation Wise Classification

This section shows various countries where work is completed on this topic. Figure 3
shows the papers from various countries in percentage form. Here, the papers in the
respective domain are highest from India 35%, 7% from the US, 6% from the UK,
and others from different but more than one country. Some country names were not
shown in the papers.

4.4 Classification Based on the Concepts

Here numbers of articles are shown in the form of percentage for a particular tool/
technique used. About 20%of papers used literature review, 14%used to survey, 15%
goes with fuzzy logics, 12% with MICMAC analysis, 8% incorporated discussion
technique, and 10% goes with SPSS and others with various techniques (Fig. 4).
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Fig. 4 Concept wise publications

4.5 Classification Based on Research Tools and Techniques
Used

This section shows related concepts with no of articles published in the jour-
nals. 15 articles from sustainability, 12 in Green supply chain management, 15 in
Manufacturing, 8 in Green Manufacturing, 4 in product design, and others (Fig. 5).

5 Qualitative Thematic Analysis

Here, thematic analysis is done based on the concepts used in articles. The (Table 2).
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GSCM EMS
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Sustainable Product Develpoment Sustanablity Scoring
Others

Fig. 5 Publications on the basis of techniques

Table 2 Thematic analysis

Concepts Articles Nos.

Drivers and barriers assessment 1, 4, 10, 11, 12, 14, 16, 17, 19, 20, 21, 23, 24,
26, 27, 28, 29, 31, 33, 34, 36, 37, 40, 42, 48, 49,
50, 51, 55, 56

30

Assessment only for sustainable
manufacturing

2, 7, 3, 15 4

Comparison of two techniques 8, 25 2

Performance analysis 9, 35 2

Validation through case study 22, 30, 32 3

Waste management 18, 38, 41, 44 4

Life cycle approach 5,43,53 3

Additive manufacturing 6 1

Interrelation in two different
concepts

13, 39 2

Implementation of concepts 45, 46, 47, 60 4

Model development 52, 54, 57, 58, 59 5

6 Conclusion

This paper proposes many new scopes for further work in sustainability manufac-
turing concepts. Through quantitative and qualitative analysis researchers find that
more than six major publishers have been reviewed from different countries over
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a time span of 18 years. Where various concepts were founded and reviewed and
concluded. Conclusions attained are given below.

Sustainable manufacturing is a rarely used term, related terms were used instead.
Maximum amount of work is done on “Life cycle approach”. Combination of survey
and case study is not used anywhere in the papers, hence this could be the next
big step to adopt sustainability manufacturing, as it has practical and conceptual
knowledge simultaneously. There are very few papers available which are based on
tools and technique without doing a survey, emphasis could be given to that. There
is no industry-wise classification of the techniques of sustainable manufacturing. So
researchers may take this research, further keeping the above conclusions in mind.
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Impact Dynamics of a Viscoelastic
Ferrofluid Droplet Under the Influence
of Magnetic Field

Gaurav Kumar, Sudip Shyam, and Pranab Kumar Mondal

Abstract In the present investigation, we explore the morphological evolution of a
ferrofluid drop impacting on a solid substrate in the presence of a vertical magnetic
field. The morphological evolution of the droplet is quantified by the change in its
height, diameter, and contact line velocity. Two types of liquid drop are used in the
present investigationviz. awater-based ferrofluiddrop and aglycerol-based ferrofluid
drop. The glycerol-based ferrofluid droplet acts as a viscoelastic drop. A comparative
analysis of the impact dynamics is carried out between two different liquid drops in
the presence/absence of a magnetic field. It is shown that the effect of fluid elasticity
brings about a controllability on the impact dynamics in the presence of a magnetic
field. The experimental investigations revealed that the viscoelastic ferrofluid drop
in the absence of a magnetic field encounters a negligible recoiling effect. However,
in the presence of a vertical magnetic field, the drop experiences significant recoiling
of the contact line. Also, it is shown that the maximum deformation encountered by
the drops is directly related to the strength of the applied magnetic field.

Keywords Ferrofluid ·Magnetic field · Viscoelastic

1 Introduction

Ferrofluid is a colloidal suspension of Ferro/ferrimagnetic particles in a non-magnetic
carrier fluid [1]. This typical fluid can be easily manipulated in the presence of a
magnetic field. Owing to this fact, ferrofluid finds application in many engineering
applications [2–4]. Many researchers have explored the implications of the ther-
mophysical properties of the ferrofluid under the influence of the magnetic field in
real-time engineering applications [5–8].

Droplet impact dynamics is an active area of research because of its wide range
of scientific and industrial applications, such as cleaning of surfaces, inkjet printing,
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spray coating, pesticide delivery, processing and cutting of materials and forensic
assay [9]. Droplet impact on liquid may result in floating, bouncing, coalesce with
the reservoir, or splash. While droplet impact on a solid substrate may result in three
stages bouncing, spreading, and splashing. Many researchers have investigated the
droplet impact phenomenon mainly by exploiting the morphological evolution of the
droplet height, diameter, and spreading velocity [10, 11]. Pertaining to this droplet
impact phenomena, ferrofluid can be a suitable fluid due to its ability to stay under
control in the presence of a magnetic field. Even though Ahmed et al. [12] have
explored the ferrofluid droplet impacting phenomena in the presence of a magnetic
field, the effect of a viscoelastic ferrofluid can be a suitable proposition in which
more controllability in the droplet spreading dynamics can be achieved. To the best
of the authors’ knowledge, this aspect has remained unexplored in the literature to
date. Therefore, in this investigation, we conduct a comparative analysis between
a water-based ferrofluid droplet and a viscoelastic ferrofluid droplet. The evolution
of the droplet morphology in absence/presence of magnetic field is investigated in
detail.

2 Materials and Methods

In Fig. 1,we show the schematic of the fabricated experimental setup.Droplet of 10µl
volume is generated with the help of a droplet dispenser (Make: Apex instruments)
and is allowed to freely fall on the treated substrate, solely by virtue of gravity. An
initial distance of 1 cm is maintained between the droplet and the substrate for all the
experiments. High-speed camera coupled with a macro lens (Make: Nikkor, Nikon)
of focal length 105 mm (Make: Phantom) is used for the acquisition of the droplet
impacting phenomena. Images.

are acquired at a frame rate of 1000 fps at a resolution of 1200 × 800 pixels2.
Illumination of the droplet is carried out with the help of a LED-backlight along with
a diffuser. The substrates are coated with PDMS (Polydimethylsiloxane). PDMS
solution is prepared by mixing it with a cross-linker in the ratio 10:1. The prepared
solution is then kept in a desiccator for about 30 min. Following which a glass slide
is mounted on spin coater (Make: Apex instruments) and coated with the prepared
PDMS solutions at 3400 rpm for 50 s to prepare the final substrate. The coated
substrate is then kept on a hot air oven at a temperature of about 80 °C for about
2 h. The magnetic field is provided with the help of a cylindrical shaped Ni–Cu
permanent magnet (diameter 5 mm and height 3 mm). The magnet is placed below
the substrate to impart the magnetic field.

For the preparation of the ferrofluid solutions, iron oxide (Fe3O4) nanoparticles
were chemically synthesized by the co-precipitationmethod froman aqueousmixture
of Fe+3/Fe+2 (2:1) solutions. The synthesized nanoparticles were then coated with
surfactant (lauric acid) to prevent the agglomeration of nanoparticles. Nanoparticles
were then dispersed in DIwater with a volume fraction of 2.6% to synthesize the final
ferrofluid solutions. To explore the effect of viscoelasticity, the Glycerol solution is
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Fig. 1 Schematic of experimental setup

mixed with the prepared ferrofluid sample in the ratio 3:7. This solution is further
sonicated for 2 h in an ultrasonicator for a homogenous mixing. To calculate the
change in diameter, height, velocity, and contact angle of the droplet, an in-house
code is developed inMatlab®.The temperature and the humidity inside the laboratory
are maintained at 25 ± 0.5 °C and 67 ±1%respectively.

3 Result and Discussions

In this section, we explore the role of the magnetic field on the height, diameter,
contact line velocity, and the contact angle of the droplet. The study is divided into
two parts. In the first part, we discuss the role of the magnetic field on a water-based
ferrofluid. In the second part, we explore the implications of the magnetic field on
an impacting viscoelastic ferrofluid drop.
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3.1 Effect of Magnetic Field on a Water-Based ferrofluid
Droplet

In Fig. 2, we show the temporal evolution of the droplet morphology, as it impacts
the PDMS substrate for different magnetic field strength. Two different scenarios are
presented in Fig. 2, with and without a magnetic field. In the absence of magnetic, the
droplet on striking the substrate spreads almost instantaneously. This instantaneous
spreading is because of the rapid increase of pressure at the point of impact in the
droplet. The droplet spreads until the maximum deformation is reached, following
which the droplet retracts. Eventually, the droplet reaches its equilibrium contact
angle, after which no deformation in its morphology takes place. All the stages of the
droplet impacting dynamics remain the same, even on the application of themagnetic
field. However, if we conduct a comparative analysis in Fig. 2, we can observe that
the droplet spreads more in the presence of a magnetic field as compared to the
absence of a magnetic field case.

In Fig. 3a, we show the variation of the diameter of the droplet. We can easily
observe that the maximum diameter reached is directly related to the strength of
the magnetic field. However, the time of reaching the maximum diameter (i.e., the
stage of maximum deformation) is almost the same for all the investigating cases.
In Fig. 3b, we show the change in the height of the ferrofluid droplet. The stage-
A in Fig. 3b denotes the state in which the droplet is outside the influence of the
magnetic field and exhibits its spherical shape. In Stage-B, the droplet undergoes the
maximum deformation; thus, it encounters minimum height. In Stage-C, the droplet
experiences the recoiling of the contact line, because of which the height increases.
This spreading and retraction of the droplet contact line continue until the kinetic
energy of the droplet is nullified.

Fig. 2 Snapshots of the sequence of the impacting ferrofluid droplet in the absence of the magnetic
field and under the influence of the vertical magnetic field
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Fig. 3 Plot depicts the temporal evolution of the droplet (a) Diameter and (b) Height, for the various
cases under consideration

3.2 Effect of Magnetic Field on Viscoelastic Ferrofluid
Droplet

In Fig. 4, we show the morphological evolution of the viscoelastic ferrofluid drop
in the presence and absence of a magnetic field. The droplet impact phenomena
are almost the same for the viscoelastic and water base ferrofluid i.e., the droplet
on striking the substrate undergoes a maximum deformation, following which it
experiences a recoiling of the contact line. However, careful observation of Figs. 2

Fig. 4 Snapshots of the sequence of the impacting viscoelastic ferrofluid droplet in the absence of
the magnetic field and under the effect of the vertical magnetic field
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Fig. 5 Plot depicts the temporal evolution of the viscoelastic ferrofluid droplet contact line velocity,
for the various cases under consideration

and 4 will show that the viscoelastic drop takes more time to reach at the deter-
mining stages, i.e. the maximum spreading and maximum recoiling stage. Also, the
maximum diameter experienced by the droplet in the absence of the magnetic field
is less than the maximum diameter experienced by its Newtonian counterpart (i.e.,
water-based ferrofluid).

However, when the magnetic field is applied, significant deformation is encoun-
tered in the droplet diameter. This typical behavior of the fluid is mainly because
of its viscous and elastic nature. This viscous and elastic nature of the fluid domi-
nates the morphological changes occurring in the drop, thereby culminating in such
a result as depicted Fig. 4. Figure 5 depicts the temporal evolution of the contact
line velocity of the viscoelastic ferrofluid drop. Initially, the droplet on impacting the
solid substrate encounters an instantaneous spreading. Primarily due to this fact, the
contact line velocity increases for all the cases. Themaximumdeformation is directly
related to the magnetic field flux, as denoted by point A in Fig. 5. Now, as a result
of the elastic nature of the fluid, the contact line retracts with the maximum recoil
velocity (Point B). Following which the droplet undergoes further spreading and
recoiling. However, the amplitude of the spreading and recoiling decreases because
of the viscous dissipation occurring at the contact line. Eventually, the viscoelastic
drop reaches its equilibrium stage (point C) beyond which no change in the droplet
morphology is encountered (cf. Figure 5).
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4 Conclusion

In the present investigation,wehave explored the evolution of the dropletmorphology
as it impacts a treated solid substrate, in the presence of a magnetic field. Two typical
fluids are chosen for the present study viz., a water-based ferrofluid and a viscoelastic
ferrofluid. The droplet impacting on the solid substrate undergoes two character-
istic morphological changes: a maximum deformation stage and maximum recoiling
stage, before reaching at its equilibrium state. These stages are also observed when a
vertical magnetic field perturbs the impacting droplet domain. The maximum defor-
mation experienced by the droplet is directly related to the strength of the magnetic
field, for both the water and viscoelastic ferrofluid. The amplitude of the oscillation
of the morphological changes dampens out once the strength of the magnetic field
is increased. In the absence of a magnetic field, the viscoelastic ferrofluid droplet
exhibits negligible recoiling. However, in the presence of amagnetic field, significant
recoiling was seen.
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Reacting Flow Solver for Martian
Atmosphere Conditions

P. Vicky Kumar, Anil Kumar Birru, and Vinayak Narayan Kulkarni

Abstract In the advancement of computational code, demonstration depicts essen-
tial elements. An attempt has been made to develop a finite volume in viscid non-
equilibrium flow solver especially the flow of carbon-dioxide to studyMartian atmo-
spheric condition. The present study utilizes Venkat Krishnan limiter to provide
second-order accuracy. The solver is incorporated by higher-order reacting convec-
tive or in viscid fluxes, AUSM scheme. The code is inspected by flowing carbon
dioxide over sphere of diameter 25.4 mm and shock stand-off distance is measured
at two different velocities, i.e., 4.220 km/s and 2.845 km/s. Similarly, for a ramp at
angle 10 and 20 degrees the results obtained in terms of pressure ratio, temperature
ratio, and wave angle by the solver are validated with an analytical approach. For
all the cases studied, in house-solver exhibit satisfying agreement. Additionally, its
capability can be enhanced by incorporating various flux evaluation schemes.

Keywords Martian atmosphere · AUSM scheme · Shock stand-off distance and
wave angle

1 Introduction

Relative to the Earth, the Martian atmosphere is thin because it mainly consists of
95.70% CO2, 1.6% Ar, and 2.7% N2 is quite different from Earth’s. The density is
only 1.0% and the temperature is lower than Earth’s atmosphere. The atmosphere
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and climates on Mars vary severely and quasi-randomly with Mars geographic posi-
tion and seasons, which makes the atmosphere parameters having evident scatter
characteristics. As a result, these uncertainties of atmosphere parameter should not
be neglected in entry vehicles aerodynamics computations in virtue of its interdepen-
dency with the trajectory design. A lot of probes supported from Mars exploration
projects by the US and SU during the cold war period were launched toMars. Unfor-
tunately, most of them were failed until the “Viking” explorer belonging to NASA
successfully entered Martian atmosphere in 1976. Then, NASA’s other explorer,
the “Pathfinder”, successfully landed Mars once again in 1996. However, contem-
porary Mars probes from Russia and Japan all failed for different reasons. With
the development of aerospace technology and understanding the environments of
Mars atmosphere, the success probability of Mar exploration mission significantly
grows in the twenty-first century, such as the well-known projects Phoenix and Mars
Science Laboratory, Mars exploration attracts more and more countries concern.
From the view of vehicle entry, there are still a lot of challenges, especially in accu-
rately predicting aerodynamics characteristics concerning the Martian atmosphere.
Candler et al. [1] conducted an experiment in an expansion tube facility at three
different angles of attack: 0, 11, and 16°. In a hypervelocity, carbon dioxide flow
was made to measure heat flux across blunt bodies and visualizes bow shock shapes.
Whiteet al. [2] simulated Monte Carlo solver, known as dsmc Foam, is thoroughly
examined for its ability to solve low and high-speed non-reacting gas flows in simple
and complicated geometries. Two test cases were considered, i.e., flow over sharp
and truncated flat plates, the Mars Pathfinder probe, a micro-channel with heated
internal steps, and a simple micro-channel. Liao et al. [5] measure shock stand-off
distances over hypersonic spheres in CO2 have been conducted in the hypervelocity
ballistic range of HAI, CARDC. It is thought from the calculated results that the
flow over spheres of the present test is mainly nonequilibrium. Vital parameters like
skin friction coefficient, mass fraction of various species, boundary layer thickness,
entropy layer thickness, etc. are either impossible or very difficult and costly to
obtain by performing experiments. Hence, it is advisable to device a methodology
for known freestream conditions and geometry by employing a finite volume inviscid
non-equilibrium flow solver for investigation and to obtain more detailed flow field
information.

2 Numerical Methodology

2.1 Governing Equations

Computational fluid dynamic (CFD) is a methodology to solve the governing math-
ematical models for fluid flow using a suitable numerical technique. It is an efficient
approach to simulate the variety of fluid problems in an economical way as compared
to costly experimental procedures. Therefore, it has been an integral part of designing
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supersonic/hypersonic aircraft like reentry vehicles, missiles, etc. Simulation for
these compressible flows involves the solution of Euler’s equations for low enthalpy
conditions. However, consideration of reacting gas flow is important for the precise
prediction of high enthalpy flowfield. Therefore, species continuity equations also
need to be solved along with the Euler’s equations. The source term of these added
equations accounts for the species production rate which is insignificant in the low
enthalpy non-reacting gas flow. The coupled Euler’s equation and species continuity
equations for 2D axisymmetry laminar Inviscid compressible flows in vector form
are presented as follows in Eq. 1:
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∂t
+ ∂F
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∂y
+ S+ ∝ SI = 0 (1)
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With total energy E, is expressed as E = e + 1
2ρ

(
u2 + v2

)
, where used for

internal energy ‘e’. This internal energy of the mixture is able to calculate as,
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e = ∑N
i=1 e1

Ci
ρMWi

. ‘F’ and ‘G’ denotes flux in vector form in x and y direction
along with ‘U’ as conservative vector or solution, respectively. ‘S’ denotes reaction
source term and ‘SI ’ called axisymmetric source term. When ‘α’ is assigned as 1
and 0, it recognizes axis-symmetric and 2-D simulation. Additionally, ρ, p, and T
represent density, pressure, and temperature. Whereas u and v are velocities in x and
y direction, respectively. The molar internal energy of the species is calculated as
ei = h0fi +

∫ T
TR
CpidT −RuT whereMWi ,Ci ,Cpi and h0fi expressed as themolecular

weight, mass concentration, specific heat at constant pressure, and heat of formation,
respectively. Apart from this, Ru called universal gas constant, TR as character refer-
ence temperature and ‘N’ denotes the number of species. In the present case, utilizes
Venkat Krishnan limiter to provide second-order accuracy. The solver is incorporated
by higher-order reacting convective or inviscid fluxes, AUSM scheme.

3 Validation

A present finite-rate chemistry model includes eight species N2, NO, O2, CO2, C, O,
CO and N and ten elementary chemical reactions. The rate coefficient and chemical
reactions used in non-equilibrium conditions are mentioned in Table 1.97% CO2

and 3% N2 is considered for non-reacted freestream flow. The following reactions
accord with rate constants have been studied byMaciel and Pimenta for the chemical
non-equilibrium around Martian atmospheric conditions.

Numerical tests have been conducted to validate the accuracy of the present formu-
lation. The test cases include a sphere of diameter 25.4 mm and ramp angles at 10
and 15° are implemented to validate the developed solver.

3.1 Flow Through Ramp

In the computational solution, the geometry 2D ramp of angle 10° and 20° for
the following Mach 4 and 5. Further freestream conditions includes a pressure of
199.45 Pa and a temperature of 131.70 K with mesh size of 280 × 150. The Mach
contour attained is shown in Figs. 1, 2, 3, and 4. With the purpose of authenticating
the solver, pressure, and temperature ratios along with shock wave angle (β) are
compared with the analytic predictions used for low enthalpy test conditions. The
comparisons have been discussed in detail and tabulated. By studying Table 2, it can
be observed that the developed solver provides satisfactory results at low enthalpy
conditions.
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Table 1 Rate-coefficients and chemical reactions used in non-equilibrium

S. No. Chemical
Reaction

Kbi (cm3mole−1s−1) Kfi (f cm3mole−1s−1)

1 M + N2 → 2N
+ M

1.5 × 1018T−1.0 2.5 × 1019T−1.0e−1.132×105/T

2 NO + M → N
+ O + M

3.5 × 1018T−1.0 4.1 × 1018T−1.0e−7.533×104/T

3 CO + O → C +
O2

9.4 × 1012T 0.25 2.7 × 1012T 0.5e−6.945×104/T

4 CO + N → NO
+ C

2.6 × 1010T 0.5 2.9 × 1011T 0.5e−5.363×104/T

5 NO + O → >
O2 + N

9.5 × 109T 1.0 3.0 × 1011T 0.5e−1.946×104/T

6 CO + M → C
+ O + M

1.0 × 1018T−1.0 4.5 × 1019T−1.0e−1.289×105/T

7 CO2 + → CO
+ O2

2.5 × 1012e−2.4×104 1.7 × 1013e−2.65×104/T

8 N2 + O → NO
+ N

1.6 × 1011T 0.5 7.4 × 1011T−0.5e−3.79×104/T

9 CO2 + M →
CO + O + M

2.4 × 1015e−2.184×103/T 3.7 × 1014e−5.25×104/T

10 O2 + M → 2O
+ M

9.1 × 1015T−0.5 9.1 × 1018T 1.0e−5.937×104/T

Fig. 1 Ramp angle of 10° at
Mach 4 Dimensions along x and y (m)
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Fig. 2 Ramp angle of 20° at
Mach 4

Dimensions along x and y (m)

Fig. 3 Ramp angle of 10° at
Mach 5

Dimensions along x and y (m)

Fig. 4 Ramp angle of 20° at
Mach 5

Dimensions along x and y (m)

3.2 Flow Over Sphere

Simulations are conducted for flow of carbon dioxide (CO2) across a sphere of
25.4 mm diameter in order to justify the current solver for reacting flow situations.
Two test cases of velocity 4.220 plus 2.845 km/s have been discussed here.
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Table 2 Comparison of in-house solver and analytical values at different ramp angle-Mars
conditions

Ramp Angle. Mach No. Pressure ratio Temperature ratio Shock wave angle (β)

Analytical Solver Analytical Solver Analytical Solver

10 4 2.373 2.477 1.241 1.229 21.840 19.971

5 2.850 2.973 1.312 1.288 18.976 17.949

20 4 4.782 5.175 1.580 1.476 31.411 32.780

5 6.410 6.894 1.799 1.639 28.757 28.9612

The details of the test condition are shown in Table 3. In the table, the shock
standoff distance calculated is compared with in house solver. Figures 5, 6, 7, and 8
shows bow shock waves at two different velocities. It is noticeable from the table
that the shock stand-off distance at two freestream velocities shows minor changes.

Table 3 Test conditions and result comparisons of flow over sphere 25.4 mm

Sphere Diameter
(mm)

Velocity (km/s) Ambient
temperature (K)

Ambient
pressure (Kpa)

Shock stand of
distance

Analytical Solver

25.4 4.220 293.7 2.420 0.14493 0.11633

2.845 293.2 7.425 0.14728 0.11811

Fig. 5 Bow Shock wave at
4.220 km/s

Dimensions along x and y (m)
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Fig. 6 Streamline at
4.220 km/s Dimensions along x and y (m)

Fig. 7 Bow Shock wave at
2.845 km/s

Dimensions along x and y (m)

4 Conclusion

Finite volume inviscid non-equilibrium flow solver is developed to study theMartian
atmospheric condition. The solver includes 8 species and 10 reactions. With the help
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Fig. 8 Streamline at
2.845 km/s

Dimensions along x and y (m)

of OP2, the code is parallelized. The validation of solver employed on the two-
dimensional models such as ramp and sphere has been accomplished by comparing
with the analytical method.
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