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Abstract. Despite recent remarkable progress in image generation from
layout, synthesizing vivid images with recognizable objects remains a
challenging problem, object distortion and color imbalance occasionally
happened in the generated images. To overcome these limitations, we
propose a novel approach called Pair-wise Relativistic average Generative
Adversarial Network (P-RaGAN) which includes a pair-wise relativistic
average discriminator for enhancing the generative ability of network. We
also introduce a consistency loss into our model to keep the consistency
of original latent code and reconstructed or generated latent code for
reducing the scope of solution space. A series of ablation experiments
demonstrate the capability of our model in the task from layout to image
on the complicated COCO-stuff and Visual Genome datasets. Extensive
experimental results show that our model outperforms the state-of-the-
art methods.

Keywords: Image generation - Layout - Relativistic average
Discriminator - Consistency loss

1 Introduction

Image generation from layout is a novel hot topic in computer vision, which
requires the function of dealing with incomplete information in the layout and the
ability of learning how to handle multi-modal information(vision and language).
Existing powerful algorithms can conveniently assist technicians to comprehend
visual patterns. Therefore, there exists a number of visual applications, e.g. self-
driving technology, it is a help for art creation and a novel aid in scene graph
generation [25].

Here layout includes semantic layout (bounding boxes and object shapes) and
spatial layout (bounding boxes and object category). It can be used not only as
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initial domain in the task from layout to image but also as intermediate repre-
sentation in other task such as text-to-image (known as T2I). Most promising
results in deep learning are based on generative model like Variational Auto-
Encoders (VAEs) and Generative Adversarial Networks (GANs). Hong et al. [9]
proposed a two-step image synthesizing method with constructing a semantic
layout from the text, which can generate an image conditioned on the layout
and text description. But their methods did not follow the end-to-end training
manner. Hinz et al. [8] introduced a novel method which added an object path-
way to both the generator and discriminator for controlling the location of the
objects. Compared with semantic layout, the spatial layout is a coarse-grained
description. Image generation from the spatial layout does not need annotate
the segmentation masks. There are two main challenges in this task. The first
challenge is how to synthesize images which must correspond to layout. Sec-
ond, from the perspective of human vision, the generated samples need to be
real enough. Zhao et al. [22] proposed an approach called layout2im based on
VAE-GAN network for synthesizing images from the spatial layout. Most their
samples generated by layout2im did correspond to the given layout. However,
object distortion and color imbalance has occasionally arisen in the generated
samples.

Most existing image generation from layout to image tasks are GAN-based
methods, but the training of vanilla GANs is notorious due to its uncertainty
and instability. Therefore, many researchers are devoted to the method study
of how to stabilize the training of GANs. The Wasserstein GAN (WGAN) [4]
is a good illustration of stability training, which adopts Earth Mover Distance
(EMD) instead of Jensen-Shannon (JS) divergence as an objective. Mao et al.
[23] propose another method by replacing the cross entropy loss function with the
least square loss function. The method also attempted to use different distance
measures to build a more stable and converging adversarial network. Although
these methods have partially solved the stability problem, some of them such
as[3] are required more powerful computing performance than Standard GANs.

Our work aims to improve the generative ability of GAN for the high-quality
of generated images. The overall framework of the proposed method is shown
in Fig. 1. Consequently, we propose a novel method which contains two new
components. One is to introduce a pair-wise relativistic average discriminator|[12]
for increasing generative capability, the other is to propose a consistency loss
function for reducing the scope of solution space. The major contributions of
our method are summarized here:

1) We propose a new model for generating realistic image from coarse layout.

2) We introduce a pair-wise relativistic average discriminator, which includes
an image-wise discriminator that can generate more recognizable and vivid
images and an object-wise discriminator that can address the problem of
object distortion.

3) We adopt a consistency loss for narrowing the scope of solution space.
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In the remainder of this paper is described below. We shortly present related
work about our study in Sect. 2, and in Sect. 3, we illustrate in detail the com-
ponents of P-RaGAN. Then we focus on the experimental results and analysis
in Sect. 4.

2 Related Work

Conditional GANs. The introduction of GAN[6] has achieved promising
results in image generation tasks. It has been an increasing attention on condi-
tional image generation or manifold-valued Image Generation [24]. Conditions
can be text [17,20,21], image [10], scene graph [11] or layout[22]. However, model
collapse does exist with these GAN-based methods. In the Standard Generative
Adversarial Networks (SGANSs) methods, the discriminator is only responsible
for obtaining the probability that the input sample is real data, and the gener-
ator is trained to synthesize samples that can “cheat” discriminator. But this
way isn’t appropriate in the sight of a priori knowledge that half of a mini-batch
of data comes from the generated samples [12]. Moreover, from the perspective
of human cognition, the discriminator should also output higher scores to gener-
ated sample which is more realistic than the real one. [12] proposed a relativistic
discriminator to solve these problems and achieved the satisfied results. But it
only judges whether the input image is relatively realistic at image level. For
this, we discriminate at object level by comparing the authenticity between the
input object patches and the opposite type.

Image Generation from Layout. The image generation from layout is for-
mulated as:
I, =G (Lg). (1)

where Lg denotes the original layout which is composed of an appearance latent
code 2", the position of objects in images Bj.r and the class label of object
c. G is a generator network. I, refers to the generated image. Since 2" € R64
and I, € ROHXW(( refers to the channel, H and W are the height and the
width of input image, respectively.) are essentially a low dimensional vector
and a high dimensional vector, respectively, the layout-image pair can’t be per-
fectly aligned and it prevents the generator from synthesizing more realistic and
detailed images.

In most recent studies [8,9,11,14,22], layout-based image generation methods
have been explored. These methods [8,9,11,14] divided T2I task into the follow-
ing two steps: language — layout and layout — image. These approaches reduce
the difficulty of generation because they employ layout as a bridge across a huge
semantic gap between images and natural language descriptions. Despite that
layout2im [22] takes layout as input, the approach can generate image by com-
bining variational auto-encoders and generative adversarial network. Because of
the standard generative adversarial network in Layout2im, the quality of the
generated images is relatively poor.
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One major challenge in layout to image task is how to generate images with
more details and realistic objects without shape abnormality. To this end, we
propose a novel Pair-wise Relativistic average Generative Adversarial Network
(P-RaGAN). P-RaGAN consists of a pair-wise relativistic average discriminator.
We also introduce a consistency loss for promising the consistency of the object
latent code pairs (2", z..) and (z°, z)).

3 Generating Realistic Image from Coarse Layout

It is proved that the training of traditional GANs network such as SGANs
or DCGANSs is troublesome from existing powerful empirical and theoretical
evidence [15]. Therefore the task of generating high-quality images is difficult
due to the training instability of traditional GANs. Thus, for generating more
high-quality images, we construct a realistic image generation framework. The
detailed framework is illustrated in Fig. 1. In order to generate images without
object distortion by enhancing the power of GAN, we introduce the pair-wise
relativistic average discriminator (PwRaD). And to reduce the scope of solution
space, we also introduce the consistency loss function, as revealed in Fig. 1.
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Fig. 1. Overview pipeline of the proposed model. The model first cuts out the objects
in the real samples and employs the crop estimator to fit the distribution of these
objects patches, then samples two latent codes from the distribution and the standard
normal distribution, respectively. The layout consists of the code pair, together with
the object’s category label and location. Given the layout, it is fed into our generator
to synthesize images. We also introduce a pair-wise relativistic average discriminator
to generate reasonable and vivid images. In addition, consistency loss is designed to
ensure the consistency between latent code pairs for constraining the range of solution
space.
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3.1 Relativistic Average Generative Adversarial Network

In [12], Jolicoeur-Martineau and Alexia pointed out that GANs based on non-
Integral Probability Metrics (IPM) [16] couldn’t generate the samples with
high-quality, while IPM-based GANSs only partially solved this problem. Hence,
Jolicoeur-Martineau et al. proposed a relativistic discriminator network for sta-
bilizing the training of GANs.

D(Iy, Iy) = act (F (I,) — F (Iy)) (2)

Here, act is activation function, F(-) represents the output of the last convolu-
tional layer, I, means real samples from dataset, I, describes the false examples
from generator.

D™ (I, 1y) = act (F (1) — F (1)) 3)

The model (formula (3)) not only increases the possibility of fake sample
being more realistic, but also reduces the possibility of real data. To some extent,
this makes the JS divergence between the two distributions (Pgqtq and Prake) is
minimized [12], which leads to the resolution of gradient disappearance in the
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Fig. 2. Image-wise relativistic average discriminator (imgRaD) and object-wise rela-
tivistic average discriminator (objRaD). Both of imgRaD and objRaD need to compute
the probability that the input is real. The objRaD also needs to output the probability
that the input object belongs to each category, which is performed by a fully connected
layer.

3.2 Pair-Wise Relativistic Average Discriminator

Inspired by the fact that the relativistic average discriminator (RaD) [12] can
offer the promise of generalization ability, we propose a pair-wise relativistic
average discriminator (Fig. 2) to estimate the probability of the given input
data that is more realistic than the opposite type of input data on average. The
discriminator includes an image-wise discriminator and an object-wise discrimi-
nator. Different from the standard GANs, the object-wise discriminator requires
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the similarity of input data and its opposite type in object level. The discrimi-
nators we proposed can be defined as:

M. . . act (F(t) — E[gw]pfakeF (Z)) if ¢t~ Pdata
Dzmg/ob]( ) - { act (F(t) _ EITN]P’damF (Ir)) lf t~ Pfake (4)

And the relativistic loss function of discriminator is:

LDimg/nbj = —Er~Puata [bg (Dimg/f’bj (IT))]
_H‘EIQNIP’M;CE DOg (1 - Dimg/obj (Ig))]

In the image-wise discriminator (Diymg), I and z represent the ground-truth
and the synthesized samples respectively. In the object-wise discriminator (Doy;),
I, and z refer to ground-truth and synthesized images patches containing objects,
respectively. Neither of the two discriminators is added to the batch normaliza-
tion layer. The proposed discriminator improves the corresponding loss function
and ensures that the input data is more real than its opposite type on average,
not only more real than a small part. Experiments show that the proposed model
can generate pseudo-real-world image.

()

3.3 Consistency Loss

Although the mapping function between layout and image can be learned
through the mutual confrontation between the generator and the discrimina-
tor. It is difficult to obtain a perfect mapping function between the input and
the output. In order to further reduce the space of mapping function, the object
latent code 2z! of the reconstructed image should be as close as possible to the
object latent code z° of the real sample. Meanwhile, the latent code 2/ from
the crop estimator should be essentially consistent with the code z, from the
standard normal distribution sampling. So we explore a consistency loss, which
is defined as follows:

Leon = ]E(ZO ZI)N(PONPOQ) [”ZO - Z(/)Hl]

2 (©)

!

+ ]E(ZT 24 )N(Pz‘demny,Pog) [”ZT B z’“”ﬂ
where Po, is the distribution of objects in the ground-truth images, Po, repre-
sents the distribution of objects in the generated.

3.4 Total Loss Function

Our final loss function is a weighted sum of these loss functions, which is defined
in detail:

Liotal =AoLKL + M Leon + A2Limg + A3Lobj + )\45213 (7)

where Lgp, is the KL-divergence between the normal distribution and the dis-
tribution Po,, Lcon relates to the consistency loss, Limg and Lop; describe the
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relativistic loss from discriminators, EOA% is the same as the classifier loss in lay-
out2im. The )\; is the hyper-parameter for balancing the proportion of various
losses. We set A; to 0.1, 0.5, 1 and 5, respectively, in the experiments. We find
that when we set Ag = 0.1, Ay = 0.5, Ao =1, A3 = 1 and Ay = 1, we get the best
results.

4 Experimental Results and Analysis

In this section, we have carried out extensive experiments on the datasets with
multi-objects and complex scene images, e.g. COCO-Stuff [5] and Visual Genome
[13] datasets. At the same time, we also evaluate the performance of the pro-
posed method from three aspects: the recognizability and stability of the gener-
ated image, the consistency with the image distribution in the datasets and the
structural similarity of human visual perception. Finally, we further analyze the
role of the pair-wise relativistic average discriminator and the consistency loss
function for improving the quality of generated image through ablation experi-
ments.

4.1 Evaluation Metrics

We adopt three evaluation indicators for evaluating the performance of our
layout-conditional image generation method: Inception Score (IS) [18], Fre’chet
Inception Distance (FID) [7], and structural similarity index (SSIM) [19]. The
evaluation of inception scores on visual quality is considered to be related to
human perspective [2]. For measuring the recognizability and diversity of syn-
thesized samples, we apply the pre-trained classifier (VGG-net [1]) to all images
generated by our model and baseline to study the statistical characteristics of
its score distribution for computing the inception scores. The higher the score,
the better. Unlike Inception Score, the FID score can measure whether the gen-
erated image is in the same distribution as the image in the dataset. We prefer
getting lower scores for better performance. Evaluation based on Fre’chet Incep-
tion Distance (FID) is beneficial for reality evaluation. But when an image has
its own feature (for example, as long as it has the feature of human face, even
though the position of eyes and mouth is changed), IS and FID will still give it
a high evaluation, which is obviously contrary to human cognition. We choose
SSIM as another evaluation metric because SSIM is considered to be correlated
with the image quality perception of the human visual system (HVS) [19]. The
higher the quality of the image, the greater the SSIM value. Here we show it in
percentage form.
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Fig. 3. The partial samples of generated image using given layout. The results of the
COCO-Stuff and Visual Genome datasets are shown in rows 1 to 4 and 5 to 8, respec-
tively. For sg2im and layout2im, we use the pre-trained model to generate images.

Table 1. Quantitative evaluation results.

GT indicates ground-truth layout.

layout2im-p refers to the pre-trained model. layout2im-o: we train the layout2im from

scratch.

IS FID SSIM
Method COCO VG COCO | VG | COCO | VG
real image (64 X 64) | 16.3+0.4 |13.94+0.5 |- - - -
pix2pix [10] 3.5+0.1 2.7+0.02|121.97 | 142.86 | - -
sg2im(GT) [11] 7.3+0.1| 6.3+0.2 |67.96 |74.61 |- -
layout2im [22] 91+01| 81+0.1 |38.14 |31.25 - -
layout2im-p 9.1+0.1| 81+0.1 |42.80 |40.07 |24.2 |36.1
layout2im-o 9.1+0.1| 81+0.1 |[43.80 [39.39 |24.1 |36.1
ours 10.14£0.1| 8.5+£0.1 3870 |34.13 |25.7 |38.2
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4.2 Comparing Analysis

According to the three evaluation indexes, we compare with the experimental
results of three state-of-the-art image generation methods based on layout, and
the quantitative evaluation results are summarized in Table 1. We present three
evaluation results based on IS, FID and SSIM. Pix2pix [10] has achieved promis-
ing results in image translation. Here, we set the original domain as the layout
and the real image as the target domain. Sg2im [11] adopts graph convolution to
handle scene graph in the T2I. It can be applied to generate image from layout
only by using ground-truth layout. Layout2im [22] is originally trained for taking
layout as input to generate images.

From the IS index of two experimental datasets, our method is improved
from 9.1 to 10.1 and from 8.1 to 8.5 respectively. Since this index represents the
recognizability and diversity of object in the generated image, this demonstrates
that our method can generate more recognizable and realistic objects. FID is
more suitable to describe the diversity of GAN, and has better robustness to
noise. The FID of our model is slightly lower than that reported by layout2im,
because the images generated by our model are more the same. Our approach
increases SSIM from 24.2 to 25.7 and from 36.1 to 38.2. SSIM is a full reference
image quality evaluation index. It measures the similarity of two images from
three aspects of brightness, contrast and structure. Its design takes the visual
characteristics of the human visual system (HVS) into account, which is more
consistent with the visual perception of the human eye than the traditional way.
This also explains that from a human point of view, our model produces images
that are more strongly correlated with the real samples in the dataset. In other
words, it indicates that our method is easier to generate images that are better
aligned with real samples. And our proposed approach significantly outperforms
these existing approaches [10,11,22].

In addition, we respectively illustrate the visual effect of the generated image
in Fig. 3 and Fig. 4. Given the coarse layout, Fig. 3 shows the partial generated
image results of sg2im, layout2im and the proposed methods on two experimental
datasets. Due to the combination of variational auto-encoders and generative
adversarial network, layout2im method does synthesize images that correspond
with layout. However, the object shape is distorted in Fig. 3 (a), (¢), (g) and (j).
Furthermore, compared with the object location of given layout, some objects’
location in the generated image is wrong in Fig. 3 (k), (1) and (p), which makes
the generated images look fake. Since their model ignores the fact that half of
the input data is fake, this inevitably leads to the distortion in the generated
images. In Fig. 3 (e) and (n), the reason why the images generated by sg2im look
chaotic is that the information that scene graphs can express is very limited, and
only six relationships are defined in the experiment.

In contrast, our model applies the consistency loss penalty model to ensure
that the generated image is close enough to the ground-truth, and on this basis,
we make full use of the fact that half of the data fed into the discriminator is fake,
so the generated image with high recognition is more close to the ground-truth
image.
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real samples ours

sg2im
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Fig. 4. Partial samples of generated images on the COCO-Stuff (top) and Visual
Genome (bottom) datasets. The ground-truth images are shown in first row. For sg2im
(the second row) and layout2im (the third row), we use the pre-trained model to gen-
erate samples. (Color figure online)

Table 2. Ablation Study. We trained baseline from scratch. CL is the consistency
loss, imgRaD and objRaD refer to image-wise and object-wise relativistic average dis-
criminator, respectively, the PwRaD is the pair-wise relativistic average discriminators.

IS FID SSIM

Method COCO VG COCO | VG COCO | VG

baseline-o 9.1+0.1 [81£0.1 [43.80 [39.39 24.1 36.1
baseline+CL 9.47+£0.2 |[82%£0.1 |39.72 |35.46 |24.9 36.9
baseline+imgRaD 89+0.2 |78+03 40.13 |38.51 |24.1 36.5
baseline+objRaD 94£01 |81+0.1 [39.83 |37.65 |24.2 37.1
baseline+PwRaD 9.7+0.1 [83%£0.1 |39.14 |35.38 |25.0 37.7
baseline+PwRaD+CL | 10.1 £0.1 |8.5+0.1|38.70 |34.13  25.7 |38.2
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To further prove that our proposed model doesn’t memorize the images, but
has ability to generate images. We present the experimental results based on
given layout and given the ground-truth images in Fig. 4. As shown in Fig. 4
(b), our model changes the appearance and direction of the bus, the image
generated by layout2im is not so real, although it looks like a car. The shape
of the car in sg2im is excessively distorted. As depicted in Fig. 4 (¢), without
changing the background of the sea, our model “upgrades” the ship in the image.
In Fig. 4 (n), our model has changed the color of the sky and the river, and
layout2im has changed the color of both, but it has turned the river yellow,
which is obviously not in line with the cognition of the human visual system.
Sg2im produces incomprehensible images.

From Fig. 4, we can also see that our model can better overcome the problems
of the object shape distortion and color imbalance in sg2im and layout2im. For
shape distortion, layout2im composes a tree in the wrong place in Fig. 4 (g)
and (k). Sg2im directly ignores the existence of trees. Figure 4 (a), the car
from layout2im looks more like a wall. The car synthesized by sg2im can’t be
recognized by human eyes. For color imbalance, as illustrated in Fig. 4 (o), the
image generated by layout2im shows an unknown red object, sg2im struggles
with the object shape and color. From these examples, we can see that our
model can generate images with correct colors and shapes: Fig. 4 (g) shows two
buses, (0) doesn’t contains strange stuff.

Based on the analysis of the three evaluation indexes and the corresponding
visualization results, we can see that our proposed method is effective to over-
come the problems of shape distortion and color distortion of objects, and our
model has the ability to generate images containing complex objects. It is unde-
niable that our model is not very good for some slender and tiny objects. We
consider that our input is set to 64 x 64 low resolution images. How to generate
high resolution image with clear tiny objects, obviously, is an area of special
interest in our future work.

4.3 Ablation Study

Compared with the framework of baseline model, our proposed framework of
image generation from coarse layout includes two new components: pair-wise
relativistic average discriminators and a consistency loss function. In order to
further fully demonstrate that the role of each component in improving the
quality of the generated images, we conduct ablation experiments on two exper-
imental datasets. The ablation results are summarized in Table 2.

Pair-Wise Relativistic Average Discriminators. Our pair-wise relativis-
tic average discriminator includes image-wise relativistic average discriminator
(imgRaD) and object-wise relativistic average discriminator(objRaD). Through
the combination of baseline model and the different components, the evaluation
results of two experimental datasets under three evaluation indexes are given in
Table 2. We test the compact of removing the relativistic average discriminators.
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Specifically, the model trained without objRaD which decreases inception score
obtains poor performance, since the model cannot generate recognizable objects.
The SSIM score is still high because of the image-wise discriminator. Without
the constraint of image relativistic adversarial loss, the model leads to lower
score as it ignores the priori knowledge that only half of the input data is real,
and the model does not reduce the possibility of discriminating the real data as
real. The pair-wise relativistic average discriminator-based GAN achieves higher
scores, showing that the synthesized images include more vivid structures. For
example, Fig. 3 (b) shows the skis, (p) sets tree in correct position.

Consistency Loss. A consistency loss term in total loss function promises
the alignment between the two pairs of latent codes (2", z.) and (z°, z)). Does
this result in better performance? Table 2 reports the scores of this variant. The
model with consistency loss increases IS score from 9.1 to 9.4, decreases FID
score to 39.7, and improves SSIM value to 24.9. In Fig. 4 (e), compared with
sg2im and layout2im, the generative locomotive can be easily identified. Figure 4
(r) displays the mountain and sky which are very similar to those in ground-
truth image. This demonstrates that the consistency loss penalizes the distance
between the original latent codes z", z° and reconstructed z,. or generated z,
latent code. Because L1 norm is more capable of handing the exception value,
we use L1 norm to constrain the final loss function in the process of the image
generation. And we also try L2 norm in the experiment, but the experimental
results are not ideal.

5 Conclusion

In this paper, we propose an approach for image generation from layout which
can synthesize more recognizable objects and vivid images. We improve the
baseline model layout2im by introducing a pair-wise relativistic average dis-
criminator and a consistency loss function. The quality of image generation is
improved using the proposed image-wise and object-wise discriminators. We also
design a consistency loss for constraining the scope of solution space. The pro-
posed method Pair-wise Relativistic average Generative Adversarial Network (P-
RaGAN) can achieve the better performance based on the objective evaluation
metrics (IS, FID and SSIM) and the visual perception evaluation of generated
image. Our future work is further enhance the tiny object of image generation.
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