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Foreword

A large study is not just a small study made larger
There can be few books into which the scientific editor has put more decades of

epidemiological preparation than Zhengming Chen has into this book or at least into
the study that it describes. Now Professor of Epidemiology at Oxford, he began
doing epidemiological studies in China more than 30 years ago. He has continued
ever since, working on studies in China from a UK base and building in the process
the largest collaboration in the world between Chinese and Western randomised and
observational studies of population health. Each new study has been considerably
larger than its predecessors.

Eventually, he and the team he had built up at Oxford were conducting, jointly
with co-principal investigators and colleagues in China, rigorously randomised trials
with several tens of thousands of participants of widely practicable treatments for
common diseases. They were also conducting larger and larger observational epi-
demiological studies, culminating 15 years ago, as described in this book, in what
was the world’s largest blood-based biobank study, with samples stored from half a
million apparently healthy adults all over China, with electronic linkage to all deaths
and to virtually all hospital treatment via the newly introduced nationwide health
insurance scheme.

Fortuitously, this was just the moment when information technology, sample
storage and retrieval, health record linkage, assay technology (genetic and non-
genetic), and statistical methods had improved so much that, with detailed attention
both to the organisation and to the science, a really large biobank study could
succeed.

Equally fortuitously, a substantial one-off grant from the Kadoorie Charitable
Foundation in Hong Kong, structural support from the Disease Surveillance Points
system, and long-term support from Oxford University Departmental infrastructure
gave Professor Chen and his colleagues the initial freedom to concentrate on
optimising the planning, conduct, and maintenance of this, the first major biobank
study of the new century.
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Because it had been planned and executed so carefully and successfully, the
China Kadoorie Biobank Study (CKB, which recruited 500,000 Chinese adults in
2004–2008) provided an influential model when, in the mid-2000s, a complete
redesign was undertaken of the UK Biobank Study (UKB, which then successfully
recruited 500,000 UK adults in 2008–2010).

CKB is now maintained by long-term support from major funding agencies in
Beijing and London (with continued support from the Oxford’s Nuffield Department
of Population Health, which hosts both CKB and UKB), but the initial freedom
offered by the early financial supporters of both studies was crucial to the careful
planning and piloting that underlay their eventual efficiency and success.

Although these two biobank studies grew out of the twentieth-century tradition of
prospective studies, in their methods and size they went far beyond it. In turn, they
have provided methodological examples of successful use of twenty-first-century
techniques that have inspired and influenced biobank studies elsewhere.

Currently, in a welcome development, all the major biobank studies in the world
are communicating with each other, sharing methods, ideas, data, and results. This
book can become part of the process of sharing methods, both with other studies and
with the future. This matters, for as Rory Collins, chief executive officer and “onlie
begetter” of UK Biobank has observed, a large study is not just a small study made
larger.

In recent years vast numbers of scientific (and unscientific) articles have been
written about the promise and problems of big biobank studies. Still, however, too
little has been written by the few who have actually made such studies work reliably
and productively. The interconnected problems, which need to be planned against,
are partly organisational, partly technical (assay methods are improving so rapidly
that it is often better to procrastinate, waiting for big decreases in price and increases
in sensitivity), and partly statistical.

Statistical traps are laid by regression dilution (which can be avoided by appro-
priate use of periodic resurveys of a subsample of the study population), by unduly
fine subgroup analyses, by random variation in measurements (as adjustment for
imperfectly measured confounding factors can leave highly significant residual
confounding), and by misleading relationships between different imperfectly mea-
sured factors that cannot be adequately resolved by multiple regression or by the
recently fashionable “directed acyclic graphs” (DAGs). Another major problem can
be reverse causality, but this can often be adequately dealt with by exclusion of those
who already had disease at study entry (and, for some associations, exclusion of the
first few years of follow-up).

Finally, as the randomised and the observational methods used so successfully in
studies of physical disease get used increasingly widely in studies of mental disease,
education, criminology, social policy, international development and many other
issues, understanding the real problems that have been encountered and overcome in
large prospective studies of the physical disease may be of increasingly wide
interest.
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Although a few highly entertaining moments have had to remain censored (and
the Editor has East Asian flushing syndrome, so they cannot be elicited by alcohol),
what remains is an account of a remarkable and influential study, relevant to the
conduct and interpretation of all major prospective studies over the next decade or
two.

University of Oxford, Oxford, UK Sir Richard Peto FRS
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Preface

Common chronic diseases of adults have their roots in lifestyles, social factors,
chronic infections, environment, in addition to genes. Last several decades have
witnessed significant progress in our understanding of the main avoidable causes of
common diseases, driven in part by development in epidemiological research,
especially prospective cohort studies. The introduction of prospective studies can
be traced to the late 1940s or early 1950s when several landmark studies were
established, including the British Doctor Studies, the Framingham Study, and the
Study of the Japanese Atomic Bomb Survivors. Such studies were undertaken to
address major pressing public health concerns at the time, such as the health
consequences of smoking, the causes of the escalating burden of heart disease, and
the risks from radiation. Some of these studies continued into the twenty-first century
and have greatly improved disease prevention, risk prediction, and treatment.

While the key principles of prospective studies have remained unaltered since
their introduction, recent advances in information technology, exposure assessment,
molecular biology, and genetics have greatly transformed the ways by which
prospective studies are conducted in the twenty-first century. Contemporary blood-
based prospective studies, now often referred to as “population biobank studies”,
tend to be extremely large and complex. They typically involve extensive collection
of exposures and disease outcomes and long-term storage of biological samples for
future large-scale (or cohort-wide), hypothesis-free, multi-omics assays. The need
for large sample sizes, which is essential for assessing modest but biologically
important associations, requires feasible strategies to facilitate recruitment, minimise
loss to follow-up, accurately classify disease outcomes, optimise the use of limited
biological samples, and maintain secure long-term storage of biological material and
data. Given the challenges, the key to success lies, perhaps not in planning for a
perfect study, but rather in planning the most reliable, sustainable, and future proof
study within the practical constraints of available resources and capacity.

In my day-to-day work as an Epidemiologist at the University of Oxford over the
past three decades, I have been involved in teaching graduate students and become
increasingly aware of the paucity of textbooks that address the contemporary
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practice of epidemiology in the era of “Big Data”. Many of the available epidemi-
ology textbooks focus on theoretical approaches, with varying degrees of statistical
complexity. Moreover, many textbooks including “practical guide” or “handbook”
in their title tend to focus on the data processing or analytic aspects of epidemiolog-
ical studies, rather than addressing practical issues or the limitations of some of the
traditional approaches. For example, studies that rely on paper-based questionnaires
incur a disproportionate amount of time to check, clean, and process data before
allowing researchers to undertake statistical analyses of such data. Another impor-
tant issue that has not been fully appreciated is the importance and challenges of
conduct of very large blood-based studies (e.g., 0.5 million or more participants in a
single study) or the methodology required to establish and manage such studies
reliably and cost-effectively across many geographically diverse areas.

This book aims to bridge the gap between traditional and contemporary epide-
miology and describes the key components of prospective biobank studies, including
the procedures and quality assurance frameworks for optimal design, conduct, and
management of such studies. The book involves eight chapters including: (1)
introduction (overview of principles and methods); (2) design and management of
biobank studies; (3) organisation and management of field work; (4) management of
biological samples; (5) long-term follow-up for health outcomes; (6) verification and
adjudication of disease outcomes; (7) development and application of IT systems;
and (8) data management and curation. Individual chapters can be read separately or
together. Some issues have been presented from distinct, albeit interrelated, perspec-
tives in several chapters, including questionnaire design, standard operating pro-
cedures, ethics and regulatory approval, biological samples, best practice in software
development, and data protection and sharing. Using examples mainly from the
China Kadoorie Biobank, the book provides many practical case studies of state-of-
the-art, cost-effective, and scalable methods necessary for establishing large
biobanks in different settings.

The authors are members of a multidisciplinary team of epidemiologists, clini-
cians, geneticists, software engineers, and laboratory and data scientists currently
working on the China Kadoorie Biobank at the University of Oxford. With the first-
hand experience in the planning, design, conduct, and management of contemporary
biobank studies, the authors have endeavoured to share their experience with their
readers. Even as a practical guide book, the chief emphasis is not to offer simple
solutions but to provide an in-depth analysis of various practical issues that are likely
to be encountered. The book could serve as a useful reference book to those who
wish to study epidemiology or undertake population health research. Individuals
who would like to understand more about the discipline may also find it informative.
It should also be of general relevance for researchers in other fields. I hope that this
book will also stimulate further development of large population- and hospital-based
biobank studies across different populations.

University of Oxford, Oxford, UK Zhengming Chen

x Preface



Commentary Remarks on “Population Biobank
Studies: A Practical Guide” Edited by Chen

The main focus of this book by Chen and his colleagues is on prospective studies of
associations between risk factors assessed at baseline in the participants (including
stored biological samples) and the health outcomes that occur during their subse-
quent follow-up.

Typically, when planning such studies, the focus is on the scientific purposes and
on appropriate ways to address them. By contrast, the authors consider not only key
aspects of study design required to address particular scientific aims, but also—
based on their considerable practical experience—how to deliver the desired study
effectively.

Several large prospective studies already exist, but there is still a need to establish
additional studies in carefully selected populations in different parts of the world.
This book will be invaluable for any researchers planning to establish new prospec-
tive studies, or indeed those planning to enhance existing ones, by providing clear
and practical advice on how to deliver on their aims.

—Rory Collins FRS, University of Oxford, UK

Epidemiology, including study design, conduct, data processing and analysis and
interpretation, has been well described in numerous textbooks. In contrast, the book
by Professor Chen clearly articulates areas rarely emphasized but of increasing
importance in the interface with genomics and precision medicine.

Chen and colleagues’ considerable experience in prospective biobank studies has
led to this seminal contribution. Their clear and comprehensive treatise includes case
studies about challenges and innovative solutions in planning, establishing, and
managing biobank studies.

This important and timely contribution will inform future studies in different
settings by recognizing pitfalls of research using “real world” big data, often
collected or generated without the similar scientific rigor well described in this
book. For eager young students, and junior and senior faculty wishing to conduct
research, this book represents one of the most informative texts available about
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contemporary research methodology concerning biobank studies. Chen and col-
leagues merit kudos.

—Charles H. Hennekens MD, Dr.PH, Florida Atlantic University, USA

Prospective cohort studies are the cornerstone of epidemiology and play an
indispensable role in identifying both genetic and non-genetic determinants of
major chronic diseases. With advances in big data and “omics” technology, many
large prospective cohort studies have been, or are currently being, established around
the world, which should greatly advance the development of precision medicine.

Establishment of large prospective studies, especially those involving biological
samples, is a major undertaking and requires careful planning and effective man-
agement. This book by Chen and colleagues provides a highly informative practical
guide on design and delivery of a successful prospective study in diverse settings.
Importantly, the book outlines in a succinct manner many of the challenges and
practical solutions to some of the major issues involved in such studies.

This book not only provides practical advice, but also describes scientific con-
siderations that underpin such approaches. It should also serve as a valuable refer-
ence for students and health researchers to enhance their understanding of advances
in epidemiology.

—Liming Li MD, MPH, Peking University, China

Most developing countries have death rates in middle age in large excess of those
in Western non-smoking populations. Much remains to be uncovered about the
avoidable causes of chronic diseases such as vascular, respiratory, and neoplastic
disease that account for most of the adult mortality worldwide. This requires
attention to better quantification in prospective studies of “established” hazards,
from tobacco, blood pressure, blood lipids, and adiposity, but also to discovery of
new (mostly blood-based) genetic and biological factors.

Design and conduct of large prospective studies with biological samples require
unique approaches. This deeply informative book by Professor Chen and his col-
leagues, based on their substantial and successful experience in China, will inform
and enable similar studies elsewhere. The Indian Study of the Health of Adults is one
such example, and hopefully prospective blood-based studies will begin in Africa.
Studies in these populations can examine chronic infections (such as tuberculosis
and malaria) adding to worldwide evidence about the avoidability of mortality in
middle age.

—Prabhat Jha MBBS, DPhil, University of Toronto, Canada
—Rajesh Dikshit MD, PhD, Tata Memorial Centre, Mumbai, India

Prospective cohort studies are the most important source of observational evi-
dence to identify common causes of major chronic diseases of adults. Attention to
detail in the study design, implementation, and data management is critical to the
success of such studies, particularly for large cohorts involving collection of biolog-
ical samples.
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This book by Chen and colleagues, to my knowledge, is the first reference book
that describes details of some key practical components that investigators need to
know and consider while planning and conducting prospective studies. In addition to
practical advice, the book also provides the scientific basis for important aspects of
study design and methodology, including the need for “periodic resurveys” to take
account of “regression dilution bias” and the addition of study enhancements.

As a long-term collaborator of Prof. Chen and his colleagues at the University of
Oxford, I believe that this “Practical Guide,” which is chiefly based on studies in
China, will guide both on-going and future prospective studies worldwide.

—Junshi Chen MD, China National Centre for Food Safety Risk Assess-
ment, China

This informative, practical handbook brings prospective epidemiologic research
into the twenty-first century by focusing on that most recent of developments, the
population “biobank.” Facilitated by—and indeed themselves stimulating—extraor-
dinary advances in high-speed computing, data standardization and linkage, and
robotic biospecimen repositories, biobanks allow pursuit of epidemiologic questions
at a previously unimaginable size and scale.

Conducting such large studies involves operating at an almost “industrial”
approach that may at first seem inimical to the scientific method, but is in fact
supportive of much more ambitious goals than were feasible with traditional cohort
studies. Standardization and harmonization of measures, inclusion of a wide range of
sociodemographic groups and exposures, and innovative yet secure methods for data
sharing all permit rapid, facile analyses to produce novel insights of truly practical
value. That Chen et al. have captured the motivations and methods of such studies in
such a slim volume is an impressive achievement, and one well worth exploring.

—Teri Manolio MD, PhD, National Human Genome Research Institute,
NIH, USA

Throughout the twentieth century observational epidemiology, particularly
cohort studies, contributed meaningfully to our understanding of disease etiology.
At the beginning of the twenty-first century revolutions in computing power,
availability of scalable genetic and other omic data, and the accumulation of
electronic health data allowed for the emergence of the mega-cohorts or biobank
studies.

Mega-cohorts have been established in diverse populations, each combining
centrally stored biospecimens with health and lifestyle data. Most cohorts have
consented participants in a way that permits recontact, enabling the cohorts to be
enhanced over time. This trend is continuing and newer mega-cohorts are being
established around the world.

The book by Chen skilfully gathers valuable insights into the inner workings of
biobanks in three ways. First, it provides a compendium of lessons learned as new
mega-cohorts are being established. Second, it provides best practices for optimal
use of these massive resources. Finally, it serves as a road map showing how these
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cohorts with varied methods can interact. This interaction will be essential to make
the most of these valuable resources for decades to come.

—J Michael Gaziano MD, MPH, Harvard Medical School, USA

Large-scale population biobanks have emerged as a central component of the
twenty-first century biomedical research. Of these, the China Kadoorie Biobank
established by Professor Chen and colleagues in Oxford and China is an interna-
tional leader. Documentation of the rationale, methods, handling of biosamples and
data for such a resource has not appeared in a complete yet readable format until
now. This book will become a landmark in the way the first monographs from the
Framingham and Seven Countries studies have been foundational texts in epidemi-
ology for half a century. As a decreasing proportion of epidemiologists engage in
actual data collection—whilst being enthusiastic users of such data—this documen-
tation is the nearest they will come to understanding the processes through which
data are generated, which is essential for critical and scientifically valid approaches
to their use. The world needs a network of population-based Biobanks, involving all
age groups, and based in disparate environments. In this way, we can move to more
robust inference regarding the determinants of individual and population health. By
letting hundreds of Biobanks bloom such a mission can be advanced, and this book
is a major contribution to helping that happen.

—George Davey Smith FRS, University of Bristol, UK
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Abstract Chronic non-communicable diseases (NCDs) are the major causes of
premature death and disability in both high-income and low- and middle-income
countries (LMICs). However, there is substantial variation in the age and
sex-specific rates of major NCDs that are not fully explained by differences in the
distributions of established risk factors, suggesting that other important causes
remain to be discovered. Population-based epidemiological studies are needed for
reliable assessment of lifestyle, biochemical and genetic determinants for NCDs, and
for assessing prognosis and clustering of NCDs. Moreover, analysis of genetic
variants for particular traits can be used to elucidate the causal relevance of particular
exposures with disease and to anticipate the likely effects of treatments. Epidemio-
logical studies conducted in diverse populations with prolonged follow-up for both
fatal and non-fatal disease outcomes can provide important evidence about the
causes of NCDs that may inform disease prevention strategies globally. The aim
of this chapter is to provide readers with an overview of basic concepts and the
epidemiological principles that underlie the design and conduct of epidemiological
studies, including the chief strengths and limitations of different study designs.
Moreover, it will highlight the importance of large prospective biobank studies,
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which involve assessment of a sufficiently large number of participants, together
with strict control of bias and confounding to be able to detect moderate relative risks
of major disease outcomes reliably.

Keywords Epidemiological studies · Cohort studies · Case-control studies · Cross-
sectional studies · Ecological surveys · Randomized trials · Biobanks · Causality

Abbreviations

CHD Coronary heart disease
CKB China Kadoorie Biobank
DAG Directed acyclic graphs
DNA Deoxyribonucleic acid
GWAS Genome-wide association studies
IHD Ischaemic heart disease
IV Instrumental variable
K 1000
MR Mendelian randomization
MVP Million Veterans Project
NCD Non-communicable disease
RCT Randomized controlled trials
STROBE Strengthening the Reporting of Observational studies in Epidemiology
UK United Kingdom
UKB UK Biobank
USA United States of America

1.1 Introduction

Epidemiology is the study of the occurrence and distribution of diseases or health-
related events in human populations and the application of such knowledge for
disease prevention and improvement in health. Epidemiological studies typically
involve the assessment of the frequency, determinants and consequences of diseases
in populations. Estimating disease frequency requires defining criteria for diagnosis,
reliable mechanisms for follow-up to ascertain incident cases of such diseases in
defined populations. Distribution refers to analyses by person, place and time, while
determinants are sometimes referred to as exposures, risk factors or risk markers
depending on their causal relevance to disease. Chronic non-communicable diseases
(NCDs) are the major causes of death and disability worldwide, and the majority of
NCDs worldwide now occur in low- and middle-income countries (Kyu et al. 2018).
The chief objectives of epidemiology are to: (1) study the natural history of both
communicable and non-communicable diseases; (2) determine the frequency of
individual diseases; (3) identify patterns or trends in disease occurrence; (4) establish
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the causes of diseases; and (5) evaluate the effectiveness of measures for prevention
of major chronic diseases.

Epidemiological studies select the most appropriate study design and scientific
methods to determine the causes and consequences of major diseases. Typically,
scientific methods use observations and theories to formulate and test particular
hypotheses. Associations of exposures with disease can be causal, but may also be
artefacts of chance, bias (erroneous associations) or confounding (spurious associ-
ations). Hence, studies need to evaluate the reliability and validity of any relevant
data collected on both exposures and disease outcomes. Moreover, before conclud-
ing that associations of individual exposures with particular diseases are causal,
analyses should exclude the possible effects of chance, bias or confounding. It is
important to adopt strategies to prevent bias when designing studies, and control for
confounding before making inferences about causality. Different study designs are
used to investigate the risks of disease associated with risk factors in different
settings. In general there are two broad categories of designs in epidemiological
research, namely observational (i.e., non-experimental) and intervention (i.e., exper-
imental) studies. For each, there are specific types of study and the selection of the
most appropriate study design (Fig. 1.1) depends critically on the research question
being addressed. This chapter provides an overview of basic concepts and the
epidemiological principles that underlie the design and conduct of population
studies, along with modern developments and the scientific potential of large
prospective biobank studies, which is the main focus of the book.

Epidemiological 
studies

Observational
(Non-experimental)

Intervention
(Experimental)

Individual
measures

Group
measures

Individual
measures

Group
measures

Clinical 
trials

Cluster 
randomised

trials
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study

Case 
Control
study

Cross
Sectional

study

Ecologic
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Fig. 1.1 Main study designs used in population health research
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1.2 Observational Epidemiological Studies

Observational studies are conventionally classified into descriptive and analytic
studies. The aims of descriptive epidemiological studies (i.e., ecological studies,
cross-sectional studies) are to provide reliable estimates of the frequency of diseases
in different study populations. Differences in disease frequency and risk exposures
between populations or subgroups of the population (e.g., ethnic group or geo-
graphic location) may help to identify risk factors for such diseases. Analytic
epidemiological studies typically examine the shape and strength of associations
of putative risk factors with specific diseases. There are two major types of such
studies (i.e., case–control studies and prospective cohort studies), but both types of
study essentially compare the risks of disease in exposed versus unexposed groups
(Table 1.1). This section provides a brief overview of the different types of study
designs and illustrates the strength and limitations of such study design using
examples from contemporary large studies.

1.2.1 Ecological Studies

Ecological studies are typically designed to investigate the associations between
exposures and disease outcomes in populations (or groups) rather than in individ-
uals. Ecological studies identify correlations between exposures and diseases, or
surrogate measures of diseases, by geographical region (countries, regions or cities
within countries), or by time (calendar period or birth cohort). In particular, ecolog-
ical studies examine correlations between average levels of exposures in different
groups of people with the overall frequency of disease within such groups within or
between populations (Hennekens and Buring 1987). Some risk factors for disease
operate at a population level and under certain specific circumstances may cause

Table 1.1 Glossary of key epidemiological terms

Terminology Meaning

Prevalence Proportion of individuals in a population who have a disease at a
specific point in time or probability that an individual will be ill at a
particular time point

Incidence The number of new cases of disease that develop in a population of
individuals during a specified time interval

Confounding Underestimation or overestimation of the presence or strength of an
association between an exposure and disease due to another factor

Bias Systematic error that distorts an association between an exposure and
disease in an epidemiological study

Effect modification
(interaction)

Effect of a risk factor on disease varies according to the levels of
another factor

Representativeness The degree to which a sample of a population accurately reflects the
characteristics of the total or targeted population
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disease. However, risk factors are more likely to cause disease if they are also
determinants of exposure to individual level risk factors for disease. Ecological
studies play an important role in identifying relevant public health problems to be
addressed, and in generating hypotheses to test the likely causes of such diseases.
For example, the Seven Countries study (Keys 1980) first highlighted the strong
association between blood levels of total cholesterol and risk of coronary heart
disease (CHD), by plotting mean levels in 16 distinct populations from seven
countries with risk of CHD. The results demonstrated a strong positive relationship
between higher levels of total cholesterol and risk of CHD throughout the range
studied (Fig. 1.2).

The Seven Countries study prompted the establishment of multiple prospective
cohort studies in different populations that subsequently confirmed these associa-
tions at an individual level over a wide range of total cholesterol values. However,
ecological studies have major limitations, including the ecological fallacy that
occurs when associations observed in groups are contradicted at an individual
level. For example, chronic hepatitis B viral (HBV) infection was found to be
associated with higher levels of blood cholesterol in ecological studies in China,
but when analysed at the individual level the converse was true, consistent with
effects of chronic HBV infection on metabolism of cholesterol (Chen et al. 1993).

1.2.2 Cross-Sectional Surveys

Cross-sectional studies typically describe the health of a population at one time and,
hence, such studies need to be based on representative samples of the underlying
population in order to make valid inferences about frequency of risk exposures or
diseases in general populations, or about associations of risk factors with disease
(Fig. 1.3). Cross-sectional surveys assess the prevalence of disease and the

Fig. 1.2 Total cholesterol
and risk of coronary heart
disease in Seven Countries
study (Keys 1980)
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prevalence of risk factors at a fixed point in time and provide a “snapshot” of both
risk factors and diseases simultaneously in a defined population (Kirkwood and
Sterne 2003). However, a major limitation of cross-sectional studies is that they lack
the appropriate temporal sequence between exposures and diseases and, hence, can
only reliably assess disease prevalence.

1.2.3 Case–Control Studies

A case–control study (also known as a retrospective study) involves a group of
individuals with a disease (cases) and another group without the disease (controls)
(Fig. 1.4). The frequency of past exposure to a putative risk factor is then determined
in both groups (usually by asking the participants to report their lifestyle or other
traits using either self-administered or interview-administered questionnaires).
Moreover, they may also involve comparing differences in mean levels of clinical

Population

Selected sample

Exposed 
Disease present

Not exposed 
Disease free

Exposed 
Disease present

Not exposed 
Disease free

Fig. 1.3 Cross-sectional study design

Study 

Selected 
Disease cases

Exposed Not exposed Exposed Not exposed 

Selected controls 
without disease 

Population

Fig. 1.4 Case–control study design
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measures (anthropometric traits) or blood levels of exposures (e.g., biochemical or
genetic measures) between cases and controls. If more cases than controls are
exposed, then this suggests that such exposures may be risk factors for the disease
(Kirkwood and Sterne 2003).

The two aspects that are particularly important when designing case–control
studies: (1) explicit diagnostic criteria for cases (including eligibility criteria used
for selection of cases) and (2) controls should come from the same “source popula-
tion” as the cases, and their selection should be independent of the exposure or
exposures of interest (Kirkwood and Sterne 2003).

Case–control studies, although intuitively simple, can be challenging to design
and require strict criteria for the selection of cases and controls (Hennekens and
Buring 1987). After clearly defining cases and controls, the relevant data on expo-
sures and other important variables have been collected, the investigator then
estimates a measure of effect for the main exposure with risk of disease. The odds
ratio and its associated confidence intervals are used as a measure of the strength of
the association between an exposure and disease outcomes, where exposures may be
continuous, dichotomous or quantiles of a distribution (e.g., quintiles) (Box 1.1).

Box 1.1 Effect Size Metrics used in Analytic Epidemiology
Odds Ratio: This represents the ratio of the odds of exposure in cases com-

pared with the odds of the exposure in controls.
Relative Risk or Risk Ratio: The ratio of the risk in the exposed to the risk in

the unexposed.
Rate Ratio: The ratio of incidence rate in the exposed to the incidence rate in

the unexposed.
Risk difference: The risk difference is calculated by subtracting the cumulative

incidence in the unexposed group from the cumulative incidence in the
group with the exposure.

1.2.4 Prospective Cohort Studies

Prospective cohort studies are characterized by selection of participants in which risk
factors or exposures are recorded at enrolment before the onset of disease (Fig. 1.5).
Hence, prospective studies have the appropriate temporal sequence between expo-
sures and outcomes to assess causality whereby measurements of exposures always
precede the onset of disease outcomes (and risk factors are recorded before the onset
of disease) (Hennekens and Buring 1987). Prospective studies are superior to
standard case–control studies in which exposures and disease are assessed concur-
rently and all participants should have an equal risk of developing any disease during
follow-up. Moreover, associations can also be assessed with a wide range of
diseases. Baseline data are collected on all participants including assessment of
exposures that may alter the risk of developing the disease, including age, sex,

1 Population-Based Health Studies: An Overview of Principles and Methods 7



medical history and concomitant use of medication that may alter levels of expo-
sures. The key requirement for contemporary cohort studies is to study a sufficiently
large number of individuals (e.g., >100,000 participants) with a wide range of
exposures to enable investigators to detect moderate relative risks for major diseases.
However, reliable detection of weak associations, saying with relative risks
<twofold, requires strict control of chance, bias or confounding, which underpins
the design, conduct and data analysis of contemporary cohort studies.

One of the major challenges of conducting prospective cohort studies is their high
cost, as prospective studies typically require a large number of participants to be
followed up for a prolonged period of time. Consequently, many prospective studies
have a high risk of loss to follow-up,whereby investigators lose contact with some of
the study participants. It is important to minimize loss to follow-up to reduce the risk
of missing data. When loss to follow-up of many individuals occurs, the internal
validity of such studies is attenuated, as there may be systematic differences in
disease rates or risk factors for those who are lost to follow-up versus those who
remain in the study. Strategies to minimize loss to follow-up include automated
processes (i.e., so-called passive follow-up) to enable subsequent tracking and
maintaining periodic contact with study participants (Hennekens and Buring
1987). Another major challenge is to obtain reliable information about diagnoses
of different health outcomes. In contrast with case–control studies, it may not always
be feasible or possible for prospective studies to collect health outcomes directly
from hospitals.

1.2.5 Nested Case–Control Studies

For rare diseases, the odds ratio calculated from a case–control study provides a
reliable estimate of the relative risk (rate-ratio) as defined in a cohort study

Study participants

Exposed

Disease Disease free Disease Disease free

Not exposed

Population

Fig. 1.5 Cohort study design
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(Hennekens and Buring 1987). However, if the case–control study is nested within a
cohort study (i.e., samples of cases and controls are selected from a well-defined
cohort or prospective study, with appropriate matching for key variables), the
resulting odds ratios will approximate the rate ratios for the “source population”
(Hennekens and Buring 1987). Nested case–control studies are typically used to
investigate the associations of biological factors with specific diseases, which
involve assays of selected stored samples in a random sample of selected cases
and controls rather than in the overall cohort. Such an approach is more efficient in
the setting of constraints of funding or limited relevance of such biomarkers for other
diseases in the cohort. To facilitate appropriate future use of such data in controls for
individual diseases, the controls should be randomly selected from the cohort, and
such a study design is referred to as case-cohort study.

Overall, the evidence from different types of study design addressing a particular
hypothesis has different relevance for causal inference, which can be ordered in a
hierarchy (Fig. 1.6), with ecological studies at the bottom and trials (RCTs), partic-
ularly meta-analysis of all such RCTs, at the top.

1.3 Bias and Confounding in Observational Epidemiology

Observational epidemiological studies are susceptible to bias and may produce
results that differ systematically from the truth. Bias is typically classified by sources
as either selection bias or information bias. Table 1.2 summarizes the main types of
bias and examples of each type of bias together with conventional strategies to
minimize such biases at various stages of studies. Case–control studies are more
susceptible to bias than prospective studies. It is prudent to use incident (new cases)
rather than prevalent cases (i.e., existing cases) in case–control studies to minimize

Strong evidence 
of causation

Very weak evidence 
of causation

Trials 

Interface

Observational

Mendelian randomisa�on

Systematic
review of RCTs

RCT

Cohort
Case control

Cross-sectional

Fig. 1.6 Hierarchy of evidence of different study designs

1 Population-Based Health Studies: An Overview of Principles and Methods 9



risks of prevalent cases changing their behaviour or the onset of disease altering the
levels of exposures of interest (referred to as reverse causality bias: Table 1.2).

1.3.1 Confounding

Confounding is a limitation of most observational epidemiological studies, which
may result in spurious associations or may underestimate or overestimate the
strength of associations due to the presence of some other correlated variables. In
descriptive epidemiological studies, death rates and disease rates are usually strongly
related to age and sex. Hence, comparisons of disease rates critically depend on the
age and sex-specific composition of the underlying populations being compared.
Therefore, it is potentially misleading to use overall crude disease rates when
comparing different populations (unless they have an identical age and sex compo-
sition). Standardization is a method (Box 1.2) used in descriptive epidemiology to
enable reliable comparisons of measures between populations or subgroups after
adjustment for differences in the age and sex structure of the populations or sub-
groups being compared (Hennekens and Buring 1987).

Box 1.2 Controlling for confounding in descriptive epidemiological
studies
The comparison of crude mortality or morbidity rates is often misleading
because the populations being compared may differ significantly with respect
to certain underlying characteristics, such as age or sex that will affect the
overall rate of morbidity or mortality.

One method of overcoming the effects of confounding variables such as
age is to simply present and compare the age-specific rates. While this allows

(continued)

Table 1.2 Major types of bias and strategies for prevention of bias

Type Examples Prevention strategies

Information
bias

Observer bias Masking of participants from identity of exposures

Interviewer bias Concealment of identity of exposures from interviewers

Recall bias Collection of data from medical records

Reporting bias Masking or blinding of participants

Performance bias Masking or blinding of assessments

Detection bias Masking or blinding of assessments

Sampling bias Avoid volunteers/use rigorous inclusion criteria

Reverse causality Exclude events occurring in the initial years after baseline

Selection bias Allocation bias Clear inclusion criteria/proper randomisation

Loss to follow-up Use tracing methods to minimize loss to follow-up
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Box 1.2 (continued)
for a more comprehensive comparison of mortality or morbidity rates between
two or more populations, as the number of stratum specific rates being
compared increases, the volume of data being examined may become
unmanageable.

It is, therefore, more useful to combine category specific rates into a single
summary rate that has been adjusted to take into account its age structure or
other confounding factor. This is achieved by using the method of
standardization.

There are two methods of standardization commonly used in epidemiolog-
ical studies, and these are characterized by whether the standard used is a
population distribution (direct method) or a set of specific rates (indirect
method). Both direct and indirect standardization involve the calculation of
number of expected events (e.g., deaths), which are compared to the number of
observed events.

In analytical epidemiology, investigators may control for confounding either at
the design stage or in the analysis stage using statistical techniques such as stratifi-
cation or multivariable regression analyses (Kirkwood and Sterne 2003). Matching
controls to cases at the design stage of a case–control study is one approach used to
minimize the effects of confounding. Matching aims to minimize confounding by
reducing systematic differences between those with the disease and those without the
disease in terms of the confounding factors (Kirkwood and Sterne 2003). Matching
should be used carefully as cases and controls should not be matched on variables
that the investigator may be interested in assessing possible associations with the
disease outcomes. Not only should key exposure variables not be used to match
cases and controls, but closely related variables should also not be used.

When examining the effects of confounding factors, analyses should assess the
magnitude of the effect size (e.g., odds ratio or rate ratio) before and after adjusting
for differences in levels of potential confounding factors using multivariable regres-
sion models (Kirkwood and Sterne 2003). If the magnitude of the adjusted effect size
is largely unaltered after adjustment for known confounding factors (e.g., age, sex,
smoking, education), the likelihood of confounding is low and investigators may
conclude that the results are reliable. However, one cannot fully exclude residual
confounding due to some unknown or unmeasured confounders, or to incomplete
adjustment for known confounders.

1.3.2 Reverse Causality Bias

Reverse causality bias occurs when onset of disease affects the levels of exposures in
observational studies (e.g., reduced weight due to pre-clinical cancer), leading to
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spurious associations (e.g., inverse association of adiposity with cancer risk).
Although reverse causality bias is a common problem in retrospective case–control
studies, it may still represent a major challenge in prospective studies. Strategies to
quantify the magnitude of reverse causality bias include comparison of associations
of exposures with disease in all study participants with available data with subsets
after excluding disease events occurring within the first 5 years of baseline survey or
stratifying by those with or without concomitant diseases that may alter levels of
exposure. For diseases with a longer latent periods, such as dementia or Parkinson’s
disease, it may be necessary to exclude events occurring during the first 10 years
(or longer) of follow-up in order to avoid the full effects of reverse causality bias
(Floud et al. 2020). In addition to excluding individuals with prior disease, prospec-
tive studies should also consider excluding individuals with self-reported poor health
to fully exclude the effects of reverse causality. For example, in the UK Million
Women Study, unhappiness was strongly associated with increased risk of death
from IHD or cancer after rigorous adjustment for all relevant confounding factors.
However, after excluding individuals with self-reported poor health at baseline,
which was related to unhappiness, the apparent associations of unhappiness with
excess risks of death completely disappeared (Liu et al. 2016).

1.3.3 Regression Dilution Bias

Analysis of observational studies assumes that both exposures and disease outcomes
are measured without error or variation. However, in practice, measurement error
and biological variation are common. Purely random errors in exposures will
systematically underestimate the strength of associations of such exposures with
disease outcomes, referred to as “regression dilution bias” (MacMahon et al. 1990).
Regression dilution bias is a phenomenon whereby measurements at the extreme of a
distribution at a single measurement are closer to the mean on repeat measurements.
Regression dilution bias is common and may reflect measurement error, biological
variation, effects of subclinical disease or treatment. Correction for regression
dilution bias requires repeat measurements in a random sample of the population
collected at a later period of follow-up. Failure to correct for regression dilution bias
will systematically underestimate the strength of associations between exposures and
disease outcomes. Figure 1.7 illustrates the importance of regression dilution bias
when assessing the associations of systolic blood pressure (SBP) with risk of death
from IHD in the Prospective Studies Collaboration (PSC) meta-analysis of prospec-
tive studies. When assessing the shape of associations of SBP, investigators typically
classify individuals into 10 equal sized groups and relate these on the x-axis to risk of
IHD or stroke on the y-axis. Figure 1.7 (panel [a]) shows that mean levels of baseline
SBP varied from 108 to 210 mmHg. However, when individuals in these baseline-
defined groups were re-measured after an interval of 3 years, the mean difference
between the 10 groups now only varied from 115 to 180 mmHg between the extreme
groups. By plotting the disease risks against the baseline-defined groups would have
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substantially underestimated the strength of the association of SBP with risk of IHD
by 50%. In the PSC meta-analysis (Fig. 1.7 Panel [b]), the associations of SBP with
risk of IHD were plotted against usual levels of SBP (i.e., mean levels at resurvey of
baseline-defined groups) and the associations were linear throughout the range
studied and the strength of such associations was twofold stronger than those plotted
against baseline levels of SBP.

In addition to measurement error, regression dilution bias may reflect other causes
of within-person variability including ageing, onset of subclinical disease, or initi-
ation of treatment. Prolonged follow-up of middle-aged cohorts is particularly
susceptible to time-dependent regression dilution bias whereby the phenomenon
becomes even more extreme with longer intervals between measurements and
incident disease outcomes (Fig. 1.7, Panel [b]) (Clarke et al. 1999). Application of
time-dependent correction for regression dilution bias in the PSC in each decade of
risk in ~one million adults from 61 prospective studies demonstrated a twofold
difference in death rates from stroke, IHD and other vascular causes at ages
40–69 years, but death rates at 80–89 years were only half as extreme as those at
ages 40–69 years. Importantly, the associations of SBP with mortality were linear
throughout the range studied with no evidence of a threshold down to at least
115/75 mmHg (Prospective Studies Collaboration 2002). These results of this
meta-analysis highlighted the importance of large prospective studies with periodic
repeat measurements of exposures in a random subset of participants during follow-
up to correct for time-dependent regression dilution bias (Prospective Studies Col-
laboration 2002).

Fig. 1.7 SBP and risk of IHD mortality. Panel (a) shows mean levels of deciles of SBP at baseline
and at resurvey at 3 years after baseline in baseline-defined groups. Panel (b) shows the associations
of usual SBP levels with risk of IHD mortality in age-specific groups (Prospective Studies
Collaboration 2002)
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1.3.4 Need for Large Studies

The play of chance is frequently overlooked in observational epidemiology despite
use (or inappropriate use) of p-values and 95% confidence intervals around effect
sizes of associations of exposures with disease outcomes. The key requirements to
minimize the effects of chance are to maximize sample size, minimize the use of
multiple testing and seek replication of any completely novel associations in inde-
pendent populations wherever possible. Figure 1.8 shows the associations of usual
SBP with risk of IHD by age at risk in the PSC meta-analysis of prospective studies
in 5000 (the size of Framingham study) versus 500,000 (the size of China Kadoorie
Biobank) adults who were randomly selected from the PSC dataset. The results
prompted the need for very large prospective studies to be able to reliably assess the
shape and strength of the associations of blood pressure with IHD in age-specific
groups. When investigating a more modest association of certain exposures (e.g.,
genetic factors) with common diseases, the requirement for large sample size will
become even more critical.

Fig. 1.8 Age-specific associations of SBP with IHD mortality in 5000 vs 500,000 adults in the
Prospective Studies Collaboration (Prospective Studies Collaboration 2002)
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1.4 Experimental Studies

The major advantage of experimental studies or trials is that they are less susceptible
to confounding, because the investigator determines, usually through computer
program, who is exposed and who is unexposed.

In trials, the exposures are randomly allocated at enrolment and provided that the
number of individuals randomized is sufficiently large then both measured and
unmeasured confounding should be equally balanced between the allocated groups
(Fig. 1.9). Parallel group designs are the most widely used design typically to test the
efficacy and safety of novel drug treatments for specific diseases, whereby some
participants with disease are randomly allocated to take active treatment and others
to placebo (or usual care) and both groups are followed up to record disease
outcomes. The two groups are then compared prospectively for incidence of disease
and other important outcomes (“endpoints”) of interest. Some of the key metrics that
can be derived from RCTs are described in Box 1.3.
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Fig. 1.9 Experimental studies
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Box 1.3 Metrics used in Randomized Controlled Trials
Relative Risk or Risk Ratio (RR): The ratio of the risk of a given event in

treated group of participants compared to the control group.
Relative Risk Reduction (RRR): The proportion of the initial or baseline risk

which was eliminated by a given treatment/intervention or by avoidance of
exposure to a harmful factor. The RRR is calculated as (1 � RR)*100%.

Odds Ratio (OR): The ratio of the odds of a given event in the treated group of
participants compared to the control group.

Absolute risk reduction (ARR): The difference in risk of a given event, between
two—the treated and control groups.

Number needed to treat (NNT): The number of patients needed to be treated in
order to prevent one additional event (and is estimated by 1/ARR).

In general, high quality RCTs include: (1) proper randomization; (2) appropriate
controls and blinding (masking) of participants; (3) intention-to-treat analyses;
(4) pre-specification of a limited number of relevant subgroups to investigate effect
modification; and (5) well-powered to minimize any chance effects (Baigent et al.
2020). Further details and rationale for the key design issues in RCTs are provided in
Table 1.3. In addition to parallel group designs, other trial designs (factorial trial,
cross-over trials or cluster randomized trials) can also be informative and selection of

Table 1.3 Key properties of randomized controlled trials

Requirement Rationale for the requirement

Proper randomization Allocation to the particular intervention should be
done by a probabilistic random process that
ensures balance for known and unknown factors
and should be non-discoverable

Minimize bias Patients, clinicians and outcome evaluators should
be unaware of the allocation to a particular inter-
vention (blinding or masking), and an adequate
comparator group should be used. This is neces-
sary so that there is no risk of knowledge of the
treatment received, as this can influence the
assessment of the patient

Intention to treat analyses The treatment efficacy is based on treatment allo-
cated rather than treatment received—That is, the
statistical analyses are performed according to the
randomized groups regardless of adherence and
prevents bias

Maximize sample size and minimize the
number of data-driven subgroup analyses

Essentially the more the data is divided up, the
more false-positive results are likely to be observed
due to chance. It is important to pre-specify
intended analyses as analysing many based on
data-driven subgroups can produce chance results
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the appropriate design depends on the research question, type of treatment and
disease outcomes being assessed (Kirkwood and Sterne 2003).

1.5 Approaches for Assessing Causality

Causality (also referred as causation) is the process by which an exposure (determi-
nant or risk factor) contributes to incidence of a disease outcome, or increases the
probability of developing, or dying from, a particular disease. The common diseases
of adults (e.g., cancer, IHD, stroke) often have multiple causes, and with a few
exceptions (e.g., smoking, blood pressure) each tends to have modest or weak effects
on disease incidence. Before concluding that any association is causal, studies
should confirm that association of exposures with disease or outcomes is valid and
not due to chance, bias or confounding.

Both observational epidemiological studies and randomized controlled trials play
an important role in assessing causal inference in medical research. In principle,
observational epidemiological studies can only identify associations, but random-
ized controlled trials are considered to be the most reliable study design when
assessing causality in medical research due to their prospective nature and rigorous
control of both measured and unmeasured confounding factors (Collins and
MacMahon 2001). There have been many promising associations derived from
observational studies that have been completely refuted by randomized controlled
trials (Lawlor et al. 2004). This lack of confirmation has been attributed to inade-
quate control for bias and confounding in observational epidemiological studies and
prompted the need for more robust methods to assess the causal relevance of
exposures with disease in population studies.

For many lifestyle or environmental risk factors (e.g., smoking, alcohol drinking),
however, it is not possible or feasible to conduct randomized controlled trials in
order to assess their casual effects on certain specific diseases. As such, only
evidence from observational studies can be considered, guided by Bradford-Hill
proposed criteria for a higher likelihood of causality, which has been widely used by
epidemiologists when making inferences about causality (Table 1.4). Increasingly,

Table 1.4 Bradford-Hill criteria for causation

Criteria Probability of causation

Strength of association Strong associations after appropriate adjustment for confounders

Consistency Replication in different settings

Specificity Related uniquely to a particular exposure

Temporality Cause precedes the effect on disease

Biological gradient Dose response relationship with disease

Coherence Logical or reasonable findings

Experimental Confirmation of association in randomized trials

Analogy Similar findings in different settings
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genetics analyses play an important role in helping to assess the likely cause–effect
associations of particular exposures with particular disease outcomes.

1.5.1 Causal Inference in Epidemiology

Recognition of the importance of causal inference has a major influence on the
design, conduct, analysis, and interpretation of observational epidemiological stud-
ies in recent years. Advances in methodology for assessing causality include a
combination of counterfactual and probabilistic approaches to causation
(Vandenbroucke et al. 2016). The resulting toolkit, including the use of counterfac-
tual concepts and directed acyclic graphs (DAGs), has enabled some problems
which were previously considered intractable to be addressed more reliably. Instru-
mental variable (IV) analyses utilize variables that robustly relate to exposures of
interest in a way that are analogous to randomization to an exposure or control. Such
variables, like any technique used for proper randomization, should not be related
directly to the outcome or to potential confounders (i.e., other risk factors for the
outcome). A particular type of IV analysis that uses genetic variants as a proxy for
exposures, known as “Mendelian Randomization”, has become more widely used in
epidemiological studies in recent decades.

1.5.2 Mendelian Randomization

The underlying principle of “Mendelian Randomization” (MR) is that use of genetic
variants that either alter levels or imitate the biological effects of modifiable bio-
markers that are causal for disease, then such genetic variants are likely to be
associated with risk of that disease proportional to their effects predicted by the
effects of the genetic variants on levels of the biomarkers (Smith and Ebrahim 2003).
Details of the MR approaches, including the underlying assumptions are provided in
the DAG in Fig. 1.10.

“Mendelian Randomization” refers to the random assortment of alleles during
meiosis where deoxyribonucleic acid (DNA) is transferred from parents to offspring
at the time of gamete formation, following a process defined byMendel’s second law
(Smith and Ebrahim 2003). Mendel’s second law assumed that the inheritance of any
particular genetic variant in an individual’s DNA should be independent of other
characteristics, thus, when individuals in the population are classified by genotypes,
they should be similar in all respects with the exception of one group with geneti-
cally instrumented higher levels of biomarkers and another groups with genetically
instrumented lower levels of biomarkers analogous to a randomized controlled trial
(Fig. 1.11).

Publication of the results of large international consortia of genome-wide asso-
ciation studies (GWAS) that include data on millions of genetic variants in large
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numbers of individuals have enabled conduct of MR analyses to address the causal
relevance of a wide range of exposures for multiple disease outcomes.

The CKB study used this MR approach to examine the causal relevance of
moderate alcohol consumption for risk of stroke and heart attacks (Millwood et al.
2019). Previous studies had observed that people who drink one or two alcoholic
drinks a day had previously been observed to have a slightly lower risk of develop-
ing a stroke and heart attack than non-drinkers, it was not known whether this was

Fig. 1.10 DAG of the Mendelian randomization approach and key assumptions
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Fig. 1.11 Analogy between experimental studies and Mendelian randomization studies
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because moderate drinking was “protective” for these disease outcomes, or whether
it was because non-drinkers had other underlying health problems. In East Asian
populations, there are common genetic variants that greatly reduce alcohol tolera-
bility, because they cause an extremely unpleasant flushing reaction after drinking
alcohol. Although these genetic variants greatly reduce the amount people drink,
they are unrelated to other lifestyle factors such as smoking. Therefore, they can be
used to study the causal effects of alcohol intake, analogous to a randomized trial of
alcohol consumption. Figure 1.12 shows the application of MR analysis to assess the
causal relevance of moderate alcohol consumption for risk of total stroke in the CKB
study. In contrast with the typical J-shaped associations of self-reported alcohol
consumption with total stroke in observational analyses, the genetic analyses using
the predicted alcohol intake from genotypes showed approximately linear associa-
tion with stroke risk throughout the range studied, thus reliably refuting any apparent
protective effects of moderate drinking with such diseases. The discrepancy between
the two results illustrates the challenges in the observational epidemiology for
effective control for bias and confounding. Such MR analyses are particularly
appropriate for testing hypotheses that are not possible to test in randomized trials
(Millwood et al. 2019). Despite the proliferation of MR studies, the approach has
strengths and limitations that have not been fully appreciated (Table 1.5).

Fig. 1.12 Comparison of (a) observational versus (b) genetic associations of alcohol intake with
risk of stroke in the China Kadoorie Biobank (Millwood et al. 2019)
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1.6 Modern Developments in Prospective Biobanks

The advent of genomics has enabled population biobanks to play an increasingly
important role in healthcare and the development of precision medicines (Ouellette
and Tassé 2014). Biobanks are large prospective studies that have stored biological
samples, together with follow-up for incident disease outcomes collected over
prolonged periods. The combination of prospective cohorts with data (from ques-
tionnaires, interviews, clinical measurements and biological samples) on exposures
collected prior to the development of disease and clinical data with information on
incident disease outcomes provides valuable resources for assessing effects on
multiple disease outcomes in relation to levels of single exposures, or single out-
comes influenced by multiple behavioural and genetic exposures. Such studies also
enable investigation of gene–environment interactions between genes and disease
that vary by levels of environmental exposures (Kirkwood and Sterne 2003).

Biobanks vary in size, complexity of exposures and range of outcomes captured
during follow-up. Moreover, they typically collect and store biological samples,
including plasma, DNA, red cells, whole blood or urine samples. Combined analyses
of lifestyle, clinical measurements, biochemical and genetic exposures together with
fatal and non-fatal disease outcomes are likely to be particularly informative, not
only for hypothesis testing but also for hypothesis generating. Table 1.6 includes

Table 1.5 Strengths and limitations of Mendelian randomization

Advantages Disadvantages

Lack of confounding and reverse causality Pleiotropy

Analogous to a randomized trial Population stratification

Establishes potential causal relevance Canalization/biological compensation

Provides additional biological insight Linkage disequilibrium

Can assess the causal relevance of novel biomarkers
and inform drug development

Lack of suitable genetic variants and
potential weak instrument bias

Table 1.6 Selected characteristics of major biobank studies from around the world

Study names
Sample
size

Location
of study

Response
rate (%)

Follow-up
duration
(years)

Disease
outcome

European Prospective Study of
Diet and Cancer (EPIC)

484,000 Europe 66 20 NF/F

Mexico City Prospective Study
(MCPS)

150,000 Mexico 30 18 F only

China Kadoorie Biobank
(CKB)

512,000 China 30 10 NF/F

UK Biobank Study (UKB) 500,000 UK 5–6 8 NF/F

Million Veterans Project
(MVP)

825,000 USA 13 13 NF/F

NF non-fatal, F fatal disease outcomes
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selected characteristics of some of the established large biobanks that have been
conducted in Europe, UK, China, Mexico and the USA, respectively. These large
studies highlight some of the modern developments of biobank studies during the
twenty-first century, including the, unique combination of large size with breadth
and depth of the data collected.

Reliable estimates of the relative risks of diseases in diverse populations are likely
to be particularly informative. Biobank studies do not have to be representative of
their source populations (i.e., despite having only a modest response rate), but if they
are sufficiently large, their relative risks associated with major risk factors can be
generalizable to a wide range of population subgroups (Batty et al. 2020; Chen et al.
2020). Heterogeneity between the different populations studied is important and
combined analysis of large studies conducted in multiple diverse populations can
assess a much wider range of exposures than is possible in any single population
study.

There is a strategic need for prospective studies assessing effects of common
exposures such as tobacco smoking, alcohol consumption, adiposity, blood lipids,
blood pressure and diabetes in different populations as findings of such studies have
a worldwide relevance. The CKB is a prospective study of 512,000 adults aged
30–79 years who were enrolled during 2004–2008 from 10 areas (5 rural and
5 urban) in China. After 10 years of follow-up, there were >50 K deaths and
>one million hospitalizations for over 1300 different diseases including 60 K
strokes, 30 K cancers and 50 K IHD. These exposures and disease outcome data
are being complemented by large-scale genetics and other omics assays. Thus,
prospective studies conducted in China can be immensely informative about impor-
tant exposures (such as alcohol consumption, blood pressure or blood lipids) for
diseases that are difficult to study in Western populations (such as different subtypes
of stroke), but are still highly relevant to major NCDs worldwide (Sun et al. 2019;
Millwood et al. 2019).

For some public health questions, the concordance of results of both observa-
tional studies and Mendelian randomization studies within the same population
supported by results of meta-analyses of randomized trials in other populations
can greatly strengthen causal inference and guide public health policies for preven-
tion. For example, Fig. 1.13 shows the concordant results for equal and opposite
associations of a 1 mmol/L lower LDL-cholesterol for ischaemic and intracerebral
haemorrhage obtained from prospective studies, genetic studies and meta-analyses
of randomized trials.

1.7 Accurate Reporting of Epidemiological Studies

As a large number of epidemiological studies are being published each year, the
ability to assimilate, critically appraise, and apply such research findings from
population studies is important. Epidemiologists typically follow reporting guide-
lines, such as Strengthening the Reporting of Observational studies in Epidemiology
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(STROBE) criteria when reporting their findings, which include relevant details of
design, inclusion criteria for participants, details of bias, confounding and specifi-
cation of the statistical analyses used which have enhanced the quality and accuracy
of reporting of epidemiological studies (von Elm et al. 2007).

1.8 Summary

This chapter provided an overview of the key concepts and principles that underpin
the design and conduct of classical epidemiological and modern biobank studies. It
also described the strengths and limitations of different types of epidemiological
studies, with relevant examples from traditional and contemporary studies. More-
over, it highlighted the need for extremely large studies, importance of strict control
of chance, bias and confounding, and outlined approaches for establishing causal
inference for some key associations. Prospective cohort studies have undergone
substantial transformation in recent decades, with significant increase in the size of
population studied, the range of exposures collected, and the number and details of
the disease outcomes studied. Advances in technology have enabled many biobank
studies to undertake large-scale or cohort-wide multi-omics assays to supplement
genome-wide association analyses that will greatly improve our understanding of the
causes, prevention and treatment of major chronic diseases. However, the establish-
ment and management of large biobank studies require careful planning and

Fig. 1.13 Adjusted rate ratios (RR) for risk of ischaemic stroke and intracerebral haemorrhage
associated with 1 mmol/L lower LDL-C in observational and genetic analyses in CKB, and in
randomized trials of LDL-C-lowering drug treatment in Western populations (Sun et al. 2019)
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attention to detail to overcome the substantial practical challenges, which will be
discussed in subsequent chapters in this handbook.
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Design, Implementation, and Management
of Biobank Studies
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Abstract Prospective biobank studies are required for reliable assessment of the
importance of both genetic and non-genetic causes of disease and their complex
interplay in disease aetiology. Unlike case–control studies involving cases of par-
ticular diseases, prospective studies typically include healthy individuals recruited
from the general population, with their health status monitored for several years or
decades in order to identify a sufficient number of incident cases to reliably assess
their associations with particular risk exposures. However, because only a small
proportion of the study participants will develop any particular disease each year,
such studies typically need to include several hundreds of thousands of participants
and to continue follow-up for an extended duration in order to accrue sufficient
numbers of diseased cases for reliable analyses. Hence, meticulous planning and
preparation are needed to ensure that the appropriate scientific, organisational, and
ethical frameworks are in place before establishing such biobank studies. This
chapter addresses the basic principles and practical issues that should be considered
in planning, designing, and conducting large-scale population-based prospective
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biobank studies including the collection and storage of biological samples. The
general principles and approaches required for such studies are also applicable to
other studies in different settings or using different designs (e.g., cross-sectional
surveys and case–control studies).

Keywords Cohort studies · Biobanks · Protocol · IT · Record linkage · Data
management · Quality assurance · Ethics · Governance

Abbreviations

API Application Programming Interface
CKB China Kadoorie Biobank
COPD Chronic obstructive pulmonary disease
CT Computed tomography
DNA Deoxyribonucleic acid
ECG Electrocardiogram
EDTA Ethylenediaminetetraacetic acid
GDPR General data protection regulation
ID Identifier
ISAB International Scientific Advisory Board
IT Information technology
MRI Magnetic resonance imaging
NCD Non-communicable chronic disease
PI Principal investigator
RNA Ribonucleic acid
SBP Systolic blood pressure
SOP Standard operation procedures
URS User requirement specification

2.1 Introduction

Large prospective biobank studies are essential for assessing the role of lifestyle,
environmental and genetic factors, and their complex interplay, in disease aetiology.
In contrast with case–control studies, information on exposures in prospective
studies is collected before the onset of disease, which minimises the risk of reverse
causality bias (Hennekens and Buring 1987). The information on associations with
incident cases of diseases in individuals who are exposed to certain risk factors are
compared with those who are not exposed in the same population, which minimises
the risk of selection biases, in addition to enabling the appropriate temporal sequence
between exposures and disease outcomes. Prospective studies can simultaneously
examine the associations of many different disease outcomes with particular expo-
sures (e.g., tobacco smoking), or, in studies with stored biological samples with
multiple biochemical, genetic, or novel multi-omics biomarkers. However,
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prospective studies are expensive and time-consuming to conduct. Moreover, there
are major challenges in conducting prospective biobank studies, including strategies
to achieve complete long-term follow-up, and obtain reliable classification of disease
outcomes. Additional challenges include the need to collect updated measures of
exposure status at periodic intervals in all or random subsets of study participants.
Therefore, in planning the study careful attention should be paid not just to the initial
recruitment of participants but also to long-term follow-up of their health outcomes.
Planning should also include consideration of study design and data collection
methods, quality assurance of exposure and disease outcome data, study organisa-
tion, and management, in addition to ethics and governance issues. The key for
ensuring success lies not in planning a perfect study, but rather in planning the most
appropriate, reliable, and sustainable study given the practical constraints of
resources, time, and capacity. Thus, a successful biobank study requires an appro-
priate balance between the science of the theoretical and the art of the practical.

2.2 Plan of Investigation

The first step in planning a successful prospective study is to ask why such a study is
needed by formulating the research aims and objectives in a research proposal. After
finalising a research proposal, a detailed study plan should be developed. The
research proposal and study plan should be guided by a careful literature review of
the existing evidence and extensive consultation with the scientific community,
followed by pilot studies to ensure that the planned procedures and systems are fit
for purpose. In developing a detailed study plan, careful consideration should be
given to both scientific and practical issues related to selection of the study popula-
tion, sample size and sampling methods, assessment of risk exposures and disease
outcomes, in addition to ethical and cost implications (Grimes and Schulz 2002).

2.2.1 Study Population

Depending on the research objectives, risk exposures, and health outcomes of
interest, the population under investigation may vary by age, gender, occupation,
and certain other factors. For example, pre-menopausal women should be targeted in
studies to investigate the long-term health effects of use of the contraceptive pill,
while newborn babies should be recruited into birth cohorts to assess the role of
prenatal factors for child health or development. However, the recruitment of
middle-aged men and women is more appropriate for prospective studies of the
aetiology of chronic non-communicable diseases (NCDs). In defining specific selec-
tion criteria for the study population, due consideration should be given to their
perceived exposure levels and health status, anticipated future disease rates, ease of
recruitment (including any communication problems), and likely mobility over time.
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For example, it would not be appropriate now to target doctors in the UK to study the
health effects of smoking because hardly any doctors currently smoke, in contrast to
the situation 40–50 years ago. Likewise, young adults (e.g., aged <35 years) may
not be appropriate for inclusion in prospective studies because they are difficult to
recruit, to trace long-term, and have very low immediate risk of developing NCDs.
On the other hand, old people (e.g., >75 years) may not be considered suitable, as
they may have many existing health problems that could greatly distort risk exposure
assessments (e.g., low body mass index [BMI] due to existing diseases, low plasma
LDL-cholesterol level due to current use of statins), resulting in misleading associ-
ations of exposures with diseases. For these reasons, most prospective studies tend to
select middle-aged adults (e.g., aged 35–70 years) who tend to be relatively healthy,
geographically stable, and have a reasonably high risk of developing NCDs in the
near future.

2.2.2 Sample Size

Every study should have the appropriate statistical power with the ability to generate
reliable answers to the proposed research questions. In prospective studies, it is
certainly true that the bigger the sample size, the better the study, provided that it is
feasible and that the quality of the data collection and completeness of long-term
follow-up can also be maintained. The desired sample size can be readily estimated
using online statistical programmes, which take account of both statistical factors
(e.g., planned study power, perceived effect size of exposures, and level of statistical
significance) and other factors (e.g., prevalence of exposures, loss to follow-up,
disease event rates). However, the sample size estimation can only be indicative in
prospective studies involving many different exposures and many different diseases.
Moreover, such algorithms do not consider one of the most important factors in
determining the sample size and that is the level of financial support that can be
secured. Theoretically, the study design influences the costs, but in practice the
converse is often true. In planning the desired sample size, it is frequently necessary
to do the exercise in reverse, and consider how the sample size can be maximised
given the likely available resources. Invariably, there is a need for a trade-off
between sample size and complexity of data to be collected. Typically, there is a
risk of making a study too complicated (e.g., by including an excessive number of
questions or measurements), often at the cost of a reduced sample size. It should also
be recognised that even a really large prospective study involving 0.5 million
participants (e.g., UK Biobank (Sudlow et al. 2015) or China Kadoorie Biobank
[CKB] (Chen et al. 2011)) may still not be big enough for studies of rare diseases
(or other less common conditions) or to quantify reliably the effects of exposure on
common diseases in specific population subgroups (e.g., by age, or levels of other
exposures). Prolonged follow-up of individual studies will be needed in order to
accrue a sufficiently large number of disease cases, complemented by efforts to
combine data in meta-analyses of findings from multiple similar studies.
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2.2.3 Sampling Methods

In certain epidemiological studies (e.g., cross-sectional surveys of the prevalence of
risk exposures), it may be desirable that the study population selected is represen-
tative of the general or target population, in which case random sampling is usually
required to ensure that all members of the population have an equal chance of being
selected and there is no systematic non-response. In prospective studies, however,
such approaches may not be feasible or necessary, and use of random sampling
approaches will greatly increase the costs and complexity in organisation and long-
term follow-up for disease outcomes. Prospective studies of non-representative
cohorts of individuals with heterogeneity in risk exposures can still generate reliable
evidence about the associations of particular risk factors with disease outcomes that
are widely generalizable (Chen et al. 2020a, b). For example, findings from the
British Doctors Study, initiated in 1951 and including periodic resurveys of smoking
habits in each decade for over five decades, demonstrated that smoking is a major
cause of lung cancer and >20 other diseases and the findings remain relevant not
only for doctors but also for the worldwide population (Doll et al. 2004).

In prospective studies, certain communities or subgroups of the general popula-
tion (e.g., physicians, nurses, and civil servants) are typically selected as the target
population to maximise the response rate and minimise the loss to follow-up.
Depending on the planned sample size and anticipated response rate, all or a subset
of the target population within a catchment area or community is typically invited to
enrol in a study. In large prospective studies involving multiple regions or localities,
the selection of study sites should also consider geographic location, patterns of
major disease rates and risk exposures, levels of economic development, and
estimated population mobility, in addition to the local infrastructure (including
quality of existing death or disease report systems, availability of courier service
for sample shipment) and long-term commitment to the project. Given that partic-
ipation in the study is typically on a voluntary basis and a proportion of individuals
invited will not respond for various reasons, it is necessary to estimate the response
rate and likely reasons for non-participation in a random subset of non-responders,
so that their impact on study planning, future data analyses, and generalizability of
the findings can be reliably assessed.

2.2.4 Exposure Measures

The types and ranges of risk exposures (and potential confounding factors) to be
assessed in prospective studies may vary depending on the study objectives, per-
ceived importance and relevance of different exposures for different diseases, and
available resources. For research into the aetiology of NCDs, they would generally
cover several distinctive aspects, including: (1) demographic and socio-economic
factors (e.g., age, sex, marital status, education, and income); (2) lifestyle factors
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(e.g., diet, tobacco smoking, alcohol drinking, and physical activity); (3) reproduc-
tive patterns (e.g., age of menarche, parity, and breast feeding); (4) occupational or
environmental factors (e.g., exposure to indoor and ambient air pollution); (5) phys-
ical and biochemical characteristics (e.g., height, adiposity, lung function, hand grip
strength, blood pressure, liver and renal function, blood lipid and glucose levels);
(6) personal and family medical history and use of certain medications (e.g., anti-
hypertensive treatment, lipid lowering treatment, and hormonal replacement therapy
among post-menopausal women); (7) sleep, cognitive and psychological state; and
(8) genetic factors. To ensure data quality and completeness, information on risk
exposures should generally be collected using appropriately designed questionnaires
and carefully planned physical measurements in addition to the collection, storage,
and laboratory assays of biological samples.

2.2.4.1 Questionnaires

The study questionnaires are the key documents used to collect relevant information
on exposures from all participants. It is likely that individual biobank studies have
different research interests, and hence study-specific questionnaires are often
required. Questionnaires may be self-administered or administered by interviewers.
Self-administered questionnaire are cost-effective and less susceptible to interviewer
bias and may be more appropriate to collect information on sensitive issues (e.g.,
sexual behaviour or finances), and can be conducted by mail or using the Internet.
On the other hand, the non-response rates may be high and answers to certain
questions may be incomplete. Moreover, in a population with a high illiteracy rate,
it may not be feasible to use self-administered questionnaires. Depending on the
study population, survey procedures and questions included, both approaches can
sometime be combined in the same study (e.g., UK Biobank) for collecting data on
different types of questions.

To ensure consistency and facilitate future data analysis, each question should
have, where possible, a closed-response format (with the exception of numerical
answers such as number of cigarettes smoked), in which the respondent is provided
with a list of pre-determined response options. Open-ended questions involving
non-numerical text messages can elicit a more detailed response, but the responses
may vary greatly, which will require more effort to extract and encode relevant
information for data analysis. Such open-ended questions may be useful in the initial
pilot study to help select and refine a list of pre-determined response options. For
closed-response questions, the list of pre-determined responses should include all
possible options. For certain questions, the participant may not know the answer for
various reasons (e.g., birth weight or exposures during childhood), which should be
permitted (e.g., by entering a symbol “#” or having a category “Don’t Know”) to
differentiate them from missing values (i.e., unanswered). Each question should be
simple, factual, and properly worded to avoid any ambiguity. Moreover, it should
cover one dimension, with comprehensive and mutually exclusive choices of
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answers. Furthermore, it should be phrased in a way that will not influence the likely
response in one direction or another.

Typically, there is a tendency to include too many questions, which may greatly
increase the cost and reduce compliance by participants. Information collected in a
questionnaire should be based on and limited to the objectives of the study. For
prospective studies with very broad objectives, it may be necessary to develop
certain criteria to prioritise selection of questions to be considered during the
planning phase. These may include: (1) the perceived strength of evidence about
hypotheses of exposure–disease relationships; (2) the anticipated prevalence (e.g., at
least 15%) in the population; (3) the public health importance of the relevant
condition in particular populations; (4) the likely importance of factors that might
act as confounders or sources of bias; (5) the reliability and validity of questionnaire
measures; and (6) the availability of alternate sources of information about the factor
(e.g., medical records, physical measurements). Where possible, it is preferable to
adapt multiple questions from previously validated questionnaires used in other
studies. The questionnaires should always be tested in pilot studies prior to inclusion
in the main survey to assess their feasibility, comprehension and acceptability of
each question, time taken to complete each of them, and response rates.

Where possible, computerised direct data entry methods should be used in
preference to conventional paper questionnaires. These will not only facilitate
training and improve the efficiency of data collection processes (e.g., avoiding
printing, transport and storage of questionnaires, and manual data punching) but
also allow internal quality (e.g., avoidance of any missing values) and consistency
checks, automated coding, immediate access for ongoing central monitoring and
audit, and rapid data release for research purposes (Table 2.1).

2.2.4.2 Physical Measurements

With advent of rapid technology development, a wide range of physical measure-
ments can be considered in prospective studies. They can be used to improve our
understating of disease aetiology (e.g., blood pressure, body mass index,
bio-impedance), risk prediction (e.g., hand grip strength, lung function), and early

Table 2.1 Comparison of
computer-based versus paper-
based questionnaire
interviews

Computer-based Paper-based

Technical support Complex Simple

Initial cost High Low

Delivery speed Slow Fast

Training of staff Easy Difficult

Ease of use Easy Difficult

Flexibility (e.g., sub-form) High Low

Quality control Easy Difficult

Data quality Good Poor

Data release Fast Slow
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diagnosis (e.g., ECG, bone density, liver fibro-scan, carotid intima-medial thickness
and plaque, and CT/MRI scans) for many different conditions. They can also allow a
more objective and continuous assessment of certain risk exposures (e.g., acceler-
ometer for physical activity and sleeping patterns). Again, given there are many
possible options, the selection of physical measurements should be based on the
study objectives, with careful consideration of their perceived scientific value,
relevance for particular conditions, reliability of the data collected, and available
resources.

In planning the range of measurements and selecting from different device
models for particular measurements, it is also necessary to consider certain practical
issues, such as time taken for the measurement, size and likely mobility of the
device, ease of use, environment required for the test (e.g., private room vs open
space), and any discomfort that may be caused to participants. As for the cost
involved, apart from the initial purchasing cost, it is also important to consider
associated costs including operator requirements (e.g., technician vs clinical special-
ist), service contracts, and consumables required. For each measurement considered,
it is important to have a quality assurance framework to ensure data quality and
integrity. This should involve maintenance, calibration, training, monitoring, and
data transfer to IT systems. Specifically, the operation of each device should be
managed (or controlled) by study computers on site through an API (Application
Programming Interface). The API can be provided by device manufacturers and/or
developed purposely by the study team with technical support from manufacturers,
and will enable direct entry of certain personal details (e.g., study IDs) that can be
linked to the measurement data and instant transfer of data from the device to study
computers (see Chap. 7).

2.2.4.3 Collection of Biological Samples

In prospective studies, biological samples collected can generate the most important
information about determinants, prevention, early detection and treatment of many
diseases. Depending on the study objectives, a wide range of biological samples can
be considered both from participants (e.g., blood, urine, saliva/buccal cells, faeces,
hair and nails, placental tissue, cord blood, breast milk) and the living environment
(e.g., air, water, soil). In general the aim of the sample collection and procedures
involved should be “future proof”, i.e., to allow the widest possible range of assays
that could plausibly be envisaged in the future given the current knowledge and
available resources. For the reasons described in Table 2.2, blood and urine samples
should always be prioritised in any prospective studies. Other types of samples
might allow measurements of certain factors not covered by blood or urine (e.g., hair
and nails for assessing exposure to environmental heavy metals, and faeces for gut
microbiome), but they may be difficult to collect and process (e.g., faeces), and may
not accurately reflect exposure at personal levels (e.g., ambient air pollution), and
will add significant additional costs for collection, processing, shipment, and long-
term storage.
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For collection of blood and urine samples, there are a wide variety of collection
tubes with different preservatives and additives. Careful review of preservatives and
anticoagulants in such tubes is important when planning the collection and future
assays, as certain anticoagulants are recommended for some but contraindicated for
other assays (Elliott and Peakman 2008). For example, blood samples collected into
EDTA-containing tubes have optimal DNA yields and hence are ideal for
DNA-based assays, but may be unsuitable for assays of potassium, calcium, mag-
nesium, and zinc because of chelation of such ions. Likewise, heparin-stabilised
blood affects T-cell proliferation assays and heparin binds to many proteins. In most
cases, the selection of additives is a compromise and if a choice has to be made, then
EDTA-containing tubes for sample collection are considered optimal because they
can allow valid measurements of genetic markers (using DNA-containing buffy
coat) and a very wide range of biomarkers (using red cells and plasma), using both
conventional and novel multi-omics assay platforms. Depending on the available
resources, the types of assay to be conducted immediately or planned in the future,
and the long-term storage facilities, the sample volume to be collected from each
participant should be planned carefully. Importantly, many modern omics assay
platforms only require a small sample volume, involving about 100 μl of plasma, for
assays of many hundreds or even thousands of non-genetic biomarkers simulta-
neously. Similarly, buffy coat in a 10 mL EDTA blood sample should yield enough
purified DNA for undertaking a range of genetic assays, including whole genome
sequencing.

The sample collection tubes should be properly labelled with barcodes that can be
linked to participant’s original study ID. Samples collected at the assessment centres
or survey clinics should be kept chilled, usually refrigerated at 4 �C, and then
transported and processed at a local or central laboratory with as little time delay
as possible (ideally within 12 h). The blood sample can be separated into different
fractions after centrifugation (e.g., plasma, red cells, white cell “buffy” coat), which
are usually aliquoted, either manually or using an automated working station, into
multiple smaller storage tubes suitable for long-term cryopreservation. Throughout

Table 2.2 Rationale for collecting blood and urine samples in biobank studies

Sample
type Reasons for consideration

Blood • A variety of fractions: plasma, serum, white cell, red cells, peripheral blood
lymphocytes

• Wide range of biomolecules: DNA, RNA, proteins, small molecules
• Wide coverage of physiological functions: genome, proteome, and metabolome,
haematological parameters

• Suitable for a wide range of assay technologies
• Ease and low cost of collection

Urine • Wide range of biomolecules: proteins, analytes (including pharmaceuticals)
• Wide coverage of physiological functions: proteome and metabolome (including
gut microbiome)

• Suitable for many assay technologies
• Ease and low cost of collection
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the process, the reliability of sample tracking and identification is essential, which
often requires support of robust IT and quality assurance systems (see Chaps. 4 and
7).

2.2.5 Long-Term Follow-Up

The value of a prospective study depends not only on its ability to obtain detailed
baseline data and samples from a large number of individuals but also on detailed
follow-up of their health status, including death, disease occurrences, and changes in
lifestyles, and other risk exposures over time.

2.2.5.1 Periodic Resurveys

The risk exposures measured at the initial baseline survey are subject to measure-
ment error, biological variation, and long-term changes over time, which can lead to
“regression dilution bias” (Clarke et al. 1999) when assessing associations of such
exposures with disease outcomes occurring many years or decades after recording
such measurements. This regression dilution bias causes substantial underestimation
of the strength of long-term “usual” levels of such risk factors with disease out-
comes, but can be corrected for by estimating the extent of the within-person
variation, usually by conducting periodic resurveys of random samples of surviving
participants every few years. In small studies with a few thousand participants, it
may be possible to resurvey all surviving participants. In large studies involving
hundreds of thousands of participants, it may only be feasible to conduct periodic
resurveys of random samples of 5–10% of surviving participants.

In addition to repeating identical data collection as at the baseline, certain
enhancements can also be considered to address future research questions, including
new questions, new samples, new measurements that become feasible, or improved
measures of certain risk exposures (e.g., accelerometer measures of physical activity
and sleep patterns). If a high proportion of the study population have access to the
Internet, then certain questionnaire-based resurveys (e.g., dietary or cognitive assess-
ments) can be repeated more regularly and involve all or a large proportion of the
participants. To minimise selection bias, every effort should be made to achieve a
high response rate. After the first resurvey, the subsequent resurveys can involve a
high proportion of the same participants who were selected initially, which will help
to provide a more reliable assessment of time trends and changes with increasing age
of the main risk exposures.
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2.2.5.2 Disease Outcomes

Cause-specific mortality is the most widely used health outcome in prospective
studies and should be prioritised. Where feasible, it is also important to consider
other health outcomes (e.g., disease incidence, episodes of hospitalisation), which
will greatly increase the range of diseases that can be studied (e.g., non-fatal
diseases) and improve the study power and accuracy of disease diagnosis. This
may also facilitate research into areas that are not conventionally feasible in pro-
spective studies, such as the natural history and management of specific diseases
(Chen et al. 2020a, b) The information about health outcomes can be obtained
through re-contact of participants (i.e., active follow-up) which has been widely
used in many prospective studies previously. Although this approach can obtain
certain health information that may not be well represented in record linkage data
including repeat exposure measures, the response rate may be low (typically <70%)
and costs may be prohibitively high, especially in large studies with regular contact.
Moreover, the information obtained directly from participants about disease diag-
nosis is usually less complete and reliable. The most efficient and reliable way of
obtaining health outcome data is through passive follow-up, i.e., linkage with
available datasets including death and cancer registries, health insurance claim
databases, or primary health care records. In certain populations, it may also be
possible to obtain linkage with histopathological records using hospital tissue
repositories. Such linkages can be achieved electronically using certain matching
algorithms or unique personal identification numbers collected at the baseline
survey, which will enable the cost-effective follow-up of the whole cohort in a
timely manner (see Chap. 5).

To facilitate follow-up and minimise potential loss to follow-up of participants
over time, the study areas should be carefully selected at the planning stage to ensure
that the population in the catchment areas is relatively stable and that the available
health record systems are adequate. In areas without established death and disease
registries, alternative strategies for follow-up should be carefully planned and piloted
before launching the main study. Moreover, all the individuals considered should be
permanent residents within the catchment area and have their personal details (e.g.,
national ID number, telephone number, and email address) carefully and confiden-
tially recorded during the survey. Once recruited, the follow-up for health outcomes
of study participants should start immediately without waiting until after completion
of the whole baseline survey, which may be many years later. To ensure the
completeness of follow-up and reliability of the disease diagnosis, it is necessary
to cross-check and validate outcome data collected from different sources. More-
over, for certain major health outcomes (e.g., stroke, cancer, COPD), independent
investigations are also needed to verify and sub-phenotype the reported disease
diagnoses through retrieval and review of medical records (see Chap. 6).
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2.3 Ethical and Legal Considerations

In most countries, formal ethical approval for biobank studies will be needed from
relevant institutions or other organisations. Increasingly, the ethical committees will
not only review consent procedures and related documents but also consider the
validity of the proposed study design (e.g., sample size and selection bias) in
addition to issues related to data protection and confidentiality. In general there are
four areas of interest: (1) legal requirements regarding data collection and storage,
especially when they may carry certain risks or they are related to genetic and
medical information; (2) confidentiality of data provided to the study by the partic-
ipant; (3) access to data held on the study population by other sources and in
particular, their medical records; (4) sharing of the study data with other researchers.
There are specific legal and ethical requirements for investigators to protect and
maintain confidentiality of the data collected, which are fairly complex, and this is an
increasingly important issue in epidemiological studies. A general framework should
be considered carefully according to the official guidelines issued by relevant bodies
in the country concerned (e.g., the UK official Data Protection Act 1998, UK Human
Tissue Act 2004, and the EU General Data Protection Regulation [GDPR] 2018).
These guidelines provide legal frameworks and a set of “principles”, which must be
adhered to by the study investigators.

Consent is necessary for all research involving human subjects, which protects
both the participants and the study. It is mandatory in most countries to obtain
written consent from participants in prospective studies for a number of reasons.
These include: (1) survey procedures may involve certain risks; (2) investigations
undertaken (e.g., ultrasound or CT scan) may uncover previously unrecognised
conditions that may require further intervention; (3) the need to obtain information
(e.g., medical records) from a third party; (4) the need for long-term storage of
biological samples for unspecified research use in future; and (5) protection of
personal information collected. It is evident that most people participate in the
study for the purpose of supporting academic research in an altruistic manner. In
general the research institutes and principal investigators have legal responsibilities
for the proper custody and use of both biological samples and data collected from
participants. As for the use of biological samples, the level of consent (i.e., narrow or
broad) may vary depending on the study goals and local rules and regulations.
Where possible, consent should be kept broad and future proof in order to maximise
the potential of samples collected.

To facilitate the formal consent process, the study leaflet or invitation letter
should provide clear, accurate, and complete information about the study. In general
they should cover the following points: (1) a clear statement that the study is for
research purposes, and that participation is voluntary and non-participation will not
disadvantage them in any ways; (2) the exact nature of the study, including the study
purpose, organisation, official approvals obtained, procedures involved, and any
potential risks they may incur; (3) indicating why they were chosen (e.g., at random),
whether they will be given any test results and how long the study will last; (4) a
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statement indicating even if the subject agrees to participate they may opt out for
certain items (e.g., without providing biological samples) and can withdraw at any
time without giving any specific reasons, although individuals who have expressed
such wishes before joining the study should not be encouraged to participate; and
(5) a clear statement indicating how personal information and data provided will be
protected and used. The formal consent form to be signed by participants should
contain a clear statement that participants have been given full information and have
the opportunity to raise and discuss any issues with staff. The consent form should
also list separate data and sample collection items, for which specific consent by
participants may be required. With respect to incidental findings of previously
unrecognised conditions, the action to be taken will depend on the nature and
severity of the problem, its natural history, and the availability of any effective
intervention. In certain cases, the information may need to be referred back to
participant’s doctor for further consultation and examination.

2.4 Study Protocol

Once developed, a study plan should be recorded as a written protocol to provide
overall guidelines for the conduct and day-to-day running of the study. The protocol
should describe the rationale for the study, its main objectives and the methodology
used, and should describe each essential component of the study, from eligibility of
the participants, sample size and sampling schemes, through types and methods of
data collection and follow-up, to study organisation, ethics, budgets and governance.
The protocol is also an essential component of a research proposal for funding
applications and for obtaining necessary ethical approvals from relevant institutions
and regulatory agencies.

The study protocol should be developed after a careful and thorough review of
existing literature and appropriate consultation with colleagues, collaborators, and
experts in the fields. If necessary, pilot studies should be undertaken to test and refine
the study design, detailed work plan, and data collection tools (e.g., questionnaires).
Once a study protocol has been developed and approved, and the study has started
and progressed, it should be adhered to strictly, with any subsequent changes kept
minimal and carefully documented with the file reference number and release date.
In general the study protocol for prospective studies should cover the following
aspects: (1) Title; (2) Project summary; (3) Rationale and background; (4) Study
purposes and objectives; (5) Study design and plan, including study population,
sample size, recruitment, data and sample collection, and follow-up; (6) Data man-
agement and statistical analyses; (7) Study organisation; (8) Ethics and governance;
and (9) Budget and timelines. To help develop the study protocol, operational
procedures and quality assurance framework, various working groups should be
established with shared objectives and coordinated efforts and approaches.
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2.5 IT Infrastructure and Systems

IT support is one of the most important cornerstones of a successful biobank study.
Given the highly specialised nature of biobank studies, it is unlikely that many off-
the-shelf software packages will be readily available to support particular studies.
Hence, a range of bespoke IT systems will need to be developed to manage all
aspects of the study activities. The IT system should not just cover data collection
(e.g., questionnaire interview, physical measurements, and sample collection), but
also cover the management of staff, data, assets and consumables as well as quality
control and study monitoring. If developed and implemented successfully, they will
help ensure and maintain consistency, traceability, timeliness, and quality of the data
collected over time and across different centres and staff, while at the same time
reducing costs and unnecessary workload for project staff. For example, many
physical measurement devices need to be calibrated and serviced on a regular
basis. Instead of relying on study staff to remember, various schedules can be
incorporated into a study IT system that can automatically monitor the usage or
performance of specific devices and send out requests according to pre-determined
roles (e.g., number of tests done, consistency of the performance over time).
Similarly, the IT systems for data collection can also incorporate specific functions
to facilitate monitoring and quality control. For example, the laptop-based question-
naire can have an audio recording function to record all or part of the interview,
which can be reviewed and checked centrally.

Depending on the resources, local capacity, technical needs, and timeline, the
study IT systems can be developed in-house (i.e., directly employ IT development
staff) or outsourced (i.e., pay another organisation, usually commercial, to develop).
Each approach has its strengths and limitations. Although the initial cost may be
higher and time delay longer, the long-term benefits of in-house development in
terms of ease and cost of maintenance, upgrading, quality control and system
integration would greatly outweigh the initial shortcomings, which is the develop-
ment model adopted in the CKB. Irrespective of how they are developed, the IT
industry standard for developing procedures and methodologies should be followed
(Fig. 2.1), including preparation of detailed User Requirement Specification (URS)
documents, and formal testing. Throughout the lifecycle of development, study

Fig. 2.1 Standard process
for developing IT software
in biobank studies
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investigators should be closely involved in defining and specifying requirements and
functionalities, including preparation of a URS for each system (see Chap. 7).

IT hardware devices that may be considered in biobank studies will vary, ranging
from mobile phones, desktop computers, laptops, tablets, to servers, or even large
cloud-based supercomputing and storage facilities. Very often different types of IT
devices will be needed in the same study to meet different requirements and settings.
Apart from hardware and software, other factors should also be carefully considered
when planning and developing study IT infrastructure, including Internet connec-
tion, firewall, data size, regulations, and local IT support staff. Depending on the
study need and settings, there may be very different arrangement for IT infrastructure
at national and local study centres (see Fig. 2.2 and Chap. 7).

2.6 Quality Assurance Framework

Quality assurance refers to the planning, policies, training, procedures, and actions
necessary to ensure that the quality, integrity, and ethical standards of the study are
being maintained and enhanced during the course of the study. Given the complexity
and length of prospective biobank studies, a quality assurance framework should be
developed to provide an evidence-based, robust, coordinated, and cost-effective
approach to quality assurance. It should be implemented across various stages of
study, from planning and designing, through development of operational proce-
dures, training, and field work, to monitoring and improvement (see Fig. 2.3). Apart
from study design, training, and development of robust systems and process that are
covered in different sections, careful attention should be paid to study documenta-
tion, monitoring, and data management. Where possible, IT systems should be
incorporated to facilitate the process.
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Fig. 2.2 IT network and infrastructure at national and regional study centres in CKB. (a) National
Coordinating Centre, (b) Regional Study Centre
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2.6.1 Pilot Study and Documentation

Before launching the main study, it is essential to undertake several pilot studies, not
only to test questionnaires, methods for recording physical measurements, and IT
systems, but also to assess recruitment strategies, staff needs and training require-
ments, practical procedures, and logistics in addition to scheduling and coordination.
Moreover, to assure a uniform, consistent, and standardised approach to carrying out
the study with good quality control, Standard Operation Procedures (SOPs) should
be developed to provide detailed and specific instruction to the investigators. The
SOPs should cover not only data collection (e.g., interview, physical measurements,
and sample collection) but also data management, study logistics (e.g., supply,
sample shipment), and organisation (e.g., staff training, assessment centre). All the
study equipment and devices should be properly documented in a central inventory,
with regular calibration and servicing according to the manufacturer’s recommended
schedule.

2.6.2 Management of Data and Information

Apart from data collection, specific procedures, IT systems, and data management
plans should also be developed to manage data transfer, processing, integration,
access, and use to ensure that the security, confidentiality, traceability, consistency,
and integrity of the data can be properly maintained through the life course of the
study. All databases should be stored and handled securely, with different levels of

Fig. 2.3 Diagram of quality
assurance framework in
large biobank studies
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authorised access across all study locations and with proper separation of personal
details from any study data collected for research use. A central data repository
should be established with regular and comprehensive backups and change logs (see
Chap. 8). The decommissioning of any study IT devices should also be handled
carefully and securely. Prior to equipment disposal, all confidential information
should be securely erased and physically destroyed. For purposes of future auditing,
a mirror copy of all the data held (e.g., in survey laptops, office desktop computers,
or servers) should be made and stored in a central data repository. A record of the
destruction of devices and data should be logged for future reference.

2.6.3 Study Monitoring

Study monitoring should be undertaken on a regular basis by the coordinating centre,
using a combination of computer review of data and periodic on-site monitoring
visits. The computerised data review should focus on recruitment rates, missing data
or biological samples, data quality (e.g., the number of outliers, difference between
two measures), visit and sample processing time, and performance of centre (e.g.,
wastage of consumables, service and calibration of devices). After accumulation of a
reasonably large number of participants in each centre and by different staff, it is
prudent to undertake statistical monitoring of the data collected, for example, by
examining the distribution of the exposure data (e.g., height, blood pressure),
prevalence of certain risk exposures (e.g., tobacco smoking) over time and by
different centres and by different staff in order to detect any outliers, inconsistencies,
or potentially fraudulent data. Similar monitoring should also be extended to long-
term follow-up (see Chap. 5). Any issues or problems identified during this contin-
uous review of the data should be followed up by telephone conference or a site visit
by staff from the study coordinating centre. Figure 2.4 illustrates findings of routine
statistical monitoring in CKB for standing height and systolic blood pressure (SBP),
showing consistency in measured values over time for the former, but not for the
latter. Further investigation revealed that the seasonal variations in SBP, evident in
all ten study areas, were not a data quality issue, but driven primarily by changes in
ambient temperature. This led to several publications, with important public health
and clinical implications (Lewington et al. 2012; Yang et al. 2015).

2.7 Study Assessment Centre

In prospective studies, study assessment centres are typically needed in order to
enrol a large number of participants from local communities. Depending on the
requirements, the assessment centres can be located either in established clinical
facilities, serviced commercial office space, or local public premises (e.g., school,
village hall). Whichever type of assessment centre is selected, it should be located
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conveniently within the study area, have good transport links, and have a default
level of services (e.g., lavatories, electricity, and water). The area covered by
individual assessment centres should enable recruitment of a sufficient number of
potentially eligible study participants within a specific time period (e.g., 2–4months),
taking into account the likely response rate and estimated daily recruitment rate.

2.7.1 Centre Configuration

Standard requirement specifications including the likely floor plan and survey flow
should be developed to ensure that each assessment centre can be configured to meet
the study needs (e.g., enough power sockets, Internet connection, secure space for a
small server, and quiet rooms). The arrangement of different assessment stations
should be carefully planned to ensure there are little or no bottlenecks in flow and
certain measurements are conducted in the appropriate sequence where possible
(e.g., measuring blood pressure before lung function, which requires strenuous effort
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leading to increased blood pressure). For questionnaire interviews or certain physical
measurements that may require more time, it is necessary to have multiple stations in
order to reduce likely bottlenecks. In areas where a reliable power supply cannot be
guaranteed, it is also necessary to have a mobile power generator as a backup. An
assessment centre equipment specification should be constructed based on the study
plan. A set of equipment should be procured for each of the centres running in
parallel, which should be inventoried and regularly serviced and calibrated. In case
of breakdown, backup equipment should be held centrally or on site. The use of
consumables in each operating assessment centre should be monitored carefully,
with a small buffer stock held locally to compensate for greater-than-projected
demand and with the main supply managed by the study coordinating centre.

2.7.2 Survey Team and Training

The field survey team should be properly structured and staffed according to the
study plan, planned recruitment rate, number of stations, anticipated workload and
time taken for each station. The team should have a senior manager or coordinator
who will have overall responsibilities and report back directly to study coordinating
centre. For each post, a detailed job description and requirements including qualifi-
cations, and relevant skills and experiences should be considered. All the staff
recruited should receive appropriate training, involving not only by formal lectures
but also practical training, testing, and simulated data collection (“dry runs”). In case
of holiday or sick leave, certain staff should also be trained to have dual roles as
backup. After completion of formal training, the field work should start without any
undue delay, operating perhaps at half capacity initially to enable staff to become
familiar with the procedures. The initial phase of the field work should be supervised
and supported by senior members of the steering committee and study coordinating
centres, with daily review meetings to discuss outstanding issues and areas for
further improvement. Staff involved in field work recruitment should be mentored
throughout the study period.

2.7.3 Recruitment of Participants

Where feasible, the eligible participants should be identified in advance through
national or local population-based registers (e.g., National Health Service or public
security records). The formal invitation letters can be generated centrally or locally
and then be delivered by post or manually by local staff or community leaders. To
increase awareness and participation rates, publicity campaigns and social
mobilisation might be necessary, involving mass media as well as community
meetings. When invited, potential participants should be given provisional appoint-
ments, with clear instructions on the essential documents that they should bring with
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them (e.g., appointment card, national ID card) to the assessment centre. When an
individual arrives at the assessment centre, they will need to provide formal consent
first and then move through a series of assessment stations. Each consenting
participant should be allocated a unique study ID number (see Fig. 2.5) that is linked
securely to their personal details and study and sample data. The study ID number,
usually in a form of barcode number, can be printed on the consent form, or stored in
a USB memory key allocated to each participant at the assessment centre. At each
assessment station, the study ID number should be carefully checked and recorded,
usually through a barcode reader, to ensure reliable linkage and integration of the
data collected. Towards the end of assessment, the participant may be given a formal
report with all measurement results, which can then be discussed with a medically
qualified physician in the assessment centre (see Chap. 3).

2.8 Central Biobank Infrastructure

To ensure their long-term security, biological samples collected should be stored
centrally, perhaps at separate locations. The storage temperatures may vary
depending on the material itself, its “robustness” and anticipated length of storage
(ISBER 2008; Elliott and Peakman 2008). Ideally, most samples (e.g., plasma,
serum, buffy coat, urine, peripheral blood circulating cells) should be stored below
the re-crystallisation temperature of pure water at�130 �C, for which liquid nitrogen
tanks (vapour face or liquid face) will be preferred. A working archive (i.e., short-
term storage) of basically the same set of samples can be stored at a higher
temperature in �80 �C freezers. Genomic DNA, especially when amplified, should
be stored at �20 �C. The central sample storage facilities should be managed by
trained staff, with appropriate alarm systems, backup electricity and power genera-
tors, which should be tested on a regular basis. Moreover, all the samples checked in
or retrieved should be carefully documented and tracked using sample management
systems (see Chap. 4). For large biobank studies involving millions of aliquots, it is

Fig. 2.5 Example of study
ID used in CKB
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necessary to install a fully automated sample storage and management system, as has
been used successfully in the UK Biobank (Fig. 2.6).

2.9 Study Organisation and Oversight

After developing a detailed research protocol, operational plan, and quality assur-
ance framework, the study should be implemented with scientific rigour to ensure
that the study protocol is being adhered to, and that the research is conducted in
accordance with established procedures and ethical standards. In addition, meticu-
lous and detailed records of all data and information should be maintained and
properly documented, and methods of data collection used in a consistent way by
different staff and over time. To achieve these, effective study organisation, over-
sight, and management are essential.

2.9.1 Steering Committee

The Steering Committee is responsible for the overall leadership and management of
the study. It will provide scientific input into the development of the study protocol,

Fig. 2.6 Automated sample
storage and management
system in UK Biobank
(re-use with permission
from Peakman and Elliott
2010)
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and on the direction and scientific objectives of the project. It will also oversee the
operation of the project, including recruitment of study participants, the sample
collection, processing and archiving strategy, the development of approaches for
long-term follow-up of participants’ health outcomes, reviewing and approving of
study budgets, and plans for funding raising. Moreover, the Steering Committee will
review and approve study governance and other policy documents, external collab-
orative projects and membership for the International Scientific Advisory Board
(ISAB).

2.9.2 Coordinating Centres

Depending on the study plan, organisational structures, and numbers of survey sites
and locations, separate central and local coordinating centres may be needed to
coordinate and organise the study. For both centres, there should be proper provision
of adequate space and staff, with clearly defined roles and operational structures. In
general the central coordinating centre will be responsible for study planning,
obtaining ethical and regulatory approvals, development of SOPs and computer
software, organising training and collaborators’ meeting, purchase of study equip-
ment and devices, preparing and distributing study materials to survey sites (e.g.,
information leaflets, sample collection kits), management and storage of data and
biological samples, monitoring and auditing study progress, administration of bud-
get and contracts, responding to technical, medical, and administrative queries, and
preparation of progress report to funders and the steering committee.

The local coordinating office in each survey site will be chiefly responsible for the
reliable conduct of the field survey. This should involve obtaining local approval, the
identification of study sites and participants, establishment of the survey team and
assessment centres, organisation of field surveys, processing and shipment of bio-
logical samples, and dealing with any inquiries that the study participants may raise.
If the long-term follow-up for disease outcomes needs to be carried out locally, then
the local coordinating office should also be responsible for obtaining formal
approval and negotiate contractual and cost issues with local government agencies
for accessing health records, and for undertaking long-term follow-up of health
outcomes in addition to verification and adjudication of disease diagnoses.

2.9.3 Scientific Advisory Board

For large prospective studies with very broad objectives, it is necessary to establish
an ISAB, to provide advice to the study PI and steering committee on the scientific
direction, long-term strategy and operations. It may also review progress and
achievements against the agreed objectives and also review future plans and provide
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advice on fund-raising activities and prioritisation of research projects to be
undertaken.

For each committee or board, it would be helpful to develop a formal charter,
defining detailed roles, responsibilities, scope of activities, length of service, time
schedules, and appointment procedures. In addition, other high-level governing
body or council oversight may be required, if the study is set up initially as a national
resource involving multiple institutes and funders (e.g., UK Biobank).

2.10 Summary

This chapter provides a high-level overview of scientific and practical considerations
for establishment of large prospective biobank studies. Many of the issues discussed
and possible solutions suggested reflect to a large extent the thorough processes
involved in setting up the large CKB study of >0.5 million participants who were
recruited during 2004–2008 from 10 geographically diverse urban and rural areas
across China. The future chapters will provide more detailed descriptions of several
specific areas of work related to biobank studies, including field work, sample
collection and handling, long-term follow-up and disease event adjudication, devel-
opment of IT systems, and data management. It is intended that the main focus will
be on general principles and practical approaches so that they can be applied to many
other future studies in different settings or using different designs.
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Chapter 3
Planning, Organisation, and Management
of Fieldwork in Biobank Studies
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Abstract The importance of fieldwork in population health research has not dimin-
ished in the era of big data. Contemporary prospective biobank studies tend to collect
large amounts of exposure and health outcome data from a large number of partic-
ipants. Although disease outcome data are often obtained through linkages with
registries and hospital records, the exposure data are generally collected directly
from the participants, through questionnaire surveys (e.g., in-person, telephone,
postal, or online), physical measurements, and collection and assays of biological
samples (e.g., blood, urine, and saliva) at baseline recruitment and at other time
points. There are many legal, logistic, and practical challenges in establishing large
biobank studies, many of which are related to the fieldwork. Careful planning and
organisation, efficient coordination and management, and effective implementation
and monitoring are critical to ensure a successful launch and smooth operation of
fieldwork. This chapter delineates key considerations and procedures involved in
planning and organising fieldwork in biobank studies. Moreover, it describes certain
novel methodological approaches relevant for the smooth operation of assessment
centres and acquisition of high quality data. The general approaches described
should also be applicable to other population-based studies (e.g., cross-sectional
surveys and case–control studies).
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Abbreviations

API Application programming interface
BP Blood pressure
cIMT Carotid artery intima media thickness
CKB China Kadoorie Biobank
DNA Deoxyribonucleic acid
ECG Electrocardiogram
GE General electric
ID Identification number
IOP Intra-ocular pressure
IT Information technology
PWV Pulse wave velocity
SOP Standard operation procedure

3.1 Introduction

Compared with traditional study designs, contemporary prospective biobank studies
tend to be much bigger in sample size and more comprehensive in terms of the
exposures and health outcomes assessed. The large scale combined with the breadth
and depth of data collected in biobank studies enables reliable assessment of the
potential effects of many established and emerging risk factors for a wide range of
diseases. While certain personal information can be collected indirectly via routine
administrative and other records (e.g., occupational records), most exposure-related
data need to be obtained directly from the participants themselves during initial
enrolment at the baseline survey and subsequent periodic resurveys through inter-
views, physical measurements (including the use of wearable devices), and collec-
tion and assays of biological samples. In order to ensure that the data collected are of
the highest possible quality, fieldwork must be carefully planned and implemented
according to the study protocol and procedures, and include comprehensive man-
agement and quality assurance frameworks and systems. A detailed fieldwork plan
should be developed to cover a wide range of practical and logistical issues,
including assessment centres, data collection procedures, timelines, community
engagement, survey team and training, pilot studies and subsequent scaling-up,
integration of different components (e.g., information technology [IT] systems)
and monitoring. This chapter outlines the key considerations and practical proce-
dures necessary for organising fieldwork in large biobank studies, complementing
the general introduction already covered in Chap. 2. Other aspects of fieldwork
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relating to long-term follow-up for health outcomes and adjudication of fatal and
non-fatal disease events will be discussed specifically in Chaps. 5 and 6.

3.2 Preparations for the Fieldwork

The success of fieldwork in prospective studies requires meticulous planning and
careful preparation, typically involving many years of effort prior to commencing
recruitment (see Chap. 2). Multiple social, economic, and environmental factors
(Box 3.1) could influence the ways in which fieldwork is undertaken. The require-
ments and challenges may differ substantially in high- versus low-resource settings,
and in urban versus rural areas within a country. For example, in high-resource
settings, use of telephone, postal, or online questionnaires may be both preferable
and more cost-effective than face-to-face interviews when recruiting participants
from geographically diverse areas. However, in communities with limited access to
telecommunication and/or poor literacy levels face-to-face interviews may be the
only viable option. On the other hand, interviewer-administered questionnaire sur-
veys may facilitate a higher response rate in many low-resource settings, even
though they are labour-intensive and logistically challenging. Moreover, collection
of biological samples and physical measurements can only be managed effectively
through direct contact with the participants. In prospective studies, approaches used
in the initial baseline survey and subsequent resurveys may also differ. For example,
a high proportion of the UK Biobank participants have been periodically invited to
complete a detailed dietary questionnaire online, which was not included at the
initial baseline survey (Sudlow et al. 2015). Whilst undertaking the preparatory
work, a number of fundamental aspects common to all study settings will need to
be considered and are outlined and discussed below.

Box 3.1 Contextual Factors to Be Considered When Preparing
the Fieldwork
• Local laws and regulations.
• Cultural norms, religions, and values.
• Level of urbanisation and developmental status.
• Social network structure.
• Healthcare system and infrastructure.
• Physical environment (e.g., residential environment, climate).
• Distance to study assessment centre (e.g., road transportation, courier

services).
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3.2.1 Study Instruments

Study instruments refer to the tools for systematic data collection from study
participants and include questionnaires and devices for physical measurements.
The choice and design (where applicable) of instruments demand a balance between
need and feasibility (see Chap. 2). Apart from perceived scientific values, several
important practical issues should also be considered when deciding on the study
instruments (Fig. 3.1).

(a) Questionnaires
Different biobank studies will have different objectives and different data collec-

tion plans, making study-specific questionnaires necessary. Typically, it is preferable
to combine (and adapt) multiple existing questionnaires, ideally validated previously
in the same study population. Such an approach would enable investigators to
develop bespoke questionnaires that can reliably assess a wide range of demo-
graphic, socio-economic, and lifestyle factors relevant to local research need.
Apart from conducting a thorough literature review, the design of questionnaires
may also involve focus-group discussions with members of the target population and
local stakeholders (researchers, healthcare professionals, and policymakers) to
acquire in-depth understanding of the population characteristics and potential cul-
tural sensitivity, as well as the acceptability and practicality of different topics or
questions. Such interaction is crucial to inform the design of questionnaires.

Before finalising the questionnaire design, field-based pilot tests must be
conducted in the target study population to understand the relevance of individual
questions, the appropriateness of the questionnaire sequence, length, layout, precise
wording (particularly for questionnaires translated from other languages), and
response ranges (see Box 3.2, [Armstrong 2008] & Sect. 3.3.4).

Time required 
& complexity

Work flow

Language
support

Cultural 
sensitivity

Data format 
& size

Practicality

Cost

Selecting 
instruments for 

Biobanks

Fig. 3.1 Key practical
considerations for selecting
study instruments
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(b) Devices
For physical measurements, the most important scientific attributes to be consid-

ered are the validity and reliability (or reproducibility) of the data collected. Ideally,
only devices with the highest validity and reliability are to be used, but they tend to
be more expensive and require highly-trained technicians and sometimes special
infrastructure to operate and therefore may not be feasible for large-scale studies,
especially those with multiple sites running simultaneously. Practical issues, such as
funding, population characteristics, physical infrastructure, ease of use, manpower,
and utility (water, electricity) supply must also be considered. For example, ultra-
sonography of calcaneus may be preferable to the “gold standard” dual-energy X-ray
absorptiometry for assessing bone health in large-scale biobank studies. This is
because temporary assessment centres are often not located within healthcare facil-
ities and the costs of providing X-ray based measurements which meet legal/
regulatory requirements may be too prohibitive (Li et al. 2019).

Devices with operating interfaces in the local language are preferred to facilitate
training and data collection. Where possible, it is more desirable to choose devices
that can be controlled by computers directly through an application programming
interface (API; generally provided by the device manufacturer) to bypass the need to
export data saved on the device using proprietary software, thereby allowing a
seamless data collection process. Other important factors to be considered include
costs (procurement, running, and maintenance), applicability (in terms of the suit-
ability of deployment in the field and the complexity to operate), acceptability
(by both participants and fieldwork staff: invasiveness, comfort, convenience), and
the expertise/training required. Provision for alternative data collection methods may
be necessary for participants with particular conditions. For instance, an electronic
weighing scale should be available for individuals with a pacemaker or pregnant
women where contraindications for bio-impedance measurements exist. Likewise,
mercury sphygmomanometers should be used in the small proportion of participants
for whom blood pressure readings might not be successfully obtained using an
automatic electronic sphygmomanometer (e.g., those extremely underweight).

Box 3.2 Different Aspects of Validity of a Questionnaire
• Face validity—the perceived accuracy of an instrument based on the

professional judgement of relevant experts.
• Construct validity—the extent to which an instrument or specific question

accurately measures the targeted metric, usually benchmarking certain gold
standards.

• Convergent validity—the extent to which measures that theoretically
should be related to each other are correlated; also considered as a type of
construct validity.

(continued)
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Box 3.2 (continued)
• Discriminant validity—the extent to which measures that theoretically

should be unrelated to each other are not correlated; also considered as a
type of construct validity.

• Known-groups validity—the extent to which an instrument can differenti-
ate between two (or more) groups known to differ regarding the variable of
interest (e.g., smokers versus non-smokers).

3.2.2 Collection of Biological Samples

One of the defining features of biobank studies is the collection of biological
samples, often stored long-term for future analysis. Biobanks typically collect a
wide range of biological samples (most commonly blood, urine, saliva, and faeces),
but some studies also collect environmental samples (such as air, water, or soil). The
choice of samples to be collected is chiefly determined by the study objectives, the
available budget, and the need for future-proofing, but other determinants including
convenience and feasibility, acceptability by participants, ease of long-term storage
also come into play (see Chap. 4).

Box 3.3 Key Considerations of Blood Sample Collection During
Fieldwork
• Sample requirements (e.g., fasting, postprandial)—influence the flow of the

fieldwork and at which stage the sample should be collected.
• Sample volume—dictates the storage requirements and the number and

type of assays that can be done subsequently.
• Sample processing—some assays require specific fractions of the whole

blood, which need to be separated within a short timeframe.
• The use of preservatives and/or anticoagulants—some of these may not be

compatible with certain assays, whereas specific inhibitors must be used for
some tests.

Most biobanks collect blood samples in order to conduct biomarker (e.g., bio-
chemistry, hormones, proteomics, or metabolomics) and genetic analyses (e.g.,
genotyping or DNA sequencing) for associations with disease outcomes. However,
the future use of the blood samples should be clearly planned at the preparation
stage, because it will have a major influence on the fieldwork procedures (see Box
3.3). Central to any ethical approval, participants must be properly informed about
the detailed plan for biological sample collection as well as future uses, including
any feedback of assay results.
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3.2.3 IT Support

Having adequate and appropriate IT support is one of the cornerstones of a success-
ful biobank study. IT contributes to every aspect of the fieldwork, but most com-
monly it is incorporated in the data collection processes. Electronic data collection
removes the need for labour-intensive and time-consuming paper record processing
and minimises manual data entry errors and missing data through built-in and
automated real-time checks for logic, error, and range. Moreover, through automated
encrypted data transfer to secured servers in data warehouses, it also minimises the
risk of data breaches and loss.

Figure 3.2 provides screen captures of the bespoke software system for blood
pressure measurement in the China Kadoorie Biobank (CKB) study (Chen et al.
2011). It first confirms the participant’s identity by checking the synchronised photo
image captured at the initial registration against that of the participant attending the
station and then measures and transfers blood pressure readings from the device to
the study computer via Bluetooth connection. The system also specifies the time
interval between repeat measurements, ensuring adherence to Standard Operating
Procedure (SOP).

Fig. 3.2 Example of bespoke software to record blood pressure measurements in CKB. (a)
Verifying participant identity, (b) Ensuring rest before measurement, (c) Taking measurement
after proper rest, (d) Confirming & saving results into computer
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Compared to paper-based questionnaires, electronic questionnaires can be highly
flexible, with questions automatically popping out or bypassed based on the indi-
vidual’s response to previous questions (see Chap. 2 examples in Fig. 3.3). For
example, questions on the amount of alcohol consumed would not be shown for
those who report never drinking. Integrated logic and range checking allows real-
time quality control of data.

IT development is a relatively expensive and time-consuming process. However,
in large studies the benefits offered by high efficiency of electronic data collection,
together with improved data quality and flexibility in data collection and quality
assurance greatly outweigh the time and monetary costs of software development,
hardware procurement, and maintenance. Where possible, the research team should
include expertise in IT and software development to support the project long-term
because: (1) bespoke systems can then be designed to meet the specific requirements
of the study; (2) technical problems can be quickly resolved; and (3) long-term
sustainability of the biobank will require ongoing maintenance of the IT infrastruc-
ture. Outsourcing may be a cost-effective alternative where in-house IT expertise is
unavailable or very limited. In all circumstances, IT development requires close
collaboration between investigators, software developers and, where appropriate,
manufacturers of the devices (see Chap. 7).

3.2.4 Development of Standard Operating Procedures

Once the decision on the data collection methods is made, the development of SOPs
should begin. SOPs aim to provide clear instructions for fieldworkers to perform
their tasks in a uniform way, thus minimising systematic and random errors due to
variability between staff and over time. SOPs are study-specific and should be
written by researchers who are familiar with the subject matter and fieldwork, and
where appropriate, in collaboration with the IT programmers to facilitate the devel-
opment of relevant software/systems. Additional comments and requests may
emerge during the development of SOPs, requiring modification and refinement of
the procedures (and software). Therefore, proper version control of documents is
important for record tracking and future reference. If the local language is not
supported by the devices and/or off-the-shelf software packages are used, the
SOPs must include translations of the text in the user interface and all dialogue
boxes.

A good SOP should have all the key qualities listed in Box 3.4. It should provide
clear and succinct step-by-step instructions on the procedures and all necessary
information for troubleshooting and reporting errors. Instructions must be simple,
preferably in the form of bullet points, supplemented by graphical illustrations such
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as flowcharts and screen captures. User manuals from the manufacturer for the
devices used for physical measurements or collection of biological samples may
need to be translated or adapted (typically simplified) to suit study-specific needs.
Where there are contraindications or exceptions for certain procedures, the alterna-
tive approach must be clearly described in the SOPs so that fieldwork staff know
what they should do in such situation. For example, for participants who are unable
to stand up straight, their arm span can be a proxy for standing height.

Box 3.4 Key Qualities of Standard Operating Procedures (SOPs)
• Clarity.
• Accuracy.
• Conciseness.
• Step-by-step instructions.
• Tailored to local context.
• Abundant graphics to facilitate comprehension and memorisation.
• Written in simple language easily understandable by fieldworkers.

SOPs for interviews should include clear guidelines on how to ask the questions
(e.g., intonation), definitions and elaboration of individual questions, and suggested
responses for common queries by the participants. Printed leaflets with relevant
photographic guides may be a helpful aid when the questions are difficult/complex
(e.g., type of medications taken) or involve quantification (e.g., amount of foods or
alcohol consumed) (Fig. 3.4).

Often the SOPs for different procedures are collated as a single fieldwork manual,
to serve as a universal reference document for every single procedure required for the
fieldwork. A proper index is essential even though the SOPs are likely to be listed in

Fig. 3.4 Illustrative images to assist questionnaire interview on food consumption
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a logical order resembling that envisaged for the fieldwork. In the CKB, a fieldwork
manual was produced for the baseline survey and each subsequent resurvey, which
included over two dozens of SOPs detailing the procedures of setting up assessment
centres, conducting interviews, undertaking a variety of physical measurements,
collection and management of biological samples, and storage and transfer of data
(Box 3.5).

3.2.5 Study Assessment Centres

A study assessment centre is the place where participants attend to undertake
assessments such as interview, physical measurements, and sample collection. The
number of assessment centres to be established is contingent on the anticipated
sample size, locations, and planned timeline for recruitment and the budget avail-
able. To encourage participation, the centre should be located conveniently within
the study area with good transport links. It should not have disturbing features such
as background noise and unpleasant smells. Sometimes, assessment centres are
located in healthcare facilities or other public premises (e.g., government buildings,
community centres, schools), but this depends largely on local circumstances and
may not be feasible especially if the expected duration of recruitment is long.
Researchers may have to set up purpose-built centres in temporary or semi-
permanent structures (e.g., gazebo, shipping container).

Irrespective of the type of facility that houses the study assessment centre, all
essential amenities, including electricity, toilet facilities, and heating (if appropriate)
must be available. Ideally, the centre should be located on the ground floor or in a
multi-storey building with elevator access to facilitate attendance of elderly or
disabled participants and movement of study equipment and consumables. The
space should be large enough to be partitioned into different stations to suit different
needs (e.g., private room for certain tests such as ECG). Where possible, all stations
should be on the same floor, allowing the participants to navigate the process easily
and facilitating communication (including possible wireless data transfer) between
stations. In settings with a limited choice of venues, researchers may need to modify
the design of the fieldwork or choice of instruments to accommodate the physical
constraints. For example, for venues with insufficient/inconvenient toilet facilities,
on-site urine sample collection may not be feasible and the participants may be
instructed to collect the sample at home instead.
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Box 3.5 List of SOPs for Fieldwork of the Second Resurvey in CKB
• Establishing regional offices, laboratories, and local storage facilities for

fieldwork-related equipment and consumables;
• Establishing assessment centres;
• Establishing, training, and managing field survey teams;
• Management of study equipment and consumables;
• Informed consent and participant registration;
• Management of consent forms (from collection to collation and archiving

for long-term storage);
• Anthropometric measurement (including standing and sitting height, waist

and hip circumferences);
• Measurement of body composition (body weight and fat percentage) using

a Tanita bio-impedance device;
• Assessment of blood pressure and heart rate;
• Measurement of handgrip strength using a Jamar hydraulic hand

dynamometer;
• Measurement of exhaled carbon monoxide using a MicroCO meter;
• Measurement of lung function using a Vitalograph spirometer;
• Carotid artery intima media thickness (cIMT) and plaque examination

using a Panasonic CardioHealth Station;
• Assessment of pulse wave velocity (PWV) using a Pulse Trace PCA2

device;
• Assessment of bone mineral density using a GE Achilles EXP II bone

ultrasonometer;
• 12-lead electrocardiogram (ECG) examination using Mortara ELI 250c

instrument;
• Guidance for conducting face-to-face questionnaire interview;
• Blood sample collection and on-site measurement for blood glucose and

lipids;
• Urine sample collection and benchtop measurement of urinary biomarkers;
• Temperature and relative humidity monitoring;
• Data monitoring (completeness and quality);
• Unexpected events logging;
• Data transfer (i.e., from assessment centre to local office, and then to

national/international collaborating centre);
• On-site bio-sample management (including temporary storage at assess-

ment centre and shipment from assessment centre to local laboratory);
• Bio-sample aliquoting, transfer (i.e., from local laboratory to central sample

storage facility of the CKB study), long-term storage of and logging;
• Non-respondent survey.

62 K. H. Chan et al.



F
ig
.3

.5
W
or
kfl

ow
,s
ta
tio

n
na
m
es
,a
nd

nu
m
be
r
of

st
af
f
fo
r
ea
ch

st
at
io
n
in

C
K
B
fi
el
dw

or
k

3 Planning, Organisation, and Management of Fieldwork in Biobank Studies 63



3.2.6 Optimising Fieldwork Flow Across Different Stations

Once the scope of the fieldwork is determined, the sequence of different procedures
should be designed to standardise data collection and maximise data quality and
efficiency. In the workflow example shown in Fig. 3.5, several issues have been
taken into consideration. First, the measurements of blood pressure (BP) and intra-
ocular pressure (IOP) should take place before spirometry to avoid fluctuations and
artefacts introduced by forced expiration. Second, since height and weight readings
are required for spirometry and liver scans, anthropometric measurements should be
undertaken first. Third, urine specimen cups are distributed at the beginning to
maximise the success rate for collection of urine samples during the visit and
minimise waiting time. Finally, liver scan and ECG measurements can be taken at
a single station as both require the removal of clothing above the waist and
measurement in a lying position.

The workflow should be carefully planned to benefit from better IT integration. If
the computers across different stations are networked, data collected from one
station can be synchronised with the other stations to avoid unnecessary data entry
and ensure the correct order of measurements is followed. For example, the com-
puter at the spirometry station could verify whether the anthropometric, blood
pressure, and eye measurements have already been undertaken. Sex, age, and height
could also be automatically imported into the spirometry software. An alternative to
networked computers is achieved by providing each participant with a USB key
upon registration that can both record and transfer data across different stations. A
carefully planned workflow also enables a more realistic projection of the time
needed for the entire visit, as well as maximising the total number of participants
that could be surveyed per day with the given number of staff and physical
infrastructure available.

3.2.7 Establishing the Fieldwork Team

It is always preferable to recruit the fieldwork team staff well in advance according to
the study plan, timeline, and job specifications (see Chap. 2). While it is possible for
researchers who design and lead the project to undertake the fieldwork themselves, it
is often preferable for large biobank studies involving multiple diverse study sites to
recruit the fieldwork team, including fieldwork manager/coordinator, locally. The
possession of local knowledge (environment, culture, language) is essential for the
effective and efficient implementation of the fieldwork. Fieldwork staff should have
the appropriate educational qualifications and the relevant clinical/technical experi-
ence required for certain specific roles (e.g., phlebotomy, spirometry, electrocardi-
ography, and ultrasound imaging). However, it may not always be possible to recruit
such candidates and specific in-house training is sometimes required. Staff from
local hospitals or healthcare providers, or university/college students in the region
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could make excellent fieldworkers, but their availability throughout the study dura-
tion cannot be guaranteed.

3.3 Initiating and Launching Fieldwork

Earlier in this chapter, overarching considerations in the planning of fieldwork have
been discussed. As the launch of the fieldwork becomes closer, researchers will need
to shift their focus to more localised aspects, including social mobilisation, staff
training, piloting, setting-up of assessment centres, team management and capacity
building, instrument and consumable management, and sample and data
management.

3.3.1 Community Engagement and Social Mobilisation

Engagement with local communities from planning to implementation is key to an
effective recruitment campaign. In many low-resource settings, communities are
very cohesive and establishing trust from the key local leaders (politicians, religious
leaders, or elders in the community) is a prerequisite for access to individuals in such
communities. Regardless of the setting, researchers should first approach community
representatives (e.g., resident associations) to understand the local needs and con-
cerns, and to explain the purpose and importance of the study, including how it
might benefit the local community (e.g., understanding the local disease burden and
healthcare needs). From these discussions, the approaches and contents of publicity
activities, in addition to formal invitations and enrolment processes, can be tailored
to the local communities. Key considerations include socio-demographic-economic
characteristics and social network structures of the community, available financial
and human resources, and national and international ethical guidelines.

Based on the knowledge acquired and rapport built over the community engage-
ment process, a sustained and widespread course of social mobilisation should be
organised to promote the study and encourage participation throughout the field-
work. The local community leaders (heads of villages and chairs of community
committees) may be recruited to assist the study team by distributing leaflets and
posters as well as informally communicating with local residents (e.g., through
telephone calls, face-to-face conversations, and community-wide broadcast/social
media). During the fieldwork, the leaders may continue to act as mediators between
the fieldwork team and the community. Individual participants are also encouraged
to spread the news and invite their friends and relatives who are potentially eligible
for participation in the study, creating a bottom-up momentum of participation over a
relatively short period of time. Since most large biobank studies involve multiple
communities (e.g., CKB covered 100–150 communities in each of the ten survey
sites), the order and timing of community engagement should be carefully planned
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such that high levels of engagement can be achieved and maintained in the commu-
nities under survey or to be surveyed very soon. This in turn requires accurate
estimation of the time needed to complete the survey in each community, which
would vary by the population size, response rate, manpower, and season.

3.3.2 Setting Up Assessment Centres

The location of study assessment centres should be decided at the planning stage (see
Chap. 2 and Sect. 3.2.5). For most biobank studies, especially those conducted in
resource-limited settings, temporary assessment centres tend to be co-located within
existing facilities. Under such circumstances, one should consider the content and
requirements of the fieldwork and whether the layout of the available space can be
adapted for the fieldwork purpose (e.g., private space required for procedures such as
ECG and liver scans may be created by temporary partitions); the existing infra-
structure (e.g., provision of utility, accessibility); and the estimated timeline of the
fieldwork and the availability of the space (both size and duration). Site visits are
very important for investigators to understand what is available.

A carefully designed and set-up assessment centre is essential to the smooth
implementation of fieldwork. The configuration of different data collection stations
should be easily followed by study participants according to a pre-specified
workflow (see Sect. 3.2.6). For example, the registration station should be located
near the entrance of the centre to capture all attending participants upon arrival.
Typically, there should be a spacious waiting area with an adequate supply of chairs,
drinking water/refreshments/newspapers. To further engage the study participants,
banners, posters, and video clips about the study and the fieldwork can be displayed
throughout the assessment centre. The size of the allocated space for each station
should be determined by the number of staff members, facilities needed (e.g., bed for
ECG measurement), and the consumables and devices involved. For stations where
bottlenecks are more likely to emerge (e.g., due to the complexity and time needed
for the procedures), there should be flexibility to allow extra staff to be deployed.
Practicality and safety are also important factors to be considered. For example, eye
measurements have to be done in a dimmed environment, dedicated space is needed
for collecting and processing biological samples to avoid accidents (such as needle-
prick injuries) and contamination, and stations requiring electricity should be located
near the mains sockets.

3.3.3 On-Site Training

The purpose of on-site training is to allow survey staff members to familiarise
themselves with their tasks and to ensure they perform such tasks exactly as specified
in the SOPs. Even though each fieldwork staff member may be assigned to one to
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two specific roles, it would be optimal to ensure that all key tasks can be performed
by multiple staff members to enable fieldwork to be carried out without interruption
when particular individuals are unavailable for various reasons (e.g., sick leave,
holiday).

The SOPs or fieldwork manuals should be made available to staff members well
in advance before training begins to allow them to get familiarised with the study
design and training requirements. The duration of on-site training will vary
depending on the study objectives, range, and complexity of the data collection.
Typically, the training should include formal presentations, highlighting the study
objectives, key design principles, practical procedures involved in the fieldwork, and
issues covered in SOPs. These should then be followed by practical training ses-
sions, which enable trainees to practise study procedures and also provide an
understanding of the perspectives of study participants through role play exercises.
Aptitude tests could be used to identify study staff who are particularly suitable for
specific tasks. Throughout the training sessions, various formal and informal tests
should be undertaken to identify gaps and enhance training wherever necessary.

Use of multimedia materials such as video clips can facilitate training for more
complex procedures such as carotid ultrasound scans and the setting up of air
pollution sensors. With widespread availability of smart phones (even in
low-resource settings), video clips can be readily circulated to study staff based in
different locations (Arku et al. 2018). Where necessary, certain video clips can also
be shown to participants at assessment centres to facilitate certain measurement
processes (e.g., spirometry) that may require good cooperation of participants.

The fieldwork training providers should keep detailed records about the back-
ground experience of each fieldworker and identify their strengths and weaknesses
relevant to their roles over the course of training. Using this information, fieldwork
coordinator and team leader can assign fieldworkers who are better at communica-
tion and engagement to the interview stations, and those with clinical experience to
procedures such as phlebotomy.

3.3.4 Piloting

Piloting is a crucial step prior to launching the main study, but its importance is often
under-appreciated. For a large biobank study, multiple rounds of piloting may be
required at different stages of development to test a wide range of practical pro-
cedures and systems, not just those related to data collection. Pilot studies may
involve a small number of volunteers from local communities to go through all the
stations and follow procedures as close to the actual ones as possible, in order to help
identify any unexpected problems and streamline the organisation of fieldwork.
These pilot studies should be incorporated as the final part of the on-site staff training
mentioned above. Trainers and supervisors should observe each individual
fieldworker closely throughout the process and provide specific and constructive
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feedback about their performance on a daily basis. Any new issues identified should
be recorded and addressed in future training sessions.

3.3.5 Supervised Launch of Fieldwork

In order to maximise the utility of the training process and sustain the momentum
among the fieldwork team, the actual fieldwork should be launched immediately
after the end of training and piloting with the help of senior research and fieldwork
staff, who normally provide the training. This may be considered as a “supervised
launch” phase, when researchers and IT programmers are present in the field to
closely supervise and support the team. Such a “supervised launch” phase may last
for several days, with the recruitment rate set a relatively low level, say 30–50% of
target daily rate, to allow the fieldwork team to become familiar with their tasks
gradually in a real-world setting. It would also allow researchers and IT program-
mers to identify new issues not envisaged previously. To start with, the assessment
centre may operate only in the morning, with the afternoon devoted to debriefing and
discussion sessions, and if necessary further training. It is also the time for fine
tuning the execution of certain procedures or the setup of the assessment centre, and
ironing out any logistical and IT glitches. As the performance of the fieldwork team
improves and becomes more independent, the pace of the fieldwork can be ramped
up to the targeted rate.

3.4 Day-to-Day Management of Fieldwork

Biobank studies tend to take place in multiple sites and last for a prolonged period of
time. Effective day-to-day management of fieldwork is important and involves
materials supply, equipment calibration and maintenance, staff training and
mentoring, monitoring of workload and recruitment rate, and handling and
processing of data and samples. Dedicated members of the study team should be
assigned and trained to conduct specific tasks. Depending on the local conditions and
particulars of fieldwork, different approaches can be undertaken but the following
aspects should be considered.

3.4.1 Survey Team Management

One key aspect of fieldwork coordination lies in human resources management. It is
important to devise team building activities to motivate staff members and foster
cooperation and mutual trust. Formal or informal assessment can also be undertaken
to evaluate and monitor the quality of work undertaken by team members, and
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certain rewarding systems (e.g., outstanding performance award) can be useful to
enhance the commitment and quality of work. One way to facilitate data quality
control is to assign each member a unique staff ID number used in the purpose-built
electronic data collection system, so that data quality and consistency can be
monitored. This would be particularly important for new staff and for those who
temporarily provide cover for absence of certain fieldworkers due to holiday and/or
sick leave.

3.4.2 Device Calibration and Maintenance

In large biobank studies, a wide range of different devices is often utilised to collect
data. To ensure sustained reliability of these devices, calibration and regular main-
tenance are critical. Certain devices have to be calibrated each day (or time) before
use, while others may only require maintenance on a monthly or annual basis as
recommended by the manufacturer. For the former, it is especially important that the
calibration routine be clearly specified in the SOPs. While having built-in calibration
mandates will make it impossible to omit the calibration task (as it cannot be
bypassed), there may still be a need to plan where and how to save the calibration
data which might be needed for subsequent data analysis (for example, as a correc-
tion factor). For devices where only periodic calibration is needed (as recommended
by the manufacturer), a system must be in place to notify the due date (ideally
integrated in the electronic fieldwork management system), if it is not automatically
prompted in the user interface or software. As a minimum requirement, the following
information should be appended to the SOPs: (1) scheduled calibration frequencies;
(2) consumables needed; (3) steps of calibration; and (4) alternative strategies in case
of failure of calibration. All technicians operating the devices must be trained to
carry out the calibration procedures and to document and report any such activities
and problems discovered clearly and accurately. Logs of calibration must be kept for
future reference and should be checked periodically by fieldwork coordinators for
compliance.

Similarly, the maintenance schedule and procedures of different devices should
also be documented systematically, preferably in an electronic inventory manage-
ment system. Any information relevant to the device should be entered to this
system, including (1) authorisation of the purchase; (2) purchase order and invoice;
(3) the year when the device was purchased; (4) shipment records (including
customs clearance, where relevant); (5) manuals and instructions for calibration
and maintenance; (6) consumables needed; (7) number purchased and their warranty
period; (8) contact details of the manufacturer (or distributor); (9) the lead time for
replacement; (10) current locations and condition (fully functional, requiring repair);
and (11) the scheduled dates of service/calibration and maintenance.
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3.4.3 Supply of Consumables

In planning large biobank studies, much of the effort is likely to be invested in the
data collection instruments and devices, from decision to procurement to shipment.
It is important that the consumables (e.g., syringes, sample collection tubes, mouth-
piece of spirometers, on-site assay reagents) be given the same attention. As most
studies will span over several years, a stable supply of consumables has to be
achieved at all cost to minimise disruption to the study. It is essential to accurately
estimate the amount of consumables needed each cycle (day or week), so that
sufficient but not excessive amount of consumables can be prepared and shipped
to the assessment centre regularly. In some countries where extreme weather condi-
tions are frequent, the assessment centres may need to stock up with more consum-
ables in case delivery is interrupted. The fieldwork coordinator need to have an
inventory list and check the stock regularly. Monitoring the rate of consumption of
consumables (given the number of participants recruited) is also essential, as it
captures potentially unnecessary and excessive wastage of materials.

The same electronic system used to manage devices can also be used to manage
and monitor consumables. For instance, the system can record purchase dates,
sources, and quantities, where they have been distributed and used, down to the
assessment centre or fieldwork team member level. The system can be linked with
recruitment data to enable automated notification messages being generated to
prompt restocking of consumables when the stock level is below certain pre-set
thresholds.

3.4.4 Participant Invitation and Management

Against the backdrop of social mobilisation, the participant invitation process must
be carefully managed. The key considerations include (1) the expected response rate;
(2) the number of participants that can be assessed each day; (3) organisational
strategies to ensure a seamless workflow; and (4) the communication plan and the
mechanism to handle complaints or special requirements during the fieldwork. With
appropriate social mobilisation, it is possible to see a large turnout of potential
participants as well as non-eligible individuals, especially in cohesive communities
in rural areas. It is prudent for the fieldwork coordinators to work with community
leaders in keeping participation at a sufficiently high but manageable level. In the
case where residential records are available, invitation letters can be sent to potential
participants at different times so that the assessment centre can be run at the optimal
capacity; if such contact information is not available and invitations must be sent
through informal channels, staggering by geographical areas can be done where
possible.

Since long-term follow-up is essential to all prospective biobank studies, it is
important to recruit participants who are likely to be stable and long-term residents of
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the community to minimise loss-to-follow-up. To better understand the response rate
as well as the potential differences between participants and the non-respondents,
researchers should, where possible, aim to acquire some information on the socio-
demographic characteristics of non-respondents, and reasons for non-participation,
and compare them with that of the target population.

To safeguard the privacy of participants and to protect confidentiality of personal
information, anonymised unique identification numbers (study IDs) must be used
throughout the study. During fieldwork, participants may be asked to wear a
wristband labelled with study ID because these cannot be easily swapped between
participants. At each assessment station, the study ID number should be carefully
checked (and entered using a barcode reader). If the stations are inter-connected
through networked computers, as is the case in CKB, photographs of participants
may be taken upon registration and then synchronised across the internal computer
network in the assessment centre. The photograph can be displayed with the study
ID at any station, as an additional confirmation of the identity and ensure correct
linkages with the data captured at particular stations. Before the participants leave
the assessment centre, there should be a final check on the completeness of data
collection. As shown in Fig. 3.6, a computer programme can check automatically if
all stations have been completed when the participant’s study ID is scanned at the

Fig. 3.6 Automated check for completeness of fieldwork data collection in CKB
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final station. If any station has been missed, a pop-up window will prompt the
fieldworker to send the participant to the appropriate station. This is also a good
time to distribute additional data or sample collection instruments (e.g., wearable
accelerometers, food diaries, stool sample collection kits) to eligible participants.

3.4.5 Biological Sample Management

Detailed strategies for sample collection and management (e.g., processing, ship-
ment, and long-term storage) are discussed in Chap. 4. The tubes or containers used
to collect biological samples must be labelled clearly with barcodes of participants’
unique study IDs, to enable effective matching of sample-related data with other
personal information. It is often necessary for the samples (e.g., blood and urine) to
be analysed centrally in an accredited laboratory, rather than on-site. Therefore, to
prevent/minimise degradation, once collected at the assessment centre, the samples
must be stored in a low temperature environment (on ice or 4 �C refrigerator) before
being transported to the laboratory chilled, and analysed/aliquoted as soon as
possible (ideally within 12 h from collection). Multiple aliquots of biological
samples in cryovial tubes should be transferred in different batches and stored in
different freezers and cryogenic tanks to prevent accidental loss. To manage and
keep track of the large quantity of samples in a biobank study reliably over a long
period of time, it is essential to use a computerised sample logging and tracking
system (see Chap. 4).

3.4.6 Data Management

Once collected, the data should be carefully stored and managed to maintain security
and confidentiality. Tailored systems should be established to manage data transfer
and processing both locally and centrally. All electronic data collected from the field
should be stored and transferred in password-protected USB keys and encrypted in
computers and hard-drives. Data collected on paper (e.g., signed consent forms)
should be shipped to local offices by a dedicated member of staff for scanning and
storage as confidential data. All data are then transferred to multiple firewall-
protected central databases for integration via a secured IT infrastructure (not
email or unencrypted cloud service). Personally identifiable data must be stored
separately from other health-related data such that the analytical databases can be
fully anonymised. Data stored in the fieldwork assessment centre (computers and
devices) should be deleted once the data have been transferred to the local/central
offices. At the end of the fieldwork, all study computers should be securely erased to
remove any trace of the participant data (see Chap. 8).
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3.5 Monitoring and Quality Control

Quality assurance is particularly important to ensure the quality of all data collected
and research outputs over subsequent decades. Apart from SOPs and IT systems,
staff training and fieldwork monitoring are the key elements for quality assurance
programmes (see Chap. 2).

3.5.1 Study Monitoring

Fieldwork monitoring can be considered as an extension of staff training and
mentoring, whereby the performance of individual team members is closely moni-
tored throughout the course of the study. Supervisors should aim to provide regular
feedback, mitigate the problems identified, prevent future occurrence, and thus
improve fieldwork quality. Monitoring can be broadly categorised into active or
passive approaches, but a mixture of both approaches is often necessary.

Active monitoring may include direct auditing of the performance of
fieldworkers, through audio (or video, if feasible and acceptable) recordings made
through study computers. This type of quality control procedure may require ethical
approval and should be explicitly included in the study consent forms and discussed
during formal staff training. Other types of active monitoring may include careful
review of a small random samples of specific data (e.g., appropriateness of conver-
sation with participants from recording) and images (e.g., carotid artery ultrasound
images) collected daily by experienced staff or trained technicians (e.g.,
sonographers) in the coordinating centre and collaborating hospitals.

Passive monitoring typically involves the automated mechanisms to analyse and
assess the data collected by relevant staff members (e.g., quality of lung function
manoeuvres), which could help identify further training needs and areas for
improvement. More sophisticated checks may involve statistical monitoring for
reproducibility of repeated measurements or for comparison with some expected
(e.g., centre-specific average) or target values. Descriptive statistical analyses can be
performed on the data collected daily by each staff member to check for discrepan-
cies, outliers, and irregularities. For instance, they may cover (1) frequency of male
current smokers; (2) distributions of measured blood pressure levels; (3) the last digit
numbers for automated measurements (e.g., blood pressure) that may identify
possible malfunction of instruments or poor data collection; (4) mean time to
complete questionnaire interview by different staff; and (5) mean time delay from
sample collection to processing. Compared to active monitoring, passive monitoring
has a major advantage of being more cost-efficient, because such approaches can
“react” immediately upon data entry or sample collection to correct any error without
the need for human intervention. see Chap. 2
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3.5.2 Contingency Planning

Contingency plans should be considered to minimise the effects of unexpected
events or interruptions to any component of the fieldwork. In many low- and
middle-income countries, sudden power outage is especially common, so it is
essential to have an emergency power supply (e.g., petrol/diesel generator) in the
assessment centre. To avoid accidental loss, data must be regularly backed-up, daily
or more frequently, to multiple secured locations. Redundancy should be
implemented in all aspects of the fieldwork. At least one readily deployable backup
spare for each physical device or computer must be available. Moreover, there must
be a contingency plan in place to allow for the malfunctioning of key equipment. For
example, if a wireless network is used to facilitate data synchronisation across
different stations, paper-based forms should be available as a backup so that data
collected from one station (e.g., body weight and height assessed at body composi-
tion station) could be available for the other stations (e.g., lung function assessment)
in case of network failure.

Similarly, additional staff should be trained and be available on stand-by in the
event of illness or unplanned leave in the fieldwork team. Where it is impossible to
recruit additional personnel, members of the team should be trained for multiple
roles with periodic refresher training and practice. At least one member of the study
team in the assessment centre should be a qualified first aider. Where necessary,
medically-qualified staff may be employed to monitor drug administration (e.g.,
bronchodilator in spirometry) and to perform phlebotomy. They may also provide
resuscitation and treatment in the event of a medical emergency. In settings where
extreme weather conditions are common (or at least not rare), researchers may also
need to consider the risks of natural disasters, such as typhoons, flooding, or
wildfires, during which the fieldwork should be halted and relevant disaster and
weather emergency protocols should be launched to protect or retrieve study staff,
participants, equipment, and data. Certain indemnity insurance policies should be
arranged to protect staff and study assets in case of accidents.

3.6 Summary

This chapter provides a general overview of the key considerations required in
planning and undertaking field work for large prospective biobank studies. Most
of the issues covered and practical procedures described reflect in part the process
involved in setting up the large CKB which recruited over 0.5 million participants
from 10 geographically diverse localities in less than 4 years. While the importance
of careful planning and effective coordination should never be underestimated,
development of novel approaches and methodologies, especially robust and bespoke
IT systems, to support and manage the field work from data collection, staff and
material management, to quality assurance and monitoring, play a critical role in
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ensuring smooth operation of the field work. Different strategies and approaches
may be developed by other population health studies with different study designs,
sample size, data collection, settings, and populations. Irrespective of the strategies
adopted, careful planning, effective management, and comprehensive monitoring,
aided by robust IT systems, are vital to ensure success of all such studies.
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Abstract Prospective biobanks provide opportunities for investigating the contri-
butions of a wide range of lifestyle, environmental, and genetic factors to risk,
aetiology, and prediction of many different diseases. A growing array of high
throughput technologies, capable of measuring of hundreds, thousands, or millions
of biochemical and genetic factors, can support investigation of the relationship of
such factors to disease risk or risk factors, inform on aspects of behaviour or lifestyle
that are otherwise difficult to measure reliably (e.g., diet), and enable the generation
and testing of hypotheses concerning the causes of disease. Thus, integral to any
biobank study is the collection, processing, and storage of biological samples for use
in such technologies. This chapter describes the main steps involved in these
processes. There will be an emphasis on study design and developing procedures
to ensure that the types of samples collected will be suitable for the intended
analyses, and that they are processed, transported, and stored under conditions that
will preserve their integrity and allow them to be used for a range of future research
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purposes. Requirements for sample linkage and security will also be considered.
These considerations are not limited to prospective studies, but are relevant to any
study (e.g., retrospectively recruited case-control cohorts) that involves the collec-
tion and storage of biological samples from large numbers of individuals.

Keywords Biobanks · Cohort studies · Biological sample · Assay · Storage ·
Processing · Linkage

Abbreviations

CKB China Kadoorie Biobank
DMSO Dimethyl sulfoxide
DNA Deoxyribonucleic acid
EDTA Ethylenediaminetetraacetic acid
PST Plasma separator tube
RNA Ribonucleic acid
SOP Standard Operating Procedure
SST Serum separator tube

4.1 Introduction

Prospective biobanks provide opportunities for investigating the contributions of a
wide range of lifestyle, environmental, and genetic factors to risk, aetiology, and
prediction of many different diseases. To enable exploitation of current and future
high throughput technologies, an integral part of a biobank study is the collection,
processing, and storage of appropriate biological samples, to enable the measure-
ment of many different cellular, genetic, biochemical, and other biomarkers, thereby
greatly expanding the range of clinical and epidemiological research questions that
can be investigated using the biobank (Chen et al. 2011; Sudlow et al. 2015). In
particular, measuring and assessing biomarkers can help researchers investigate and
understand disease aetiology and pathological mechanisms, improve clinical tools
for risk prediction, diagnosis and prognosis, and identify potential therapeutic
targets. Large-scale sample collection in biobanks, generally conducted among the
general population, is a huge endeavour and must be carefully planned, and be
convenient, cost-effective, and acceptable to participants. Samples must be col-
lected, processed, and stored under standardised and controlled conditions which
maintain their integrity. To achieve that, detailed protocols should be developed and
piloted to ensure procedures are reliable and practical, and that samples are accu-
rately and robustly linked to the individuals from whom they were collected.
Samples can be used for the analysis of biomarkers at the time of collection or
shortly afterwards, or may be stored long-term for future research. The types of
sample collected, and the conditions and tubes in which they are collected,
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processed, and stored, will determine which biomarkers can be analysed over the
course of the study. Strategies for biological sample collection should aim to
maximise the amount of high-quality data that will be obtained from the limited
biological resources, and to allow for future, as yet unforeseen, analysis of stored
samples. This will ensure the biobank can achieve its immediate research goals, can
participate in collaborative efforts with other biobanks, and is able to adapt to future
advances in technology.

4.2 Study Design and Planning

At the time the biobank study is being designed it is essential to give careful
consideration to both the overall biological sample strategy and the detailed pro-
cedures for each stage of sample collection, processing, storage, retrieval, and
analysis (see Fig. 4.1). Literature review, together with consultation between the
study investigators, stakeholders, and the wider scientific community, should be
undertaken to plan which samples should be collected, whether the proposal will be

Sample collection
e.g., blood, urine, saliva

Sample processing
e.g., separation, aliquotting, DNA extraction

Sample storage
e.g., -80ºC freezer, liquid nitrogen tank

Sample analysis
e.g., proteins, metabolites, genome sequencing

Fig. 4.1 Overview of biological sample handling for biobanks
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acceptable to participants, whether it is practical given the available resources and
infrastructure, and what are the main priorities for future sample analyses.

4.2.1 Approval for Collection

The proposed biological sample strategy will need to be consistent with national and
local regulations regarding sample collection and use, and to be approved by the
relevant ethics committee(s), who will consider its scientific justification and any
inconvenience and discomfort to participants. Study ethics applications should
include a plan for the handling of incidental findings from sample analyses (e.g.,
genetic predisposition to disease). Participant information materials and consent
procedures will need to explain the collection, storage, and potential future uses of
the samples to be collected, so that participants are able to make an informed
decision about their participation (see Chap. 2). Participants must be able to with-
draw consent, including for the storage and use of their biological samples and any
associated data.

4.2.2 Developing SOPs

Once the overall study strategy is in place, detailed procedures (protocols or SOPs)
should be developed and validated before beginning sample collection. These should
cover every stage and describe every step of sample collection, processing, storage,
retrieval, and analysis. It is important to conduct pilot studies of sample collection
and processing, to ensure that procedures are clear, practical, easy to follow, can be
consistently applied by many different staff across multiple study sites, produce
samples that are fit for purpose, and that IT systems function correctly.

Processing of samples after collection, into separate aliquots or sub-fractions,
should be streamlined to maintain sample integrity and minimise degradation and
loss. This may be best conducted at a central laboratory soon after collection, but this
has the disadvantage of requiring frequent (at least daily) transfer of samples from
each recruitment site for central processing, with resulting delays before samples can
be frozen for long-term storage. The relative benefits of centralised versus local
processing will depend on the availability of appropriate facilities, a regular and
reliable supply of ice for sample preservation, transport logistics, and the nature of
the samples to be collected.
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4.2.3 Establishing Storage Infrastructure

Key hardware and infrastructure should be identified and sourced well in advance. In
particular, tubes for collection and storage of samples should be selected that not
only are suitable for the required storage temperatures but can also be thawed and
refrozen—possibly multiple times—without cracking or damage to their identifying
labels. There should be sufficient fridge and/or freezer space in each location where
samples will be stored, including local storage for samples prior to shipping to
central sample repositories. Storage temperatures should be appropriate for long-
term sample preservation, and a plan for transporting samples between different sites
should be in place.

4.2.4 Developing IT Systems

Particular attention should be paid to developing IT systems and procedures to
record all details of sample linkage, handling, and processing (see Chap. 7). In
CKB, numerous IT applications are directly related to the collection and handling of
samples (see Table 4.1), and additional systems record data relating to the contents
of particular cryovials (e.g., sample volume remaining). Integrating electronic
recording of information into sample collection, including use of barcode scanners
to track and link participants and samples, can help to ensure that procedures are
correctly followed and to reduce errors and omissions in data collection. Direct

Table 4.1 Bespoke IT systems related to biological samples in CKB

Procedure Program name Details

Collection BarcodeChecker Check barcode printing on pre-labelled cryovials

SampleLogging Record the receipt of blood/urine packs from a day’s
clinic

BrowsePacks View the receipts of blood/urine packs from a day’s
clinic

Processing SampleAli Manage aliquoting of samples and record sample
linkage

Limousine Synchronisation of study and laboratory databases

Movement SampleTracking Manage movement of sample boxes between centres

Cryovials Handler Transfer cryovials between sample boxes

ExternalShipments Manage sample shipments to external laboratories

BoxHistory Movement history of sample boxes between centres

Storage StorageAreaConfig Configuration of the sample storage capacity in a
centre

NccStore Manage sample storage in freezers and nitrogen
tanks

IccStore & Ncc Sample
Locator

Search and view graphically the physical storage of
samples
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communication between recruitment sites and a central coordinating centre can aid
real-time monitoring of sample handling, while participant recruitment is ongoing,
for early detection and rectification of problems.

4.3 Sample Collection

In planning sample collection, it is important to consider the likely priorities of the
biobank in terms of the diseases and risk factors to be investigated, which will inform
the choice of biosamples to be collected and how they are processed and stored. In
large population-based biobanks, it is essential that sample collection is practical,
cost-effective, and able to be conducted at scale.

4.3.1 Settings for Sample Collection

Sample collection also needs to be acceptable to participants. Particularly invasive
procedures or collection of excessive sample amounts can discourage participation
and so should be avoided unless clear benefits, in terms of additional information
generated, can be demonstrated. Similarly, it should be considered whether fasting
samples are needed, in light of inconvenience to participants, practical issues for
clinic timing, and the value of the additional information gained (e.g., fasting could
be important for a study with a focus on diabetes). If samples are non-fasting, data
should be collected on how long it has been since the participants last ate or drank,
since this will allow appropriate adjustment in analyses of the many biomarkers that
are directly or indirectly influenced by food consumption.

Routine sample collection in community settings by study staff, for instance,
during baseline recruitment, is generally successful and can achieve yields
approaching 100% (e.g., CKB collected blood from 99.98% of participants). How-
ever, for some samples or measurements (e.g., stool, blood cell count) that are
challenging to collect or analysis of which is complex, it may be decided to accept
lower collection rates, for instance, by requesting samples from only a subset of
participants. Samples collected at other times, for instance, if a second visit is
required or if the participant collects the sample at home using kits supplied to
them by the study, will inevitably have lower collection rates. As with other aspects
of participant selection and recruitment, wherever samples are collected from a
subset of participants, consideration should be given to how potential biases (e.g.,
due to particular subgroups not providing samples) will be avoided or mitigated.
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4.3.2 Sample Types

A prospective biobank study will typically collect whole blood and its fractions,
which together enable measurement of a wide range of important genetic and
non-genetic biomarkers. In addition to blood, it is common for biobanks to collect
other sample types, such as urine, saliva, stool, or nail or hair clippings (see
Table 4.2). Specialist studies (e.g., cancer biobanks) may collect tumour biopsies
or other clinical specimens (Patil et al. 2018). Blood collection is relatively straight-
forward, and can provide a wealth of data. For example, a 10–20 mL blood sample
will enable a wide range of analyses to be done, including measurement of circulat-
ing metabolites and proteins, and extraction of genomic DNA for genotyping or
sequencing. As well as collecting samples for long-term storage, it may be decided to
make immediate assays of some key biomarkers for which rapid testing is available
(e.g., blood glucose, lipids), which may require collection of an additional sample.

4.3.3 Collection Procedures

Sample collection procedures should be clear and easy to follow, should minimise
discomfort to participants, and should be standardised across multiple study sites,
with consistency in procedures, equipment, and consumables. Equipment used
should be regularly maintained and calibrated according to a clear schedule, with
detailed record-keeping. Collection tubes or containers must be able to withstand
routine handling, sample processing, and long-term storage conditions. All samples
collected should be clearly labelled and securely and correctly linked to the partic-
ipants from whom they derive throughout the duration of the study. The most
efficient way to achieve this is through barcode labelling of sample tubes and
recording sample linkage using IT systems (see Chap. 7), but this nevertheless

Table 4.2 Types of biological sample and potential uses

Sample type Possible analyses

Blood fractions

Whole blood Haematology cell count, RNA (transcripts)

Red cells HbA1c, fatty acids

Buffy coat DNA (sequencing, genotyping, methylation)

Plasma or serum Metabolites, proteins, antibodies, microorganisms

Urine Metabolites, proteins, electrolytes, trace elements

Saliva DNA (sequencing, genotyping, methylation), oral
microbiome

Stool Gut microbiome, occult blood

Other tissue (e.g., hair, nails) Trace elements

Clinical specimens (e.g., tumour
biopsy)

Disease specific factors, e.g., histopathology, somatic
mutations
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requires careful planning to ensure that the recorded information is correct. In CKB,
at study enrolment participants were assigned a unique study ID (8-digit code and
associated barcode) and were given a sheet of printed labels with this study ID (but
no other identifying information) to take to each workstation in the local study
assessment centre. One of these labels was used for the blood collection tube, linking
the blood sample to the participant.

Sample collection methods should be appropriate for the planned use of the
samples, taking account of the need to stabilise samples to prevent degradation of
certain biomarkers, while also considering the impact that preservatives may have on
future assays. For instance, preservation of samples for future measurement of RNA
transcripts requires use of special reagents that will degrade other biomarkers, and
collection into EDTA tubes facilitates separation of buffy coat for DNA extraction
and inhibits DNases but may interfere with some biomarker assays. It is also
important to facilitate downstream sample processing and analysis, and pilot studies
may be helpful in this. For example, the UK Biobank sample protocol underwent
extensive piloting and validation before it was finalised (Elliott et al. 2008; Sudlow
et al. 2015). At the baseline visit, blood (and saliva and urine) was collected into
specialist vacutainer tubes with different preservatives and stabilisers, with different
coloured lids (see Table 4.3), with multiple blood samples taken: for separation of
plasma, anticoagulants were used (EDTA, lithium heparin), while for serum, clotting
activators were used.

Samples may be collected by trained study staff, by health-care professionals or,
with suitable instruction, by the participants themselves. Generally, samples should
be collected at the clinic site at study enrolment or when other assessments are being
conducted. Blood collection must be performed by staff trained in phlebotomy,
whereas some sample types (e.g., urine, or saliva from mouth swabs) could be
collected by the participant at the clinic or in their own home. In the case of biopsies
and other clinical specimens, specialist clinicians will be responsible for sample
collection in hospital settings.

Table 4.3 Samples collected at the UK Biobank baseline visita

Sample Vacutainer tube Fraction

Blood EDTA (9 mL � 2) Plasma, buffy coat, red cells

Blood Lithium heparin (PST) Plasma

Blood Silica clot activator (SST) Serum

Blood Acid citrate dextrose DMSO blood

Blood EDTA (4 mL) Haematology (immediate)

Blood Tempus tube Whole blood (RNA)

Saliva (collection vessel) Mixed saliva sample

Urine (collection vessel) Urine
aAdapted, with permission, from Peakman and Elliott (2010)
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4.3.4 Minimising Potential Risks

Biological sample collection may pose risks to participants (e.g., fainting during
drawing of blood) and study staff (e.g., liquid nitrogen splashes). Appropriate health
and safety procedures should be in place, with protective clothing such as gloves and
lab coats worn by staff, as needed, and facilities for disposal of contaminated
biological material and consumables. If it is planned to rapidly freeze samples in
liquid nitrogen, in addition to appropriate equipment to protect participants and staff
from burns it must be ensured that there is adequate ventilation. Needle stick injury
during phlebotomy poses a significant risk, as blood samples may be infected with
viruses such as HIV or HBV, and suitable protocols should be in place to minimise
these risks and for treatment in case of such an event.

4.4 Sample Processing

Biological samples will frequently need to undergo some form of processing before
they are stored or analysed, and samples that are not immediately frozen at the time
of collection will need to be kept chilled, either in a refrigerator at 4 �C and/or
properly insulated box with ice and chilled packs (e.g., during transportation).
Depending on the type of sample, different processes may be done at the time of
collection at the clinic site, or centrally prior to storage, or at a later time when
samples are analysed. It is important that sample integrity is preserved during
processing, with key parameters such as duration and temperature, and number of
freeze-thaw cycles, properly recorded and controlled to avoid degradation of sam-
ples and their analytes.

A key process is the creation of multiple aliquots from each sample, where the
volume available and sample type permits it. This is important for sample preserva-
tion, and will provide more options for different analyses, avoid samples undergoing
multiple freeze-thaw cycles, and allow the same sample to be stored in different
locations (guarding against catastrophic failure of sample storage in one location). If
at all possible, therefore, such aliquoting should be done immediately after sample
collection. The number of aliquots and associated sample volumes which are made
from each sample will depend on storage capacity and cost, as well as planned
future use.

National and local occupational safety regulations should be followed when
processing biological samples, which is often done using a biological safety cabinet,
or following biohazard containment procedures appropriate to the level of risk (e.g.,
contamination from blood born viruses when handling whole blood). Unused
biological material (e.g., that remaining after aliquots have been created) and
contaminated containers and consumables must be disposed of safely according to
regulations.
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4.4.1 Blood Sample Processing

Most biobanks will collect one or more blood samples from participants. Blood
should be chilled immediately after collection (or as otherwise required, e.g., serum
samples should first be held at room temperature for 30 min, to allow clotting) and
held in temporary refrigerated storage until processing. Processing at recruitment
sites may be possible if facilities permit, but these may not have appropriate
biohazard containment or sufficient freezer storage. Transfer to and processing at a

Collection
10 ml blood in EDTA tube

Keep chilled at 4ºC

Processing 
(within 24 hours of collection)

Separate blood fractions by centrifugation

Aliquot plasma and buffy coat

Linkage by barcode scanning

Freeze and keep at -40ºC

Transport to local laboratory

Long-term storage
Plasma in liquid nitrogen tanks

Buffy coat, DNA in -80ºC freezers

Transport to central storage laboratory

Further processing 
Plasma: smaller sub-aliquots for analysis

Buffy coat: DNA extraction

Transport to specialist laboratories

Fig. 4.2 Overview of blood collection, processing and storage in CKB
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central facility will help to ensure consistency in sample handling. Blood samples
will usually be separated into fractions (e.g., plasma, serum, buffy coat, red cells) by
centrifugation, according to the desired downstream analyses and the type of
vacutainer used for sample collection, each fraction then being transferred to one
or more separate tubes before freezing for long-term storage.

For CKB, which collected a single 10 mL EDTA blood sample from each
participant, blood samples were chilled immediately after collection, transported
by courier from the clinic site to a central laboratory at each of the ten study regions,
and processed within 24 h of collection, with the mean time delay from collection to
processing being ~10 h (see Fig. 4.2). Processing involved separating the fractions
by centrifugation, followed by creation of one buffy coat and three plasma aliquots
per sample, by manual pipetting. Aliquots were frozen and transported on dry ice to a
central storage facility, for long-term storage at either �80 �C (buffy coat) or in
liquid nitrogen (plasma). The plasma aliquots were stored at two different locations,
providing security against sample loss.

Careful recording of sample linkage was a critical step at all stages of processing.
Protocols at each stage were designed to minimise the chance of errors, and all
cryovials used for plasma and buffy coat aliquots were pre-labelled with
1-dimensional (1-D) barcodes, with linkage recorded by barcode scanning of both
the original blood sample tube and the new cryovials (see Fig. 4.3). Storage boxes
for the cryovials were also labelled and scanned, and the position of each cryovial
within each box was recorded, providing a second independent record of linkage that
could protect against, e.g., damage to cryovial barcodes (see Fig. 4.4). To further
ensure accurate linkage, box and cryovial barcodes included a check digit to protect
against mis-scanning.

4.4.2 Sample Reformatting and Sub-Aliquoting

Many biomarker assays, including several high throughput technologies, require
only small volumes of plasma or serum, so that large numbers of different measure-
ments are possible. However, repeated sampling of blood fraction aliquots for
different assays, leading to multiple freeze-thaw cycles and opening and closing of
cryovials, risks potential degradation and contamination of samples, along with
accidental damages and loss. It can therefore be valuable to further divide the
blood fractions produced at time of recruitment into multiple separate (potentially
single-use) sub-aliquots, long-term storage of which will ensure that the study can
exploit future, as-yet-unforeseen technologies. For such subsequent processing of
stored samples, it is important to ensure that the methods used will reliably scale up
to the large numbers of samples in a biobank without loss of yield/quality.

Sub-aliquoting can usefully be carried out at the time a sample is first used,
thereby avoiding an unnecessary freeze-thaw cycle. Alternatively, it may be done
systematically as a separate procedure, to prepare samples for future use. CKB
adopted both these approaches—25,000 samples (1 mL) were divided into
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sub-aliquots (50–400 μL) at the time they were used for measurement of clinical
biochemistry biomarkers, metabolomics, or proteomics, while a further 100,000 will
be sub-aliquoted in preparation for future high throughput assays. This used 2-D
barcoded cryovials in boxes of 96, which could be simultaneously scanned recording
all cryovial positions in the box without the need for removing them from the box,
allowing straightforward and robust tracking of sample movements and linkages.

4.4.3 DNA Extraction

Other processing of blood samples will likely include extraction of genomic DNA
from stored buffy coat, for which multiple different procedures are available. In
CKB, the final decision on the method of extraction, an automated magnetic bead-
based protocol, was only made after a series of pilot studies and the development of
procedures and IT systems to track samples and monitor the quantity and quality of
extracted DNA. On average, 1 mL buffy coat yielded about 90 μg DNA, which
was suspended in 400 μL buffer and separated into two aliquots, one of which was

Plasma and buffy coat aliquots in 

1D-barcode labelled cryovials

Blood collection and separation in 

studyid-barcode labelled tubes

Plasma and DNA sub-aliquots in 

2D-barcode labelled cryovials

Fig. 4.3 Blood sample processing and barcodes in CKB
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placed in long-term storage. A third DNA aliquot was then made by diluting to a
standardised concentration (50 ng/μL), to be used as a working stock for genotyping,
sequencing, and other analyses.

Detailed procedures and IT systems were designed to ensure that linkage between
the source tube and the resulting processed samples was robustly recorded. Buffy
coat cryovials were scanned and their location in a 24-tube rack recorded prior to
extraction and automated liquid handling, and then linked to the 2-D barcoded
cryovials into which its DNA aliquots were transferred, which were themselves
stored in boxes of 96, which were also labelled and scanned. As well as individual
sample linkage, box number and sample position within the box were recorded for
each cryovial.

4.4.4 Automation and Technology

Automation improves the quality and consistency of sample processing. For exam-
ple, aliquoting on a large scale can be done efficiently and accurately using liquid
handling robots, which can be programmed to aliquot set volumes into tubes in
specific formats, recording data to accurately link samples, and log all steps of the
process. Automated processing is faster than manual sample handling, more

Fig. 4.4 Software linking study ID to cryovial barcode and position in storage boxes
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consistent, and less prone to linkage errors. These systems can be very costly and it is
not always going to be feasible to set up a new robotic liquid handling system, but if
existing facilities are available, then studies should consider using them. However,
errors that occur in automated sample handling will likely affect many samples. For
example, leaking seals in the automated pipettes can result in samples being diluted
with water, affecting results of measured samples, which may only be discovered
when the data are used for analysis (UK Biobank 2019). It is therefore essential that
liquid handling and other automated systems are carefully monitored, and regularly
checked and serviced.

4.5 Sample Shipment

Samples will generally need to be transported, from local clinics or field sites, to
central sites or laboratories for processing and storage. They may also be transported
subsequently to different laboratories, sometimes in other countries, for further
processing and specialist analyses.

4.5.1 Mode of Transport and Packing

The relative locations of the different study sites will determine the optimal mode of
transport, and considerations should be made for delivery time and conditions,
security, and cost. Different transport options include air, sea, rail, road, private
vehicles or public transport, or by post. Some types of sample, or materials used to
keep samples chilled or frozen (e.g., dry ice), may not be permitted on certain forms
of transport, or may require specialist packaging. Shipments will usually be done by
professional courier companies, or, if short distances are involved, delivery by study
staff may be feasible if local laws permit and appropriate insurance is in place—for
CKB, some transport from recruitment site to processing centre was performed by
study staff. Samples collected by participants in their own home, or by local medical
centres, may be sent by post to the processing or storage sites, as long as samples and
packaging comply with local post regulations.

Samples must be packed securely in suitable storage boxes, cool bags, or padded
envelopes, to protect them during shipment. In most cases, sample transport should
be temperature controlled and monitored, to keep the samples chilled or frozen. The
quantity of cooling materials, such as dry ice or freezer blocks, should be sufficient
for the size of the shipment and the time of travel. Thermometers can be included in
the packing cases for continuous monitoring of conditions.
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4.5.2 Tracking and Risk Mitigation

All movement of biological samples should be closely monitored, so that the
locations of samples can be identified at any particular time. In CKB, a
“SampleTracking” software program was developed which recorded which samples
and boxes were included in a shipment, collection and arrival times, and the
condition of samples upon arrival (see Fig. 4.5). All samples were checked out of
one site and checked into their destination, by barcode scanning of individual
cryovials and/or boxes.

Loss, damage, or degradation of samples during shipment is a potential risk. For
example, if a shipment is delayed en route, dry ice in the packaging may dissipate
and samples may thaw. An important method of mitigating this risk is to ship
different aliquots from the same sample in different shipment batches, to avoid
loss of all the sample from a participant. Shipment of samples should be avoided
during major public holidays, or when key staff are not available to closely monitor
progress, and should be sent only at times when staff will be available (and are aware
they are expected) to receive and appropriately handle them at their destination.
Biological sample shipment must be done in accordance with relevant local or
national regulations. The shipping agreement with courier companies will usually
require documentation of any potential biological hazard posed by the samples, and
these companies should have suitable insurance to cover their liability in the event of
sample loss or damage, or in case of accident leading to exposure of the public to
shipment contents.

Fig. 4.5 Sample tracking software for managing sample shipment in CKB
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4.6 Sample Storage and Retrieval

Biological samples collected from participants at baseline and other occasions are
both invaluable and irreplaceable. For a large biobank, there may be millions of
separate samples, so an essential aspect is to carefully plan both safe and secure
storage and the ability to efficiently retrieve samples for analysis.

4.6.1 Sample Storage

Long-term storage of samples for large-scale biobanks is most efficient when using
central facilities at a single, or few, locations. Storage facilities should have suitable
equipment for the sample requirements, e.g., refrigerator or cold room (4 �C),
freezers (�20 �C, �40 �C, �80 �C), or liquid nitrogen tanks (�200 �C), including
capacity for immediate storage of newly arrived shipments and to allow for main-
tenance and equipment failures. Temperature control is critical, and a monitored
alarm system should be in place. Back-up generators should be available to take over
in case of power failure, and alternative storage locations should be identified as a
contingency plan, e.g., in case of natural disaster or major equipment failure. For
instance, CKB maintains substantial surplus storage capacity at �40 �C, available
for emergency use, into which samples can be transferred if necessary. Where
possible, duplicate samples from a participant should be stored in different locations,
both in different freezers and on different sites, so that a single failure will not
destroy or place at risk all samples from a participant.

In planning analyses of samples, especially where these require transfer of
samples to other locations, it is important to have a record of the precise location
of each sample in storage, and to track any sample movements including between
boxes or between freezers. In CKB, IT systems record the locations of all samples
held at the central sample storage site, at the following levels: freezer or tank
number; shelf number; rack number; box number; box position (see Fig. 4.6).

4.6.2 Sample Retrieval

Samples will need to be retrieved from storage for processing or analysis, and if the
locations of samples in storage are precisely recorded and any movements moni-
tored, then it should be straightforward to locate them in freezers or liquid nitrogen
tanks and to then retrieve them. For large-scale procedures such as DNA extraction,
samples may be processed box by box, but other analyses (e.g., nested case-control
studies) may involve selecting individual samples. Where individual samples are
being selected, to avoid damage or loss and to facilitate sample tracking (e.g., during
shipment), they should be transferred to and stored in new boxes, with the sample
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movements being recorded. Lists of samples should be organised to enable efficient
sample retrieval and to avoid multiple opening of freezers or liquid nitrogen tanks,
which can affect their temperature control. CKB developed IT systems for generat-
ing sample lists and tracking the movement of those samples to new storage boxes.
While samples are being retrieved their temperature should be controlled, for
instance, by placing the boxes on dry ice.

4.7 Strategies for Sample Analysis

Biological samples are a limited resource, and assays and analyses using them
should be carefully planned to avoid wasting, degrading, or otherwise excessively
depleting them. In addition to the constraints on the analyses that can be performed
depending on the types and amounts of the samples collected, there are numerous
other factors that need to be considered when planning sample analyses, including,
for example: (1) some assays of interest may require samples that have not been

Fig. 4.6 IT system recording the locations of samples in central CKB storage facilities
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through multiple freeze-thaw cycles; (2) assay service providers may require sam-
ples formatted on micro-titre plates in a range of different formats; (3) the volume of
sample required for different assays may vary widely, from a few μL to several mL;
and (4) funding constraints may limit the number of samples that can be analysed. If
future needs are not considered before the first round of analyses, particular options
may no longer be available.

4.7.1 Research Opportunities

Historically, it has only been possible to measure a limited number of biomarkers in
any one study, and/or a study’s analysis strategy may have been directed by the
original study objectives, perhaps focussing on a particular research question. Such
approaches remain valuable, since they can often provide greater detail and depth
than a more general approach. With recent advancements in analytical methods and
technology, however, analyses can now be made of hundreds, thousands, or even
millions of biological data points in a single assay, often using only a small portion
of the available sample at high throughput. These types of “’omics” analyses include
whole genome sequencing or genotyping, DNA methylation arrays, measures of
transcript abundance, and measurement of circulating proteins or metabolites (see
Table 4.4). Other technologies (e.g., lipidomics, ionomics) can also provide large
amounts of data per sample, but at somewhat lower throughput. Using multi-omics
assay strategies can maximise the data generated, using a minimal amount of sample
in a cost-effective and efficient way, enabling parallel research into a wide range of
diseases and risk factors.

It will often be desirable to conduct trial analyses, perhaps in a small number of
samples, for instance, to explore the value of type of measurement for a particular
research question, or to investigate a new or developing technology. It is useful to
have available a collection of samples that are otherwise surplus to requirements,
which can be used for such exploratory assays rather than depleting valuable
baseline samples. Options include the use of duplicate samples collected at the
time of recruitment, either by design or by accident (in CKB, around 3000 partic-
ipants went through the entire baseline procedure on two separate occasions),
identified from amongst samples whose linkage to participants is in doubt (e.g.,

Table 4.4 Omics analysis strategies in large biobank studies

Type Analysis Numbers of biomarkers

Genomics Genotyping, sequencing 20 million–3 billion

Epigenomics DNA methylation array, Bisulphite sequencing 800,000–3.3 million

Transcriptomics RNA array, RNAseq 20,000–60,000

Proteomics Proteins >4000

Metabolomics Metabolites >1000

94 I. Y. Millwood and R. G. Walters



due to sampling handling errors), or collected on a separate occasion according to the
same sample handling and storage procedures.

4.7.2 Analysis Study Designs

Sample use for analyses needs to be carefully planned. It is preferable to measure
analytes in all participants in the whole biobank study. In addition to generating the
maximum amount of information, and enabling a wide range of research questions to
be investigated, this is important in maintaining consistent analysis procedures,
minimising depletion of the samples, limiting variation between different batches
of samples analysed at different times, and avoiding the generation of biases and/or
reducing the statistical power of subsequent analyses (e.g., due to over-
representation of participants with particular disease endpoints of interest). How-
ever, for reasons of cost and resources (particularly for some of the newer ’omics
technologies) it may only be possible to assay a subset of participants, or to conduct
assays in stages. In this case, nested case-control studies within the biobank may be
an option, selecting cases of particular disease(s) and a set of matched or cohort-
based controls for measurements (see Chap. 1). However, this approach can be
complex and time-consuming to set up, and may complicate or preclude comparison
with measurements made in other subsets of the study (Conroy et al. 2019). Sample
depletion must be carefully considered, and freeze-thaw cycles which can damage
samples should be minimised.

A particular issue with assaying subsets of the cohort in stages is that batch effects
can occur, with assay results affected by non-biological processes, such as differ-
ences in equipment, reagents, or processing methods. To avoid batch effects,
samples should be assayed in random order, particularly if sets of cases and controls
are being assayed. Other points to consider in planning sample analyses include
replicate measurements of (a proportion of) samples, to assess the technical repro-
ducibility of results, and assaying repeat samples from the same participant at
different time points, to measure the extent of biological changes in biomarkers.
The latter repeat measurements are particularly important in assessing the strength of
any relationship between a measured biomarker and subsequent disease.

4.8 Monitoring and Troubleshooting

Errors in sample handling rarely come to light at the time they occur, frequently only
emerging when biomarker assays give results which are unlikely or impossible.
Common examples include: (1) mismatches between a participant’s reported gender
and their sex as inferred from genetic data, or from measurements of hormones (e.g.,
testosterone); (2) values for key metabolites which are outside the expected range
(e.g., very low levels of blood glucose incompatible with consciousness); and
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(3) measurements do not match a participant’s characteristics (e.g., high nicotine
metabolite levels in a reported non-smoker). Individual mismatches do not neces-
sarily reflect sample handling errors, but clusters of similar errors may be indicative
of an error such as linkage errors due to a box of cryovials being rotated, swapped, or
mislabelled during sample extraction or sub-aliquoting.

If such errors were not corrected, this would result in it being necessary to discard
all data, not only for that assay in the mismatching samples but for all samples and all
assays potentially affected. This is where scrupulous and detailed tracking of sample
location history, linkages, and sample handling events are invaluable, and why it is
important to monitor these rigorously through primary identifiers (numbers and
barcodes) on tubes and boxes, whether attached on stickers (e.g., at time of sample
collection) or as part of the manufacturing process. Typically, if sufficiently detailed
records have been kept then the pattern of mismatches within blocks of linkage
errors will enable identification of the error that led to the mismatches and correction
of the linkage errors. In CKB, for example, sex mismatches in genotyping data
revealed over 1000 linkage errors (1% of samples), which could be unambiguously
corrected by identification of the precise sample handling error, during sample
collection, DNA extraction, or sub-aliquoting.

Sufficient recording of sample handling can also enable correction of other errors,
such as occurred when a subset of UK Biobank blood plasma samples underwent
inadvertent dilution during sub-aliquoting (UK Biobank 2019). Downstream clinical
biomarker assays in the affected samples could only be adjusted because of the
detailed records of which samples were aliquoted at the time these errors occurred.

4.9 Summary

Biological samples from participants are one of the most important resources
available to a biobank study. Every aspect of sample collection, processing, storage,
retrieval, and analysis needs to be carefully planned in advance, with particular
attention to ensuring long-term sample integrity. Of paramount importance is
maintaining robust sample records and tracking, to ensure correct linkage between
the results of sample analyses and other data originating from the participant who
provided the sample. To fulfil these goals, it is essential to develop clear protocols,
detailed SOPs, and robust IT systems, and to ensure that they are rigorously
implemented, as was done for CKB. Such careful attention to the collection and
use of biological samples has the potential to transform a biobank study.
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Chapter 5
Monitoring Long-Term Health Outcomes
of Biobank Participants by Record Linkages
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Abstract Large prospective biobank studies can provide reliable assessment of the
relevance of lifestyle, environmental and genetic factors, and their complex inter-
play, for disease aetiology. The value of prospective studies depends not only on the
recruitment of a large number of individuals but also on the ability to monitor the
health outcomes of participants over time. In large prospective studies of relatively
healthy adults, only a small proportion of the participants will die or develop any
particular diseases each year, so the follow-up needs to continue for a prolonged time
period. As well as follow-up for cause-specific mortality, follow-up for non-fatal
disease outcomes is extremely important, and will greatly increase the power and
range of diseases that can be investigated. There are major challenges involved in
maintaining the study cohort long-term and managing the reliable collection and
ascertainment of high-quality outcome data for many different conditions. This
chapter provides a general overview of the scope of work and practical procedures
relevant for long-term follow-up for fatal and non-fatal health outcomes in large
biobank studies.
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Abbreviations

DOB Data of birth
DSP Disease Surveillance Points
HI Health Insurance
HID Health insurance number
IARC International Agency for Research on Cancer
ICD International classification of diseases
IT Information technology
NCD Non-communicable chronic diseases
NID National Identity Number
VA Verbal autopsy
YOB Year of birth

5.1 Introduction

Large prospective biobank studies can provide reliable assessment of the relevance
of lifestyle, environmental and genetic factors, and their complex interplay, for
disease aetiology. The value of prospective studies depends not only on the recruit-
ment of a large number of individuals with extensive collection of exposure data but
also on the ability to monitor the health of participants over time. Since prospective
studies usually recruit relatively healthy adults from general populations, only a
small proportion of the participants will die or develop any particular diseases each
year. So, the follow-up needs to continue for many years or decades in order to
accrue large number of cases with particular conditions. Apart from cause-specific
mortality, follow-up for non-fatal disease outcomes should also be prioritised,
which, if feasible, will greatly increase the study power and the range of diseases
that can be studied. The key requirement for long-term follow-up is to ensure that
data for a wide range of health outcomes occurring among study participants are
collected completely, consistently, accurately, and in a timely manner. Moreover,
the study cohort should be properly maintained to minimise the loss of follow-up
over time. To achieve these goals, careful planning and development of efficient and
cost-effective methods for long-term follow-up are essential. This chapter provides a
general overview of scope of work related to the long-term follow-up and possible
data sources that may be considered in prospective studies. Moreover, it describes
practical procedures and systems necessary for undertaking the required work at
scale and in a timely manner.
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5.2 Scope of the Work

Depending on the study design and research objectives, a wide range of health-
related outcomes can be considered in prospective studies. These may include cause-
specific mortality and morbidity (e.g., cancer incidence), any episodes of
hospitalisation, primary health care, and other health-related data. The methods of
follow-up may vary according to the outcomes of interest, study settings, and
established local or national health infrastructures. Different conditions may be
captured by different information systems, or, the same disease events in particular
individuals may be captured by different systems, facilitating cross-checks to
improve validity, reliability, and consistency.

5.2.1 Types of Health Outcomes

In prospective studies of common non-communicable chronic diseases (NCDs),
cause-specific mortality is the most commonly collected health outcome, as com-
prehensive registration of causes of death is generally available. While it represents
one of the most important outcomes in human health, mortality data may not fully
capture the natural history of certain diseases, especially those with slow and long
developmental processes (e.g., COPD), or allow research into the aetiology of
non-fatal conditions (e.g., eye diseases, bone disorders). Moreover, mortality data
may suffer disproportionally, compared with disease incidence, from reverse cau-
sality biases when assessing the relevance of certain risk exposures (e.g., adiposity,
levels of plasma lipids) for certain conditions (see Chap. 1). In prospective studies,
collection of other health outcome data over and above cause-specific mortality will
not only improve the study power and accuracy of disease diagnosis but also greatly
increase the range of diseases that can be studied. Moreover, it may also allow
different types of research to be undertaken, such as natural history and management
of specific diseases (Chen et al. 2020). Table 5.1 summarises major types of health
outcomes and their likely data sources that should be considered in prospective
studies. Irrespective of the types of health outcomes and their data sources, attention
should also be paid to verification and further characterisation of disease events
collected (see Chap. 6).

5.2.2 Main Data Sources

In prospective studies, the data sources and systems for obtaining health-related
information may vary depending on local infrastructures, health care systems, and
necessary permissions that may need to be secured (Table 5.1). In general, the study
would not be considered appropriate in populations where it is not possible to collect
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reliable information on cause-specific mortality, which should be a minimal require-
ment for large prospective studies focusing on major NCDs. Where possible,
information on death should be collected through official death registries, which
provide detailed information about the cause of deaths recorded in the official death
certificates. Death certificates are essential legal documents required in many, if not
all, countries when people die. Death certificates are usually issued either by a
medical practitioner certifying the deceased status of an individual or by an official
registrar according to the date, location, and likely causes of death reported by family
members of deceased individuals. Death registries tend to cover whole or large
proportions of well-defined populations in particular regions. With an established
track record, they have long been used in a wide range of epidemiological studies
and should be first prioritised in large prospective studies.

Disease registries provide information on occurrences of a specific disease or
disease category in general or targeted populations. The most common disease
registry is cancer registry, although increasingly similar registries have become
available for several other major diseases (e.g., stroke, ischaemic heart diseases) in
certain countries. Compared with death registries, disease registries often include
more detailed clinical information including disease diagnostic procedures (e.g.,
more detailed cancer histology, laboratory tests) but their coverage, quality, and
completeness of the information collected may vary. Cancer registries are well
established in many countries and generally follow the standard procedures set by
the International Agency for Research on Cancer (IARC). Other specific disease
registries tend to follow certain local health administration requirements. As most of
these registries are often established without strict legal requirements and there may
be more technique challenges, and the coverage and quality of information collected
may be less optimal compared with death and cancer registries.

In many countries it is also possible for studies to link to a range of other health
information systems. Specific examples include Hospital Episodes Statistics (HES)
in the UK (Herbert et al. 2017), health insurance (HI) claim databases in China (Levy

Table 5.1 Main types and likely data sources of health outcomes in prospective studies

Outcome Likely data sources

Cause-specific mortality • Death registry
• Special surveys

Disease morbidity • Cancer registry
• CVD registry
• Special surveys

Hospitalization records • Hospital Episode Statistics (HES)
• Health insurance claim databases
• Special surveys and self-reported records

Other health outcomes • Primary health care records
• Dental and occupational records
• Cancer screening databases
• Mental health databases
• Children health records and educational results
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et al. 2020), and primary health care records in the UK and many Nordic countries
(Sudlow et al. 2015). Some of these systems (e.g., HES, HI) are routinely used to
monitor the use and costs of hospital services in general populations. Although they
are not established for research purposes, they may still provide a wide range of
relevant information, both inpatient and out-patient, about disease diagnosis and
management for prospective studies. In some instances, however, their use in
prospective studies may not be straightforward and requires a lot of careful planning
and efforts. Apart from the need to seek formal approval from relevant government
agencies for data access, there may be issues with data completeness, quality, and
consistency. For example, HI systems in China do not generally provide detailed
information about disease subtypes, because these are not directly relevant for
reimbursement purposes (Chen et al. 2011). Moreover, the database structure,
naming of variables and coding systems used for disease diagnoses and medical
procedures may vary across different areas and also change over time, posing major
challenges for data integration and standardisation.

5.2.3 Minimising Loss to Follow-up

Ideally, all participants in prospective studies should be followed up completely
from the beginning (i.e., enrolment into the study at the initial baseline survey or
equivalent) to the end of study (or death, whichever comes sooner). In reality, it may
be impracticable to achieve full follow-up, as some people may move, change
address, or even migrate abroad at certain time points during the course of the
follow-up period. These individuals may be considered as lost to follow-up, if
their vital or health status cannot be traced and ascertained reliably. Loss to
follow-up represents a major challenge in prospective studies, for it will not only
reduce the study power but also introduce major biases in analyses, if the rates of loss
to follow-up are high and differ importantly between exposure and non-exposure
groups of interest (see Chap. 1). Hence, irrespective of the study design and types of
outcome collected, great attention should be paid to regular updates of participants’
contact details or other relevant information to help minimise loss to follow-up. Such
information may be sought, subject to prior consent and approval, passively through
linkage with residential records (or equivalent), or actively through periodic contacts
by home visits, post, telephone calls, and emails with participants or their family
members or relatives.

5.3 General Approaches

Depending on the study objectives, available resources, outcome measures, and local
infrastructure, different follow-up approaches can be employed in prospective stud-
ies. These should be carefully planned and piloted before starting the project to help
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assess their feasibility, data quality and completeness, long-term sustainability, and
resource implications. In principle, there are two totally different approaches for
follow-up of health outcomes, one is achieved through direct contact with and/or
report by study participants or their relatives (i.e., “active” follow-up) and the other
one is relied on linkages with available official registries or health-related systems
(i.e., “passive” follow-up) without direct involvement of study participants. While
each has its advantages and disadvantages (Table 5.2), both approaches may be used
simultaneously in a single prospective study.

5.3.1 Passive Follow-Up

In large prospective studies, passive follow-up represents the most efficient, reliable,
and cost-effective way of obtaining a wide range of health outcomes among study
participants. It is generally achieved through linkages, via unique personal identifi-
cation numbers and/or certain matching algorithms, with established registries and
other health-related systems available in study areas, without the need to directly
contact and engage participants.

To enable this, prior consents from participants at recruitment are needed in order
to access their health records by study investigators. In many countries, there are
established national/regional death and cancer registries that are managed by differ-
ent government agencies, but prior permission for access will be required. As for a
range of other health outcome data (e.g., hospitalisation episodes, primary health
care data), since they generally contain far more personal and sensitive information
compared with death and cancer registries, it may be less straightforward to obtain
access permission.

Table 5.2 Advantages and disadvantages of passive versus active follow-up

Methods Advantages Disadvantages

Passive
follow-up

• Cost-effective
• Highly efficient
• Disease diagnoses tend to be reliable
• Data collection can be timely and

more regular
• Coverage tends to be complete
• Less bias even with incomplete

coverage

• Prior consent by participants is
needed

• Permission from agencies for
access may be problematic

• Coverage and data quality may
vary and change over time

• Linkages with source data may
not be accurate

Active
follow-up

• Enables collection of health outcomes
not captured in health care

• Can be combined with repeated
assessment of risk exposures

• No need to seek specific approval
from government agencies

• Good reliability in matching of par-
ticipants over time

• Low response rate
• Relatively poor reliability in

reported disease diagnoses
• High under-reporting rates in

disease occurrence
• Costly and time consuming
• Poor long-term sustainability
• Biases when response rate is low

104 L. Yang and Z. Chen



Depending on the work plan and prior agreement with agencies who manage the
relevant data systems, the passive follow-up process can be undertaken on a regular
basis, e.g., annually or every 6 months. In most circumstances, it can be managed
electronically through the established linkages (as illustrated in Table 5.3). In
populations without widespread use of unique personal identification
(ID) numbers, the matching and record linkages may be dependent critically on
certain matching algorithms, which can lead to mismatching and/or under-reporting.
While passive follow-up can allow reliable collection of major health outcomes, it
will not allow collection of certain other health data that may not be captured
effectively by health service providers such as symptoms, cognitive functions,
psychological state, and long-term medication use. Moreover, the diagnostic criteria
and coding methods may differ between agencies or health providers, or change over
time, which could pose challenges for data consistency and standardisation. Fur-
thermore, a small proportion of study participants may not be covered by disease
registries, health services or health insurance schemes, and their health outcomes
may need to be obtained through active follow-up.

5.3.2 Active Follow-Up

In countries or populations without properly established death and disease registries,
an alternative approach for tracing health outcomes in prospective studies is through
active follow-up. This is usually done through direct contact with the participants by
mail, phone calls, internet, or by face-to-face interview at participant’s home, study
clinics, or assessment centres. In certain circumstances (e.g., death), it may have to
involve family members of participants. Apart from major health outcomes (e.g.,
death, hospital admissions), active follow-up will also enable collection of a range of
other health-related data that are not routinely captured by conventional mortality/
morbidity registries, such as cognitive and physical functional state, mental and
psychological profiles, and long-term use of medications. However, active follow-up
has a number of important limitations, including (1) it is expensive and time
consuming to organise as it requires participant re-engagement; (2) its coverage is
usually incomplete (response rate typically <70%) and may differ across different
exposure groups, resulting in major biases in analyses; (3) health outcome data

Table 5.3 Overview of long-term follow-up for health outcomes in CKB

Data sources Outcomes captured
Disease
coding

Reporting
methods

Reporting
frequency

Mortality
registry

Cause-specific deaths ICD-10 Electronic Monthly

Disease
registry

Cancer, stroke, IHD and
diabetes

ICD-10 Electronic Quarterly

HI claim
system

Any hospitalised event ICD-10 Semi-
electronic

Biannually
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captured are less reliable, even in high-income countries, and may often need further
verification against hospital records (Jacobs et al. 2017); and (4) it can only be done
periodically, e.g., every few years or combined with repeated assessment of risk
exposures at resurveys.

5.3.3 IT Support

To facilitate long-term follow-up, establishment of reliable IT systems is required to
support all aspects of the work. The systems may vary in their functionalities,
complexity, and types of platform used depending on the study settings, needs,
and follow-up methods. Where feasible, they should be developed and maintained
internally by the study IT team (see Chap. 7). Apart from collecting health outcome
data (e.g., mortality and morbidity), such IT systems may also be used to collect
unique personal identification numbers automatically and facilitate disease coding/
standardisation, monitoring, and outcome verification and adjudication (see
Chap. 6), as illustrated through examples in CKB (Table 5.4). The development
and implementation of IT systems should be carefully planned and properly tested
(see Chap. 7). Their use in large prospective studies will help ensure reliable,

Table 5.4 Overview of IT systems related to long-term follow-up for health outcomes in CKB

Software
name Platform Main functions Users

LTFollow-
up

Desktop Data entering/viewing/editing program for
participants’ mortality and morbidity
follow-up data and changes of contact
information

Staff involved in long-
term follow-up data
collection

DrList Desktop Generates lists of participants’ contact
information in each clinical location for
linkages and field work

Staff involved in active
follow-up or surveys

NID card
reader

Laptop Portable device to scan/view/record infor-
mation stored in the National ID cards

Regional staff involved
in disease surveillance

PVD Tablets Collects hospital admission/clinical infor-
mation from medical notes for selected
conditions

Regional staff involved
in disease surveillance

i-Case Web Allows specialists to undertake online
event adjudication through reviewing med-
ical records collected by PVD

Members of outcome
adjudication committees

Standardiser Desktop Standardises and codes disease diagnosis
reported through HI system

Clinical staff involved
in code standardisation

Reporting Desktop Tool for summarising and monitoring
mortality and morbidity data collected

Data managers/statisti-
cians/study
administrators

Teleport Desktop Tool for transferring collected long-term
follow-up data from regional to central
study offices

All staff involved in
long-term follow-up
data collection
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complete, consistent, and timely collection of outcome data over time and across
different study areas.

5.4 Establishing Linkages for Follow-Up

Prospective studies will take many years to complete the recruitment of large
numbers of individuals and some study participants may die or develop disease
events soon after joining the study. As such, follow-up for health outcomes among
enrolled study participants should be initiated as soon as possible without waiting for
the completion of the baseline survey. To manage the process effectively, develop-
ment of relevant procedures and systems for follow-up should commence more or
less at the same time as for the baseline survey, including obtaining relevant
approvals for data access, development of IT systems, processing of personal
information, and establishment of reliable record linkages with relevant external
sources. Once the follow-up has started, it is also necessary to develop detailed plans
and protocols for data integration, standardisation, monitoring and management (see
Chap. 8).

5.4.1 Obtaining Formal Approvals

In passive follow-up, information about the health outcomes of participants are
generally sought indirectly from external sources that are usually managed by
government agencies. As well as obtaining informed consent from participants at
the time of their enrolment (see Chap. 2), formal approvals from relevant agencies
would also be required in order to access participants’ health records. Even with
participants’ formal consent, there is no guarantee that the permission will be granted
by these agencies, for protection of personal data has always been a politically
sensitive and evolving issue. There are many international and national regulations
governing data protection, which are issued by different organisations and may be
subject to different interpretations, especially when the data are to be used outside of
the initial scope under which they were first created (Staunton et al. 2019). The
process for obtaining approvals may vary depending on the data sources, sensitiv-
ities of the information sought, and the perceived risks if released or leaked
unintentionally. For certain outcome data (e.g., cause-specific mortality and cancer
incidence) that have been widely used by researchers, it should generally be straight-
forward to obtain approvals from relevant agencies, while for other more detailed
clinical information such as HI and primary care data, it may not be possible at all or
may take many years of negotiations before formal, and often limited, approval can
be granted. To help facilitate the approval process, it would be helpful to limit the
data sought only to those that are needed for the planned research (e.g., information
on disease diagnosis rather than costs related to disease management in hospital).
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Once an approval has been granted, it is necessary to have a formal agreement with
the relevant agencies to cover a range of issues, including the scope of data to be
provided, time schedule, and associated costs. To foster long-term relationships, it
would be helpful to keep data providers informed of study progress and findings, or
even invite relevant individuals from particular agencies to attend regular collabo-
rators meetings.

5.4.2 Processing Personal Information

At the initial enrolment into the study, various types of personal information should
have been collected. Of these, a unique personal ID number would be the most
important for long-term follow-up. In different countries, the personal ID numbers
may vary in their official name, format, and scope of general use (e.g., NHS number
in the UK, Social Security Number [SSN] in the USA, National Identity Number in
China). These personal ID systems often have universal coverage, with a unique ID
number usually allocated to an individual at birth. Moreover, they are widely used in
various settings, including residence/household registry, health insurance, and health
service, thus providing the most appropriate key for linking participants with
external data sources.

In populations without reliable nationwide personal ID systems, use of other
personal, albeit less unique, identifiers (e.g., name, sex, date of birth, race/ethnicity)
may represent the only viable option to enable linkages with different data sources.
To facilitate long-term follow-up, the information sought from participants at their
initial enrolment should be as complete and comprehensive as possible, subject to
their consent. For example, apart from standard contact information (i.e., address,
phone number), information about personal email or social media accounts (e.g.,
WeChat, WhatsApp) should also be collected, along with their next of kin’s contact
information. Moreover, this information should be updated periodically, where
possible, through review of official residential records or by active follow-up.

Where possible, the personal identifiers, particularly unique personal ID number,
should not be entered manually (as they tend to contain long digits) but automati-
cally using special device and IT systems at the initial recruitment phase in order to
minimise data entry error (see Fig. 5.1). Alternatively, they may be obtained
electronically from local residential records or other (e.g., electoral) registries,
which can then be processed and properly integrated, after further verification by
participants at enrolment, into study database. For linkage purposes, the personal
identifiers can be processed, compiled, and released in batches according to com-
munities/areas and time of enrolment, so that follow-up for outcome can start with as
little delay as possible among participants who have already been enrolled into the
study.
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5.4.3 Establishing Record Linkages

To help establish reliable linkages with external data sources, a standardised record
linkage protocol should be developed and properly tested beforehand that includes
matching methods and data linkage procedures which internal and external staff will
follow during the process. Where necessary, proper training should be provided to
individuals involved, along with instruction manuals for use at local study centres
and/or relevant agencies.

In follow-up, precise matching of personal information is a prerequisite for
ensuring reliable data linkages with external health information system. Depending
on the study settings, types of the personal data available across different data
sources, and the likely regulatory constraints, different methods may be used,
ranging from a simple match of unique personal ID number, through to use of less
unique personal information (e.g., name, DOB, sex), and to purely probability-based
algorithms developed without full personal names. Although unique personal ID
numbers would generally yield the most reliable matching for most individuals, their
use may still not be perfect. For example, the personal ID number may be incorrect,
or may change due to replacement for a lost one. To help reduce both false positive
and negative matching rates, it is often necessary to consider using multiple
matching methods, perhaps in a step-wise approach (Fig. 5.2).

Fig. 5.1 Bespoke IT system to automatically capture personal ID information in CKB
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Similarly, although much of the matching process would be done electronically,
certain manual checks and review of different records would also be useful, espe-
cially for those with only partial matching. In some circumstances, it may not be
possible to achieve a perfect match for certain individuals, for which a probability
score should be generated that will enable study investigators to test and apply
certain cut points to indicate a high likelihood of a true match. This may be
particularly relevant for studies in which the data linkages are undertaken externally
by agencies that hold the outcome data, without the opportunities for any manual
review of partially matched records.

5.5 Obtaining Follow-Up Data from Multiple Sources

In most circumstances, a single data source may be insufficient to cover all cases or
provide all necessary information about particular conditions. Linkages to multiple
data sources would enable investigators not only to extend the range of outcomes
that can be captured but also facilitate cross-checking and validation including

Fig. 5.2 Procedures for matching study participants with the HI system in CKB
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identifying previously undetected cases, even though it may greatly increase the
workload and difficulties in data processing and integration. Once the linkages with
external data sources have been properly established, the way with which to obtain
the required health outcome data may vary depending on study settings and agreed
data transfer protocols.

5.5.1 Cause-Specific Mortality

In most countries, the vital status of the general population is usually monitored
through death registries which should be able to provide the study with all the cases
of death occurring among the linked study participants. Most death registries tend to
use international standard death certificates to record relevant information about each
death, including contributing and underlying causes of death and their associated
disease codes, along with diagnostic procedures (Fig. 5.3). With few exceptions,
most countries now use ICD-10, the tenth revision of the International Statistical
Classification of Diseases and Related Health Problems (ICD), which was intro-
duced officially in 1994 to replace ICD-9. It is likely that ICD-11 may be introduced
in the near future to replace ICD-10. While requesting cause-specific mortality data
from official death registries, it is important to obtain not only ICD-10 codes of
underlying and contributing causes of death but also all other relevant information
captured on death certificates in order to undertake independent checks, including
the appropriateness of the assigned underlying cause of death. Where feasible, it
would also be useful to obtain a paper or electronically scanned copy of the official
death certificate to further facilitate subsequent data checking and verification.

The frequency of data collection from death registries may depend on a number of
factors (e.g., study sample size, prior agreement, and routine time delays in
processing death certificates by death registries). In general, it would be appropriate
to request cause-specific mortality data at least once a year. The mortality data may
be sent to the study centre by agencies as an encrypted file, or using more direct data
transfer methods (e.g., FTP), as is the case with CKB. In CKB, the study regional
coordinating offices are based at local (rural county or urban district) offices of the
Centre for Disease Control and Prevention (CDC) which is responsible for managing
mortality registries (Yang et al. 2005). As such, the project was able to collect cause-
specific mortality and other health outcome data more directly, frequently, and
efficiently, using bespoke IT systems (see Fig. 5.3), which not only capture all
information on death certificates but also enable certain automated logic checks of
coding and assignment of underlying causes of death using specific algorithms.
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5.5.2 Morbidity for Major Diseases

In prospective studies the most commonly collected morbidity data are cancer
incidence from cancer registries. In some countries cancer registries are managed
by the same government agencies as those that manage death registries, while in
others it may involve different agencies. In many LMICs with limited resources,
cancer registries may only cover certain well-defined geographical regions rather
than the whole country. Increasingly these regional registries may include a few
other major diseases (e.g., stroke, MI), as is the case in China (Chen et al. 2011). As
for cause-specific mortality, the information to be provided by disease registries
should cover all essential data captured on the form and use similar data transfer
strategies as described above. In CKB, all the ten study areas chosen have
established local disease registries covering major categories of diseases (e.g.,
cancer, stroke, IHD, and diabetes). The occurrence of these diseases is usually
notified and reported by local hospitals using standard procedures and forms, with
varying degree of completeness and quality. Nevertheless, they do provide important
additional information that is not captured on official death certificates, such as
non-fatal events and more detailed clinical information (e.g., pathology subtype and
clinical stage information for cancer) (Fig. 5.4).

5.5.3 Episodes of Hospitalisation

In countries with universal health care systems, it may be possible to collect episodes
of hospitalisation or even primary care data among study participants. In the UK, it is
possible to use personal NHS number or other approaches to link to HES data, which
is a data warehouse containing details of all inpatient and outpatients admissions,
including clinical information about diagnosis and operation. The HES database is
managed by UK NHS, which provides a monthly data extraction service to approved
users and researchers, and covers a wide range of disease codes using standard disease
diagnosis and procedure codes used routinely in the NHS. Through a formal applica-
tion process, it can provide various studies with specified information on a regular
basis, as is the case with UK Biobank and the Million Women Study (Green et al.
2019; Sudlow et al. 2015). In Nordic countries, similar systems are also available to
support population health studies. In recent decades, many East Asian countries,
including China, have also established similar systems that can be used to support
large biobank studies. In CKB, ~98% of study participants have been linked success-
fully, using their unique personal ID number and other information, to the Health
Insurance (HI) system, which records any episodes of hospital admission including
disease description, ICD-10 code, and diagnostic and treatment procedures. The HI
system is managed locally at city/county level but follows national common protocols.
However, it lacks certain specific disease information relevant for biobank studies,
such as histological types of cancer, for which separate verification and adjudication
through review of medical notes may be needed (see Chap. 6).

5 Monitoring Long-Term Health Outcomes of Biobank Participants by Record Linkages 113



F
ig
.5

.4
B
es
po

ke
IT

sy
st
em

to
co
lle
ct
m
aj
or

di
se
as
e
m
or
bi
di
ty

in
C
K
B

114 L. Yang and Z. Chen



5.5.4 Active Follow-Up

Given the challenges and heavy workload, active follow-up should generally be
considered only for specific purposes in large prospective studies, unless it can be
done efficiently and cost-effectively through emails and/or web applications which
may be combined with collection of certain exposure data (e.g., diet). Nevertheless,
even in studies with good record linkages with external data sources, active follow-
up is still of value and can be used to help maintain the study cohort, assess under-
reporting of death and other disease events, and ascertain unknown causes of deaths.
The types of data collected through active follow-up vary depending on its objec-
tives and local settings. In CKB, active follow-up is also undertaken to identify
hospital admissions among the small proportions of participants who have not joined
the HI schemes for various reasons. This is done on an annual basis and usually
combined with an annual survey to assess under-reporting of deaths across all study
areas to minimise the number of household visits (see Table 5.5). Again, these works
follow standard protocol, detailing selection criteria for the subset of participants to
be contacted, the methods and procedures used, the content of information to be
collected, and quality control measures. The health outcome data collected through
active follow-up may not be reliable, so it may be necessary to undertake further
validity checks against hospital records or other data sources.

In many LMICs with limited health care resources, many people may die at home
without prior and proper medical attention. In large prospective studies, if a high
proportion of deaths occurs at home with unknown or ill-defined causes, then it is
necessary to undertake a special investigation known as verbal autopsy (VA) to
ascertain the likely underlying cause of death. The VA is usually done by health
professionals through a formal interview with relatives and/or close friends of
deceased individuals using a structured questionnaire (WHO 2007). Based on the
detailed information collected about likely clinical symptoms and signs as well as
circumstances surrounding the death (e.g., time and suddenness of death), the
clinician(s) will then impute and assign, using certain roles and algorithms, the
likely underlying cause of death.

Table 5.5 Summary of information collected during annual active follow-up in CKB
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5.6 Coding and Integrating Health Outcomes

To facilitate research, all health outcomes collected from various sources should be
coded using the ICD system. The ICD is published by the WHO and is designed to
promote international comparability in the collection, processing, classification, and
presentation of health statistics and medical research. The ICD classification is
revised periodically to account for newly emerging conditions and revised defini-
tions. The current tenth revision (ICD-10), covering >150,000 primary codes, was
formally introduced during the mid-1990s, and ICD-11 is scheduled to come into
effect in 2022. Apart from ICD, other coding systems may also be used by various
health information providers in many countries, mainly in clinical settings to capture
more detailed information about clinical presentations and management. Often it is
necessary for particular studies to review, standardise, and map those codes to the
ICD coding system so that a single and streamlined disease coding system can be
used for research purposes. Likewise, prospective studies with prolonged follow-up
also need to develop systems to map different versions of ICD to ensure consistency
in the definitions of major diseases.

5.6.1 Cause-Specific Mortality

All official death registries should provide standard ICD codes for underlying and
contributing causes of each death as certified by medical doctors or health pro-
fessionals. Mortality coding involves two components—the correct assignment of
ICD codes to the conditions reported on death certificates, and the correct application
of various coding rules when determining the ‘underlying cause of death’, which is
the disease or injury that initiated the sequence of events leading directly to death.
Even though these codes are directly supplied to researchers by official registries, it
is still necessary to check their validity independently, for the coding rules are
complex and there may well be certain local practices that could systematically
misinterpret certain rules. For example, in certain countries, individuals with diabe-
tes who have subsequently died from heart attack may mistakenly have diabetes
(ICD-10, E10-E14), rather than myocardial infarction (ICD-10, I21), assigned as the
underlying cause of death. Without regular checking, such issues may be discovered
only during data analyses, and a systematic review and re-coding of all the related
deaths may be needed, as has happened in a large prospective biobank study in
Mexico (Alegre-Diaz et al. 2016). To help minimise such errors many death
registries nowadays have applied automated algorithms to check the accuracy and
consistency of ICD coding for each death (NCHS 2017). Such algorithm can also be
used by investigators in prospective studies as part of the routine data management
activities.
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5.6.2 Cancer and Major Disease Incidence

For malignant neoplasms, the International Classification of Diseases for Oncology
(ICD-O) system has been developed to code cancer diagnoses and has been used for
nearly 50 years by various cancer registries. ICD-O is a domain-specific extension of
ICD for cancer and will provide specific codes for the site (topography) and the
histology (morphology) of the neoplasm, usually obtained from a pathology report
(Fritz et al. 2013). A checking and conversion programme has also been developed
by IARC/WHO with mapping tables between ICD-10 and ICD-O systems. Apart
from cancer, other disease registries (e.g., stroke, IHD) will probably supply ICD-10
codes, as in death registries.

5.6.3 Episodes of Hospital Admissions

The coding for episodes of hospital admission may involve ICD or other specific
code systems developed by health care providers in each country. In the UK HES
data warehouse, clinical diagnoses including co-morbidities are coded according to
the ICD system, while all operations and procedures are coded according to the
system developed by OPCS (Office of Population, Censuses and Surveys) (NHS
2019). Apart from ICD codes, many countries have developed their own, albeit more
detailed and comprehensive, clinical coding systems, such as the READ Codes in
the UK NHS, which is a comprehensive computerised coding system for clinicians
to record all clinical terms and procedures in hospital and primary care settings. It
also contains mapping tables which can be used to generate ICD-10 codes. The
READ Codes system has been used for many decades and has had a number of
updates. It is anticipated that it will be replaced by a new system—SNOWMED CT,
which will have more detailed information about diagnosis and procedures, symp-
toms, family history, allergies, assessment tools, observations, devices to support
clinical decision making (NHS 2019).

Depending on the study need and access agreement reached, the biobank studies
may be supplied by agencies with standard ICD-10 codes, with or without the
associated disease names. On the other hand, certain studies may be able to obtain
more detailed clinical information for the study participants, as in the UK Biobank
studies of READ codes captured in primary care (Sudlow et al. 2015). When
supplied, the outcome data may not be in a readily usable format, for which certain
processing work would be needed. As has happened in the CKB, the outcome data
extracted from the HI system sometimes include unstandardized disease names,
unrecognised disease codes, and multiple disease names, descriptions or ICD-10
codes joined together. To improve the data quality, a bespoke IT system has been
developed in CKB to automatically split multiple diseases input in the same row, and
then automatically map ICD-10 codes to each disease name (Fig. 5.5).
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5.6.4 Integrating Outcomes from Different Sources

Once collected, the health outcome data should be checked and, if necessary,
converted into standard ICD-10 codes or more streamlined disease endpoint codes
to facilitate analyses (see Chap. 8). The data collected from different sources can be
linked and integrated via the unique study ID numbers that are usually linked with
personal identifiers (e.g., unique personal ID number and name of participants)
supplied to data agencies. In large studies with many outcomes collected from
different sources using different variables and data structures, it would be preferable
to keep them separately in different databases rather than having them fully inte-
grated into a large and complex single database. Depending on the future research
need, certain key data such as ICD-10 codes for all or certain major diseases may be
extracted to create a separate disease endpoint database. Alternatively, it may create
a separate data file listing all outcomes captured from different sources for particular
participants. These outcome data files can then be used in various way by
researchers, including data checking to identify overlap and inconsistency such as
an event reported after death (see Table 5.6).

5.7 Monitoring and Managing Outcome Data

Although the external outcome datasets would be structured and coded, they are
often set up for administrative purposes in real world settings, so inevitably the data
quality may not be optimal. Detailed data quality monitoring and management plans
should be developed and implemented at the early stages of the follow-up to ensure
that health outcome data are collected reliably, consistently, completely, and in a

Fig. 5.5 Bespoke IT system for automated disease standardization in CKB
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timely manner. Initially, the main focus would be on the completeness, consistency,
and quality of the data collected for particular individuals from particular sources.
For example, for each reported death there should be basic checks for completeness
of data for key items on the death certificate, internal consistency (e.g., age at death
vs DOB and date of death), and appropriateness of assigned ICD-10 codes for
underlying and contributing causes. As more outcome data become available, it
would be necessary to undertake certain statistical monitoring to examine data
consistency, general patterns, and timeliness of the data reported over time and
across different study areas/centres. For deaths, these checks may include: (1) pro-
portion of deaths with unknown and/or ill-defined causes; (2) proportion of deaths
without certified contributing causes; (3) proportion of deaths occurring outside of
hospital; (4) mean time delay between deaths and reporting; (5) proportion of deaths
due to certain specific diseases (e.g., diabetes, hypertension) prone to coding errors;
(6) diagnostic criteria for certain diseases (e.g., pathology for cancer); and (7) change
of overall mortality rates over time and comparison with the general population. It
should be noted that the key aim of the statistical monitoring is to detect any
irregularities in reporting, rather than to improve external systems, so that any data
issues revealed in the study are properly understood and so may inform subsequent
analyses (e.g., re-coding of all reported cases for particular conditions).

Apart from an increased range of outcomes captured, combining data obtained
from different sources can also greatly improve the completeness and quality of
outcome data in the study. However, the process may not be straightforward and
requires careful planning and development of appropriate procedures (see Chap. 8).
Even after cleaning and standardisation, the outcome data from multiple sources for
particular participants may cover different periods and contain different variables,
duplicate events, or even conflicting information (e.g., a hospital admission after a
death). For any conflicting information, it may not be possible to resolve any
disparities across multiple sources for particular events. When absolutely necessary
such problems can be resolved by introducing a hierarchy of trust, removing data
from less reliable sources. It should be emphasised that during the process no data
should be deleted permanently from the datasets. The main aim is to check, manage,

Table 5.6 Example of all outcomes for one single participant from multiple sources in CKB

Participant
ID Source Source variable

Diagnosis
date ICD-10 code (disease name)

990000811 Disease
reporting

Stroke report 02-Jan-
2009

I63 (ischaemic stroke)

990000811 Health
insurance

Admission
diagnosis

05-Jan-
2009

I63 (ischaemic stroke)

990000811 Health
insurance

Discharge
diagnosis

07-Jan-
2009

I61.1 (haemorrhagic stroke,
cortical)

990000811 Disease
reporting

Stroke report 18-Mar-
2010

I61 (haemorrhagic stroke)

990000811 Death registry Underlying
cause

01-Jun-
2010

I21 (heart attack)
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and transform the outcome data from these disparate sources into something that can
be readily used for analyses. To facilitate research, it may be necessary to generate
simplified but integrated outcome datasets, containing: (1) one row per participant
(using participant ID); (2) date of diagnosis; and (3) presence or absence of particular
disease. Figure 5.6 shows the numbers of incident cases of five major diseases
captured from different sources in CKB. It demonstrates the value of record linkages
with multiple sources, along with the hierarchy of their data quality (with HI being
the highest, followed by mortality and morbidity registries) relevant for data inte-
gration and analyses.

5.8 Summary

This chapter provides an overview of the general approaches and practical pro-
cedures involved in establishing and managing long-term follow-up in large pro-
spective studies. To ensure that good quality outcome data can be obtained reliably,
consistently, completely, and in a timely manner over a prolonged period, passive
follow-up through record linkages with external data sources is essential. Neverthe-
less, active follow-up through direct contacts with participants and/or their relatives
can be harnessed in various ways to serve the study needs. To establish reliable
linkages, the collection of unique personal ID numbers and/or development of
reliable matching algorithms based on less stringent personal identifiers are critical.
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Moreover, standardised procedures and robust IT systems are required to support
and facilitate the outcome data collection, processing, integration, and monitoring.
To meet future research needs, further efforts may also be needed to verify and
adjudicate disease events for particular diseases in order to improve disease
sub-phenotypes, which will be discussed specifically in the next chapter.
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Chapter 6
Verification and Adjudication of Health
Outcomes in Prospective Cohort Studies
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Abstract The value of prospective biobank studies critically depends on their
ability to collect large number of well-characterised disease outcomes on study
participants over a prolonged period of time. In contrast with case-control studies
which typically collect data on disease cases directly from hospitals, prospective
studies collect incident disease outcomes during follow-up over several years or
decades by linkage to death or disease registries. Verification of reported disease
outcomes in prospective studies is the process of independent validation of the
reporting sources for disease outcomes. Adjudication is the process of independent
review of all the available evidence on clinical symptoms, signs, imaging, biochem-
ical or histological investigations to classify reported disease outcomes into major
disease types and their pathological and/or aetiological sub-types. Hence, disease
verification and disease adjudication are complimentary processes to verify the
accuracy of reported diagnoses and to classify major diseases into their pathological
sub-types. Since most major diseases present as clinical syndromes, reliable classi-
fication of disease outcomes is required for studies of genetic and other determinants
of such diseases. Verification and adjudication systems require collection of addi-
tional information from external sources, including disease registers or medical
records from hospitals or primary health care systems for independent review by

Y. Chen (*) · R. Clarke
Big Data Institute Building, Nuffield Department of Population Health, Old Road Campus,
University of Oxford, Oxford, UK
e-mail: yiping.chen@ndph.ox.ac.uk

© Springer Nature Singapore Pte Ltd. 2020
Z. Chen (ed.), Population Biobank Studies: A Practical Guide,
https://doi.org/10.1007/978-981-15-7666-9_6

123

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7666-9_6&domain=pdf
mailto:yiping.chen@ndph.ox.ac.uk
https://doi.org/10.1007/978-981-15-7666-9_6#DOI


clinical specialists. The design and implementation of practical procedures needed
for disease verification and adjudication in large prospective studies requires feasible
and cost-effective systems. Both verification and adjudication systems require reg-
ulatory approval to safeguard the confidentiality of personally identifiable data. This
chapter discusses the principles and practical procedures required to establish sys-
tems for verification and adjudication of disease outcomes in large prospective
studies, which will also be of general relevance for other studies.

Keywords Prospective studies · Biobanks · Health records · Adjudication · Disease
classification

Abbreviations

AI Artificial intelligence
BMI Body mass index
CDC Centre for Disease Control
CKB China Kadoorie Biobank
CK-MB Isoenzyme of creatine kinase
COPD Chronic obstructive pulmonary disease
CPRD Clinical practice research datalink
CRF Case report form
CT Computed tomography
EHR Electronic health records
GWAS Genome-wide association study
HES Hospital episode statistics
HI Health insurance
i-CASE Internet-based Case Adjudication System for clinical Events
ICD-10 10th revision of international classification of diseases
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IHD Ischaemic heart disease
LAA Large artery atherosclerosis
MRI Magnetic resonance imaging
NHS National Health Service
PVD Portable validation device
SBP Systolic blood pressure
SOP Standard operating procedures
SVD Small vessel disease
TOAST Trial of Org 10172 in Acute Stroke Treatment
VTE Venous thromboembolism
WHO World Health Organization
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6.1 Introduction

The value of large prospective biobank studies relies not only on the recruitment of a
large number of well-characterised healthy individuals but also on the collection of
exposures (using questionnaires, physical measurements, and assays of biological
samples) and disease outcomes during follow-up over several decades. The associ-
ations of exposures with particular disease outcomes may differ, both qualitatively
and quantitatively, by disease types and their main sub-types. For example, recent
findings from the China Kadoorie Biobank (CKB), a prospective study of>512,000
adults in China, showed that the associations of blood pressure with stroke were
much stronger for intracerebral haemorrhage (ICH) than for ischaemic stroke
(IS) (Lacey et al. 2018). Moreover, the associations of LDL-C with stroke differed
qualitatively by stroke types, being positive for IS and inverse for ICH (see Fig. 6.1)
(Sun et al. 2019). Likewise, the associations of adiposity with different oesophageal
cancer sub-types differed qualitatively, being positive for adenocarcinoma and
inverse for squamous cell carcinoma (Smith et al. 2008). Improved characterisation
of disease outcomes in epidemiological studies has already not only enhanced our
understanding of the relevance of many established risk factors for major diseases
but also helped to identify novel genetic and non-genetic causes for many diseases
(Herrett et al. 2013; Ay et al. 2014).

In case-control studies, data on particular disease outcomes are usually collected
directly from hospitals. By contrast, prospective studies typically identify and record

Fig. 6.1 Associations of plasma LDL-cholesterol with different stroke types in CKB (re-use with
permission from Sun et al. 2019)
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disease outcomes by linkage with mortality and disease registries. Such outcome
measures tend to lack important clinical and diagnostic information needed to
reliably classify diseases into relevant pathological sub-types. Hence, in addition
to ensuring completeness of long-term follow-up (see Chap. 5), appropriate strate-
gies are also needed in prospective studies to verify the reporting accuracy of disease
outcomes and to further classify major diseases into their pathologically
aetiologically relevant sub-types. The procedures for verification and adjudication
may involve collection of additional clinical information (e.g., presenting symptoms
and signs, results of laboratory tests, imaging or other diagnostic investigations)
from medical records stored in hospitals or primary care systems for independent
review by clinical specialists. As large prospective studies typically involve diverse
regions (or countries) with disease diagnoses provided by multiple different hospi-
tals, there are many regulatory, logistic, and practical challenges for undertaking
disease verification and adjudication in real-world settings. Careful planning and
development of secure and reliable procedures and systems are therefore required to
ensure that the work can be carried out efficiently, cost-effectively, and at scale. This
chapter describes general principles and practical procedures for disease verification
and adjudication in prospective studies, with illustrative examples from CKB (Chen
et al. 2005, 2011). Moreover, it considers some of the regulatory issues that may be
encountered, in addition to the requirements for coordination and management of
field work and clinical specialists for outcome adjudication.

6.2 Guiding Principles and Approaches

In many populations with limited health system infrastructure, collection of data on
health outcomes may be limited to cause-specific mortality. However, increasingly
in many other populations, it is now possible to obtain a wide range of fatal and
non-fatal disease outcomes by linkage with cancer registries, Hospital Episode
Statistics (HES), health insurance claims databases, and primary care records, such
as Clinical Practice Research Datalink (CPRD) or other systems. While there are
substantial challenges in accessing, linking, and integrating data from such sources
(see Chap. 5), these systems can provide much more detailed clinical data to enable
researchers to classify disease sub-types and address a wider range of research
questions beyond analyses of cause-specific mortality.

6.2.1 Main Objectives

The chief objectives of outcome verification and adjudication in large prospective
studies are to: (1) improve the reliability of diagnosis of cases (i.e., minimise false
positive rates); (2) enhance specificity (i.e., minimise misclassification of disease
outcomes); and (3) collect additional clinical and diagnostic information to reliably
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classify and sub-classify disease outcomes. A multistage framework is needed to
achieve these objectives in an efficient and cost-effective manner.

6.2.2 Scope of Work

Verification of reported health outcomes and adjudication of a subset of the most
important outcomes involve a series of distinct, albeit integrated, stages of work to
improve the quality of health outcomes recorded in prospective studies. These stages
include: (1) ascertainment of suspected cases of disease or clinical events through
linkage with available registries and health record systems (see Chap. 5); (2) disease
verification through internal checks and cross-referencing, with or without review of
source documents; and (3) disease adjudication with review of source documents.
Each stage has distinct objectives and involves different data sources and procedures
(Table 6.1).

Depending on the study design, research objectives, local health infrastructure,
specific consent from participants, and regulatory constraints, the detailed plan and
procedures required to undertake disease verification and adjudication are likely to
vary substantially in different settings and between different studies. Moreover, even
in the same study, the work involved for different diseases may also vary greatly, for
the quality of routine health care data will not be uniform for different diseases. In
many studies, the main tasks may simply involve collection and ascertainment of
disease outcome data from a few major sources (e.g., death registries or cancer
registries) and then undertaking internal checking on linkage quality, completeness,

Table 6.1 Framework for outcome verification and adjudication in large prospective studies

Stage Procedures Likely data sources

1. Ascertainment of
suspected cases

• Linkage to health records via
unique participant ID or matching
algorithm

• Death registries
• Cancer registries
• Hospital admission

records
• Health insurance

records
• Primary care records
• Pharmacy records

2. Verification of reported
cases

• Cross-checking of disease
registries and health records

• Source verification

• Electronic health
record (EHR)

• Disease registers
• Medical records

(paper or electronic)

3. Adjudication and classi-
fication of cases

• Adjudication by reviewing
medical records

• Classification using pre-specified
criteria

• Medical records
• Imaging and other

examinations
• Laboratory test

reports
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removal of duplicate records and assessing data quality. In studies with more follow-
up, the ability to detect possible under-reporting or other inconsistencies (e.g., dates
of death occurring before admission to hospitals) and other data quality issues will
certainly be improved by verification procedures (see Chap. 5). For example, the
validity of coding of major diseases by HES system in the UK can be compared with
Primary Care records (e.g., CPRD) or cancer registries and where the agreement is
high, no further data collection may be warranted for verification or adjudication of
HES data (Wright et al. 2012; Green et al. 2019). Even if the agreement is high, some
routine checking is still indicated to ensure data quality over time. For many
identified issues, it may be possible to resolve issues without the need to go back
to source documents (e.g., original medical records). Conversely, it may not be
possible or feasible, for regulatory or logistic reasons, to check source documents
(e.g., original medical records) in order to correct any major errors or inconsis-
tencies. In such circumstances, certain roles need to be developed to handle and
accommodate any likely data issues identified, using data hierarchy systems based
on perceived data quality of different reporting sources (see Chap. 8).

In many countries such as the UK and Scandinavia with well-established health
care systems and data reporting infrastructures, disease outcomes recorded in some
routine registries or electronic health records may be sufficiently accurate to reliably
classify major diseases for most purposes. Despite this, it is still prudent for
prospective studies to conduct independent validation of the quality of reported
disease outcomes (Herrett et al. 2013). Such disease validation should involve
review of objective records from independent external sources in a random sample
of the individuals with major diseases. The study findings should help to estimate the
positive predictive value of the reported diagnoses for particular disease outcomes in
the study. For example, the Million Women Study (MWS) in the UK undertook
validation study of disease diagnoses reported by HES using the more detailed
primary care records, involving a random sample of 1000 cases of each of stroke,
ischaemic heart diseases (IHD), and venous thromboembolism (VTE). This study
demonstrated almost 95% agreement for these major vascular disease outcomes,
while for sub-types of stroke, the agreement was somewhat more variable (e.g., 86%
for ischaemic stroke, 78% for intracerebral haemorrhage) (Wright et al. 2012).

Access to and use of external records can be challenging, as such systems were
not designed for research purposes, so the information routinely collected in these
systems may be limited, especially for undertaking detailed phenotyping of certain
specific diseases (e.g., Large Artery Atherosclerosis [LAA] vs Small Vessel Disease
[SVD] IS) using diagnostic algorithms (e.g., TOAST) (Adams Jr et al. 1993). For
certain conditions such as cancer, even the reported diagnosis may be very reliable,
additional data are typically required on cancer sites, tumour histology, tumour stage
and grade, results of cancer biomarkers (e.g., oestrogen receptor status), which may
not be routinely available from certain reporting sources. Hence, collection of
additional information directly from hospitals or primary care medical records by
the study investigators may be necessary at least for selected major disease
outcomes.
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6.2.3 General Approaches

As most prospective studies typically include a wide range of health outcomes, it
may not be possible to undertake detailed and independent outcome verification and
adjudication for each outcome. Particular diseases should be prioritised based on
their public health significance, number of cases accumulated, perceived reliability
of disease diagnoses, research priorities, and available resources. As a starting point,
it may be necessary to focus the work just on several major diseases of global and
local health importance (e.g., stroke, IHD, cancer, and COPD). To help inform long-
term planning and scope of the work required, it would be prudent to undertake pilot
studies, involving a small sample (approximately 500–1000 participants) of ran-
domly selected cases of specific diseases reported across different study areas.

Depending on the findings of these pilot studies, future work may vary, ranging
from little extra work (where disease reporting is accurate and information on
disease sub-types is adequate), to collection of additional clinical data for a subset
of cases reported in particular areas or hospitals, to systematic collection of addi-
tional data for most or all such cases over time. For many diseases (e.g., stroke, IHD,
and certain cancers), there may be multiple recurrences and readmissions to hospital
following a first-ever incident disease event. In selecting relevant cases for verifica-
tion and adjudication, therefore, due attention should be paid to types of events
considered (first-ever incident vs recurrent events). In CKB, several pilot studies
were undertaken, involving retrieval and independent review of medical records for
~1000 cases each of stroke, IHD, cancer, diabetes, and COPD (Kurmi et al. 2016).
Based on study findings, long-term plans for outcome verification and adjudication
have been developed for different diseases in CKB. For diabetes and COPD, the
reliability of reported cases was high, and hence, no further verification and adjudi-
cation was required. For stroke, IHD, and cancer, which have heterogeneous
aetiology, it was necessary to collect additional information from medical records
in order to reliably classify major diseases into their aetiologically relevant
sub-types.

6.2.4 Regulatory Approval

Health records are confidential and access to such data is typically regulated and
controlled by national legislation and local regulations (e.g., the UK Data Protection
Act 2018). Hence permission to access such records requires appropriate consent of
study participants, which is usually obtained at enrolment in the study (see Chap. 2).
Moreover, access to health outcomes also requires formal approval by regulatory
agencies and governing bodies overseeing such health records, or the healthcare
providers who hold such records (e.g., NHS in the UK for the HES and CPRD data).
For access to original medical records and electronic health records (EHR), further
permission may also be needed from the individual hospitals that store such records.
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The process for obtaining approval and access may vary depending on the data
sources, sensitivity of the information sought, and local regulations. For cause-
specific mortality and cancer incidence that have been widely used by researchers,
it may be reasonably straightforward to obtain approval from the relevant agencies in
most countries. For other more detailed hospital records, such as HES/HI data and
primary care data, it can be more challenging to secure formal approval and access,
even in countries with well-established legal frameworks governing their use in
medical research. In countries where no appropriate legal frameworks are in place, it
may not be possible at all or may take many years of negotiations before formal and
limited approval can be granted. To help facilitate the approval process, it may be
necessary to limit the data sought only to those that are essential for the planned
research (e.g., those related to diagnosis rather than management of the disease and
associated costs). Once approved, it is necessary to have a formal agreement with the
relevant agencies to specify a range of key issues, including the scope of data to be
provided, time schedule, and associated costs.

In CKB, consent to access health record information was included in the written
informed consent form approved by the study participants at baseline recruitment
between 2004 and 2008. Apart from well-established death registries in study areas,
there were also local registries for major disease incidence (stroke, IHD, cancer, and
diabetes), with varying degree of completeness and quality. Both registries are
managed by local CDC, which are the local study partners, facilitating approval
and access. In China, the nationwide health insurance (HI) schemes were launched in
2004–06, which are managed by other government agencies. The CKB obtained
permission for linkage with local HI claims databases for study participants, using
unique personal identifying (ID) number obtained at initial study enrolment (see
Chaps. 3 and 5). Once the linkage is established, it is then possible to access a large
amount of information on any episodes of hospitalisations and selected procedures
(operations or invasive diagnostic or therapeutic procedures) from HI records. In
order to verify and further classify any reported disease diagnoses, it is necessary to
retrieve medical records, which is time-consuming and labour intensive and requires
permission and cooperation of hospitals. Hence, retrieval of medical records has to
be carefully planned and restricted to a limited number of major diseases diagnosed
at a relatively small number of major hospitals.

6.2.5 Development of Procedures and IT Systems

Figure 6.2 illustrates procedures that are typically involved for disease verification
and adjudication in large prospective studies. Appropriately designed pilot studies
for selected disease outcomes can also facilitate development of Standard Operating
Procedures (SOPs) and bespoke IT systems that may be necessary to support and
manage large-scale verification and adjudication activities, from identifying and
selecting relevant participants, undertaking data collection in hospitals, to secure
data transfer and remote outcome adjudication by clinical experts. Table 6.2
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provides examples of bespoke IT systems developed in CKB to support and manage
various stages of the work. Apart from software development, the choice of com-
puter hardware device (e.g., laptop, tablet, or mobile phone) needs to be carefully
considered. Moreover, the advantages and disadvantages of different IT platforms
(e.g., window-based vs web-based) also require careful consideration (see Chap. 7).

6.3 Practical Procedures for Verifying Reported Outcomes

In countries such as the UK with well-established nationwide primary health care
systems, it is possible to verify reported incident disease outcomes from registries
and other health record systems (e.g., HES, cancer registries) using primary health
records, which generally contain reasonably detailed medical reports from hospital

Fig. 6.2 Procedures of outcome verification and adjudication in CKB

Table 6.2 Examples of IT systems for verification and adjudication of health outcomes in CKB

Stage Names of software Functionalities

Planning Cas
Passman
NID Check
DrList
PVD Hospital
Standardiser

Manage users for web apps
Manage passwords
Check validity of national ID number
Generate participant list for regional study centre
Analyses and match hospital names
Automated coding and standardisation of reported outcomes

Verification LT follow-up
PVD Manager
Outcome PVD
OV-Manager
OV-Reports

Collect and manage long-term follow-up events
Produce lists of events for verification at local centres
Collect source evidence for reported outcomes in hospitals
Central management of outcome validation
Generate reports of outcome validation

Adjudication CRD Web
i-case

Allocate and manage adjudication tasks to adjudicators
Provide internet-based event adjudication
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for each admission. However, in most low- and middle-income countries without
universal primary health care systems, it may only be possible to undertake verifi-
cation of reported disease outcomes by review of paper or electronic medical records
kept in hospitals. This requires corroboration in the hospitals where the patients had
been admitted for the particular disease events at the specified date. For large studies
involving multiple study areas, this requires feasible and cost-effective approaches to
obtain external corroboration of disease outcomes using medical records of the study
participants.

6.3.1 Planning and Prioritising

As prospective studies typically collect a wide range of health outcomes from
geographically diverse areas, it would not be feasible nor possible to undertake
outcome verification for all types of disease outcomes recorded. In addition to the
need to prioritise the diseases, it is also important to plan carefully the number of
cases selected and hospitals involved for particular disease outcomes. Initially, it is
prudent to focus on 5–10 major diseases of significant population health importance,
involving 500–1000 cases for each, preferably selected at random from different
areas and across different time periods. If the verification work involves retrieval of
medical records, the hospitals should also be carefully selected, taking into consid-
eration the geographical location, types, or ranking of hospitals (e.g., district versus
teaching hospitals), permission obtained, and number of cases recorded. For practi-
cal considerations, it may be necessary to focus chiefly on hospitals that have
recorded a reasonably large number of cases and within easy access by study staff.

The information to be collected from hospital or other sources (e.g., primary
health records) for verification will differ greatly between different disease out-
comes. Moreover, the information to be collected would also vary greatly depending
on whether or not it is combined with outcome adjudication work that would involve
independent and detailed review of medical records (see below). In general, specific
clinical research forms (CRFs) are required for different diseases, which should be
developed after consultation with clinical experts. Depending on work plan for
specific diseases, they may involve (1) simple recording of discharge diagnoses
without any supporting evidence; (2) collection of discharge summary; and (3) col-
lection of details of presenting symptoms, clinical signs and likely initial and
discharge diagnosis, together with discharge summary and specific test reports
(e.g., neuro-imaging for stroke, histological tests for cancer types, blood levels of
cardiac enzyme and electrocardiograms (ECG) for suspected acute myocardial
infarction).
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6.3.2 Selecting Diseases

Since participants typically have multiple disease events recorded during the same or
different hospital admissions, and cases for individual diseases may be coded using
different coding systems. Before undertaking outcome verification, all disease
events ascertained from different sources need to be properly checked and coded
using standard coding systems such as the ICD-10 codes. Additional data processing
tasks may involve de-duplication (see Chap. 8). It is also likely that many partici-
pants may have multiple reports of same conditions over time, which could be new
admissions of an old index episode (e.g., multiple admissions for cancer chemother-
apy/radiotherapy), episodes of recurrent events (e.g., recurrent stroke), or new onset
of same condition (e.g., onset of right breast cancer after left breast cancer).
Similarly, many participants may have reports of different conditions at the same
calendar date or at some later date. In selecting disease events for verification, it is
important to develop appropriate selection criteria for different conditions,
distinguishing (1) incident from prevalent cases; (2) fatal from non-fatal disease
events; and (3) index cases from comorbid cases. In prospective studies, the verifi-
cation work should generally focus on the first incident event, or the earliest event for
particular conditions recorded as an index case of hospital admission during follow-
up. Moreover, as some participants may die at home without proper medical
attention, it is more difficult to verify fatal compared with non-fatal disease cases.
Some studies may also wish to undertake verification of prevalent cases of certain
diseases recorded at baseline for specific purposes (e.g., discovery of genetic variants
in genome-wide association studies (GWAS)), which may only be possible through
review of primary health care data rather than hospital admission records.

6.3.3 Selecting Hospitals

Critical to the success of disease validation is retrieval of medical records. This in
turn depends upon identifying the individual hospitals where study participants were
admitted for particular diseases to be verified. Hospital information can be obtained
from multiple sources, including primary care (e.g., family doctor or general prac-
titioner) records, HI records, or death and disease reporting cards. In many circum-
stances, hospital information may not be recorded properly or consistently, with
same hospitals having multiple different names. To facilitate the selection process, it
is important to establish a hospital database containing a list of all hospitals involved,
including their official names, contact addresses, and official rankings. This can
usually be accomplished by searching and downloading official hospital lists from
national or local health agencies (or equivalent), updated and supplemented by
further checking and modification by the local study staff.

In selecting relevant hospitals, it is important to distinguish hospitals that reported
the disease initially (reporting hospital) from one where participants had their
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definitive diagnosis ascertained (diagnosis hospital). For the same disease event
involving more than one hospital, it may be necessary to select all hospitals involved
to increase the likelihood of identifying and retrieving relevant medical records. If
the relevant identifiers of the local hospital are missing, it may be prudent to select
the highest-ranking hospital. In countries such as China that lack a routine hospital
referral system, patients may choose to be admitted to any hospital of their choice.
Hence, it may be necessary to identify the hospitals or specialist hospitals where
people are most likely to have been admitted if information about diagnosis hospital
is unavailable. For example, in CKB, a large proportion of medical records of rural
residents could be retrieved from 1 to 2 local county hospitals for most major
diseases (e.g., stroke or IHD), while for certain other diseases such as cancer a
high proportion of cases were diagnosed at specialised or high-ranking hospitals in
nearby big cities. Detailed understanding of the arrangements for local health care
delivery can inform planning of outcome verification.

6.3.4 Generating Verification Lists

To facilitate field work, detailed verification lists should be generated centrally
according to specific hospitals involved, containing participants’ personal (e.g.,
name, date of birth, sex, and unique personal ID number) and admission details
(e.g., dates of admission and discharge, discharge diagnosis and ICD-10 code, ward
name, and admission or hospitalisation number) related to specific episodes of
disease outcomes. Prior to the field work, such lists should be sent directly or via
regional study offices, using secure methods, to the relevant hospitals so that the
medical records can be identified and retrieved in advance. To reduce unnecessary
workload, number of site visits, and the need for multiple permissions for access, the
work for different diseases should be carefully coordinated and preferably under-
taken at the same time. As the verification lists for specific hospitals may contain
multiple diseases, the retrieval lists should be prepared to suit to the filing systems of
the medical records in specific hospitals (e.g., by disease type, ward number or name,
patient name, or admission number).

6.3.5 Organising Fieldwork

Study staff responsible for undertaking case verification should have basic medical
knowledge and be properly trained, especially if it involves retrieval and review of
hospital records, to ensure that they comply fully with study procedures and are able
to review, select, and record relevant information from the medical records. Before
starting any work, it is important to liaise properly with relevant hospital depart-
ments to agree on the timelines, work schedules, and methodology for access and
extent of such access. To increase efficiency and minimise the time required to
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complete the work in hospitals, it is frequently necessary to have two staff members
working simultaneously to complete the data collection in a timely manner. Such
staff can work collaboratively or independently depending on the specific tasks and
procedures involved. Before recording any data from medical records, it is para-
mount to first check and ensure that the correct medical records for the specific
participants requested have been retrieved by the hospitals. For un-retrieved medical
records, it is necessary to record possible reasons (e.g., unavailable, filed away
permanently, or borrowed by others). For any records that match fully with the
study participants, but not with the index events (e.g., different admissions or
different diseases), it is still necessary to record details of the retrieved medical
records where feasible, but to record information to facilitate further checking and
data integration. Depending on the work plan, the data collection may use paper or
electronic case report forms (CRFs). Subject to approvals and permission, it is often
much more efficient and cost-effective to take photographic images of the relevant
pages of the medical records using the built-in camera of computer tablets (or mobile
phones) that can be controlled by the bespoke software. In hospitals with proper
electronic health records (EHR), it may be more appropriate to simply download the
relevant sections of the medical records stored in the EHR.

6.3.6 Processing and Coding Outcome Data

The information collected should be properly checked, processed, and coded cen-
trally according to the established procedures and coding rules (see Chap. 8). If
disease verification involves paper CRFs, then the information collected initially
needs to be entered into computer, for which double entry would be standard and can
be done in-house or by certain fee-for-service agencies. If verification uses electronic
CRFs, then the checking and coding should be conducted automatically at the time
of data collection to minimise the need for any subsequent work (see Chap. 2).
Although the main objective of case verification is to confirm the accuracy of
diagnosis of the reported disease outcomes, information in addition to disease
diagnoses collected should also be checked, coded, and integrated into study data-
base to facilitate study monitoring, quality control, data analyses, and different types
of research (e.g., better understanding of hospital management for certain diseases).

6.3.7 Case Studies of Verification of Cancer

In the UK, it is possible to obtain reliable data on cancer types and other relevant
information (e.g., histology, key biomarker status) for sub-classification by linkage
with cancer registry, HES system as well as primary care (e.g., CPRD) records. Such
linkage systems are used to provide confirmation of reported diagnoses of major
cancers with very high levels of reporting accuracy. However, such approaches may
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not be feasible in other countries without well-established caner registries. In the
CKB, an initial pilot study of ~1000 cancer cases (100 cases from each of ten study
areas) reported from local cancer registries and HI systems found that while the
accuracy of cancer diagnoses was generally high, little information was typically
available on cancer histological sub-types and certain key biomarkers (e.g.,
oestrogen receptor status for breast cancer, or prostate specific antigen test results
for prostate cancers). The results of the pilot study demonstrated the need to
undertake a systematic data collection of the histopathological and other test reports
through retrieval of medical records. To facilitate the work for cancer (and a few
major other diseases: see below), a bespoke IT system, named as “PVD”, was
developed for computer tablets, which recorded key clinical data using electronic
CRFs, along with photographic imaging of key test reports, relevant for subsequent
molecular staging of cancer types (see Fig. 6.3). By the end of 2019, ~20,000 cancer
cases had been verified using this approach, showing that for most major cancers
(lung, colon, liver, stomach, prostate, oesophagus, and breast), the reporting accu-
racy of cancer types was high (>90%). Moreover, once cancer histology and other
information (e.g., tumour stage, size, and biomarkers) have been collected through
PVD, there is little need for additional specialist adjudication of cancer cases.
However, for other diseases such as stroke, for which specialist adjudication is
needed to reliably classify disease cases into pathologically or aetiologically distinct
sub-types (Adams Jr et al. 1993).

6.4 Practical Procedures for Outcome Adjudication

Adjudication is the process of independent review of all the available clinical
information to confirm and classify reported disease outcomes into relevant disease
categories and sub-types according to pre-specified criteria. In randomised con-
trolled trials, it is routinely done to ascertain and improve the accuracy of disease
outcomes reported by patients or their doctors. The adjudication requires teams of
clinical specialists to review the medical records and reliably confirm and assign
cases into major sub-types. As with certain verification studies, adjudication typi-
cally requires copies of relevant medical records (presenting symptoms and clinical
signs, blood tests, or imaging or other investigations) for the reported cases of
specific conditions to further classify the reported diagnoses into sub-types
according to pre-specified diagnostic criteria. Depending on the study plan, it
could involve a random subset of the cases reported for specific diseases from
different hospitals and at different time periods, or all of the cases collected.
Although the adjudication work can be done manually, the use of robust and reliable
IT systems is necessary to undertake and manage large-scale tasks in an efficient and
cost-effective manner.
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6.4.1 Organising Adjudication Committees

Adjudication Committees comprise a group of clinical specialists who are appointed
to conduct adjudication of diagnoses according to pre-specified criteria. Typically,
membership of adjudication committees is composed of independent specialist
clinicians that operate independently and are blinded to each other and the additional
study data. Membership of such committees should include practising clinicians
with expertise in diagnosis and treatment of the relevant diseases and be represen-
tative of the types of hospitals used by the study participants. If possible, consultants
from high rank hospitals should be invited to be members of adjudication commit-
tees. To ensure confidentiality and data security, each member should sign a
confidentiality agreement with the study group. The committees can meet periodi-
cally in both face to face meetings and electronically to discuss the pre-specified
diagnostic and disease classification criteria and work schedules. To facilitate col-
laboration and effective management of the process, appropriate incentives may be
provided to ensure completion of the adjudication in a timely manner. Moreover,
members of such committees should be invited to attend periodic local national and
international scientific meetings and invited to be co-authors on selected peer-
reviewed publications that evaluated their work.

6.4.2 Preparing Disease Cases

Since the adjudication involves review of medical records, it should be preceded by
outcome verification. To ensure consistency and reliability, information collected
from medical records related to participant and specific events should be cross-
referenced with data acquired from original reporting sources (e.g., HES and HI).
Any discrepancies identified should be further reviewed centrally. To minimise
unnecessary work by the committees, partially matched records or records with
major issues or limited clinical information may not be considered for inclusion in
adjudication. Once checked and processed, the retrieved medical records should be
integrated with detailed adjudication CRFs for specific diseases to generate adjudi-
cation task list for specific members of the committee (see Fig. 6.4). Where possible,
any sensitive identifiable personal information (e.g., name, unique personal ID
number, hospital admission number) should not be included in the file and the
number of cases to be adjudicated by each committee member should be determined
according to the agreed schedule and timelines. If the work is done mainly through
papers, then the files and detailed medical records should be delivered using special
courier service to each member of the committees. If it is done electronically, then
the file should be password protected and delivered securely to the committee
members. Alternatively, the file can be uploaded into study web servers, which
will enable committee members to undertake the adjudication work remotely using
different devices without the need to download any documents (see Sect. 6.4.4).
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6.4.3 Processing, Coding, and Classifying Disease Outcomes

In theory outcome adjudication studies typically have four possible results for each
event (i.e., true-positives and true-negatives), for which the assessor correctly judges
that the event did or did not occur; and false-positives and false-negatives, for which
the assessor incorrectly judges that the event did or did not occur. False-positive and
false-negatives will result in bias and systematic underestimation of true associations
with diseases. As with disease verification, where it is only possible to collect
medical records from disease cases, validation of disease cases yields positive
predictive values for disease types and disease sub-types. In large prospective
studies, only a small proportion of participants will ultimately develop certain
specific diseases, so false positive rates are much more important than false negative
rates. Errors in reported diagnoses in cohort studies will lead to bias and underesti-
mation of associations of exposures with diseases and erroneous conclusions about
the importance of such diseases. Hence, outcome adjudication should focus on
accuracy of case diagnosis rather than on missing cases.

The specific processes required for outcome adjudication may vary for different
diseases. For some diseases, it may involve review of medical records and then
completing a short CRF with final adjudicated diagnosis according to pre-specified
rules and criteria. For other diseases, especially those involving electronic processes,
it may also involve further extraction of key data from medical records, followed by
final assessment of the disease diagnosis. The latter process, which was adopted in
CKB (see below), is more time-consuming, but facilitates quality control, disease
sub-phenotyping using certain algorithms (e.g., TOAST criteria for sub-classifying
ischaemic stroke), development of automated processes, and new research utilising
the data collected (e.g., disease management). To ensure consistency and data
quality, the outcome adjudication should be conducted by members of adjudication
committees using their native language and checked centrally by research doctors for
consistency with international standard criteria and research-specific criteria (see
Sect. 6.5).

6.4.4 Case Studies of Outcome Adjudication of Stroke

In China, stroke is highly prevalent in the adult population for reasons that are still
poorly understood. Although the diagnoses of stroke cases mostly involved neuro-
imaging even in rural areas, a pilot verification study of about 1000 stroke cases
demonstrated that the reported hospital diagnoses of stroke types were unable to
classify ischaemic stroke (IS) into LAA or SVD sub-types, or intracerebral
haemorrhage (ICH) cases into lobar and non-lobar sub-types. Given the public
health importance of the stroke and aetiological heterogeneity of such stroke
sub-types, it was decided to adjudicate all the reported first incident stroke cases
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(along with IHD, cancer, and chronic renal disease) in CKB to enable reliable
analyses of prognosis and determinants of IS and ICH sub-types.

In CKB, the stroke adjudication was conducted using bespoke Internet-based
Case Adjudication System of clinical Events (i-CASE) by Chinese neurologists.
This system allowed clinicians to access the relevant medical records allocated to
them from their own devices, including desktop computer, mobile phones, i-pads, or
tablets, at any time and from any location of their choice (see Fig. 6.4).

Each outcome adjudication typically required about 30 min to complete, involv-
ing not only careful review of the medical record images captured by CKB staff
through hospital visits but also extraction and entering of selected information from
medical records (e.g., those related to presenting characteristics, types of examina-
tions and tests undertaken, use of specific medications, along with reports of neuro-
imaging or other diagnostic tests or procedures) into adjudication CRF. Based on the
careful review of the key medical records, a final adjudicated diagnosis may confirm,
reclassify, or refute originally reported stroke types by hospitals, which are further
checked centrally as part of quality control process (see below). The detailed
information recorded by i-CASE also facilitates further classification of stroke
types into their main sub-types using established algorithms.

By the end of 2019, a total of 22,700 cases of IS and 3720 cases of ICH had been
adjudicated in CKB. Overall, the confirmation rates were 79.6% (95%CI: 79.1, 80.0)
for IS and 98.2% (95%CI: 98.1, 98.4) for ICH. For both stroke types, a proportion of
the cases were reclassified, mainly from IS to ICH and vice versa, while a small
number of cases, often other vascular diseases, were refuted. This has greatly
improved relative risk estimates for blood pressure and stroke types (see Fig. 6.5).
Moreover, adjudication permitted further sub-classification of IS cases into LAA and
SVD IS sub-types using TOAST criteria, and further sub-classification of ICH cases
into lobar and non-lobar ICH sub-types.
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6.5 Monitoring and Data Management

In large prospective studies, verification and adjudication of disease outcomes
typically involve many different procedures, requiring detailed organisation, includ-
ing multiple study and non-study staff. Apart from formal training, development of
Standard Operating Procedures and robust IT systems are needed to manage all
aspects of the fieldwork, including regular ongoing monitoring of progress, data
quality, completeness, and consistency by study regions, by staff and by adjudica-
tors. The key aims of monitoring such data are to detect any issues in the data
collection or review process that can be addressed to improve the quality of study
procedures. For long-term ongoing adjudication of major diseases conducted over a
long period, statistical analyses and periodic reports are required to monitor pro-
gress, performance, and data quality using quality indicators, such as retrieval rates
or reasons for non-retrieval, by regions or staff members.

Despite the accuracy of diagnosis being the main objective for event verification
and adjudication, the consistency of diagnoses is also very important for research,
including both inter-adjudicator consistency and the consistency between different
adjudicators. Consistency is usually assessed by comparing the adjudicated diagno-
ses recorded for the same clinical event by two different adjudicators, which can be
done centrally as a separate process or built into routine processes involving random
subsets of cases (e.g., 10% of the disease events). Moreover, the consistency with
international standard criteria also needs to be checked, which can be done by
comparing adjudicated diagnoses to a diagnosis generated automatically by com-
puter programmes using built-in algorithms that are developed using standard
diagnostic criteria. If the adjudicated diagnosis differs importantly between adjudi-
cators, or deviates significantly from the standard criteria, it should be flagged for
further investigation and additional central review by study clinicians.

6.6 Summary

In prospective biobank studies improved sensitivity (disease detection) and speci-
ficity (disease classification) should enhance the likelihood of identifying important
associations with lifestyle, biochemical or genetic risk factors for major diseases.
This chapter has highlighted some of the key strategies required for disease outcome
verification and adjudication and described practical approaches using examples
from work developed in the CKB. Future approaches may involve use of artificial
intelligence to standardise ICD-10 codes and develop algorithms for automated
disease classification and improved quality control. In particular, artificial intelli-
gence (AI) has the potential to inform disease verification by cross-referencing
different health records using key words and to improve detailed characterisation
of selected individual diseases using automated algorithms.
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Abstract Modern biobank studies tend to be extremely large and complex, and will
need to continue for decades. Their success relies critically upon the development
and application of comprehensive information technology (IT) systems, not only to
collect and store data securely, but also to manage study operations efficiently.
Across multiple categories of software, quality and efficiency advantages over
traditional paper data collection are potentially profound. However, they can only
be fully realised with a carefully planned and organised approach to establishing
reliable and coherent infrastructure, selecting or developing software that meets
requirements, and choosing the appropriate hardware upon which it will run. Whilst
the technical aspects are myriad, the development of biobank IT systems should be
centred on people, i.e., those who work on the study and those who participate in
it. This guiding principle underpins all decisions throughout the lifecycle, from
planning, through development, to implementation. Special care is needed when
working with external IT teams, and when integrating specialist hardware into the
study. A number of cross-cutting practical issues, such as data and system security,
require careful consideration across the whole development effort.
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Outsourcing

Abbreviations

AI Artificial intelligence
API Application programming interface
CAS Common access system
CKB China Kadoorie Biobank
COTS Commodity-off-the-shelf (of software)
CSS Cascading style sheets
DBA Database administrator
GDPR General data protection regulation
HTML Hypertext markup language
HTTP Hypertext transfer protocol
HTTPS Hypertext transfer protocol secure
ICC International co-ordinating centre
ID Identifier
IDC Internet data centre
IT Information technology
KVM Kernel-based virtual machine
MMS Material management system
NCC National co-ordinating centre
NSIS Nullsoft scriptable install system
OCR Optical character recognition
PDF Portable document format
PHP PHP: Hypertext processor (a recursive acronym)
PVD Portable validation device
RC Regional centre
RFID Radio-frequency identification
SOP Standard operating procedure
UI User interface
URS User requirements specification
UUID Universally unique identifier
VM Virtual machine
XP Extreme programming
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7.1 Introduction

According to the Oxford English Dictionary, information technology (IT) is ‘the
study or use of systems (especially computers and telecommunications) for storing,
retrieving, and sending information. . .’. These systems are in some cases physical—
the computing hardware—yet the majority of IT-related effort is exerted on the
non-physical—the programs that run on the hardware, known as the software. The
balance of this chapter reflects this, by focussing mostly on software.

Modern biobank studies tend to be extremely large and complex and will last for
many years or decades in order to accrue a sufficient number of fatal and non-fatal
disease cases to reliably assess their associations with particular risk exposures.
Moreover, they may cover multiple geographically dispersed regions or countries,
with diverse social, cultural, and linguistic backgrounds. Therefore, the success of
such studies relies not only on careful planning and coordination but also on the
development and application of robust systems to manage, where possible, all
aspects of the study-related activities. Compared to the predominantly paper-driven
studies of earlier decades, IT-powered studies provide potentially huge improve-
ments in terms of quality, efficiency, scalability, consistency, security, traceability,
and cost-effectiveness. This chapter describes key principles, general approaches,
and methodologies for the design and development of biobank IT systems, with
practical examples drawn from contemporary large biobank studies. Many of the
principles and practical considerations described should also be of general relevance
for other population health studies.

7.2 Development Strategies and Methodology

IT is a complex and constantly evolving field so the latest information on current
technology and future directions should be sought from IT specialists at study
planning stage that will not only fit for purposes but also be future proof. Like any
large-scale IT effort, development of biobank IT systems involves co-ordinated team
efforts of those with different expertise, skills, and roles. IT need not solely passively
fulfil requirements considered by researchers; it can also influence study design,
organisation, and management, by suggesting new possibilities, and better ways of
doing things reliably, efficiently, and cost-effectively. The logical thought processes
of IT staff can also contribute more broadly to the biobank project, in key areas such
as high-level planning and development of Standard Operating Procedures (SOPs)
and requirement-specification documents. Moreover, irrespective of whether they
are developed in-house or outsourced, the end product is intended to be used by
those who work on the study and those who participate in it, so that, perhaps
unexpectedly, many considerations fundamental to such development turn out to
be human-related. As well as enhancing capabilities, IT systems typically regulate
and control the behaviour of those who use them, which, unless carefully done, has
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the potential to frustrate. Therefore, careful planning and close dialogue and collab-
oration between IT and other staff throughout the life of the study is crucial, in order
to maximise the extent to which each system empowers its operators and helps them
to do their work. In general, a good IT system for large biobank (or other) studies
should possess a number of key attributes (Fig. 7.1).

7.2.1 IT Infrastructure

Large prospective biobank studies often involve multiple regions or other locations,
with complex and differing levels of operational and management structures. At
minimum, there will be a top-level (co-ordinating) centre, along with a number of
local level centres, although there are many possible variations on this basic pattern.
In establishing any IT infrastructure for a study, it is necessary to consider several
key factors, including: (1) internet availability, speeds, reliability, and costs;
(2) likely quantity of data needing to be collected, transferred, and stored; (3) IT
and data regulations in the different locations; (4) physical security characteristics
(e.g., door locks, security staffing arrangements); (5) existing local IT infrastructure
and staff (e.g., firewalls, IT support staff); (6) requirements for inter-centre linkages,
and infrastructure and linkages within each centre. Depending on the study needs
and settings, the IT hardware devices required may vary, ranging from mobile
phones, through computers (e.g., desktop computers, laptops, and handheld tablets)
and servers, to large cloud-based supercomputing and storage facilities (see Sect.
7.3.3).

Fig. 7.1 Key qualities of a
good IT system for biobank
studies
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7.2.2 Development Methodology

Software development methodologies vary from strictly ordered stages—the
so-called waterfall method—to highly iterative agile and extreme programming
(XP) approaches (Beck 2004). XP recommends test-first development, where pro-
grammers write test code before they write the code to be tested, and pair program-
ming, where two code together, alternating between ‘driver’ and ‘co-pilot’ roles.
Much has been written of the pros and cons of various methodologies, but the key
point is to pick one that seems reasonable and then follow it, to avoid chaotic
methodology-free development.

In reality, a compromise approach can be productive: the iterative waterfall
method (Fig. 7.2), as used successfully by CKB. Like the traditional waterfall
method, this breaks down development into distinct stages. However, it differs by
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acknowledging the need for iteration: letting the water flow back up the waterfall. As
development flows downwards, the cost associated with any change rockets: as in
nature, moving water upwards against gravity is hard work. Part of the skill of
software development is knowing when it is time to move to the next stage. To
minimise costly future upwards iterations, avoid moving prematurely, but also
beware of getting stuck in analysis paralysis.

7.2.3 User Requirement Specification (URS)

URS is a key document detailing a hybrid requirements and high-level specification
for software development. The URS is the contract, agreed to by all parties, and is
usually written jointly by researchers and IT staff. It is definitive, although other
(higher or lower level) documents can supplement it, where useful. For in-house
development, the study group is responsible for preparing the URS and then
following the entire process. For outsourced development, the study group should
still actively participate in analysis and production of written requirements, and it is
vital to agree an acceptable process with the partner organisation, clarifying respec-
tive roles.

7.2.4 Categories of Biobank Software

Depending on study design and requirements, a wide variety of IT systems can be
developed to support and manage all aspects of study activities (Fig. 7.3). Apart from
data collection (e.g., questionnaire interview and physical measurements), they can
be used to manage staff at various levels (e.g., access, password), biological samples
(e.g., collection, processing, shipment, storage, and retrieval), study materials and

Fig. 7.3 Main categories of
IT system in large biobank
studies
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devices (e.g., purchase, supply, calibration, maintenance), communication and mon-
itoring (e.g., exchange of message, quality control, statistical monitoring), and
systems and infrastructure (e.g., anti-viral, system performance, and maintenance).
These systems can be developed under different platform (e.g., web) using different
programming languages. Given the range of IT systems that may be required for
particular studies, careful planning and prioritisation are essential to ensure they are
developed and deployed at the right time of different stages of the project. To start
with, systems related to field work may be critical, including data collection, sample
processing, staff management, and data transfer, while those related to study mon-
itoring, long-term follow-up, as well as assets management, may be less urgent or
critical.

In CKB, over 100 bespoke IT systems have been developed over the years, using
different platforms and programming languages. The whole process is carefully
planned and prioritised at different stages of the project. Apart from those related
to field work data collection (see Chap. 3), sample processing and management (see
Chap. 4), and long-term follow-up and outcome verification and adjudication (see
Chaps. 5 and 6), a wide range of other systems have been developed to support and
manage the study (Table 7.1).

7.3 Development Choices

Once an opportunity for a new project is identified, it is important to develop a
detailed plan, through discussions between team members and relevant external
parties, to formalise overall development strategies and approaches, and to agree
on the key technical requirements in terms of hardware, software platforms, system
architectures, and framework. Often a compromise has to be made in order to meet
study requirements, timeline, and budget.

7.3.1 Outsourced or In-House Development

It is likely that, given the highly specialised nature of typical biobank studies, even
after a thorough investigation into available Commodity-Off-The-Shelf (COTS)
software, as discussed later, there will still be many bespoke IT systems required.
Before launching any study, one of the critical IT development decisions, alongside
what is to be developed, is who should develop it. There are two distinct strategies:
(1) outsourcing, i.e., pay another (often commercial) organisation or (2) in-house,
i.e., directly employ IT development staff. These two approaches have different
strengths and limitations (Table 7.2). Depending on the complexity of requirements
and timelines, and on the capacities and expertise available within the study team,
both approaches can sometimes be combined in the same study (e.g., UK Biobank,
which used COTS software to manage biological samples).
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Table 7.1 Examples of IT systems to support study management in CKB

Category Main functions

(a) Centre and user management

AddRC List RCs in the study network and add new RCs

ClinicLoc Manage clinic areas and locations within an RC

PassMan Enable a CKB user to change their password

UserMan Allow a CKB administrator to manage CKB users

CAS Manage users, groups, authentication, authorisation, etc. for web apps

(b) Monitoring and reporting

LatestActLog View latest IT events including server access, synchronisation, and
backup

LogViewer View log files sent from study centres to ICC for troubleshooting

SendLogJob Send log files of interest to ICC for review

Reporting Report recruitment, sample processing, LT follow-up events, etc.

(c) Asset and research management

C-FrmTrack Track the movement of consent forms from RCs to NCC

Labeliser Manage the printing of Study ID labels at NCC

StudyIDAuth Manage NCC authorisations to print labels for a range of Study IDs

MMS Provide service to NCC and RCs for managing consumables and
equipment

CDAS Provide data access platform for sharing CKB data with researchers

Standardiser Analyse, match, and assign ICD-10 codes to diseases in health events

PVDHospital Analyse, match, and standardise hospital names in health events

SpouseChkr Check the self-reported spouse name against the registry of participants

(continued)
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If outsourcing, it is important to clarify ownership of the resulting software with
the external development partner. Although an obvious goal is to require that
ownership rest with the biobank, this is not always necessary or feasible, e.g., with

Table 7.1 (continued)

Category Main functions

Geocoder Standardise and geocode clinic addresses

ResearchTrk Track and monitor CKB research activity including projects and papers

(d) IT system management

KeyServer Provide public key cryptography management service to CKB
computers

LaptopActiv Activate/deactivate survey laptops within the IT infrastructure of a
centre

Sintegratr2 Authenticate CKB users and start other CKB programs

UpdateMan Manage the deployment of software updates to remote study computers

DbBackup Backup and restore the local study database of a study computer

Sinsync Provide secure asynchronous communication between study computers

DirSync Synchronise a directory structure between study computers
incrementally

Sinserver Provide central file transfer service for Sinsync client computers

Babel Localise C++ and Java program with Google translation service backend

DBTourist Provide a general-purpose tool for ad-hoc database queries

NodeStatus Generate study computers’ status reports for remote monitoring

Table 7.2 Comparison of
in-house and outsourced
development strategies

In-house Outsource

Staff need Complex Simple

Initial cost High Low

Delivery speed Slow Fast

Maintenance Easy Difficult

Upgrading Easy Difficult

Quality control Easy Difficult

Integration Easy Difficult

Overall cost Low High
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open-source software development. The main objective is to ensure that the biobank
is able to use and maintain any software in the future; whether anyone else also
enjoys those same rights is of secondary importance. As well as outsourcing
development, it is also possible to outsource ongoing IT support, and the two are
often done together using the same partner organisation.

7.3.2 Platform Choices (Web vs Native)

For large biobank studies involving highly geographically dispersed regions or
localities, developing a web-based system may be the preferred option. This involves
multiple client computers, each running a web browser, all communicating over
the Internet with a single web server, mainly using the HTTPS network protocol.
The operators interact with the web browser. The server holds the programs, and
runs the server portions directly, delivering web pages (which may themselves
contain client program fragments) to the browser upon request. Most web sites use
a database for data storage and retrieval, which may either be co-hosted on the web
server (Fig. 7.4) or reside on a separate database server. More complex systems may
have ‘application layers’ between web server and database layers.

Systems using server components can be designed to utilise cloud computing
infrastructure, which provides flexible, abstracted computing services over the

Internet

Web & Database
Server

Clients

...

Note: network appliances (e.g., routers
& firewalls) omitted for simplicity.

Requests

Responses

Fig. 7.4 Simple web client/server infrastructure
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Internet. Cloud providers take on many of the day-to-day traditional concerns of
managing Internet-connected IT infrastructure on behalf of their customers, with
NIST listing the defining characteristics of cloud computing as on-demand self-
service, broad network access, resource pooling, rapid elasticity, and measured
service (Mell and Grance 2011).

An alternative approach is native development, where programs are installed on
the client computers, running outside a web browser (i.e., ‘natively’), giving more
flexibility about if, how, and when, they talk to any server computers, and permitting
more direct and comprehensive access to the client computer’s resources.

These two approaches have different strengths and limitations (Table 7.3).
Depending on the study requirements and settings, both approaches can be used
for different activities or operations within the same study. In CKB, for example,
certain disease outcome data is collected from hospitals using native programs, but
validated by doctors remotely using a web application. Apart from specific require-
ments, the choice of development platform may also be influenced by existing
organisational strengths and expertise, as well as local on-site internet connectivity.

7.3.3 Choosing Computer Hardware

Client computers have become increasingly diverse in the 21st century. As well as
desktop and laptop computers running operating systems such as Microsoft Win-
dows, smaller devices such as tablets and smartphones (most running iOS/iPadOS or
Android operating systems) have become increasingly capable of fulfilling useful
roles in a study IT infrastructure, as web clients or running native programs.

Table 7.3 Comparison of web and native development

Web Native

Internet connectivity
requirements

High Low

Client compatibility Wide Narrow

Need for servers Yes: at least one web server Variable: depending on program

Consistency of opera-
tor experience

Low High

Sophistication of
operator experience

Low High

Ease of development Variable Variable

Ease of deployment
and updating

Easy Hard

Ease of support Hard to medium Easy to medium

Programming
languages

Client: predominantly HTML, CSS,
& JavaScript
Server: popular choices include
PHP, Java, Python, & Ruby

Popular choices include C++,
Java, C#, & Visual Basic
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As for servers, they vary physically from modestly powered devices, resembling
desktops in appearance, to hugely powerful rack-mount units. Increasingly, physical
servers are being used as hosts for multiple virtual machines (VMs) using
virtualisation software (e.g., Oracle Virtualbox, VMware Workstation, KVM
(Kernel-based Virtual Machine)). Each VM is largely isolated from other VMs on
the same physical host computer; each has a configurable share of processor,
memory, disk, and other resources; and each appears to clients as a separate server.

Nowadays even greater storage capacity, abstraction, and dynamic flexibility can
be provided by a cloud infrastructure. Whilst it is possible to set up your own, most
organisations would turn to existing providers, such as Amazon or Google,
offloading the need to purchase, house, and maintain server infrastructure. These
service providers give the ability to dynamically allocate resources in response to
changes in demand. The disadvantages of using the cloud include the need to work
within the cloud provider’s framework and a fundamental reliance upon them: any
service level guarantees are unlikely to fully compensate for the costs of downtime
on a busy biobank project, so this is more about judgements of reputation and trust.
Biobanks in particular should ensure they fully understand how and where their data
is being stored and transferred by their chosen cloud provider, and confirm that this
is compatible with their own legal and regulatory constraints.

7.3.4 Managed Devices vs Bring Your Own (BYO)

Biobank studies may provide fully managed client computing devices or expect
operators to use their own devices. Each approach has its own strength and limita-
tions (Table 7.4). BYO is sometimes clearly indicated (e.g., if requirements dictate
that participants will access the study web site or web-based applications from their
home computers), while, in other circumstances, it may be obviously inappropriate
(e.g., when the requirement is to support only a single model of computer, for use by

Table 7.4 Comparison of managed devices vs Bring Your Own (BYO)

Managed device BYO

Purchase cost Paid by project Paid by operator

Ease of device
deployment

Variable: hard, if many devices
in many locations

Easy

Control over
specification

Total Limited: can set minimum require-
ments, but not too strictly

Support costs Low High

Development costs Low High, as need to be more adaptable

Security High: dictated by project setup Low: reliant on operators’ own setup

Consistency of opera-
tor experience

High Low
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staff operators, tightly locked down to exacting security requirements). Clearly,
managed devices triumph on all but the first two criteria. However, those two may
be decisive.

7.3.5 Software Purchasing Choices

Box 7.1 Examples of Common COTS Software Relevant for Biobank
Studies
• Operating systems, e.g., Microsoft Windows, Mac OSX, Linux,

Android, iOS;
• Office software, e.g., Microsoft Office, LibreOffice;
• Database software, e.g., PostgreSQL (recommended), MySQL, SQLite,

Microsoft SQL Server, Oracle;
• Statistical analysis software, e.g., SAS, R;
• Anti-virus and security software, e.g., Windows Defender, Kaspersky,

Sophos;
• Software development tools, e.g., Embarcadero C++ Builder, Microsoft

Visual Studio, NetBeans;
• Version control software, e.g., Git, Subversion, Mercurial;
• Low-level documentation generation software, e.g., Doxygen, JavaDoc;
• Bug tracking software, e.g., Bugzilla;
• Installation software, for building installers e.g., NSIS, InstallShield;
• Translation software e.g., Multilizer, Sisulizer, Qt Linguist.

It is usually far cheaper and more convenient to use something that already exists
than to create it specifically for a project. It will always be possible and necessary to
use some COTS software (see Box 7.1). Although much COTS software is com-
mercial, some is available free of charge, as open-source or freeware. Whilst it can be
tempting to assume that free software must be worthless software, in fact it can be of
extremely high quality. Open-source software licences often enforce obligations to
distribute the software source code (i.e., programs in their original textual form, as
written by developers) upon request; this can even apply ‘virally’ to other custom
software that integrates with the open-source software. In any case, studies should
carefully check the licence agreements of all software before use.

Some commercial COTS software is available with special low academic pricing,
available to many organisations setting up biobanks. If none is obvious, it can be
worth contacting the software producer directly, as companies are often happy to
help socially beneficial projects, perhaps in return for some kind of acknowledge-
ment of their assistance. Even if it appears that no COTS software satisfies require-
ments, it is still prudent to check whether there is any that almost does, in which case,
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perhaps through small adjustments to non-critical requirements, it may nonetheless
be a valid option.

7.4 Practical Considerations for Software Development

There are certain principles and practical considerations that should guide IT devel-
opment work, from project initiation onwards. Whilst some may appear to be
common sense, they are often overlooked and inconsistently applied.

7.4.1 User Friendliness

Whilst the technical aspects are myriad, the development of biobank IT systems
should always be centred on people, i.e., those who use them. Large biobank studies
tend to involve many operators who will operate the IT systems, and their interests
and levels of IT knowledge and competence must be carefully considered.
Depending on the study approach, the operators may be well-trained study staff
yet, in some cases, they may be study participants themselves, e.g., as with the self-
administered questionnaire and cognitive tests of UK Biobank (UK Biobank 2007).
Systems designed for these ‘participant operators’ need to be extremely easy to use
for those with varying levels of computing knowledge, without the benefits of prior
training. The remaining study personnel, in the IT team and more widely, also have
important requirements that need to be satisfied to ensure success.

7.4.2 Simplify

In a project of any complexity, simplicity pays off in the long-term. To achieve this,
it is worth spending time early on contemplating designs, deciding which features
are essential, which are highly desirable, and which are neither. The ultimate
achievement in this respect is to identify something as redundant and remove it
entirely; it is clear that code that does not exist can never have problems. As well as
simplifying code, the process involved should also be simplified to aid visibility and
optimise working efficiency.

There are two ways of constructing a software design: One way is to make it so simple that
there are obviously no deficiencies, and the other way is to make it so complicated that there
are no obvious deficiencies. The first method is far more difficult. C. A. R. Hoare (Hoare
1981)
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7.4.3 Be Conservative

Try to stick to approaches already proven in the field because, although novelty is
intellectually stimulating, it is high risk as well. However, when nothing exists that
fits, this is permission to try something new. So, a general approach is to try and test
where you can, and go for novelty where you must. For example, CKB waited
several years before adopting new versions of Microsoft Windows, preferring older,
well-understood versions over inhabiting the cutting edge.

7.4.4 Carefully Preserve Data

Biobank studies should maintain a full data history, to satisfy external auditors and to
provide a way of tracing all data back to the ‘source data’—the original data, as it
was first collected or imported into the study, even if in a format unsuitable for
analysis (see Chap. 8). To enable this, studies should not routinely delete or modify
data. Instead, new versions of data ought to be created to record each successive
change. Whilst the latest version will be the most used, and definitive, the complete
history is preserved for when it is needed (see Box 7.2 for a technical overview). One
exception applies if participants request removal of their data from the study, in
which case such requests must be honoured with real data deletion, while keeping a
clear record of specific actions taken.

Alongside the core data, details of who made the change and when it was made
should also be recorded by the system. Where this is not implicit, further audit data
such as where the change was made, what system made it, and why it was made
should also be recorded.

Box 7.2 Database Design Techniques for Data Preservation
• Generally avoid use of database DELETE and UPDATE statements: use

INSERT instead, plus a version ordering field, such as a timestamp;
• Indicate logical record deletion by setting a special ‘virtual deletion’ flag

field;
• Use rules and views to ensure that such data is straightforward to work

with, e.g., so that the set of most recent rows for each entity can be simply
obtained.

Data must be regularly backed up. It is necessary to perform test restores of
backups to ensure that backup procedures are sound and reliable. Some backup files
can be stored nearby for quick retrieval, while others can be stored off-site (in case of
site-wide disaster). If using database replication (that is, multiple databases that
synchronise data with each other), this should not be used as the sole means of
backup, although it offers additional redundancy.

7 Development and Application of IT Systems in Biobank Studies 159



7.4.5 Monitor All Systems

All IT systems for the study should be diligently monitored, especially those that
affect safety, are responsible for critical data changes, are expected to be encounter
of frequent external problems, or are required for regulatory compliance. One
valuable monitoring technique is to have all systems write log files as they run.
Logs should contain anything that might help IT support staff diagnose problems
(e.g., progress through the program, details of any errors), with the exception of
passwords, personal data, or anything else potentially sensitive. In CKB, a program
SendLogJob runs periodically on each computer across multiple study locations to
check every log file, sending those that are ‘interesting’ (i.e., containing certain
trigger words like ‘ERROR’) to the IT team for human inspection, aided by the
LogViewer program (see Fig. 7.5).

Projects should have a set of reports, available to the responsible staff across the
project, with some utilising a simple, ‘at a glance’/dashboard-style, for the most
crucial metrics, highlighting problems, perhaps using traffic light style indicators, to
prompt further review and quick action.

Fig. 7.5 Example of LogViewer screenshot in CKB
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7.4.6 Maintaining Security Across Different Systems

While designing and developing IT system for biobank studies, it is paramount that
data and system security can be properly maintained throughout the life of the study
and across multiple study locations and operators (see Sect. 7.7.1 for further details).
The proper provision of data and system security will: (1) help maintain privacy of
personal and confidential data; (2) protect the integrity and reliability of data, by
preventing modifications both from malicious actors and from accidents; and
(3) adhere to relevant governance rules and data protection laws, e.g., the General
Data Protection Regulation (GDPR).

7.4.7 Reuse Appropriately

The creation and repeated use of reusable software components, for example, in the
form of software libraries, or small ‘building-block’ programs, avoids duplication of
effort, and aids adherence to shared conventions and standard. However, there are
additional costs associated with reuse of code/libraries (approximately three times
the programming effort of single-use code). As highlighted by Kevlin Henney,
‘. . .there is no such thing as reusable software, only software that has been reused’
(Henney 2002). If reuse is clearly indicated, that is one thing, but speculatively
designing for reuse is wasteful, as often the speculation is wrong. In the worst cases,
code designed for reuse is never used at all—code must first be used before it can be
reused.

After a brief initial assessment, proposed units of code (e.g., classes or modules)
can each be assigned to one of three categories of reuse. This classification should
determine the development approach as follows:

1. Definitely no reuse: No need to put in a library or building-block program.
Develop, document, and test solely in the current context of use;

2. Definite reuse: Place in a library or building-block program. Develop, document,
and test for a comprehensive range of valid usage;

3. Not reused now, but may be in future: Proceed as point (1), except with one extra
consideration—whenever making an implementation choice that has little cost
penalty either way, select the option that is most amenable to future adaptation for
reuse.

7.4.8 Prototyping

If analysis of development requirements gets bogged down, it can be helpful to
consider prototyping: writing a quick program to demonstrate part of the function-
ality (e.g., a UI prototype without model or database code), for people to explore,
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review, and refine. Practical demonstration often provokes insight: sometimes you
only know what you want when you do not get it. Prototypes can be either
evolutionary (intended to be enhanced later to full functionality) or throwaway
(intended to be used as a prototype then discarded), and it is crucial to be clear
about which kind is being developed before starting, as different quality standards
will apply throughout development. Throwaway prototyping may appear wasteful,
but if there is great uncertainty it may be very efficient, as it is quick.

7.4.9 Translation

In studies involving multiple countries or populations with different linguistic
traditions, it is often necessary for software to support multiple human languages,
or a single language which is not spoken by the developers, in which case translation
issues need to be considered. User interface (UI) translation is known as localisation
and, to facilitate the localisation process, developers must adopt certain conventions
when coding it, a discipline known as internationalisation. The internationalised
software is passed on to translators, who then localise it using a suitable tool, e.g.,
Multilizer. Translation of some IT-related documentation, such as online help, may
also be required.

7.5 IT Staff and Team

IT development is a complex and highly specialised process, requiring people with
different backgrounds, training, skills, and experiences.

7.5.1 Roles of Different IT Staff

IT staff are heterogeneous, with many specialist roles (Table 7.5). To ensure that
research objectives prevail, all IT staff are ultimately under the direction of non-IT
project leaders and should work closely with other non-IT staff as part of the same
research team.

In practice, many IT staff combine specialisations, it being especially common for
notional developers to have a wide remit. One combination that ought to be avoided,
if possible, is that of developer and tester, at least for any single program. It is
essential for each to maintain their own understanding of what each program ought
to do (even though both will have read the same specification documents), so that the
misapprehensions of either party can be more readily identified and then corrected.
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7.5.2 IT Team Communication

Much of IT work is novel and non-obvious, which differentiates it from typical
factory work (see Box 7.3). Unfortunately, this comes at a cost: if each person has to
communicate with every other, the number of communication paths increases
exponentially as team size increases.

Box 7.3 The Factory
In a factory in which physical items are built, if one factory worker builds ten
items in an hour, then two workers could make the same in half an hour.
Production line work is easily scalable; what needs to be done is well-known,
as countless identical products have been made before; constructing yet
another requires neither innovation nor decision making; crucially, it does
not require the different workers to communicate.

Table 7.5 Common names of IT role and specialisations

Role name Role description

Project manager Manages other IT staff and day-to-day coordination of IT projects

Analyst Liaises with non-IT staff familiar with the problems being solved, to
tease out and document requirements, and develop high-level
specification

Software architect Develops user requirements and lower-level specification documents for
software design, guiding developers on implementation

Developer Writes and maintains software that satisfies specification

User interface
(UI) designer

Designs the user interface (‘look and feel’) of software, producing UI
design documents, or easy-to-integrate UI language ‘design code’

Tester Produces test plans, tests software against both specification and com-
monsense principles, and writes test reports detailing results

Technical writer Writes online help and other software documentation intended for
operators

Database architect Designs database tables and other database schema elements

Database administra-
tor (DBA)

Installs, configures, and maintains database systems, including manag-
ing backups

Data scientist Curates, transforms, and integrates collected data, making it available in
a form suitable for research

Systems administrator Helps select hardware, and commodity-off-the-shelf (COTS) software,
and installs, configures, and maintains it, including backups

Helpdesk operative Provides first line support, resolving basic issues, and passes more
involved cases to appropriate team members

Translator Translates software user interfaces (UIs), and some documentation,
from one human language to another, e.g., from English to simplified
Chinese
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As such, there are major challenges in undertaking and managing a major IT
project (Brooks Jr. 1995). In one memorable observation, Brooks states that, ‘adding
manpower to a late software project makes it later’, because additional communica-
tion overheads swamp any realistic benefit. He recognised the significance of
streamlining communication and distributing relevant information efficiently.
Much of this is through creating written documentation, providing a permanent
record of important decisions, avoiding the need for repeating the same exchanges
and promoting evolution of ideas.

Since the publication of Brooks’ work, technology has advanced substantially.
There are now many tools to aid communication throughout a project, for example:

• Version control systems streamline developer cooperation in creating the source
code for a single system;

• Sophisticated word processors speed the creation of specifications and other
technical documentation;

• Diagramming tools allow the creation of powerfully informative flowcharts and
more specialist software diagrams, e.g., database schema designs;

• Bug tracking tools allow the management of software defects and change
requests.

By themselves, these do not solve the problems of communication—no mere
tools can do that—but they can be used intelligently as part of the solution.

7.5.3 Working with Other IT Teams

Working with other IT teams outside the biobank project team, either within the
same organisation or externally, presents challenges. To smooth interactions, estab-
lish clear responsibilities and communication paths at management and technical
levels at an early stage.

It is crucial to agree a simple, well-documented, way of transferring data between
the two teams’ software (an interface), e.g., library API, file format, database
schema, network communication protocol. Clearly delineating the dependencies
between the two teams allows each to work independently on their ‘end’. Testing
the two sides’ work together, early and often, will pay dividends in sorting out any
incompatibilities before they become ingrained.

The same approach can be used internally within larger biobank IT teams, to
sub-divide work and rationalise communication paths.
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7.6 Testing

For quality assurance, every system must be properly and thoroughly tested before
rolling it out for formal use. Although developers should test their programs as they
write them, and judiciously create test code to exercise features (‘unit tests’), there
should be a separate tester for system testing. Testing should aim to identify bugs
(i.e., software defects) of two kinds: (1) the program does not follow its specification
and (2) the program does not follow ‘common sense’, regardless of what its
specification says. The latter kind can sometimes cause disagreement, but it is
inevitable that not everything is captured in a specification. Most bugs are resolved
by modifying the program, but other resolutions are sometimes appropriate, e.g.,
specification changes. For each bug, a useful bug report should be filed, including:

1. A clear description of all steps required to show the problematic behaviour;
2. What happened that was unexpected;
3. What should have happened instead;
4. References to any parts of the specification that were violated, where appropriate.

Bug reports, and their follow-up, need to be managed carefully with a program
like Bugzilla, to ensure all the issues raised will be reviewed and dealt with properly
by the relevant people. Information about the underlying causes or possible resolu-
tions may be valuable, but this is not the primary concern of testers. Everyone
involved in testing should refrain from emotive, adversarial language, or assigning
personal blame and, instead, concentrate on their shared endeavour of using the
process to maximise quality.

7.7 Cross-Cutting Issues

There are a number of cross-cutting issues that ought to be considered throughout the
development of biobank IT systems, starting from the abstract analysis stage but,
especially, onwards throughout implementation and beyond, the most critical of
which are detailed here.

7.7.1 Security

IT team members should familiarise themselves with the technical aspects of
security, and have a basic understanding of legal and regulatory aspects. They should
communicate these matters effectively throughout the team, when appropriate.

Especially for systems exposed externally (e.g., over the Internet), it is worth-
while undertaking threat analysis: from whom (or what) does the data need to be
protected? As well as considering malicious actors (external or internal), it is also
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useful to consider how accidents could compromise security, due to either human
error or random events. Aspects of security can be depicted as a jigsaw (Fig. 7.6).

Over the years, experts have developed specialised and effective cryptographic
algorithms (e.g., for encryption and signing). There is, therefore, no need at all to
‘roll your own’, which will cost resources and compromise system and data security.
Where possible, COTS security software of good reputation (e.g., VeraCrypt, Crypto
++) should be used (‘full stack’ where possible, otherwise libraries of building
blocks), falling back on respected print sources (Ferguson and Schneier 2003;
Press et al. 1992) if necessary. As errors can creep in inadvertently, implementations
of standard algorithms should be tested with published input/output pairs to check
correctness.

The decommissioning of any study IT devices should also be handled carefully.
Prior to equipment disposal, a mirror copy of all the data held (e.g., in survey laptops,
office desktop computers, or servers) should be made and stored in a central data
repository for future auditing and backup purposes. All confidential information
should then be securely erased and physically destroyed, with a record of the
destruction of devices and data properly logged for future reference.

7.7.2 Choice of IDs and Codes

Everything in a project needs an identifier (ID) or code: a name to be known
by. Choosing effective IDs is crucial. The ID of each object must be strictly unique,
at least within all other objects of the same type, but possibly across all objects in the
project or even globally, as with a UUID (Leach et al. (2005)). Although they may
have other uses, these unique IDs are used within database systems as primary keys,
which each identify a single row in a database table. IDs ought also to be immutable,
i.e., once an object has one, it should have no other.

Fig. 7.6 Security jigsaw concerning IT systems
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Box 7.4 Issues with English Characters in IDs
• Across the world, people’s level of familiarity with English characters

varies.
• Case issues: will you use lower case, upper case or both? Databases and

other software vary with respect to case-sensitivity (whether different cases
of the same character are considered different or the same) and sort orders.

Identifiers may be either pre-existing (‘natural’) or generated and assigned by the
IT system (‘artificial’). Use of ‘almost unique’ natural keys, like people’s names, or
most countries’ social security numbers, should be avoided because these are
sometimes reused, duplicated, or changed, making them unsuitable as IDs. Often,
IDs will be purely numeric, but many also use alphabetic English characters, which
can create additional issues (Box 7.4). Going further, so that non-English letters are
used in IDs, introduces further human and IT issues, and should only be contem-
plated if they are otherwise-excellent natural IDs.

IDs are frequently present in the physical world, so need to be entered by
operators into IT systems. Short and easy-to-enter IDs will save time and reduce
error rates (although it is wise to make them long enough to leave room for
expansion over initial requirements, e.g., by adding one or more extra characters).
To minimise human effort and error, barcodes or RFID (radio-frequency identifica-
tion) tags encoding the IDs can be attached to the corresponding objects, if appro-
priate, so that the IDs can be entered automatically by a scanner or reader. Any ID
that does need to be typed (even if only in a fall-back scenario, when a scan or read
fails) ought to have a final check digit or character to detect errors, e.g., a Verhoeff
check digit (Press et al. 1992) as used by CKB (see Chap. 2) (although developers
should be aware that there are at least two incompatible variants of this algorithm in
widespread use). Where objects of different types occur together, confusion can be
minimised by employing distinct ID schemes for each type, e.g., with different
lengths, formats, or prefixes.

7.7.3 Computer Clocks

Accurate computer clocks turn out to be surprisingly important for security and
consistency, e.g., to ensure accuracy of audit data and to record time ordering of data
correctly. Most computers keep good time when powered on, and when they are
switched off there is a button cell battery in each desktop computer that keeps the
clock ticking. Although the battery should usually last for years, unfortunately it
sometimes fails early, so any study computers with an Internet connection should be
configured to automatically set their clock from a public time server. For offline
computers, it is necessary to enforce regular manual checking of date and time by
operators, e.g., by running a small program at each start-up that prompts them to
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check. Even well-regulated clocks may drift a little, so study software and operations
must accept minor discrepancies. In CKB, for example, clinic laptops rapidly
exchange time-stamped ‘heartbeat’ messages, and they accept timestamps between
10 min old and 5 min into the future.

7.7.4 Working with Specialist Hardware Devices

Most biobank studies tend to collect large amounts of data using specialist hardware
devices, such as blood pressure monitors, lung function devices, and bio-sample
analysers. Comprehensive integration of these devices into the biobank IT systems
will minimise data transcription errors and simplify the operator and participant
experience.

Before committing to any particular device, it is advisable to seek comprehensive
information from the manufacturer about its technical aspects. Most devices are not
intended for use in research settings, so careful evaluation of documented hardware
or software interfaces (e.g., APIs, serial port communication protocols) will be
needed to inform decision making (including purchasing decisions) and to form
the basis for integration efforts.

If potentially utilising a manufacturer-provided UI, it is also necessary to check its
suitability including, for multilingual biobanks such as CKB, its support for multiple
languages. In some cases, it may be possible to modify the manufacturer’s software
to add additional language support, provided they grant permission. As many studies
continue for years or decades, it is also vital to consider issues related to ongoing
support, e.g., cost, duration, and geographical coverage.

7.8 Summary

This chapter provides a high-level overview of the main strategies, methodologies,
and practical considerations concerning development of IT systems and infrastruc-
ture for large biobank studies. Our experience is based mainly on the CKB study, for
which well over 100 bespoke IT systems were developed in-house by the project IT
team, covering all aspects of the project. The successful development and applica-
tion of these systems have transformed the way the study is being run and managed.
Moreover, they have greatly improved the quality and completeness of data col-
lected, management efficiency, and cost-effectiveness. Although these IT systems
are unique in many ways, they do provide an instructive example and a starting point
from which future studies may learn and benefit, irrespective of their design, size,
complexity, and settings.
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Abstract The development of secure and reliable systems to collect, store, utilise,
and share data on study participants plays a critical role in large population health
studies. Contemporary prospective biobank studies typically involve hundreds of
thousands of participants, and collect a wide range of data through questionnaires,
physical measurements, sample assays, and linkages with external data sources for
an extended period. Careful planning and management of a central data repository
are required to ensure the privacy, security, accessibility, flexibility, consistency, and
accuracy of the data collected and generated in the study. This chapter outlines some
of the key concepts and principles underlying the design and development of data
storage infrastructures, database architecture, and management systems in large
biobank studies. It also describes practical considerations for each step from initial
data collection from study participants to delivery of research-ready datasets; from
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data import, cleaning, and integration; through quality checks, standardisation, and
validation; and finally to preparing datasets for bone fide researchers. The general
principles and approaches described should be applicable to a wide variety of
population health studies in different settings.

Keywords Biobank · Big data · Standard operating procedures · Data management ·
Data sharing

Abbreviations

API Application programming interface
CKB China Kadoorie Biobank
DAG Data access governance
DBMS Database management system
ICD International classification of diseases
ID Identifier
IT Information technology
RDBMS Relational database management system
SQL Structured query language
SOP Standard operating procedures
WHO World Health Organisation

8.1 Introduction

Historically, prospective studies collected a modest amount of data from a small
number of participants, with limited follow-up, and the data generated were gener-
ally used by relatively few researchers within a particular organisation. As such,
simple procedures and tools sufficed to collect, process, and manage the study data
effectively. By contrast, contemporary prospective biobank studies typically recruit
many more participants and gather a wide variety of data from diverse sources,
including not only exposures (e.g., questionnaires, physical measurements, and
blood assays), but also data from external sources (e.g., hospital records, primary
care, and air pollution monitoring records). Such expansion requires secure, robust,
and efficient data management systems to collect, process, store, manage, and use
the data, not only internally but also externally with collaborators and other verified
researchers. Moreover, rapid advances in biotechnology have greatly enhanced our
ability to turn samples into data (e.g., whole genome sequence), generating and
linking unprecedentedly large and complex datasets. These require novel
approaches, infrastructures, and systems to process, manage, and use these data.
This chapter describes key principles and practical considerations for the design,
development, and implementation of data management systems, with practical
examples drawn from contemporary large biobank studies. Many of the principles
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and procedures described should also be applicable to other population health
studies (e.g., cross-sectional surveys, case-control studies).

8.2 Guiding Principles for Data Management

The key requirements for data management in large prospective biobank studies are
to ensure data privacy, security, accessibility, flexibility, consistency, and accuracy
of any data collected or generated (Fig. 8.1). To fulfil these criteria, robust data
management systems and procedures should be developed that cover all aspects of
the study data, from collection to linkage, integration, storage, and use. Increasingly,
biobank studies require reliable platforms and procedures to share their data with the
wider scientific community. Depending on the size and complexity of the data, the
IT platform required for storage, processing, and analysis may be a conventional
desktop computer, an internal client-server configuration, or a cloud-based
supercomputing and storage service.

The paramount requirement for data management is to protect data privacy and
ensure the confidentiality of study participants. Any personally identifiable informa-
tion (e.g., name, address, telephone number, and IDs) should be stored securely and

Privacy 
& Security

• Restricted access to raw data

• Anonymised data for analysis

• Datasets encrypted before delivery

Consistency 
& accuracy

• Documentation for all processes

• Standardised handling procedures

• Automated checking of data and linkage

Flexibility & 
accessibility

• Documentation for all variables

• Data provided at multiple levels of detail

• Simple data request and delivery process

Fig. 8.1 Core data management requirements in biobank studies
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separately from other data and be accessible to only a very limited number of key
study staff. Any data made available for analysis should be anonymised and any data
transfer outside the network’s firewall should be encrypted. Given the complexity of
the tasks involved in data collection and management for large biobank studies,
systems and procedures should be in place to ensure consistency and accuracy of the
data collected and managed. Collecting and processing data in a standardised and
well-documented way will minimise the risk of errors. Despite these efforts, mis-
takes and inconsistencies are inevitable, so appropriate procedures must be devel-
oped for identifying and addressing issues at every stage of collection, linkage, and
integration. In prospective studies, false positives are more serious than false nega-
tives, especially those related to health outcome data. For example, given a cancer
diagnosis with unclear patient details, it is more appropriate to ignore it completely
than to assign it to the incorrect participant. While missing data reduce the power of a
study, incorrect data risk yielding erroneous results (see Chap. 1). Finally, the more
flexible and accessible a dataset is, the more valuable it is. This requires well-chosen
and well-documented data, and a technical and logistical infrastructure designed to
deliver datasets rapidly and securely.

8.3 Frameworks for Data Management

Large biobank studies usually involve many different types of data, collected and
generated at different stages, by different means, individuals, and organisations, with
varying degrees of complexity, completeness, and quality (Fig. 8.2). Combining
these into a research-ready database requires a wide selection of resources, includ-
ing: (1) documentation, from the high-level data management plan to detailed
standard operating procedures (SOPs); (2) suitable hardware, software, and systems
architecture to store, process, and deliver the data; and (3) of course, staff.

8.3.1 Data Management Plan

A data management plan is a key document that describes the types of data that are to
be collected, transferred, checked, integrated, and stored, and how the results are to
be accessed. Components of a data management plan should include: (1) details of
manual and automatic validation; (2) arrangements for handling data irregularities;
(3) procedures for modifying data after collection; (4) rules for updating personal
information; and (5) specification of the location for storage and integration of raw
data files. A data management plan needs to specify how and where the data are
backed up and how to utilise data warehousing techniques to make the most updated
data available to researchers, while retaining copies of previous versions of such data
to ensure that results can be readily verified, corroborated, or modified, if required.
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8.3.2 Standard Operating Procedures

A Standard Operating Procedure (SOP) is a document that outlines the step-by-step
instructions to conduct complex but routine operations involved in data manage-
ment. Given the scope and complexity of tasks involved in management of data in
large biobank studies, several distinct SOPs will be required, from the early planning
stages to addressing emerging needs (Table 8.1). They clarify workflows, highlight
areas requiring particular care, and ensure compliance with the appropriate regula-
tions. Once developed, SOPs should be made readily available to the intended
audience, including anyone who needs to understand the nitty-gritty of a particular
process. Managing such documents with a version control system (e.g., Git) retains
their history and development.

8.3.3 Naming Standards and Conventions

At the outset of a project, it is important to establish strict naming standards and
conventions for data variables (including name, length, and format of each variable)
and tables in which they are stored in the database. An efficient naming standard may
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Fig. 8.2 Schematic representation of data management systems in CKB
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afford an opportunity to derive useful information from the name of the variable, by
including the source or category of the data variable within the variable name. For
example, variables collected during the baseline and resurvey questionnaires can be
stored in tables labelled ‘baseline_questionnaire’ and ‘resurvey_questionnaire’,
respectively.

Table 8.1 Examples of SOPs for data management in CKB

SOP
Intended
audience Contents

Questionnaire administration Front-line staff • Advice for venue set-up
• General question-asking technique
• Answers to consent and data usage ques-
tions
• Guidance for specific complex or personal
questions
• Handling uncooperative participants

Data collection from death
certificates

Data entry staff • Security policy for certificates and entered
data
• Linking certificates to study participants
• Dealing with missing or unclear variables
• Handling subsequent corrections

Receiving health insurance
data

Data manage-
ment staff

• Security policy for sensitive data
• Determining and handling different file
formats
• Mapping fields supplied to fields requested
• Checking for inclusion of all mandatory
fields
• Feeding issues back to data providers

Integrating health insurance
data

Data scientists • Security policy for sensitive data
• Checking and importing files
• Addressing data errors detected by auto-
mated validation
• Addressing data warnings raised by auto-
mated checking
• Feeding issues back to data managers/
providers

Responding to data requests Data distribution
staff

• Verification of researcher and project
• Checking that scope of request matches
research goal
•When and how to reject requests or request
amendments
• Producing and delivering datasets
• Data documentation and FAQ for
responding to queries
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8.3.4 Tools for Storing and Managing the Data

Software purchasing choices, including Database Management Systems (DBMS),
are covered in Chap. 7. For the data management tasks discussed in this chapter, the
choice of database software is secondary, as the data structures required lend
themselves well to a traditional Relational Database Management System
(RDBMS) and any enterprise-level RDBMS will include the necessary tools (Foster
and Godbole 2016). For example, PostgreSQL and MySQL are powerful, well
supported, and free to download and install. SQL is the standard language for
communicating with databases and is supported (with minor variations) by every
RDBMS.

Coding techniques are beyond the scope of this chapter, but there are a number of
core considerations for data manipulation. First, data should be added or edited not
on an ad hoc basis, but by strict processes employing well-managed code. This code
must be consistent and reliable, a goal best achieved by turning common tasks into
applications, stored procedures, or functions—i.e., code units which can be rerun
and reused with simple parameter changes. Second, version control (such as Git) is
imperative, as a long-term study may generate questions about data gathered decades
earlier. Finally, all code must be readable, which requires in-line comments, com-
prehensible variable and table names, and supplementary documentation.

Smaller studies may be tempted for simplicity’s sake to store their data in
spreadsheet software (e.g., Excel) but this approach has severe limitations and
pitfalls. It does not scale well or allow for the power and scope of checking and
analysis offered by a SQL-supporting database (Molinaro 2009). Excel, in particular,
can introduce subtle but potentially irreparable data errors (Ziemann et al. 2016).

8.3.5 Data Management Team

Any study reliant on data requires a dedicated data management team. This team acts
as an interface between developers, field staff, and analysts, and so must have
excellent communication skills alongside specialised role-specific attributes. Some
examples of data management roles are shown in Table 8.2, although, in practice,

Table 8.2 Data management team specialisations

Role name Role description

Head of data
management

Manages all data management staff and day-to-day co-ordination of
data management projects

Database architect Designs database tables and other database schema elements

Database administrator
(DBA)

Installs, configures, and maintains database systems, including manag-
ing backups

Data scientist Integrates, transforms, and curates data into a form suitable for research

Database developer Writes and maintains database software that satisfies specification
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many staff will have combined roles or specialisations. Other functions, such as the
role of the database administrator, may instead be centralised or outsourced.

8.4 Data Gathering and Validation

When gathering data, the key considerations are: (1) depth (incorporating every
available source of useful data); (2) accuracy (though without necessarily rejecting
imperfect or incomplete records); and (3) accessibility (requiring minimal subse-
quent cleaning and processing). Meeting these requirements requires an approach
tailored to each data source and type. Since the objective is to store the data in
electronic format, it should be gathered or entered electronically where possible and
imported as soon as possible otherwise.

8.4.1 Data Sources

There are three main sources of data: (1) collected directly from participants by
investigators (e.g., through interview, physical measurement, and sample assays);
(2) collected about participants from primary sources (e.g., death certificates); and
(3) collected indirectly from secondary sources (e.g., health insurance records). Input
and validation methods depend on the source.

(a) Data captured directly from participants

When the participant is present, data collection can use strict acceptance criteria
for answers, because any problematic results can be re-requested. Directly capturing
data allows investigators to set limits on responses and require mandatory responses
to key questions (Fig. 8.3). Further quality control procedures can be implemented at
the time of data collection (‘live’) by checking the aggregate data on a daily or
weekly basis, and immediately communicating with field staff about any problems
identified.

(b) Data captured directly from primary sources

Apart from the participant themselves, the other important primary sources of
data are those collected or generated elsewhere but linked directly to particular
participants, such as occupational exposure records, death certificates, and hospital
records. Depending on how assays are done, blood samples could also be considered
in this category. As the data have been collected elsewhere, data capture should be
more permissive (e.g., allowing missing variables), because it is generally preferable
to have incomplete information rather than missing data (Fig. 8.4). However, some
rules can still be enforced strictly, including validating IDs and dates. Checks should
also be implemented to ensure that the data are being linked to the correct partici-
pants (see Sect. 8.6).
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(c) Data captured from secondary sources

It is often necessary to collect and integrate data that have been collected from
secondary sources by other organisations or investigators for other purposes
(e.g., exposure to ambient air pollution, reimbursement data from health insurance
agencies, or results of analyses of biological samples in routine hospital visits).
Handling such data requires a more permissive approach: endeavouring to import
everything, then check it automatically once it is in the database (Fig. 8.5). Decisions
can be made about the handling of data problems on an individual or source level
(e.g., counting bad dates as missing or giving them a default, or excluding a
corrupted row in an otherwise valid dataset (see Sect. 8.5)). Particular care must
be exercised to ensure that each record is linked with the correct participant (see Sect.
8.6).

Irrespective of the source of the data, it is essential to retain a copy in its original
form. This enables investigators to verify accuracy, respond to questions, or resolve
problems at a later date. Examples include: (1) scans of consent forms, disease

Fig. 8.3 Validation of directly collected data

Fig. 8.4 Validation of data from a primary source
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records, or death certificates; (2) photographs of medical records (e.g., test results);
(3) data files received for import; and (4) original output files from biometric devices.
Of course, these originals must be stored as securely as the data that was derived
from them.

8.4.2 Data Types

Data typically fall into one of the following categories: (1) Boolean data; (2) cate-
gorical data; (3) date data; (4) continuous data; (5) free text data; and (6) image data
(Kirkwood and Sterne 2003). Each has different issues to consider.

(a) Boolean

Boolean variables permit only two possible values (e.g., True/False or Yes/No).
Very few real-world variables are truly Boolean. Even when the goal is to force a
dichotomy, it is generally better to permit more choice when collecting data and
reassign the answers later. Where Boolean values are used, alternative possibilities
can still be accommodated (e.g., allowing responses of ‘Yes’ or ‘No/Don’t know’).

(b) Categorical

For multiple-choice questions, the possible responses must include: (1) clearly
correct answers for the vast majority of respondents; (2) a manageable number of
options; and (3) analytically useful categories of results. Allowing an ‘Other’ option
(even where it may seem unnecessary) may help avoid spurious or missing answers.
Integer values such as ‘number of siblings’ or ‘cigarettes smoked today’ can be
treated in much the same way.

(c) Date

Dates are easily validated, but consider the possibility of uncertainty, especially in
areas which use different calendar systems (e.g., Chinese lunar calendar). Allowing

Fig. 8.5 Validation of data from a secondary source

180 G. Sansome and A. Hacker



an answer of ‘July 2015’ might well be an improvement over forcing a specific date
and thus getting either spurious accuracy or no value at all.

(d) Continuous

These are often physical measurements, such as height, weight, blood pressure,
lung function, and blood lipid levels. Where possible, data should be collected
electronically directly from the measuring device, though some devices
(e.g., spirometers which measure exhalation volume every millisecond) can produce
large volumes of data requiring special treatment for transfer and analysis. Managing
numbers of arbitrary precision is surprisingly challenging (Goldberg 1991). It is
advisable to choose a reasonable level of precision in advance based on measure-
ment accuracy and analytical need, and truncate values to fit where necessary.
Physical measurements often have physical limitations (such as standing height for
some wheelchair users) so it is particularly important to allow for missing values,
while documenting reasons where possible.

(e) Free text

Allowing respondents to input whatever they wish is very flexible, but results in
data that are very difficult to validate and impossible to analyse without prior
categorisation. Free text answers allow the inclusion of personally identifying
(or otherwise inappropriate) data, and text entry may also require support for
multiple character sets and require translation before use. Wherever possible, gather
categorical data instead. A free-text pilot study can be used to establish appropriate
categories if necessary.

(f) Images

Image data could include CT scans, ultrasound images, photographs of medical
records, or scanned death certificates. Images have the same constraints for analysis
as free text data, only more so. Almost any analyses of image data will be performed
on variables extracted from such images. For example, carotid artery ultrasound
images can be used to determine the presence or absence of plaques and the number
of such plaques. Ideally, extraction of image data will be conducted using specialised
software, though manual interpretation may be necessary. Irrespective of how the
data are extracted, it is important to decide on the variables required and to design
and test the extraction methodology, where possible, prior to commencing the data
collection.

8.4.3 Validation

Data must be checked for validity as soon as possible, ideally at the point of
collection. This process categorises data as invalid, incorrect, inconsistent, unlikely,
accepted, or missing, with the boundaries of these categories depending on the
specifics of each variable. As discussed above, the source of the data dictates how
validation issues can be handled.
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(a) Invalid

An invalid value could be text where a number is expected, or a date such as 30th
February. Checking for such invalid data can be particularly challenging, because
they generally cannot even be stored in a field designed for the expected data or data
type. This can be minimised by validating the data at source wherever possible (see
Chap. 7), but it is important to consider this possibility when handling data collected
by others.

(b) Incorrect

A valid value may nevertheless be obviously incorrect, such as a standing height
of 5 m, or a date of death later than the current calendar date. These types of error are
more readily detected and processed than invalid data values, because at least they
do not violate database rules about data types. Checks normally involve specifying
upper and lower limits for each variable, though care must be taken to avoid
excluding genuine outliers.

(c) Inconsistent

An inconsistent value is one that is incorrect in context. It is not impossible for
participant to have smoked for 30 years or to be 25 years old, but it is impossible for
both values to be true for the same individual. Devising consistency checks can be
challenging, not least because errors may have several sources. A firm epidemiolog-
ical and medical knowledge of the questions involved and their logical connections
is essential. However, once the checks are determined, their implementation is
generally simpler, such as setting limits on one variable (e.g., years spent smoking)
that are derived from another variable (e.g., an upper limit of ‘years alive’). Error
messages or other feedback about inconsistent values must be carefully worded to
ensure that it is clear how and where they should be addressed.

(d) Unlikely

An unlikely value is one that is not impossible, but deserves additional checking.
For example, though some individuals genuinely have a standing height of 2.5 m,
that result is more likely to be a measurement or data entry error. Such issues are
handled by requesting a manual double-check from the data gatherer. If confirmed,
the value is accepted. Checks are generally a matter of specifying upper and lower
limits for each variable, but assigning such limits requires some subjective judge-
ment. There is a trade-off to be made between being too permissive and accepting
dubious values, and requesting too many checks and thus undermining the value of
each. More important variables may warrant stricter checks.

(e) Accepted

A value which does not meet any of the above criteria is accepted. It is important
to appreciate that one cannot always be certain that data is correct, one can only limit
the ways in which it can be erroneous.
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(f) Missing

Missing values can be challenging, because their meaning and importance may
depend on their context: a missing date of birth is a problem for most analyses, but a
missing ‘cigarettes smoked per day’ is entirely appropriate for a non-smoker. In
practice, for each variable, ‘missing’ falls into one of the above categories (impos-
sible for some, acceptable for others.) A desire for completeness should not result in
the rejection of an entire record for trivial omissions, or force users to enter ‘dummy’
answers to bypass validity checks. When gathering data, offer an explicit alternative
of ‘unknown’ whenever appropriate (e.g., ‘birth weight’). This allows quality
monitoring and subsequent analyses to differentiate these ‘genuine’ missing values
from those arising from oversights or the removal of invalid answers.

8.5 Data Cleaning and Standardisation

The chief requirements for data management are to provide data that are reliable
(accurate values), consistent (i.e., using uniform values throughout the records), and
usable (in a research-ready form). The data cleaning and standardisation strategies
required to attain these goals depend on the source and quality of the data.

8.5.1 Handling Problem Data

Despite best efforts to minimise the risk of such errors, problems within datasets
invariably occur. There are several possible approaches to handling problem data,
including exclusion, removal, correction, or flagging.

(a) Exclusion

The simplest approach is to exclude any record with a problem. However,
exclusion risks losing valuable data, particularly if each record contains multiple
mostly independent variables, where one mistake does not imply problems else-
where. Exclusion may also introduce bias if the cause of the problem is non-random.
For example, excluding participants with uncertain birth dates could disproportion-
ately affect older people, or people from regions with less formalised record-
keeping.

(b) Removal

A problematic value for a particular variable can be removed, leaving the
remaining data intact. This is the best approach in most cases, though for some
analyses it may be important to distinguish whether a value is missing for this reason
or another (e.g., whether ‘date of death’ is unavailable because the participant has not
died, or because it was removed for being invalid).
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(c) Correction

In some cases, it may be possible to infer a value to replace the problematic one.
For example, if a questionnaire’s completion date is missing, we could substitute the
date that a blood sample was collected, if the two generally occurred on the same
day. Again, it is important to ensure that this does not introduce bias into the results.
For example, if blood glucose results are missing because the test cannot detect
values below a certain threshold, it would clearly be inappropriate to replace those
missing values with the average participant blood glucose. However, leaving those
values as missing would also be misleading because we know a great deal about the
true value, despite not having an exact number. It might be better to insert a result of
zero or of the lowest detectable value, though neither is ideal. Whatever the decision,
careful documentation is essential.

(d) Flagging

It is tempting to simply flag any problems detected and leave individual analysts
to decide how best to handle them. However, it can be particularly challenging to
ensure that such flags are detected and understood before commencing analyses. It
also duplicates work and risks inconsistent results from the same dataset. Wherever
possible, one of the above approaches is preferable.

The key to any decision is to implement decisions consistently and automatically,
and document them thoroughly and accessibly. This minimises the risk of errors and
enhances confidence in the results.

8.5.2 Consistency Checks

When collecting data, it is important to seek consistency between records and across
different questions and/or measurements. This can be ensured by (1) standardising
wording between questions and questionnaires; (2) offering the same sets of cate-
gorical answers wherever possible; (3) applying the same data validation rules; and
(4) deploying the same measurement devices, consistently calibrated. Where
changes are unavoidable they should be recorded in the database and documented
for researchers.

8.5.3 Standardisation

As discussed in Sect. 8.4.2, some data types are easier to analyse than others, with
free text being one of the most challenging. However, most clinical systems are not
designed with epidemiology in mind and often supply diagnoses as free text
responses. Finding all instances of a particular disease in such data would require
a lengthy and complicated keyword matching process unique to that disease. As
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such, it is better to map text descriptions to standardised disease codes such as those
provided in ICD-10, (WHO 2016) which are widely used and understood and can be
used for unambiguous disease definitions. If necessary, bespoke software should be
developed to automate and simplify disease standardisation processes. This process
may involve: (1) importing the disease diagnosis text; (2) splitting any descriptions
which contain multiple diagnoses (either automatically using punctuation, manually,
or a combination of the two); (3) determining a disease of interest, based on
frequency or analytical importance; (4) developing a set of keywords to identify
this disease within a set of diagnoses; (5) having an expert manually assign an
ICD-10 code to each diagnosis that matches those keywords; and finally (6) double-
checking of all coding by a second expert, with a review process to resolve
disagreements.

Standardisation is an iterative process, in which keyword choices are tested and
refined using the remaining data. The goals are to detect any evidence of the disease
of interest, even if this also means including some additional diseases. The matching
typically allows rules such as ‘word1 AND word2’ and ‘word3 WITHOUT word4’.
This process gradually develops a comprehensive dictionary of disease descriptions,
capable of standardising even misspelled or abbreviated descriptions, which can be
applied to subsequent batches of data. Novel descriptions will still have to be
manually standardised as above, but an increasing percentage will already appear
in the dictionary allowing them to be coded automatically.

8.6 Data Linkage and Integration

The primary unit of almost all biobank research is the participant, identified by a
unique anonymous person ID. Researchers need to be confident that: (1) the ID
records the correct participant and (2) records with different person IDs refer to
different participants. Hence, reliable and accurate data linkage is very important in
biobank studies.

8.6.1 Linkage Keys

Many types of linkage keys are available and this section outlines some of the most
widely used and how they can be implemented in large biobank studies. In the CKB,
for example, in which most data were collected electronically using bespoke soft-
ware designed for the project, it was possible to mainly use deterministic (or exact)
record linkage for matching information on participants across datasets. Determin-
istic linking can use a unique natural key, such as a government allocated National
ID number, or a study generated unique ID, to determine if the records refer to the
same participant. If unique identifiers are unreliable or unavailable for linking
purposes, there are a number of other options available. Alternative approaches
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may use probabilistic linking; additional details of other types of linkage techniques
have been previously described elsewhere (Harron et al. 2016).

Table 8.3 provides examples of linkage keys from different data providers. In
many cases, data will be linked using natural keys, which will then be replaced by
internal study identifiers after confirming correct participant linkage. When a natural
key is not unique, it can be modified by including additional variables to make such
keys unique through the combination of variables.

In CKB, every participant was allocated a unique study identifier at baseline
(e.g., K990000811). At subsequent surveys, the participant was allocated a new
unique resurvey Study ID (e.g., K991000655), with the first two digits for study area
(99) unchanged and the third digit indicating survey number (‘0’ for baseline and ‘1’
for the first resurvey). The baseline Study ID and resurvey Study ID were then linked
using a separate linkage table. The rationale for allowing two separate IDs is that, on
rare occasions, a resurvey participant may inadvertently bypass the best processes
and be matched to the wrong baseline Study ID (most likely their partner’s ID).
Correcting such an error by amending a linkage table is simple and can be easily
audited. A similar technique is used for biological samples, where tubes are allocated
a cryovial identifier rather than the Study ID of the participant (see Chap. 4), and
linked back to a participant using a separate linkage table. Any ID ought to have a
final check digit or code to detect data entry errors (e.g., a Verhoeff check digit, as
described in Chap. 7).

Table 8.3 Example of linkage keys used in CKB

Linkage
key Description Unique

Links
participants

Links
events

Links
treatment

Links
samples

Baseline
Study ID

Identifier of participant
allocated by study at initial
survey

Yes ✓

Resurvey
Study ID

Identifier of participant
allocated by study at
follow-up survey

Yes ✓

National
ID (NID)

Identifier of participant
allocated by government

Yes

Health
insurance
number

Number to identify claim-
ant allocated by regional
health insurance agency

No ✓ ✓ ✓

Hospital
number

Number to identify patient
allocated by hospital

No ✓ ✓ ✓

Cryovial
ID

Identifier of cryovial with
participant sample

Yes ✓ ✓
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8.6.2 Identifying Discrepancies and Linkage Errors

It is important to develop fully automated systems to link participants between
multiple datasets, and check the validity of those linkages (Table 8.2). It is easy to
assume that just because a record has a valid linkage key that the linkage is correct.
However, it is possible that a source file collected externally for linkage to study
participants has been incorrectly produced or that a code change has introduced an
error. The risk of linkage errors is greater when natural keys are used, such as
National IDs. Blindly trusting such linkage could lead, for example, to a woman
being assigned her husband’s medical record because his health insurance is in her
name and hence linked to her National ID.

Typical checks conducted prior to linkage include: (1) comparing baseline survey
personal information with health data personal information; (2) checking for anom-
alies such as events after death; (3) checking each participant’s prevalence or
incidence of disease between datasets; (4) checking gender-specific diseases; and
(5) checking that regional health insurance links only to participants from the correct
region.

Once any linkage discrepancies have been identified, it is the responsibility of the
data management team to resolve any potential linkage errors. In many cases, it may
be necessary to discard the problem records, because in general it would be prefer-
able to include false negatives (missing data) than false positives (incorrectly
attributed data) in the study.

8.6.3 Integration of Data from Different Sources

Using matching on linkage keys, as previously outlined, studies typically develop
methodology and platforms (see Sect. 8.9) to enable collection (electronically
wherever possible) and linkage of participant data from the following categories:
(1) participant health data (e.g., baseline and resurvey questionnaires); (2) participant
follow-up (e.g., death and disease registries and hospital admission records); and
(3) participant population health data (e.g., administrative data and air pollution data)
(Fig. 8.6).

Actively combining data from diverse sources enriches the detail and value of
datasets and enables researchers to conduct high quality research. Therefore, it is
important to develop an SOP for each source to describe how the data should be
acquired, checked, and integrated. This can serve as the basis for a contract between
the data provider and your study. While individual SOPs may differ, they should all
address the following questions: (1) Have the files been processed or converted in
any way? (2) Are there any supplementary data (e.g., images or raw waveforms)?
(3) Have the data already been linked to participants or samples? If so, how? If not,
what information is supplied to allow linkage to be performed? (4) Which device
(if any) produced each record? (Both model number (the sort of machine) and serial
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number (the specific machine) can help when trouble-shooting any data problems);
(5) Do the data sources have a formal definition or API available? (6) How will the
data arrive? (7) What do missing values signify? (8) What do duplicate records
signify? (9) What processing and checks are required before the data are ready for
release?

8.6.4 Updating Personal Information

During the course of study, changes to participants’ personal information are
inevitable. These might be updates (e.g., to address), corrections (e.g., to date of
birth), or less easily characterised (e.g., gender changes). It is important to have a
consistent and well-documented strategy for handling such changes, particularly for
core variables, such as dates of birth, where a change might move a participant
between cohorts (e.g., age sub-cohort) or prompt questions about previously accept-
able questionnaire responses. Irrespective of which approach is used, the priority
should be to retain the original data and keep a detailed record of any changes made.

In general, the most recent update should be treated as canonical. It is important to
allow the study to constantly improve data quality. This will have the unexpected,
but unavoidable, result that each release of the study data may have a slightly
different number of participants as people move into or out of the study age range.
Many analyses also need to account for participants who have moved out of a study
region and are therefore deemed to be ‘lost to follow-up’.

Baseline
questionnaire

Baseline
blood samples

Follow-up
resurvey

questionnaire

Medical notes

Outcome

validation

Blood
biochemistry

Follow-up
resurvey
devices

Death registriesDisease
registries

Electronic
health

records (EHR)
Genetics

Follow-up
resurvey
samples

Follow-up
resurvey

blood samples

Follow-up
resurvey

blood samples

Active
participant
follow-up

Fig. 8.6 Schematic representation of linkage of different types of data in biobank studies
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Finally, every study must allow participants to choose to withdraw entirely.
Unlike the changes discussed above, this sort of change needs to be applied
retrospectively, and may necessitate the permanent deletion of data. Great care
must be taken to respect the participant’s wishes and all relevant data protection
and retention legislation.

8.7 Data Aggregation

Data supplied for research should be available at the appropriate level of detail
(i.e., neither too detailed, nor missing vital distinctions) and be consistently specified
(meaningfully comparable with the rest of the study data, and ideally with other
research databases). These requirements can be addressed by careful aggregation.
Presenting data at multiple levels of detail empowers each analyst to choose how far
to consolidate or subdivide each variable.

8.7.1 Raw Data

Analysts can simply be provided with the raw data (albeit checked and standardised
as above). This has the advantage of allowing them to make their own decisions
about relevance and groupings. The disadvantage is that it forces the analysts to
make these decisions, duplicating effort and risking inconsistent results.

8.7.2 Derived Variables

For certain exposures with multiple questions involved (e.g., alcohol consumption,
physical activities), it may be appropriate to construct a single derived variable that
could provide a summary level of exposure (e.g., total alcohol amount consumed in
grams/day, total MET-h in physical activity). These can then be included in the
databases and made available to all data analysts.

Average grams of alcohol consumed in a typical week = 

* 8 

per bottle 
+ * 5.9 

per glass 
+ * 7.2 

per glass  
+ * 20 

per glass 

Fig. 8.7 Example derivation of an alcohol consumption variable used in CKB
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For example, a researcher might take a detailed set of alcohol consumption
questions and combine the answers into a single composite value (Fig. 8.7). Alcohol
consumption could be further summarised into relevant categories such as:
(1) never-regular drinker; (2) ex-regular drinker; (3) occasional or seasonal drinker;
(4) monthly drinker; and (5) daily drinker. Once derived, such variables can be
included in the database, allowing other researchers to use them without requiring
every detail of the derivation, thus saving time and ensuring consistency between
analyses. Furthermore, if new research suggests improvements to a formula, it can be
updated in one place, and then the next data release can include the improved version
for all other researchers to use.

8.7.3 Disease Outcomes

Unlike cause-specific mortality, electronic health records (e.g., episodes of
hospitalisation, primary care data) can be extremely challenging to handle and
analyse. Even after cleaning and standardisation, the results are derived from
multiple records for each participant, covering different periods, and potentially
containing different variables, duplicate events, or even conflicting information
(a hospital admission dated after a death, for example). When combining records
from multiple sources, all the challenges are multiplied. The goal is to transform data
from these disparate sources into something that can be readily analysed, commonly:
(1) one row per participant (using participant ID); (2) date of diagnosis; and
(3) presence or absence of disease (requiring disease classification). An efficient
and widely used approach to disease classification is ICD-10 codes, although other
clinical coding systems are available (e.g., ICD-9, OPCS-4, Read v2, and Read v3
are all also used by UK Biobank).

Table 8.4 Example of events for an individual participant from multiple sources in CKB

Participant
ID Source Source variable

Diagnosis
date ICD-10 code (disease name)

990000811 Disease
reporting

Stroke report 02-Jan-
2009

I63 (ischaemic stroke)

990000811 Health
Insurance

Admission
diagnosis

05-Jan-
2009

I63 (ischaemic stroke)

990000811 Health
Insurance

Discharge
diagnosis

07-Jan-
2009

I61.1 (haemorrhagic stroke,
cortical)

990000811 Disease
reporting

Stroke report 18-Mar-
2010

I61 (haemorrhagic stroke)

990000811 Death registry Underlying Cause
(1a)

01-Jun-
2010

I21 (heart attack)

990000811 Health
Insurance

Discharge
diagnosis

05-Jul-
2010

I10 (hypertension)
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Some disease outcomes (especially deaths) may involve more than one diagnosis
(e.g., underlying and contributing causes) and therefore may include more than one
event on a single date. Combining variables and events from different sources might
reveal inconsistencies, such as events that overlap or occur after death (see examples
in Table 8.4). Such problems can be resolved by establishing a hierarchy of trust,
removing data from less reliable sources where higher quality data are superior to
lower quality data. It can be difficult to decide on whether events are duplicates or
not. This method is designed to address that question only when absolutely
necessary.

8.7.4 Applying Endpoint Definitions

ICD-10 includes several thousand disease codes. Depending on the number and
range of disease outcomes captured, the study may simply supply individual ICD-10
codes for researchers to use, and/or generate common disease endpoint categories of
specific interests to facilitate data analyses. Endpoints will vary between analyses,
but standardised diagnoses make it easy to be flexible.

Once the endpoint definitions have been applied to each event, they can be
aggregated for each participant (Table 8.5). A participant has an endpoint if they
have at least one event which meets the endpoint criteria, and the date they first
developed the endpoint is the date of the earliest such event. Where they do not have
an endpoint, their censoring date is used instead, which might be their date of death,
when they were lost to follow-up, or simply the end of the most recent follow-up
period. Essentially, it represents the last date where we can be reasonably confident
that they did not have that endpoint.

Table 8.5 Example of classifying events into endpoints

Participant
ID Source

Source
variable

Diagnosis
date

ICD-
10
code

Endpoints

01 02 03 04 05 06

990000811 Disease
reporting

Stroke
report

02-Jan-
2009

I63 � � � � � �

990000811 Health
Insurance

Admission
diagnosis

05-Jan-
2009

I63 � � � � � �

990000811 Health
Insurance

Discharge
diagnosis

07-Jan-
2009

I61.1 � � � � � �

990000811 Disease
reporting

Stroke
report

18-Mar-
2010

I61 � � � � � �

990000811 Death
registry

Underlying
Cause (1a)

01-Jun-
2010

I21 � � � � � �

Endpoint definitions: EP01: Any vascular disease (I00-I99); EP02: Any stroke (I60-I61 or I63-I64);
EP03: Haemorrhagic stroke (I61); EP04: Death (as noted in death certificate); EP05: Second stroke
(at least 28 days after first stroke diagnosis); EP06: Any cancer (Diagnosis: C00-C99)
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The benefits of this approach to health record analysis include: (1) ease of adding
new endpoints; (2) complex definitions still give simple results; and (3) ease of
adding events from additional data sources.

8.8 Quality Control and Documentation

It is important to measure and document the quality of all study data, including
assessments of the accuracy, validity, and context of data collection. This may
involve additional data gathering.

8.8.1 Reliability

A finding is reliable if repeated measurements give consistent results. Replicated
measurements in random samples are needed to assess the accuracy of any data
collected. Reliability of questionnaire responses can be assessed using a quality
control questionnaire: a small selection of the key questions from the baseline
questionnaire. Administering this questionnaire to a randomly selected subset of
study participants shortly after the initial questionnaire allows assessment of the
reliability of the answers. Subsequent resurveys of questionnaires and physical
measurements after 3 or 5 years allow assessment of the longer-term reliability or
within-person variability of such measurements.

8.8.2 Validity

The validity of self-reported data can be checked against data collected from other
more reliable sources. For example, self-reported physical activity and sleeping
patterns can be validated, to some extent, by collecting data from participants who
have been provided with accelerometers. As a very different example, electronic
health records collected by health insurance agencies for reimbursement purposes
can be checked against primary medical records: Original hospital notes can be
retrieved to verify the reported event and then, where appropriate, the evidence can
be reviewed by specialists to adjudicate the reliability of the diagnosis (Fig. 8.8). Not
only does this help to validate disease reports, but it also enables detailed
sub-phenotyping of diagnoses (see Chap. 6).
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8.8.3 Documentation

It is essential to document all data provided for analysis, even if it is intended solely
for use within the organisation. This will include data collection methodology for
each data source, and more detailed information about the variables available,
including summary statistics to answer initial questions and highlight potential
issues. For data to be shared with external researchers, documentation is even
more important. The goal is to enable potential collaborators and users to understand
the available data, and have confidence in the accuracy and validity of such data. The
key objective should be to share all available data with bone fide researchers using
appropriate study-specific data sharing platforms (e.g., http://www.ckbiobank.org,
http://www.ukbiobank.ac.uk). Ongoing studies will periodically release new data for
research purposes, and these should be accompanied by release notes providing
details of new and updated data.

8.8.4 Metadata

Interpretation of any data requires prior knowledge of context, including knowing
how, when, or why a variable was collected. Each variable supplied to a researcher
should be accompanied by appropriate metadata. This should include the exact text
question for questionnaire variables, the range of answers accepted, any validation or
subsequent corrections that were performed, and codes for missing values.

8.9 Data Integration Platforms

Researchers require datasets that include: (1) up-to-date data (incorporating the latest
data as soon as possible); (2) detailed data (including novel data sources as soon as
they become available); (3) reliable data (using the latest improvements in linkage
and data quality); (4) static data (resistant to change); and (5) reproducible data (can
be recreated and extended, even long after the original dataset was delivered). These
requirements demand a well-designed platform primarily administered by IT pro-
fessionals, which can continuously collect, process, transform, and integrate data
from multiple sources. Such platforms should implement the capability to produce
and retain static copies of the data at a given calendar date (referred to as called
‘snapshots’), with appropriate and recorded censor dates.
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8.9.1 Development and Implementation

A detailed data management plan is a fundamental prerequisite to the development
and implementation of a data integration platform (see Sect. 8.3.1). Each study will
inevitably have a number of defined tasks, requiring separate database environments
with different functions (Fig. 8.9). Access to these environments must be carefully
managed. It is critical that all access to any data is restricted as much as possible,
with direct access to personal information being the most restricted.

The choice of database software is secondary, as discussed in Sect. 8.3.4. The
hardware requirements for hosting such data may vary significantly depending on
the size and complexity of the data, ranging from a standard server (with a storage
capacity of a few TBs) to supercomputer processing facilities and cloud-based
storage providers with the capacity to store many PBs of data (see Chap. 7).

8.9.2 Live Environment

The live environment is where data are accessed and updated in real time, and should
be only accessible through applications within strict and well-defined limitations. In
the case of CKB, this is where all operational data such as sample tracking and long-
term follow-up of participants (including updates from the death and disease regis-
tries) arrive continually. Access to and management of this environment is the
responsibility of the IT Management team. It is important to note that data stored
in a live database will contain personal data, so access should be highly restricted
through applications and only granted to those personnel whose roles require it. For
example, a database administrator responsible for investigating issues with applica-
tions may need access to the underlying data. A developer working on data collec-
tion applications, even ones intended for use in the live environment, should
typically be working on anonymised test data instead.

8.9.3 Integration Environment

The integration environment is typically used for importing, integrating and linking
data sources (including the live data), combining them into a single database. Data
arrive in diverse formats, generally as a file or collection of files, and are extracted,
transformed into a common format, and loaded into database tables within the
integration environment. From there, the data are cleaned, linked, and standardised,
before the final process of generating outcomes and variables for each participant can
be performed. Access to and management of this environment is the responsibility of
the data management team.
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8.9.4 Application Environment

A large biobank study will need to develop specific applications for use by the data
management team. Some may be for managing data quality (e.g., standardising
hospital names and disease descriptions), others for managing data delivery
(e.g., generating Concealed Study Ids [CSIDs] to replace direct identifiers for
research datasets). These applications are hosted in an environment that has all the
disciplines of ‘live’, but under the responsibility of the data management team.

8.9.5 Development Environment

Whenever any data management applications or processes are changed, or any data
from a new source are integrated, it is imperative that the results are tested thor-
oughly before being utilised. The development environment is a copy (or copies) of
the database, to be used for coding and testing. As these tasks often involve changes
to the data, ideally each developer will have their own copy of the database which
they can backup, restore, and refresh independently. Access to and management of
this environment is the responsibility of the data management team.

8.9.6 Data Warehouse Environment

The day-to-day work of the data management team culminates in regular releases of
research-ready databases (‘snapshots’), typically on an annual basis. Each new
snapshot will include: (1) the latest follow-up events; (2) any other newly integrated
data; and (3) any corrections or improvements in linkage and data quality. This
environment will not include any personal data, to minimise the risk that such data is
shared inappropriately. All such releases are copied to the data warehouse environ-
ment where they will be retained in a read-only state for research and fieldwork. All
requests for analysis datasets are served from these releases, generally the most
recent one. Access to and management of the data warehouse environment is the
responsibility of the data management team.

8.10 Governance and Access to Data

Researchers require assurance that their data are ethically and legally appropriate to
use. Compliance with appropriate ethical and legal regulations is also of fundamental
importance to both biobank managers and participants. It is a key responsibility of
the data management team to protect the integrity of the study, the privacy of study
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participants, and the ethical obligations of the researchers. Safeguards must be
maintained to ensure the anonymity and confidentiality of participants’ data
(Arbuckle and El Emam 2013).

Researchers must enter into a legal agreement not to make any attempt to
de-anonymise participants. Data provided to researchers will not contain any per-
sonally identifiable variables and every dataset provided will be ‘anonymised’with a
uniquely encrypted identifier for participants. There are several steps that should be
established before data are made available to researchers and these are summarised
in Fig. 8.10.

8.10.1 Researcher Registration

All researchers seeking data need to be registered as bona fide researchers of the
study. Registration is typically recorded using a public web-based interface
(UK Biobank 2011). Each application must be individually reviewed and approved
by members of the study Data Access Committee.

Researchers should be employees of a recognised academic institution, health
service organisation, or charitable research organisation, with appropriate experience
in conduct of health-related research. Many studies (e.g., UK Biobank) may also
allow researchers from commercial organisations to access the data. Researchers
should be able to demonstrate, through their peer-reviewed publications in the area
of interest, their ability to carry out the proposed study. Their organisation should
have formal policies and procedures to comply with any legal, ethical, or data

Fig. 8.10 Schematic representation of a data request workflow in biobank studies
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protection constraints, and to ensure that the dataset is stored securely and used
responsibly.

It is possible that a study has internal researchers within the study establishment
as well as a commitment to supply data to ‘external’ researchers. It is strongly
recommended that the process of registration and of requesting data is followed
consistently by all categories of researchers.

8.10.2 Requesting Data

Researchers want to have the ability to: (1) learn what data is available to them;
(2) request data easily and receive it quickly and securely; (3) add additional vari-
ables to previous requests; (4) update previous requests to reflect the latest data or
continue to use older data; and (5) choose the format of their dataset. A data delivery
system must address these requirements and, as far as possible, should automate
them. Once a researcher has been approved, they will receive confirmation and a
permanent registration ID. They can then be given visibility of the data that they can
request using a ‘data showcase’. The data showcase must only display summary
information about variables and not information at the participant level. The
researcher can initiate a request using an online form and select the variables and
categories of data that they would like to receive in their dataset. Once the researcher
has completed their request they can submit it, at which point the request will be
saved and the data access team notified. All data requests are typically reviewed by
members of the study Data Access Committee and either the request will be
approved or feedback with requests for modification will be communicated to
researchers. Such responses might be an outright rejection, but are much more likely
to suggest modifications and restrictions to reduce unduly large data requests. Once a
request has been approved, the researcher will be notified, and a data access
agreement will be prepared to control the use of the data.

8.10.3 Data Access Agreement

Before any data are released to researchers, a Data Access Governance agreement
(DAG) should be agreed and signed between the biobank establishment and the
researchers’ host institution. Such an agreement will specify the permitted use of the
data. One important component includes a statement that the researcher agrees that
they will only use the data for the permitted use and will not attempt to reverse
engineer data or de-anonymise individuals.

To cover costs associated with the application process and the preparation of the
dataset for each data request, it is standard practice to publish access costs to the
resource so that applicants are aware that they will have to pay for a successful data
request. If the request has been submitted by an internal researcher within the study
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institute then, depending on the study’s policies, the step for a DAG or for charges
for the dataset can be bypassed.

8.10.4 Preparation and Sharing of Study Data

Once a request has been formally approved by the Data Access Committee, the data
access system will be notified and will initiate construction of a customised dataset.
Curation of such datasets should be almost fully automated to retain consistency and
reproducibility of datasets and avoid the risks of unintentional disclosure of direct or
personally identifiable variables.

Access to all underlying and raw data must be restricted via applications or to
only those personnel with exclusive privileges for accessing the data such as
database administrators or data analysts, whose role is to curate the study data.
Each dataset will be individually prepared using the selected variables and outcomes
that the researcher has requested. The researcher will not have any direct access to
the data via the web-based interface.

There are a number of stages in preparing a dataset before it can be released to the
researcher (see Sect. 8.10) and careful processes must be put in place, for example, to
avoid: (1) supplying variables that are classified as identifying and (2) unintentional
disclosure such as non-identifying attributes containing identifying information
(e.g., home address). In developing processes to curate researcher datasets, data
managers must always consider that: (1) privacy and security must be preserved and
(2) protecting privacy of genomic information is a major challenge. Once a dataset
has been curated and is ready to be released to the researcher, the researcher will be
notified and, through the web-based interface, will be permitted to logon and
download their encrypted custom-built dataset.

8.10.5 Curation of Research Datasets

There are legal and ethical restrictions on the types of data that should be released for
research. Legal restrictions prevent release of direct identifiers, and safeguards must
be maintained to ensure the anonymity and confidentiality of participants’ data. Any
individual variables that enable identification in isolation should never be included in
a data request. Examples of direct identifiers include: name; address; date of birth;
telephone numbers; email addresses; national ID numbers; medical record numbers;
biometric identifiers (including finger and voice prints); or full-face photographic
images.

Other variables may be classed as indirect or non-identifiers. Indirect identifiers
are variables that could enable de-anonymisation when used in conjunction with
other attributes held either internally or externally in a dataset. In the contemporary
era with advanced computing capabilities, there is always a risk about what level of
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granularity should be provided for data released; in addition, there should be
awareness of the potential for rare or unusual diseases to indirectly identify a
participant. For example, while height would not normally be considered an identi-
fier of any kind, it could be for someone who is extremely tall. Non-identifiers are
those variables that provide an extremely low risk of de-anonymisation and can be
safely released. Classification of what constitutes a direct or indirect identifier is
frequently a matter of human judgement, although it may be prudent to discuss any
concerns with the relevant legal and ethical department, who can provide predefined
classifications of common attributes.

All approved datasets should be pseudo-anonymised, replacing even internal
study IDs with cryptographically secure dataset-specific identifiers. This will dis-
courage unauthorised ‘joining’ of any two supplied datasets to create a broader
dataset outside of the scope of the agreed research proposal.

8.10.6 Delivery of Approved Datasets

The sharing and delivery of study datasets to researchers is usually conducted using
web-based interfaces including individual logon credentials. Such interfaces typi-
cally use secure network locations for internal researchers or encrypted internet
delivery systems for external researchers. As an example, when datasets are ready
to download, researchers receive an email with half of an encryption key. The second
half of the encryption key is obtained by logging onto the web-based interface using
their registration ID. The encrypted datasets can then be downloaded and
unencrypted by combining the two parts of the encryption keys. Each dataset is
delivered with an associated set of metadata files describing the data. The data access
management system records and audits all datasets that have been prepared and
delivered.

8.11 Summary

The size, diversity, complexity, and potential sensitivity of contemporary large
biobank studies demand secure and reliable data management frameworks. This
chapter describes some of the key concepts, principles, and practical procedures
involved in planning, designing, developing, and implementing these frameworks.
Many of the procedures and practical examples illustrated were based on CKB,
which has been accumulating large and multi-dimensional data from many sources
since 2006. It is expected that technological development in genomics will soon
enable whole genome sequencing of all study participants, along with multi-omics
assays of many thousands of proteins and small molecules. These will generate
unprecedentedly large and complex datasets, over and above those collected and
generated using more conventional approaches. Advances in data science
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technology, such as machine learning and cloud computing, may permit greater
capacity, efficiency, flexibility, and novel solutions for managing and analysing such
datasets, in ways that differ importantly from those described in this chapter.
However, the fundamental principles will not change.
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