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Foreword

I am not a specialist in studies on carbon-related materials. I attended the
International Conference of IUMRS-ICAM-2017 (International Union of Materials
Research Societies—International Conference on Advanced Materials, August 27–
September 1, 2017, Kyoto), by the invitation of Prof. Tamio Endo (Japan Advanced
Chemicals, Professor Emeritus Mie University) and conference committee.
I delivered Nobel Lecture on “An Example of Useful Science: Organic Synthesis by
Organoboron Coupling Reaction”. There I made many friends including Dr. Satoru
Kaneko (KISTEC) and Prof. Paolo Mele (Shibaura Institute of Technology). This
time, they requested me to write the Foreword for this book.

In 1963, I joined Prof. Herbert C. Brown’s research group, who received Nobel
Prize in Chemistry 1997, in Purdue University, the USA, as a postdoctoral asso-
ciate, fascinated with the interesting new reaction, hydroboration. After two years
stay in Purdue, I returned to Hokkaido University where I started to study for
organic synthesis using organoboron compounds. We recognized the potential of
organoboranes as intermediates in organic synthesis. Our discoveries of halobora-
tion and cross-coupling reactions are a fundamental contribution to the organic
chemistry of boron and synthetic methodology.
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The cross-coupling reaction is widely used for the stereodefined construction of
carbon–carbon bonding in multifunctional systems. I retired from the university.
However, I am very happy to have a chance to meet many young researchers at
international meetings to discuss the chemistry. I hope this book is useful for such
young chemists.

Prof. Akira Suzuki
Hokkaido University Professor

Nobel Laureate in Chemistry, 2010

Hokkaido University
Sapporo, Japan
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Preface

We, (Team Harmonized Oxides: THO), organized five Symposia in IUMRS-ICAM-
17 in Kyoto University (International Union of Materials Research Societies—
International Conference on Advanced Materials, August 27–September 1, 2017,
Kyoto). THO is a unique scientist group which was established by Tamio Endo (Mie
University) and Kazuhiro Endo (AIST) to develop materials sciences and to promote
International Comprehensions and World Peace. Under such policies, the five
Symposia were conducted; (1) Magnetic Oxide Thin Films and Hetero-structures,
(2) Nobel Laureate Prof. Suzuki Special Symposium—Carbon-Related
Materials, (3) Superconducting Materials and Applications, (4) Thermoelectric
Materials for Sustainable Development—ACT2017 and (5) Synthesis of Functional
Materials for Next Generation Innovative Devices Applications. These were arranged
as (3rd Bilateral MRS-J/E-MRS Symposium), then many of European Scientists were
invited such as Ulrich Habermeier (Germany), Josep Nogues (Spain), Rodrigo
Martins (Portugal), Oleksandr Tovstolytkin (Ukraine) and Jacobo Santamaria (Spain).
We invited Axel Hoffmann (Argonne Nat. Lab., one of THO international members)
from the USA to deliver Plenary Lecture.

The Symposium of Carbon-Related Materials (2) was held in recognition of
Nobel Plenary Lecture by Prof. Akira Suzuki (Professor Emeritus Hokkaido
University, Nobel Prize, Chemistry, 2010).

Organizers of Symposium

Satoru Kaneko (Kanagawa Industrial Technology Center)
Masami Aono (National Defense Academy of Japan)
Tetsuo Tsuchiya (National Institute of AIST)
Tamio Endo (Sagamihara Surface Laboratory)
Masahiro Yoshimura (National Cheng Kung University)
Nobuyuki Iwata (Nihon University)
Paolo Mele (Muroran Institute of Technology)
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Hiroaki Nishikawa (Kinki University)
Tomoaki Terasako (Ehime University)
Yasuteru Mawatari (Muroran Institute of Technology)
Sarawut Rimdusit (Chulalongkorn University)
Yudi Darma (Institute Technology Bandung)
Kuang-Sen Sung (National Cheng Kung University)
Alina Pruna (Polytechnic University of Bucharest)
Mariana Ionita (Polytechnic University of Bucharest)
Rodrigo Martins (Universidade Nova)

Invited Keynote Speakers of Symposium

Yoshitake Nishi, Masataka Hasegawa, Hiroki Ago, Kazuhiko Matsumoto, Masahiro
Yoshimura, Thomas Lippert, Yoku Inoue, Naum Naveh, Mehmet Ali Gulgun

Scope of Symposium

This is Special Symposium in honor of Nobel Prize Laureate, Prof. Akira Suzuki.
Recently, “Carbon-Related Materials” have been becoming very popular and
important. We promote researches on these materials, including categories of for-
mations, structures, electrical/magnetic/optical properties, mechanical behaviors, in
view of their technological applications. We discuss a broad class of ordered and
disordered solid phases composed primarily of elemental carbon. Organic materials
are included as well as inorganic materials. The Symposium focuses on materials
such as diamonds, graphites, graphenes, C-nanotubes, carbon fibers and compos-
ites; and we discuss them together. One special session touches upon CNT com-
posites with respect to Prof. Sumio Iijima. It is welcomed to discuss chemical bonds
of C–C and others such as C–O.

All the participants presented their excellent papers, and we had very active and
excited discussions in this Symposium. Then we, organizers, determined to publish
a memorial book of this Symposium. We requested the participants and their
affiliated scientists to contribute on one chapter in consonance with the Symposium
Scope in the book. We are convinced, these authors are submitting exquisite papers,
then readers can get profitable knowledge from this book. We would like to express
our special thanks to all the authors of chapters, reviewers and editors of this book.

Supplementary we would like to note, these five Symposia by THO were held in
conjunction with the meeting of MRS Japan: Nano Oxides Materials Research
Society.

Lastly, we would like to mention, Prof. Hanns-Ulrich Habermeier (Max-Planck,
Stuttgart) has passed away on July 20, 2019, in Stuttgart, Germany. He acted as
President of IUMRS (2015–2016) and President of E-MRS (2000–2003). He was a
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nice guy, an international member of THO and our close friend. He kindly delivered
his fruitful keynote talk in Symposium (1), greatly appreciated! “Our sympathies
are with him!”

Nobel Plenary Lecture by Prof. Akira Suzuki

Satoru Kaneko, Head Organizer
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(2)
(1)

(1)Tamio Endo, (2) Paolo Mele, Organizers

(1)

(1) Axel Hoffmann, Plenary Speaker, Kyoto University Campus

One scene of Carbon Related Materials Symposium, Shigeo Yasuhara
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Chapter 1
From Unidimensional Carbonaceous
Materials to Multidimensional Structures
Through Molecular Modeling

Elena Alina Chiticaru, Sebastian Muraru, and Mariana Ioniţă

1.1 Introduction

Carbon, the sixth element on the periodic table, it is among the most abundant
elements in the universe, on Earth, and in the human body, being the foundation of
all life forms. The versatility of this element, capable of binding itself as well as
many other elements and molecules, has attracted great interest from the scientific
community. Carbon’s existence in many forms is called allotropy, an advantageous
quality exploited by industrial and academic fields for a wide range of applications
[1]. Two natural carbon allotropes, diamond and graphite, are long-known, yet still
the subject of intensive research even though they are already the basis of many
commercial applications. For example, crystalline diamond, known for its hardness,
is used in various experiments as hard tips or in the jewelry industry, while amorphous
graphite has semi-conductive properties and is employed in lithium-ion batteries [2].

A carbon allotrope revolution began with the discovery of synthetic allotropes,
specifically zero-dimensional fullerenes [3], rewarded with a Nobel Prize high-
lighting the importance of the event. Six years later, the accidental discovery of
carbonnanotubes (CNTs)marked another turning point in the scientificfield followed
by the Nobel awarded graphene, the first two-dimensional material, experimentally
obtained and characterized by a team from University of Manchester [4]. However,
the search for new allotropes has not ended. By altering the carbon bonds in graphene
or diamond, for example, an abundance of novel structures have been proposed in
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2 E. A. Chiticaru et al.

the last years. These novel materials, including graphyne and penta-graphene, are
investigated by means of computational methods, and some, e.g., graphydyine and
T-carbone, are already synthesized in the laboratory [2].

1.2 Classification and Fabrication of Carbon Allotropes

1.2.1 Classification

The ability of carbon atoms to form three types of hybridization bonds allows carbon
allotrope classification according to three main categories. The first one refers to
sp3 hybridization, characteristic for diamond structure. The second group is repre-
sented by graphite (and graphenic structures, such as carbon nanotubes, nanohorns,
graphene quantum dots) containing only sp2 carbon atoms. The sp hybridization
corresponds to carbyne, a compound of molecular structure including an electrically
neutral carbon atom with three non-bonded electrons. Further, carbon allotropes that
have a mixed hybrid state are called transitional forms [5].

Another classification that includes all carbon structures is based on the dimen-
sionality of the configuration (Fig. 1.1). The interesting property of elemental
carbon is its capacity to exist in all dimensions, starting with zero-dimension
nanostructures (e.g., fullerenes, carbon dots, graphene quantum dots, nanodia-
mond, diamondoids, onion-like carbon), one-dimensional allotropes (e.g., CNTs,
nanohorns, nanofibers), two-dimensional materials (graphene and its derivatives),

Fig. 1.1 Carbon allotropes arranged based on their dimensionality
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ending up with three-dimensional structures (e.g., diamond, graphite, lonsdaleite,
and synthetic nanostructures). We discuss each class of carbon allotropes based on
this classification.

1.2.2 Synthesis of Carbonaceous Materials

Carbon allotropes can form naturally, like diamond and graphite, or can be synthe-
sized by physical and chemical methods, with specific size, shape, and properties.
Nanostructured allotropes are developed by the top-down or bottom-up approach.
Briefly, the top-down method implies the use of a bulk or macroscopic material
as a precursor that is controllable reorganized so as to obtain a nanosized mate-
rial with precise properties [6]. For example, zero-dimensional allotropes can be
synthesized from various precursors, such as carbon nanotubes, graphene, graphene
oxide, graphite, carbon black, or coal, to obtain fullerenes, carbon dots, and graphene
quantum dots, using laser ablation, arc discharge, or carbon vapor deposition (CVD)
[1]. By the same principle, CNTs are produced from graphene or graphite by arc
discharge or CVD, while graphene can be fabricated by exfoliation of graphite or
reduction of graphite oxide [6].

By contrast, in the bottom-up approach, elemental precursors (e.g., atoms,
molecules) are used to synthesize nanostructures, permitting a higher degree of preci-
sion controlling the shape and size of the desired material [7]. However, this route
of synthesis is not used in practice as often as the top-down approach. Neverthe-
less, fullerenes have been obtained experimentally starting from graphite molecules
or corannulene (C20H10), the smallest subunit of C60. Also, graphene quantum dots
can be fabricated from aromatic molecules, while graphene can be prepared using
biphenyl molecules that are cross-linked and annealed [6].

1.3 Carbon Allotropes by Dimensionality

1.3.1 Zero-Dimensional Carbon Materials

1.3.1.1 Fullerenes

The fullerenes are closed hollow carbon cages arranged into 12 pentagonal rings
and a number of hexagons that can be calculated according to the total number of
carbon atoms [6]. The first type of this nanometric structure to be isolated was the
C60 molecule, also called buckminsterfullerene, reported by Kroto et al. in 1985 [3].
C60, the most abundant experimentally obtained fullerene, represents a simple and
highly symmetrical spherical network consisting of sixty carbon atoms [3]. Initially,
it was believed that fullerenes had sp2 hybridized atoms, but it was subsequently
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shown that they actually have a very interesting intermediate hybridization between
sp2 and sp3. In particular, C60 has sp2.28 hybridization [8]. Also, this molecule has an
external diameter of 7.1 Å and the structure of a truncated icosahedron (football-like
shape) with 12 pentagonal and 20 hexagonal faces (Fig. 1.1a) that provide excellent
stability [3, 6]. Carbon atoms from two adjacent hexagons are connected by double
bonds with the length of 1.38 Å, while the length of the single bond between carbons
pairing hexagon–pentagon faces is 1.45 Å [9]. At room temperature, C60 can exist in
solid form having a crystalline, face-centered cubic (fcc) structure that can aggregate
and self-assemble into a two-dimensional monolayer [10] or into nanoparticles [11].

Since their discovery, fullerenes have been intensively studied due to the inter-
esting properties they possess, with wide applicability in technology and medicine.
Like other fullerenes, C60 is insoluble in polar solvents and aqueous solutions but
highly soluble in various organic solvents, e.g., toluene, carbon disulfide, and xylenes
[12]. The hydrophobicity of these carbon allotropes can be overcome by surface func-
tionalization that enables the design of new materials. The structural morphology of
C60 facilitates the reaction with free radicals, so it can be used as an antioxidant
in biological systems and cosmetics [6]. Notably, hydrophilic fullerenes have the
capacity to inhibit human immunodeficiency virus (HIV) activity [13].

The most important property of fullerenes is an efficient electron accepting
ability, which is exploited in energy conversion systems as components of organic
photovoltaic cells. For instance, by combining an acceptor fullerene derivative ([6,
6]-phenyl-C61-butyric acid methyl ester—PCBM) with a donor polymer (poly(3-
hexylthiophene)—P3HT), it is possible to obtain compounds that simulate photo-
synthesis, used in efficient, low cost, organic solar cells [14]. Another fundamental
property of fullerenes concerns the relative inertness of the hollow cages that permits
dopingwith variousmolecular species. In particular, the capture of alkalimetals trans-
forms fullerenes into superconductive crystals [6]. Moreover, the optical limiting
properties of these materials make them suitable for the fabrication of protective
eyewear [15] and sensors.

Fullerenes include a high number of representatives, from small molecules (C20,
C24, C26, C28, C30, C32, C36, C50) to big (C70, C76, C78, C80, C82, C84, C90) and even
relatively huge compounds (C140, C180, C240, C320, C540). Some of these have already
been experimentally isolated, while others are currently studied by computational
methods.

1.3.1.2 Carbon Dots and Graphene Quantum Dots

Carbon dots (CDs), also referred to as carbon quantum dots (CQDs), represent a class
of fluorescent materials, with quasi-spherical shape and diameters below 10 nm [7].
These nanoparticles were accidentally discovered by Xu et al. [16] in 2004 during
electrophoretic purification of single-walled carbon nanotubes. Graphene quantum
dots (GQDs), on the other hand, are small photoluminescent particles that consist of
graphene nanosheets with the lateral dimension below 100 nm (usually 3–20 nm),
fabricated for the first time in 2008 by the same group that discovered graphene [17].
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These two materials have different structure; CDs contain a combination of sp2 and
sp3 hybridized carbon atoms with an amorphous phase, while GQDs are composed
of mainly sp2 carbons [6], reflecting a higher crystallinity. X-ray diffraction (XRD)
measurements reveal a lattice spacing of 4.5 Å for CDs [18] that is higher than the
value measured for GQDs (2.1 Å) [19], confirming the partial amorphous nature of
the CD particles. However, X-ray photoelectron spectroscopy (XPS) indicated the
presence of oxygenated functional groups on the surface of both these nanodots, and
depending on their density plus other parameters, the lattice spacing can vary altering
properties [7, 18].

The most important property common to these two materials is the strong photo-
luminescence (PL) that can be tuned by changing their shape, size, or geometry.
Alongside photochemical stability and chemical inertness, the fluorescence prop-
erties avail carbonaceous nanodots to be used in bioimaging and biosensing [20].
Moreover, the richly oxygenated functional groups on the surface of the nanoparti-
cles grant them high water dispersibility and facilitate further functionalization with
biomolecules. Due to low toxicity and high biocompatibility, CDs and GQDs are
more suitable than metallic quantum dots in nanomedicine and in vivo applications
[21]. All these advantageous properties encouraged scientists to study their efficiency
in drug delivery systems (with simultaneous particle tracking), gene delivery appli-
cations, and also as therapeutic agents [18]. Since Tour et al. [22] found a cheap
way to produce PL carbon dots from coal at an industrial scale, one can expect these
fascinating materials to be used in many practical applications, like road and safety
signs, bicycle reflectors, and luminous clothing.

1.3.1.3 Nanodiamonds and Diamondoids

Another important zero-dimensional carbon allotrope is represented by nanodia-
monds. These nanoparticles were first observed in 1963, during the detonation of
military explosives in USSR, and hidden from the rest of the scientific community
until 1990 [23]. In 2005, progresswasmade regarding the research of these nanomate-
rials, and at present, it is known that nanodiamonds have a spherical shape, consisting
of mostly sp3 hybridized carbon atoms, with a crystalline structure (Fig. 1.1b) and
particle diameters of 4–5 nm [6]. Also, diamondoids are described in the literature
as diamond nanostructures, with small particle size of 1–2 nm, that are abundant in
fossil fuels [24].

Carbon nanodiamonds combine many important properties, like chemical
stability, high surface area, biocompatibility, non-toxicity, and easy surface func-
tionalization, making them suitable for biomedical applications; maybe the most
important one is the use as a drug delivery agent, when combined with a chemother-
apeutic drug (doxorubicin) for cancer treatment [23]. In addition, this nanomaterial
has a high Young’s modulus, so it is very hard and strong, resistant to degradation,
with high thermal conductivity, electrical resistivity, and a large optical band gap
[6]. One unique feature of nanodiamonds is the optical transparency and the ability
to introduce nitrogen-vacancy (N-V) defects as color centers that under visible light
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excitation can emit strong fluorescence with high photostability [23, 25]. This impor-
tant property allows nanodiamonds to be employed in biolabeling and bioimaging
applications and in the design of stable and sensitive sensors [26]. Another expected
application of nanodiamonds is in skin care cosmetics and makeup products, due to
their high adsorption capacity [26]. There are many potential applications outside the
medical field as well, including faster optical transistors that operate at room temper-
ature, plus quantum computing, solar energy conversion, abrasives, and lubricants
[27].

1.3.1.4 Onion-like Carbon

A less known carbon derivative is the onion-like carbon (OLC), consisting of a
fullerene core enclosed by concentric graphitic layers, having a quasi-spherical shape
(Fig. 1.1c) [26, 28]. These nanoparticles were discovered in 1992 by Ugarte [29] via
strong irradiation of carbon nanotubes with electron beams. The particle size of
OLC can vary between 3 and 30 nm, depending on the synthesis method with the
distance between the graphite sheets ≈0.35 nm [6]. The main properties of these
allotropes remain similar to any carbon nanoparticles: high surface-to-volume ratio,
low toxicity, high cellular uptake, and low density. Due to the relatively modest
specific surface area (500–600 m2/g), in comparison with other carbon structures,
OLC was not found very fitting for sensing applications [26]. However, current
research indicates that it shows a very strong optical limiting action with prospective
photonic applications [30]. Moreover, these nanoparticles reveal a high ion adsorp-
tion capacity, good electrical conductivity, high capacity for energy storage but low
volumetric capacitance [31]. These key features have attracted use of OLC in the
design of electrochemical capacitors [28, 31].

1.3.2 One-Dimensional Carbon Allotropes

1.3.2.1 Carbon Nanotubes

Carbon nanotubes (CNTs) are tubular structures consisting of rolled-up graphene
sheets, discovered in June 1991 by Iijima [32] while examining graphite cathode
surfaces used in electric-arc evaporation, under an electron microscope. Depending
on the number and arrangement of cylinders, these materials can be classified in two
categories: single-walled carbon nanotubes (SWCNTs), a single cylinder (Fig. 1.1d)
with a diameter of 1–2 nm [33], and multi-walled carbon nanotubes (MWCNTs)
that are formed of several concentric tubular graphene structures (Fig. 1.1e) with
0.34 nm between adjacent shells [34]. The structure of the carbon nanotubes renders
their unicity and extraordinary properties. The strong covalent bonds of sp2 carbon
atoms increase the stiffness and the mechanical properties in general. Carbon atoms
are arranged in a helical lattice that can form three types of structures: armchair,
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zigzag, and chiral configurations [33, 34]. Also, the smaller diameter of SWCNTs
and the free chirality of the tubes bring a smaller Young’s modulus compared to
MWCNTs [35].

Properties of CNTs are strongly dependent on the combination of size, topology,
and structure. For instance, the armchair configuration has metallic character, while
the other two structures can be either metallic or semi-metallic (semi-conductive)
[35]. These two propertiesmake carbon nanotubes very attractive for the construction
of various sensors and biosensors [26], in molecular electronics, and as refined mate-
rials for antistatic paints and shielding [36]. The versatility of these carbon allotropes
is matched only by graphene. Carbon nanotubes have superior mechanical proper-
ties, among them high tensile strength (50–500 GPa for SWCNTs; 10–60 GPa for
MWCNTs) and high elasticity (Young modulus up to 1 TPa), that make them very
strong and flexible materials, being able to resist to external damage and return to
the original form [37]. Moreover, carbon nanotubes exhibit outstanding electrical
properties: The electrical conductivity of CNT fibers at 27 °C is 595 S cm−1, but by
chemical modification, it can reach 1152 S cm−1 [38]. Thermal properties are also
excellent, with a conductivity measuring 3000 W m−1 K−1 and stability preserved
at more than 700 °C in air and up to 2800 °C in vacuum [39]. Due to these excep-
tional characteristics, CNTs have been employed in a wide range of applications,
such as electronic devices (single-electron transistors, field-effect transistors, logic
circuits, rectifying diodes) [40], plus energy storage and generation (Li-ion batteries,
solar and fuel cells, high-capacity energy storage systems) [41]. Considering also
the optical properties (photoluminescence, photostability), nanotubes have utility in
biological fields, such as bioimaging [41], tissue regeneration, and delivery systems
[42]. However, themost interesting applications include carbon nanotube inks for 3D
printing flexible electronics [43], the attachment of CNTs to the atomic force micro-
scope (AFM) tip to be used as nanoprobe (already on themarket) [33], the production
of selective membrane filters [44], the use as actuators in artificial muscles [33], and
the development of invisible electronic circuits based on transparent and flexible
transistors [41].

1.3.2.2 Carbon Nanohorns

Similar to carbon nanotubes, they are single-walled carbon nanohorns (SWCNHs),
discovered by Harris et al. in 1994 [45]. Five years later, Iijima et al. [46]
managed to prepare them in large quantities allowing commercial production and the
ensuing research of these interesting materials. SWCNHs are conical nanostructures
(Fig. 1.1f) with a typical diameter of 2–3, 30–50 nm length and unique opening angle
of 20° that tends to aggregate in a spherical shape of 80–100 nm diameter, resembling
a dahlia flower [46–48].

Pristine carbon nanohorns have intriguing properties, the most attractive being
the high microporosity (pore volume of 0.11 mL/g) and the extensive surface area
(308 m2/g) [49], that favor the adsorption of small molecules onto them. These are
promising features for energy storage systems, and SWCNHs were demonstrably
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superior in fuel cells for mobile devices, when compared to single-walled carbon
nanotubes [50]. Advantageously, non-cytotoxic, these materials have applicability in
medicine, mostly in cancer therapy. The size of the aggregates is ideal for penetrating
tumor tissue, attaining an enhanced permeability and retention effect [51].

1.3.2.3 Carbon Nanofibers

Carbon nanofibers (CNFs) have a long history, reported since 1889 as carbon fila-
ments. Variable dimensions are observed for these carbonaceous materials, with
diameters ranging from 3 to 100 nm and lengths between 0.1 and 1000 μm [52].
Similar to carbon nanotubes, they consist of sp2 carbon atoms that form a hexagonal
network known as graphene. However, the closed cage structure of nanofibers is not
hollow because the graphene sheets are short and connected in different assemblies
[53]. Even though the mechanical properties are not as good as CNTs, they are still
outstanding, having a Young’s modulus and tensile strength higher than steel. For
this important aspect, carbon nanofibers are used as additives in a polymer matrix
to obtain composite materials and for the moment are unlikely to be replaced by
more costly CNTs [52, 53]. Besides the typical applications of carbon nanostruc-
tures, CNFs can be employed in the fabrication of point X-ray sources, generating
high-resolution radiographies [54].

1.3.3 Two-Dimensional Carbon Structures: Graphene

In 2004, Novoselov et al. [4] isolated for the first time a two-dimensional material
called graphene, which proved to be highly versatile, with extraordinary properties
that might revolutionize the industry. Graphene represents a monoatomic layer of
sp2 conjugated carbons packed in a hexagonal crystal lattice (Fig. 1.1g) [55]. Each
carbon atoms are connected with three other atoms by strong σ bonds (C–C) with a
length of 1.42 Å, with an ability to form another weaker bond through the π orbitals
perpendicular to the plane, allowing an interaction between layers [55, 56].

The great interest for this thinnest material reflected a unique combination of
mechanical, electronic, electrical, and thermal properties. The extensive surface area
(2630 cm2/g) and the high Young’s modulus (1 TPa) are combined with the low
density of graphene dethroned CNTs as the strongest, lightest material [57]. In addi-
tion, graphene acts as a semiconductor, is chemically inert, and has the capacity
to absorb light at all wavelengths, although the absorption rate of white light is
very low. Truly remarkable about graphene is the optical transparency, the high
thermal (5000 W m−1 K−1) and electrical conductivity at room temperature (elec-
tronmobilitymore than 200,000 cm2 V−1 s−1), and the low Johnson noise (electronic
noise) [56] that encouraged numerous applications, especially in domains like elec-
tronics, photonics and optoelectronics, spintronics, energy storage and conversion,
sensors and biomedicine [55].
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Graphene is also super hydrophobic, though this need not be desirable for every
application. Depending on requirements, a preferred graphene derivative is graphene
oxide (GO) or reduced graphene oxide (rGO). GO is rich in oxygen containing
functionalities, like carboxyl, carbonyl, ester, epoxy, and hydroxyl groups (Fig. 1.1h)
[58], that make it easy to disperse in various solvents, but this affects its conductivity.
In order to recover this important property, GO can be reduced usually by chemical,
electrochemical, thermal, or photocatalytic deoxygenation. The resulting material,
rGO, has fewer oxidized groups mainly restricted to the edges that do not interfere
with the conductivity, and lattice defects are introduced within the plane (Fig. 1.1i)
[55, 58]. Both GO and rGO are hydrophilic derivatives that preservemost of the great
properties of graphene, and additionally, they are highly biocompatible and easy to
functionalize.

Novel allotropes based on graphene (Fig. 1.2) were predicted in the last few years
that can be obtained by tampering with the C–C bonds. Theoretical studies already
facilitated the synthesis of some graphene allotropes, such as graphenylene, bipheny-
lene, and graphdyine, while penta-graphene, twin-graphene, graphyne, phagraphene,
and T-graphene are still investigated by computational chemistry methods [2, 59].
Graphyne and twin-graphene have a semi-conductive character and are obtained
through bond extension. By reducing some C–C bonds, penta-graphene is obtained,
characterized by a negative Poisson’s ratio and the highest relative energy in compar-
ison with the other allotropes. Finally, graphenylene, biphenylene, and phagraphene

Fig. 1.2 Derivatives of graphene structure
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can be obtained by rotating the C–C bonds, and compared to graphene, they have
the lowest relative energy [2].

There is extensive ongoing research and massive interest from multinational
companies regarding graphene as a key material for future innovative devices.
Conceptually, batteries will charge faster (within minutes or even seconds) and last
longer, so electric cars will be more accessible. Also, flexible touch screen devices
and smart-windows will soon be commercially available [57]. Feasible innovations
include ultrafast, super small, flexible computers, clothing with pockets incorpo-
rating supercapacitors and photovoltaic cells for charging electronic devices, and
even invisibility cloaks [57, 60].

1.3.4 Three-Dimensional Carbon Materials

1.3.4.1 Natural Allotropes

The most common carbon allotropes are diamond and graphite, both natural and
crystalline allotropes, butwith different structure and properties. Diamond consists of
tetrahedral sp3 hybridized carbon atoms that form a cubic structure (Fig. 1.1j), while
graphite contains only sp2 bonds, and it has a layered structure (stacked graphene
sheets) [6]. In terms of properties, diamond is transparent, acts as an insulator, and it
has a very high stiffness [35]. In contrast, graphite is a blackmaterial, good conductor
of electricity but with low tensile strength [53]. The hexagonal structure of diamond
is called lonsdaleite, which is a very rare mineral that forms when meteorites hit the
Earth. Although it is very hard to synthesize this material, theoretical studies suggest
that it may have superior properties to diamond, including twice the compressive
strength [61].

1.3.4.2 Synthetic Allotropes

Derived from diamond and graphite, other carbon-based structures have been
proposed.On one hand, three-dimensionalmetallic carbonmaterials have been inten-
sively investigated in the last decade. To date, various promising structures were
proposed by computational chemistry. It was found that H18 carbon [62] andHex-C18

[63], both derivatives of graphene obtained by bond rotation, have a shear modulus
over 250 GPa. Moreover, Tri-C9 [64] may be produced by compressing graphite at
high pressure, and its shear modulus is calculated to be around 270 GPa. Deriva-
tives of diamond, O-type and T-type carbon [65] with orthorhombic and tetragonal
symmetry, respectively, are both thermally and mechanically stable, while having
high cohesive energy [2].

On the other hand, superhard carbon is also thoroughly researched. Theoretical
designs of a semiconductor tetragonal C64 [66] and an insulator C20 T-carbon [67]
were proposed as well as a derivative of carbon nanotubes, called P-carbon [68],
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that has a semi-conductive character. C64 is mechanically stable and has lower elec-
tronic band gap (1.32 eV) and shear modulus (217 GPa) compared to C20 T-carbon
(5.44 eV and 427 GPa, respectively). These allotropes are in the category of super-
hard materials due to the hardness values predicted: 60.2 GPa for tetragonal C64 and
72.76 GPa for C20 T-carbon [2]. P-carbon also has tetragonal symmetry, but with
porous structure, which is stable at high pressure. Its electronic band gap and shear
modulus are between C64 and C20 T-carbon, 3.52 eV and 360 GPa, respectively, but
the hardness has the highest value around 86 GPa. In addition, two more allotropes
were predicted, started from the diamond structure, C14-diamond and T-carbon. C14

[69] has similar density and cohesive energy to diamond and a hardness of 55.8 GPa.
T-carbon was proposed theoretically in 2011 [70] and 6 years later was experimen-
tally obtained and characterized [71]. It has a band gap of 2.25 eV, a shear modulus
of 70 GPa, and a high hardness around 61 GPa [2, 70].

1.4 Carbon Nanomaterials by Computational Chemistry

In this subchapter, we provide a brief introduction to computational chemistry for
a basic understanding of the field within a multidisciplinary background. Saliently,
carbon allotropes may now be studied based on computational techniques, both
before and after being synthesized in the laboratory.

The underlying physical laws necessary for themathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only that the
exact application of these laws leads to equations much too complicated to be soluble.
It therefore becomes desirable that approximate practical methods of applying quantum
mechanics should be developed, which can lead to an explanation of the main features of
complex atomic systems without too much computation. [72]

1.4.1 Computational Chemistry

Computational chemistry is principally concerned with the numerical computation
of molecular electronic structures and molecular interactions. Today, we mostly
find computational chemistry divided into two main branches: molecular modeling
concerned with structure phenomena and molecular simulations concerned with
interaction phenomena [73].

The origins of this field span back to the late 1920s, early 1930s when theoret-
ical physicists were attempting to solve the Schrödinger equation using mechanical
calculating machines. At the time, it was only possible to generate exact solutions
for very small systems such as the helium and hydrogen atoms. For anything larger,
solutions were reached bymaking use of certain approximations. Nevertheless, these
calculations made it possible for scientists involved with physics and chemistry to
answer questions regarding the different properties of matter [74].
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Later on, computers became available and used in research. However, by this
time, most physicists had shifted their main focus to nuclear structures, leaving
chemists to work on extracting quantitative information regarding the behavior of
different molecules [74]. This area of work slowly developed into what we today call
computational chemistry. Aswithmany other numerical fields, the recent success and
massive growth are predominantly related to the tremendous increase in computer
affordability and processing power [74].

There are many incentives for integrating computational chemistry in one’s
research. Firstly, performing an experiment in silico may aid in having a better
understanding about a certain interaction or phenomena before actually performing
the experiment in the laboratory. Secondly, the in silico experiment can be performed
in an affordable and risk-averse manner, saving the laboratory both financial costs
and time. Thirdly, it grants the researcher an additional degree of control in the sense
that one is able to isolate phenomena by controlling the variables involved. A suitable
example would be testing the behavior of a new material both in very high and very
low temperatures or in high versus low-pressure environments. These kinds of adjust-
ments are easily made computationally by changing the value of a variable, such as
temperature or pressure, whereas equivalent laboratory experiments may be difficult
to setup. There are indeed some disadvantages that one must be well informed of
before attempting to perform in silico experiments. It is important to realize thatmany
calculations may not always lead to numerically relevant results often due to need
for mathematical approximations; therefore, there is a slight chance for molecules to
behave differently in the laboratory-based experiments. The accuracy of all calcula-
tions is dependent upon howwell one builds and defines their initialmodel. The better
one can do so, the more accurate and applicable the results are. And finally, learning
to implement in silico experiments may involve a steep learning curve, depending
on the complexity of the experiment and clarity of software documentation.

When aiming to do in silico experiments, for example designing a newdrug carrier
or assessing the performance of a biosensor, one needs to carefully choose the best
experiments to perform. Computational chemistry is split into three main branches,
known as ab initio, semi-empirical, and empirical methods. For the purpose of this
chapter, we will provide a short introduction into ab initio methods, more precisely
the density functional theory technique, as we find it to be the most relevant for
revealing newcarbon allotropes and also a very helpful tool for researching innovative
carbon-based materials.

1.4.2 Ab Initio Methods

The Latin term ab initiomeans “from the beginning,” although the describedmethods
may also be called Quantum Mechanical or First Principles techniques.

Ab initio methods allow us to perform calculations based purely on theoret-
ical principles. This implies no need to include any data obtained experimentally
when setting up our initial model. Once the initial system has been setup, the
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computer performsmathematical calculations according to the chosenmethod (N.B.,
the formulaemay be based on previous empirical data obtained independently). Once
the calculations successfully reach a solution, one can extract numerous character-
istics specific to the defined system such as the structural, vibrational, electromag-
netic, and optical according to interest. This makes ab initio methods special to all
other types of experiments. However, despite the enthusiasm, one may experience
because of not having to use any empirical data, the main drawback of an ab initio
method is that it consumes an incredible amount of processing power. What should
be well understood is that ab initio experiments are normally performed for very
small systems. The maximum amount of atoms that can be present in a system
depends upon the approximations and techniques being used. The two best known
ab initio methods are known as Hartree–Fock (HF) and density functional theory
(DFT). Given the purpose of this chapter, we will only provide a brief introduction
into the calculations behind the DFT method.

For a better understanding of ab initio methods from a theoretical point of view,
consider we are looking at a system defined as a cluster of atoms. Zoom in further
and one looks at nuclei and their corresponding electrons. In order to be able to
extract the desired properties, including electronic, structural, and optical qualities,
one must first solve the energy equation. Given focus on nuclei and electrons, the
calculations must conform to the quantum world. Therefore, one will have to solve
Schrödinger’s equation for the whole system:

H�({ri }, {RI }) = E�({ri }, {RI }) (1.1)

where Ĥ represents the Hamiltonian of the system, � represents the corresponding
wave functions, ri and RI represent the position vectors of each electron and nucleus,
respectively. This formula is also known as the many-body Schrödinger’s equation.

As this equation may look unfamiliar to many readers, we hereby provide help
in understanding what each term means. Firstly, consider a quantum system defined
by only one quantum particle, for example an electron. The corresponding time-
independent form of Schrödinger’s equation is the following:

E�(x) = −�
2

2m

d2ψ(x)

dx2
+ V�(x) (1.2)

where E refers to the energy levels the electron is allowed to have, Ψ , as previously,
is defined as the wave function, è is the reduced Planck’s constant 6.626 × 10−34

Js, the smallest dimension of physical action, m is the mass of the object, and V
represents the electronic potential. To explain the key elements of this equation, we
first discuss its terms on the left-hand side, then the terms on the right-hand side of
the equation. From classical mechanics, for an object of mass m, we have Newton’s
equation F = mawhen a forceF is acting on the object withmassm and acceleration
a. Should we know the numerical values of all variables involved in this equation
and given a certain time t, we can extract the position of the object knowing that
dx2

d2t
= a. We can also extract its velocity v = dx

dt , momentum p = m dx
dt , kinetic
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energy K E = mv2

2 , and so on. Therefore, we can say that the equation F = ma is
essential to deriving all other properties of interest belonging to the object.

Schrödinger’s equation is of a similar status in the quantum mechanics world
as the F = ma equation is for classical mechanics. We should be able to find
all properties of interest if the values required to solve Schrödinger’s equation are
known. The main difference is that for a quantum particle one cannot know the exact
position and momentum at the same time. This is known as Heisenberg’s uncertainty
principle that can be expressed by the relationship:�x�p ≥ �, where�x represents
the uncertainty in position, �p represents the uncertainty in momentum, and � is
the reduced Planck’s constant. However, the quantum particle properties that can be
known are its energy levels and its wave function denoted by E and the Greek letter
Psi, � in Eq. (1.2). This represents the left-hand side of the equation, the value one
is aiming to find.

The wave function basically lets us know where the electron can be found. The
square of the wave function returns a probability distribution showing where the
electron is likely to be, but without knowing where it actually is. In order to know
exactly where an electron is, the particle would have to be observed, which would
force it to choose a state. Should it not be observed, the electron will find itself
in a superposition situation, where it can be considered present in all its possible
positions.

Regarding the energy values denoted by E, Einstein’s relation states that E = h f ,
where h is Planck’s constant, and f is the frequency. However, given that the space
in which the electron may be found is defined and finite, only the frequency values
that do not place the particle outside of this defined space can be considered valid.
Therefore, this observation leads to the understanding that the electron can only take
certain energy levels pointing to the fact that everything is quantized in the quantum
world.

Regarding the right-hand side of the equation, the total energy of the particle is
equal to the sum of the kinetic energy and the potential energy. Thus, the kinetic
energy −�

2

2m
d2ψ(x)
dx2 is summed up with the potential energy V�(x). This is what we

must solve in order to find the energy levels that our particle is allowed to have and
its corresponding wave function, out of which all other properties can be extracted.
Having clarified the terms of Schrödinger’s equation, return to ab initio methods
and Eq. (1.1). In order to be able to extract the desired properties out of a system,
the ground state of the many-body equation needs to be found. Again this means
calculating the sum of the kinetic energy and the potential energy, in this case
the Coulomb potential, bearing the following formula for a pair of charged parti-
cles: q1q2|ri−r j | . Solving Eq. (1.1) given a system considered to be composed of quite

a few nuclei and many electrons may prove difficult at this stage. Therefore, we
rely on a number of approximations to simplify the process without significantly
compromising the accuracy of the calculations.

The first approximation made in ab initio methods is called the Born–Oppen-
heimer approximation, which basically states that given the difference in size and
speed between electrons and nuclei, the nuclei can be considered as very heavy and
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stationary and the electrons as light and fastmoving. Thismeans that the terms related
to the two types of particles can be considered separately, meaning �({ri }, {RI })
can be written as �N ({ri }) ∗ �e({RI }). The Born–Oppenheimer approximation also
points toward the observation that the fast moving electrons experience an external
potential associated to the static nuclei. In essence, the electronic wave function of
the electrons is considered to be dependent only on the positions of the nuclei and not
on their velocities. This observation is helpful in that, for one set of atomic positions,
one can now focus on determining the ground state of the electrons. The system’s
Hamiltonian for is thus:

H = −h2

2me

Ne∑

i

∇2
i +

Ne∑

i

Vext(ri ) +
Ne∑

i=1

Ne∑

j>i

U
(
ri , r j

)
(1.3)

where −h2

2me

∑Ne
i ∇2

i represents the kinetic energy of the electrons,
∑Ne

i Vext(ri ) repre-

sents the potential energies between electrons and nuclei, and
∑Ne

i=1

∑Ne
j>i U

(
ri , r j

)

represents the potential electron–electron energies.
Looking at Eq. (1.3), one can see that for a number Ne of electrons we end up

with a 3Ne dimensional situation (without considering the spin of the electrons). This
may prove impractical for most systems. However, there are more efficient ways of
conducting this kind of calculations, including the density functional theory (DFT),
method that reduces the dimensions of the problem from 3Ne to 3 by using a number
of mathematical approximations while introducing the concept of electron density.
The electron density is in fact the square of the wave function showing the probability
that an electron will be found at a certain location, and it is written in the following
manner:

n(r) = � ∗ (r1, r2, . . . , rN )�
(
r1,r2, . . . , rN

)
(1.4)

where �* represents the complex conjugate of the wave function. Another approxi-
mation being used when applying DFT is known as the Hartree product. This math-
ematical approximation simplifies the problem of having numerous electrons by
having many single electrons and considering the electrons to be non-interacting
with each other yet keeping the electron density the same as if they were:

�
(
r1,r2, . . . , rN

) = �1(r1) ∗ �2(r2) ∗ · · · ∗ �N (rN ) (1.5)

The density functional theory is based on the following two theorems known as
the Hohenberg–Kohn theorems:

1. The ground-state density of amany-body quantum system in some external poten-
tial vext(r) determines this potential uniquely [75]. This theorem basically states
that the electron density is all that is required to find the ground-state energy of
the system.
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2. For any trial density n(r), it holds E0 ≤ E[n(r)], where E0 is the ground-state
energy for the system [75]. In other words, in order to find E0 one would have to
minimize along the energy functional E[n(r)].

The issue at this DFT step is finding a way to calculate the energy functional
E[n(r)], which is usually split into both known and unknown terms. The known
term includes the kinetic energy of the electron, nuclei–electron potential energy,
electron–electron potential energy, and the energy of the interactions of the nuclei:

Eknown[{�i }] = h2

m

∑

i

∫
�i ∗ ∇2�id

3r +
∫

V (r)n(r)d3r

+ e2

2

¨
n(r)n

(
r ′)

|r − r ′| d3rd3r ′ + Enuclei (1.6)

The unknown is called the exchange–correlation functional and includes all
quantum mechanical effects. To understand more about this unknown exchange–
correlation term, you could start by looking into local density approximation (LDA),
generalized gradient approximation (GGA), and vDW-DF [76, 77].

An approach to obtain the correct electron density comes from an algorithm
developed byKohn andSham in 1965 known as theKohn–ShamScheme. Essentially,
one has to solve a set of single-electron equations having the following form:

h2

2m
∇2�i (r) + V (r)�i (r) + VXC(r)�i (r) = εi�i (r). (1.7)

The algorithm is beautifully summarized in four steps by Sholl and Steckel in
their book titledDensity Functional Theory: A Practical Introduction [78], whereby
initially one has to guess a trial density n(r). Following that, the wave functions
of each electron would have to be determined by solving all equations of the form
presented above (1.7). The values obtained for the wave functions are then used
to calculate the electron density using the following formula: nKS(r) = 2

∑
i �i ∗

(r)�i (r). Should the value calculated for nKS(r) be the same with the previously
guessed n(r) value, it follows that one has found the ground-state electron density
and may proceed in computing the total energy. Otherwise, the process would have
to be restarted with a revised n(r).

1.4.3 Examples of the Use of DFT in Carbon Allotropes
Research

Currently, given the increase in processing power and affordability of computers, plus
the latest optimizations and enhanced development of the field, computational chem-
istry incorporating methods such as the DFT can be used to both design new carbon
allotropes and analyze those found experimentally. One highly informative example
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that was initially discovered experimentally and further studied by performing in
silico experiments is the C60 buckyball [2]. The C60 buckyball has been studied as
a drug delivery system for a wide spectra of molecules, using DFT, years after its
chemical structure was proposed in 1985 [3]. Some of these drugs include pencil-
lamine [79] used in the treatment of Wilson’s disease and 5-fluorouracil [79] used in
cancer treatment. In the study of Ghasemi et al. [79], the process of physiosorption of
penicillamine on the outside surface of the C60 fullerene was confirmed. Further on,
a more energetically favorable configuration was found by investigating an Al-doped
C60 structure, which would interact with penicillamine through chemisorption [79].
In the case of 5-fluorouracil, the Al-doped C60 was again investigated in the study
of Hazratiet al. [80] and found to have the most stable configuration when compared
to a number of alternative configurations, such as pristine, B-doped, and Si-doped
C60 [80]. All these results were purely based on DFT calculations and led to a better
understanding of potential applications of the newly discovered allotrope.

A predicted carbon allotrope, T-carbon, was found initially by performing in silico
experiments using DFT [70] and experimentally validated in 2017, six years after
its theoretical discovery [71]. Most of the DFT calculations involved the projector
augmented wave (PAW) method [70]. Although the PAW method has not been
described in this short chapter, a good overview can be found in the text by Rostgaard
in 2009 [81]. A key aspect of the PAW method is that it involves transforming the
wave function � using an operator, with the goal of smoothening it out. Further
on, both LDA and GGA were used for the exchange–correlation potential [70]. The
lattice constant was located at 4.495 Å, while the C–C bonds may take four different
values: 1.541, 1.548, 1.550, and 1.541 Å [2]. It was also found to display high hard-
ness calculated at 72.76 GPa, with a bulk and shear modulus of 395 and 427 GPa
[2]. T-carbon was predicted to have potential uses in hydrogen storage and aerospace
materials [70].

Diamond has been traditionally regarded as the material with the highest number
density (atoms per unit volume), while also displaying a high valence electron density
[82]. Finding structures displaying an even higher number density has been consid-
ered impractical if attempting to do so in the experimental laboratory. However,
Zhu et al. conducted in silico experiments, searching computationally for carbon
allotropes denser than diamond and uncovered three new super dense carbon struc-
tures called hP3, tP12, and tI12 [82] that should have a 3% higher density. UsingDFT
with PAW and GGA, Zhu was able to define properties such as density, chemical
structure, energies, dynamical stability, compressibility, intrinsic hardness of the new
materials and propose ways to obtain them experimentally such as by rapid dynamic
compression of low-density forms of carbon. Together with a few other computa-
tional chemistry techniques, the band gap was estimated and ranged between 3.0 and
7.3 eV between the three carbon forms. Band gap refers to the minimal energy sepa-
ration between occupied and unoccupied electronic orbitals, representing a most
important characteristic of the electronic structure of materials, advantageously, a
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wide range implied prospects for tuning the electronic properties. Also, the dielec-
tric and optical properties of the new carbon allotropes were examined, and thus,
the materials were found to display a greater dispersion of light and stronger color
effects compared to diamond [82].

This brief overview illustrated a few situations in which DFT and computational
chemistry techniques have proved useful in designing and studying leading edge
carbon-based materials. We consider that, given the current pace of development of
computational chemistry and the yearly increases in computational power, compu-
tational chemistry will become even more central to how new and old materials are
being researched.

1.5 Conclusions

This chapter has focused on the importance of carbon materials, having applications
in a wide range of fields in both academia and industry. Besides the well-known
natural allotropes—diamond and graphite, synthetic carbon structures represented by
fullerenes, carbon nanotubes, and graphene, have been intensively researched since
their discovery for their outstanding and unique properties. The ability of the carbon
atom to catenate makes possible the existence of its allotropes in all dimensions and
encourages scientists around the world to keep searching and studying novel struc-
tures with fascinating architectures. Thus, carbon represents the key player in the
nanoworld with active research being invested both experimentally and theoretically
(computationally) for the development of novel materials and novel applications
to existing materials. Its serious versatility allows for exploring unidimensional to
multidimensional structures, providing researchers freedom to explore creatively.
We have shown that computational studies complement experimental research in
this pursuit, by providing a means to test otherwise almost unreachable perspectives,
focused entirely on the nano-dimensions. We have provided an introduction into the
DFT technique in order to get the reader acquainted with the kind of calculations
involved and mentioned examples of the useful outcomes obtained through compu-
tational studies, showcasing that current research has shifted from previously being
entirely experimental to a hybrid between experimental and computational studies.
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Chapter 2
Synergetic Effect of Graphene Oxide
and Metal Organic Framework
Nanocomposites as Electrocatalysts
for Hydrogen Evolution Reaction

Mogwasha D. Makhafola, Mpitloane J. Hato, Kabelo E. Ramohlola,
Phuti S. Ramaripa, Thabiso C. Maponya, Gobeng R. Monama,
Kerileng M. Molapo, Emmanuel I. Iwuoha, Lebogang M. Katata-Seru,
Katlego Makgopa, and Kwena D. Modibane

2.1 Introduction

2.1.1 Background on Hydrogen Energy

The global energy crisis and environmental pollution are becoming more serious due
to the utilisation of non-renewable energy resources (i.e. fossil fuels) [9]. Developing
a new, efficient and sustainable clean energy source based on renewable energy is
extremely urgent [58]. Conversion of hydrogen gas into energy is the most promising
strategy to resolve these crises. Hydrogen is a colourless and tasteless element which
is abundant on the universe [85], but may be found in chemical compound such
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as water and hydrocarbons [30]. Unlike conventional petroleum-based fuels and
natural gas derivatives, hydrogen gas has high energy density and light molecular
structure. In this regard, hydrogen is expected to play an important role in the future
energy economy. This is because hydrogen is carbon-free, non-toxic, and its thermal
or electrochemical combustion with oxygen yields energy and water although its
combustion in air might generate nitric oxide air pollutants in controllable amounts
[32].

As it can be produced from a range of renewable and non-renewable sources,
hydrogen has the potential to form the basis of a clean and virtually limitless energy
system [52]. Another advantage is that the main source of hydrogen is water, which
is essentially an unlimited resource. To utilise hydrogen gas as an energy source,
there must be a technology that converts the chemical form of hydrogen to electrical
energy. The convenient form of electrical energy conversion is through hydrogen
fuel cell (HFC) technology. The HFC technology generates electrical energy from
an electrochemical process and gives water as a by-product [107, 142]. The hydrogen
fuel cells are not only environmentally friendly, but their energy efficiency is two
times more than the traditional combustion technologies [89]. A basic fuel cell set-
up comprising two electrodes (anode and cathode) separated by an electrolyte and a
membrane that conducts ions is shown in Fig. 2.1. The HFC principle involves the
hydrogen gas flowing through the channel of anode where oxidation process occurs
[124].

The oxidation process takes places when an electrocatalyst (e.g. platinum) causes
hydrogen molecule to separate into protons and electrons. The membrane which
differs from fuel cell to fuel cell allows protons to pass through. The protons will
combinewith oxidised air to formwater. The electrons flow to the cathode to generate
electricity or power [9, 43, 124]. Commercialisation of HFC is hampered by demand
and supply of pure hydrogen gas. The demand and supply of pure hydrogen gas can be
addressed by tackling two major concepts of hydrogen technology, thus production
and storage. Several technologies or processes are currently employed to address
this, and they are briefly discussed in the next sections.

2.1.2 Hydrogen Storage

When hydrogen is produced, it needs to be stored in order to overcome daily and
seasonal discrepancies between energy source availability and demand. Depending
on storage size and application, several types of hydrogen storage systems are
available.

2.1.2.1 Compressed Gas Storage

Themost commonmethod which is employed to store hydrogen is through compres-
sion of gas [42]. This method brings several advantages such as high H2 fraction,
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Fig. 2.1 Schematic representation of proton-exchange membrane (PEM) fuel cell [124]

rapid refuelling capability and excellent dormancy characteristics [111]. Its major
challenge is the volume of the system which does not reach the target and its cylin-
drical shape which makes it difficult to conform storage to available space and
the weight/energy penalties. Another drawback includes a rapid loss of H2 in an
accident which can cause an explosion [13]. In addition, a hydrogen gas can be
stored using glass microspheres which are more advantageous than the compres-
sion gaseous method. The process of storage occurs in three stages: charging, filling
and discharging. In principle, hollow glass spheres are filled with hydrogen gas at
high pressures and temperatures by permeation in high-pressure vessels. After that
process, the sphere is cooled to ambient temperatures and stored in vehicle tanks.
Finally, the microspheres are heated to release hydrogen gas. The major setback in
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utilising this method are low volumetric density, high pressure needed for filling and
high temperatures for releasing hydrogen [1].

2.1.2.2 Liquid Hydrogen Storage

Unlike compressed hydrogen storage, liquid hydrogen has high density at low pres-
sure, which enables light and compact vehicular storage and efficient delivery by
truck [11]. Liquefying hydrogen is a way of increasing volumetric energy density by
cooling hydrogen gas below its boiling temperature of −253 °C. A major problem
associated with this process is the transformation of hydrogen from the ortho- to
para-state during cooling [66]. Hydrogen in liquid form has a considerably higher
energy density than in its gaseous form, making it an attractive storage medium
[66, 73]. Although this process is costly in energy, it increases H2 volumetric energy
density from 5MJ L−1 for compressed H2 at 345 atm to 8MJ L−1 for liquid hydrogen
[73]. This clearly means that liquid hydrogen has a much better energy density than
the compressed gas since it can store high energy at low pressures. The main limi-
tation with liquid hydrogen process is the efficiency of the liquefaction process and
the boil-off of the liquid [108]. Because of the low critical temperature of hydrogen
(33 K), the liquid form can only be stored in open systems, as there is no liquid phase
existent above the critical temperature [11].

2.1.2.3 Hydrogen Storage in Solid Materials

The development of efficient methods for hydrogen storage is a major hurdle that
must be overcome to enable the use of hydrogen as an alternative energy carrier [116].
The development of high-capacity, hydrogen storage materials that can be recharged
under moderate conditions is a key barrier to the realisation of a hydrogen economy
[109, 139]. In solid storage materials, hydrogen can bind/interact with the adsor-
bent in two ways, i.e. physisorption or chemisorption. In physisorption, hydrogen
can adsorb on the surface of the materials (adsorbent) and stored in a much conve-
nient and safer way. The main advantage of adsorption over other physical storage
systems (compressed gas and liquid hydrogen) is that it stores large quantity of
hydrogen [59]. The adsorbed hydrogen does not chemically react with the adsorbent
since hydrogen binds via weak van der Waals forces and therefore does not accu-
mulate impurities which can poison operations of fuel cell [59, 135]. In chemisorp-
tion, hydrogen predominately binds stronger in an adsorbent than in physisorption.
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Nonetheless, physisorption has a great advantage as compared to chemisorption due
to its fast kinetics (during release of hydrogen) and its complete reversibility [27].
The problem with physisorption-based hydrogen storage is due to weak interac-
tion between hydrogen and adsorbent causing a reduction in hydrogen density at
ambient temperature [27]. In relation to this, several studies report the development
of hydrogen storage materials such as metal hydrides [109], carbon-based mate-
rials, boron compounds [6], metal organic frameworks [59]. An optimum hydrogen
storagematerial must possess the characteristics such as high volumetric/gravimetric
hydrogen storage capacity, fast absorption kinetics, near room temperature and
ambient pressure operation, lightweight materials and be affordable. However, some
of these storage materials do not meet these requirements.

2.1.3 Production of Hydrogen

A wide range of methods are being used to generate hydrogen from different
resources, and they are discussed as follows:

2.1.3.1 Fossil Fuels

1. Steam Methane Reforming (SMR)

A steam reforming (SMR) of natural gas is themostwidely used process for industrial
hydrogen generation. In this method, hydrogen production is through extraction by
breaking the bonds between hydrogen and carbon content [85]. Basically, the SMR
process consists of two main steps given in (2.1) and (2.2). The first step is an
endothermic process (1) occurring at a high temperature ranges between ~800 and
1000 °C and varying pressures of 20–35 atm. An exothermic water gas shift (WGS)
reaction running at a lower t ~200–400 °C and 10–15 atm is presented in (2.2).

H2O(g) + CH4(g) → CO(g) + 3H2(g)(endothermic SMR) (2.1)

H2O(g) + CO(g) → CO2(g) + H2(g) (exothermic SMR) (2.2)

The overall reaction is provided in (2.3) as

CH4(g) + 2H2O(g) → 4CO2(g) + 4H2(g) (2.3)

A reasonable production price and possibility of mass production are the main
advantages of fossil fuel-based hydrogen production [85, 112]. However, this
approach of hydrogen production suffers from pollution ratings (i.e. emission of
CO or CO2) and limited resources [56, 85].
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2. Partial Oxidation

In the partial oxidation process which is also known as a gasification, hydrogen is
produced from a range of hydrocarbon fuels including coal and oils. In this process,
the coal is first reacted with oxygen and steam under high pressures and temperatures
to form a gas mixture CO and hydrogen [115]. The impurities are removed from the
mixture, and the CO in the gas mixture is reacted with steam through the WGS reac-
tion to produce additional hydrogen and CO2. Hydrogen is removed by a separation
system and the highly concentrated CO2 stream can subsequently be captured and
sequestered. The hydrogen can be used in a combustion turbine or solid oxide fuel
cell to produce power, or utilised as a fuel or chemical feedstock [14, 109]. The
fact that fossil fuel-based production of hydrogen is associated with the emission
of such enormous quantities of CO2, and other greenhouse gases may diminish the
environmental appeal of hydrogen as an ecologically clean fuel.

2.1.3.2 Biomass

Hydrogen can be obtained from biomass by a pyrolysis/gasification process [28]. The
biomass preparation step involves heating of the biomass/water slurry to high temper-
atures under pressure in a reactor. This process decomposes and partially oxidises
the biomass producing a gas product consisting of hydrogen, methane, CO2, CO and
nitrogen. Mineral matter is removed from the bottom of the reactor. The gas stream
goes to a high-temperature shift reactor where the hydrogen content is increased [99].
Nevertheless, biomass utilisation possesses some challenges such as high cost and
the large area required for its production [76, 77]. The reason for the high cost for
biomass production is attributed to labour cost and also an effective production of
biomass requires fuels for machines and fertilisers produced by petroleum chemistry
[136]. The utilisation of agricultural residue and environmental sewage sludge are
expected to reduce the high cost to a large extent [4, 31]. The use of land for biomass
cropping rather than food production could also cause problems owing to an increase
in world population resulting in an increased food production demand [76, 77, 88].
Thus, fertile land in the world will be required for food production, and it is therefore
questionable if sufficient land area will be left for biomass production.

2.1.3.3 Photolysis

Photolysis (or direct extraction of hydrogen from water using only sunlight as an
energy source) can be accomplished by employing photobiological systems, photo-
chemical assemblies or photoelectron–chemical cells. Intensive research activities
are opening new perspectives for photo-conversion where new redox catalysts,
colloidal semiconductors, immobilised enzymes and selected microorganisms could
provide means of large-scale solar energy harvesting and conversion into hydrogen
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[14]. However, the enzyme hydrogenase is very sensitive to oxygen, which inhibits
hydrogenase activity and stops it from producing hydrogen [14].

2.1.3.4 Electrolysis

Electrochemical/photochemical water splitting has been regarded as a promising
approach for energy storage and conversion to in order to circumvent the energy
crisis and environmental issues [22]. In this method, water is subjected to an electric
current to force its molecules to decompose into hydrogen and oxygen [22, 143].
The occurring half-reactions at the electrodes are given in (2.4) and (2.5);

H2O → 2H+ + O2 + 2e−(anode) (2.4)

2H+ + 2e− → H2(cathode) (2.5)

The overall chemical reaction of a water electrolysis process is given by (2.6)

H2O → H2 +
(
1

2

)
O2 (2.6)

Electrochemical water splitting, however, has several barriers to the commercial-
isation of water electrolysis such as water electrolysis (expensive as compared to
hydrocarbon reforming), which is the most widely used technology for hydrogen
production. HER can be started at large overpotential, and the water electrolysis
system is unstable over long-term and shut down operations [93].

Photo-Electrocatalytic Water Splitting

Development of efficient processes to utilise naturally available solar energy directly
to generate hydrogen bywater splitting has emerged as a strong contender. Therefore,
water electrolysis has always had a central role in the realm of electrochemistry
owing to its industrial importance. This process can be employed for the energy
storage if the required energy is supplied from a renewable resource [136]. In a
simple cell design, a photovoltaic (PV) cell generating appropriate voltage can be
coupled with an electrolysis cell to produce hydrogen and oxygen by the solar energy
conversion [88]. A variety of criteria have been employed to evaluate the performance
of a photocatalyst especially for photo-electrochemical (PEC) water splitting [88]
and HER [62, 71]. A photocatalytic water splitting involves an extremely complex
series of photophysical and electrocatalytic steps. During a water splitting hydrogen
generation, an incident light is irradiated on the catalyst generating electrons and
holes in the conduction and valence bands as shown in Fig. 2.2 [63]. The generated
electrons and holes cause redox reactions similar to electrolysis.Water molecules are
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Fig. 2.2 Mechanism of photocatalytic water splitting using a semiconductor-based photocatalyst
[63]

adsorbed at the electron holes and oxidised to form protons and O2. The generated
protons are further reduced to H2 leading to overall water splitting [62, 71, 88, 136].

The primary challenge is of course, finding the most appropriate materials
with highest efficiencies for photon absorption and electrocatalysis. The choice of
photo/electrocatalyst to exploit the visible light regime and near-infrared region, thus,
becomes crucial. Since this technology is deemed the future hydrogen production
method, there is a need for its intense study to find the best semiconductor/catalysts
that can overcome the challenges imposed by this technology.

Hydrogen Evolution Reaction

A hydrogen evolution reaction (HER) is the production of hydrogen through the
process ofwater electrolysis. The evolution of hydrogen is possibly limited and based
on the desorbing of molecules coming from the cathode surface [50]. This process is
a crucial step in electrochemical water splitting and demands an efficient, durable and
cheap catalyst if it is to succeed in real applications [50, 92]. For an energy-efficient
HER, a catalyst must be able to trigger proton reduction with minimal overpotential
andhave fast kinetics [8].However, catalyst surface having tooweakbonding strength
with hydrogen atoms cannot efficiently adsorb the reactant to initiate the HER and
a catalyst surface having too strong bonding strength would have a difficulty in
releasing the product towards completion of the HER [12, 106].

The mechanism of the HER in aqueous acid or alkaline solutions proceeds in a
series of three elementary reaction steps which comprise two electrochemical steps
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and one chemical step [8, 12, 105, 106]. In an acidic medium, the HER could proceed
via three main steps shown in (2.7)–(2.9);

H+ + e− → HadVolmer reaction (electrochemical discharge reaction) (2.7)

Had + H+ + e− → H2Heyrovsky reaction (electrochemical desorption) (2.8)

Had + Had → H2Tafel reaction (catalytic desorption) (2.9)

while in alkaline solution, HER takes place according to (2.10)–(2.12);

H2O + e− → OH− + HadVolmer reaction (electrochemical discharge) (2.10)

Had + H2O + e− → OH− + H2Heyrovsky reaction (electrochemical desorption)
(2.11)

Had + Had → H2Tafel reaction(catalytic desorption) (2.12)

In an acidic solution, the first step, (2.7) is the Volmer reaction in which a proton
receives an electron and generates an adsorbed hydrogen atom (Had) at the active site
as an intermediate [50]. Then, the second step can be Heyrovsky or Tafel reaction.
In Heyrovsky mechanism, a proton reacts with one adsorbed hydrogen to form H2

as illustrated in (2.8). In the Tafel mechanism, two adsorbed surface hydrogens next
to each other react to form H2 molecule as shown in (2.9) [12, 50, 106]. Since HER
involves the adsorption and desorption of the hydrogen atoms on the surface of the
catalyst, a suitable catalyst for HER should have a good balance between the two
steps [12, 106].

The efficiency and commercialisation of HER depend mostly on the electrocat-
alyst; hence, most studies have been conducted in electrocatalysis with the great
hope of finding a best suitable electrocatalyst for HER [53, 65, 105, 110, 113]. The
advanced and ideally electrocatalyst should reduce the overpotential and increase the
hydrogen production efficiency [110]. In addition, the efficient electrocatalyst must
encounter different characteristics such as high thermal and mechanical stability as
well as low cost [55, 141]. The HER activities of various catalysts can be summarised
in the “Volcano plot” depicted in Fig. 2.3, where the exchange current density (i0)
for different catalysts in acid is plotted as a function of the Gibbs free energy (EH)
of adsorbed atomic hydrogen on the catalyst [110]. Platinum group metals (PGMs)
such as Pt, Pd, Ir and Rh can be found on the apex of the Volcano plot and are
the frequently used electrocatalysts for HER [65, 104, 141, 140]. PGMs, especially
Pt-based electrocatalysts, meet various requirements for HER electrocatalyst appli-
cation due their lower overpotential, high catalytic activity, fast kinetics and are most
stable. However, their extremely high cost and limited abundance or scarcity hampers
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Fig. 2.3 Trends in hydrogen evolution reaction activity. Experimental HER activity expressed as
the exchange current density, log(i0), for different metal surfaces as a function of the calculated
*Had chemisorption energy, �EH. The result of a simple theoretical kinetic model is also shown
as a dotted line [126]

their industrial applications [104, 140]. Thus, the important goal of the modern elec-
trocatalysis is to develop electrocatalysts that could perform better than PGM-based
materials with low cost and catalytic activity [3, 123]. Although non-platinum active
metals such as Fe, Ni, Mo or Co are considerably cheaper, they suffer from corro-
sion and passivation under reaction conditions [36, 62, 106]. Electrocatalyst-based
carbons (graphene oxide) and/or metal organic frameworks have been rarely inves-
tigated for HER. These materials have shown to possess great catalytic activity, low
cost and have a wide range potential window [17, 20, 70, 89].

2.2 Graphene Oxide (GO)

2.2.1 Background on GO

Graphene oxide (GO), also called graphitic acid, has attracted a mammoth attention
of many researchers [29, 33, 64, 96]. GO is a component in composite materials with
photochemical, electric or adsorptive properties [64, 96], and it is a layered mate-
rial formed by the oxidation of graphite [96]. In comparison to pristine graphite,
the graphene-derived sheets in graphite oxide (GO sheets) are heavily oxygenated
[16, 96]. Oxidation of graphite enables the incorporation of oxygen atoms on the
basal planes and edges of graphene layers. These oxygen functional groups identi-
fied so far on the surface of GO are epoxide, keto and hydroxylic groups on the basal
planes, and carboxylic groups on the edges [29]. Direct incorporation of oxygen
atoms into the graphene layers was also observed in other studies [24, 100, 118,
33]. Owing to its abundant oxygen functional groups, GO has a hydrophilic char-
acter and molecules of water can easily be intercalated between the graphene layers
[87, 118]. The hydrophilic character is also responsible for homogeneous dispersion
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of GO in water, alkaline solutions or alcoholic media [60, 130]. Not only does the
oxidation of graphite enable the incorporation of oxygen groups, but it also leads to
the formation of defects [45, 83]. These defects usually correspond to vacancies or
adatoms in the graphene layers [45, 83]. Considering this, GO is commonly repre-
sented as distorted/corrugated graphene layers stacked in a more or less ordered
fashion [24, 100, 33].

2.2.1.1 GO Structure

GO is obtained from chemical exfoliation of graphite in which graphite powder is
oxidisedwith strong oxidising agents such asKMnO4 in the presence of concentrated
H2SO4 [114]. The oxidation of graphite breaks up the extended two-dimensional
pie-conjugation of the stacked graphene sheets into nanoscale graphitic sp2 domains
surrounded by disordered, highly oxidised sp3 domains as well as defects of carbon
vacancies [19]. The resulting GO sheets are derivatised by carboxylic acid at the
edges, and phenol, hydroxyl and epoxide groups mainly at the basal plane as shown
in Fig. 2.4 [82]. After centrifugation, the graphene oxide can be reduced to regular
graphene [57] by thermal or chemical methods [37, 87]. It is hardly possible remove
all the oxygen containing groups, depending on the reducing agent used. Therefore, a
wide range of reducing agents are available and each with its own different reducing
ability/capacity.

2.2.2 Synthesis of GO

The most important and widely applied method for the synthesis of GO is the one
developed by Hummers and Offeman [18, 95, 100]. This method, at least, has three
important advantages over previously used techniques. Firstly, the reaction can be
completed within a few hours. Secondly, KClO3 was replaced by KMnO4 to improve
the reaction safety, avoiding the evolution of explosive ClO2. And lastly, the use of

Fig. 2.4 Structural arrangements of a graphene [57] and b graphene oxide [82]
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NaNO3 instead of fuming HNO3 eliminates the formation of acid fog. In brief, the
method involves the oxidation of graphite powder with a mixture of KMnO4 and
concentrated H2SO4, wherein potassium permanganate serves as an oxidant [78]
depicted in Fig. 2.5. The oxidative treatment of graphite helps to increase the inter-
layer distance between graphene sheets in graphite for an easy exfoliation, since
the sheets are usually held by strong van der Waals forces [72, 100]. The produced
graphite oxide can be exfoliated directly in several polar solvents such as water,

Fig. 2.5 Schematic diagram for the synthesis of graphene oxide by Hummers method [78]
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ethylene glycol, N,N-dimethylformamide (DMF), N-methylpyrrolidone (NMP) and
tetrahydrofuran (THF) [72]. This process results in the formation of various oxide-
containing species including carboxyls, lactones, and ketones [40]. The resulting
GO has a non-stoichiometric and amorphous structure [118]. Due to these functional
groups, graphene oxide is hydrophilic and can be dissolved in water by sonication
or stirring [35, 114, 121]. Thereby the layers become negatively charged and thus a
recombination is inhibited by the electrical repulsion. This material has been applied
in several fields such as in composite materials, as the electrode materials for electro-
chemical sensors, as absorbers for both gases and liquids, and as electrode materials
for devices involved in electrochemical energy storage and conversion.

2.2.3 GO-Based Materials for HER

The nanostructured and carbonaceous materials are the most fruitful nominees for
enhanced electrochemical performance. Recently, HER on GO-based materials as
electrocatalysts have been widely studied in both acidic and alkaline conditions [15,
60, 90, 91, 144]. For example, the Tafel slope (b) values for Ni metal and GO denoted
(GN) (Table 2.1 and Fig. 2.6) were found to be 85, 64, and 68 mV dec−1 for Ni to
GO ratios of 2.0 (GN2), 6.0 (GN6) and 8.0 wt% (GN8), respectively, which did
not correspond to any simple kinetic model (Volmer, Heyrovsky or Tafel reaction),
indicating complex mechanisms for hydrogen evolution on the GN hybrids [144].
Furthermore, the b value forGN2was higher, while the Tafel slope forGN6was close
to that for GN8, probably due to the difference in the interaction between the carbon-
vacancy defects and Ni nanoparticles (NPs), and the difference in their sandwich
structures [144].Moreover, Sun et al. [123] showedGGNR@MoS2 hybrid exhibiting
good HER performance, with a low onset potential of −105 mV, a small Tafel slope
of 49 mV per decade and a large exchange current density (i0) (10.0 mA cm−2 at
η = 183 mV), making this composite promising and highly efficient electrocatalyst
for HER. The NFO/rGO catalyst exhibited HER activity than bare NFO and other

Table 2.1 Comparison between the ability of various GO- and rGO electrocatalysts towards Tafel
slope (b) and exchange current density (i0) parameters for HER

Material H2 source in
electrolyte (0.5M)

b (mV dec−1) io (mA cm−2) References

PdNPs-GO H2SO4 – 5.2 Chen et al. [18]

NFO/rGO H2SO4 58 25.2 × 10−2 Mukherjee et al. [90]

rGO-Au48Pd52 H2SO4 149 – Cardoso et al. [15]

CFG H2SO4 116.6 47.9 Nivetha et al. [91]

NFG H2SO4 121.4 41.2 Nivetha et al. [91]

CoMoS2/NGO H2SO4 34.13 30.0 Hou et al. [46]

CoP/rGO-400 H2SO4 50.0 10.0 Jiao et al. [51]
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Fig. 2.6 Linear sweep voltammetry (LSV) curves of rGO, Ni, rGN6 and GN6 in 0.50M H2SO4
solution (a) and in 0.50M Na2SO4 solution of pH 10 (b). The insets are LSV curves of GN2, GN6
and GN8 composites with reference to Ni [144]

reported catalysts such as sulphides, carbides, phosphides, bimetals of molybdenum
and iron–cobalt. With a low onset overpotential of 5 mV (vs. reference hydrogen
electrode (RHE)), high cathodic current density, low Tafel slope of 58 mV dec−1,
low charge transfer resistance and turnover frequency of 0.48 s−1 [90]. Nivetha et al.
[91] showed HER activity of nanocomposites (CFG and NFG) which were tested
for hydrogen production at an applied potential window of −1.2 to 0.8 V in acidic
electrolyte. The nanocomposites revealed good i0 values of 47.9 and 41.2 mA cm−2

at over potential of 248.3 and 259 mV and Tafel slopes of 116.6 and 121.4 mV dec−1

for CFG and NFG nanocomposite, respectively [91].
In another study, Hou et al. [46] investigated the cobalt–molybdenum bimetallic

sulphide catalysts supported on nitrogen-doped graphene (CoMoS2/NGO) for HER
application as depicted in Fig. 2.7a–e. In this study, they used hydrogen peroxide
(H2O2) as an additive during hydrothermal process. Their composite exhibited more
efficiency towards HER, depicting as low onset potential −54 mV in 0.5 M H2SO4.
Typical H2O2-assisted composite realised a remarkable cathodic current density of
30 mA cm−2 at an overpotential = −137 mV and Tafel slope of 34.13 mV dec−1.
The composite also exhibited an excellent cycling stability and superior elec-
tronic exchange rate. Jiao et al. [51] evaluated the HER activity using cobalt phos-
phate/reduced graphene oxide (CoP/rGO-400) by using 0.5M H2SO4 and alkaline
(1M KOH) media. The composite exhibited very high activity, possibly due to the
synergistic character between the porous CoP and conductive rGO.

As observed in Table 2.1, a few electrochemists paid more consideration to GO or
rGO because of their admirable conductivity, less weight, strong mechanical prop-
erties, high surface area and good chemical stability [29, 60, 114]. However, the
electrochemical applications of these materials have some barriers due to their insu-
lation propertieswhich are interrelated to themanifestation of oxygen functionalities.
To overcome this issue, a number of studies using GO incorporated with metal parti-
cles, metal oxide, conductive polymers and biopolymers to fabricate composites with
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Fig. 2.7 LSV showing a the overall electrocatalytic activity,b correspondingTafel plots of different
catalysts, c EIS spectra of all CoMoS2/NGO composites, d calculation of Cdl by plotting charging
current density differences (� j = ja − jc)/2 versus scanning rate in (I) CoMoS2/NGO-I, (II)
CoMoS2/NGO-II, (III) CoMoS2/NGO-III, (IV) CoMoS2/NGO-IV, (V) CoMoS2/NGO-V, (VI)
CoMoS2/NGO-VI, (VII) CoMoS2/NGO-VII, e a comparison between initial activity and that after
1000 and 2000 cycles in 0.5M H2SO4 medium for CoMoS2/NGO-VI and f TEM image after 2000
cycles for CoMoS2/NGO-IV [46]
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better performance were reported [10, 38, 120, 134]. As mentioned above, small-
sized metal particles have been acknowledged as good mediators on the fabrication
of materials for electrochemical applications due to their biocompatibility, fast elec-
tron transfer rate and excellent conductivity. Therefore, decoration of small-sized
metal nanoparticles and/or organometallic compounds on the surface of GO sheets
is proposed to not only further resolve the insulation properties problem of GO but
also significantly increase the electrochemical activity.

2.3 Metal Organic Frameworks (MOFs)

2.3.1 Background

Metal organic frameworks (MOFs) are class of adsorbent materials, consisting of
metal ions and organic ligands that involve O and N [128]. As there was no accepted
standard nomenclature during the development of this new class of hybrid solids,
several names have been proposed and are in use [17, 20, 128]. Examples include
porous coordination polymers [67] and networks [69], microporous coordination
polymers [59], zeolite-like MOFs [122], and isoreticular MOFs [59, 67, 131]. In
MOFs, the inorganic and organic building units are linked via coordination bonds.
Generally, the inorganic units are metal ions or metal cluster, and the organic units
(known as linkers or bridging ligands) are di-, tri- or tetradentate organic ligands
[44, 94, 122] such as carboxylates or other organic anions (phosphonate, sulphonate
and heterocyclic compounds). A lot of features of these types of crystalline materials
caught the eyes of many researchers in various fields owing to their adjustable pore
size and high surface area [150].

2.3.2 Structure of MOFs

MOF materials are formed by assembling metal nodes and organic ligands [17, 20,
71]. The metal node precursors mainly come from metal nitrates or chlorides, while
the organic ligands mainly include benzimidazolate [84], dicarboxylic acid.

2.3.2.1 Organic Ligands

Organic ligands are known for their complex nature and ability to form coordination
bonds [17, 20, 59, 128] as depicted in Fig. 2.8 [48]. The preferred organic linker is
the one that will bring much stability to the MOF structure due to the rigidity of the
backbone of the linker or ligand. The rigidity on the backbone of the linker makes it
easier to predict the network geometry and helps to sustain the open-pore structure
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Fig. 2.8 Examples of some organic ligands used for the synthesis of metal organic frameworks
[48]

after the removal of the included solvent. The organic linkers can be electrically
neutral, anionic or cationic [48].

2.3.2.2 Metal Sites

Metal sites have tremendous influences on the adsorption and catalytic properties
of MOFs [148]. The metal sites can act as Lewis acids and activate the coordi-
nated organic substrate for subsequent organic transformation [47]. Furthermore,
the metal sites have been reported to enhance H2 adsorption in MOFs [47, 148].
These commonly used transition metals give different geometries depending on
their number of oxidation states such as copper–electron configuration of zero-
valent [Ar]3d104s1. Copper nodes are often in distorted octahedral and square-planar
geometries which assist in rapid electron transfer to facilitate electron mobility
in HER process [89]. The distortion occurs mainly due to Jahn–Teller distortion
commonly resulting in octahedral geometries having four short bonds and two longer
bonds as the d2z orbital is filled while the d2x-

2
y orbital is only partially filled.
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2.3.2.3 Secondary Building Units

Secondary building units (SBUs) play important role as it dictates the final topology
of MOFs. The geometry and chemical attributes of the SBUs and organic linkers
lead to the prediction of the design and the synthesis of MOFs [47, 135, 148]. It was
reported that under careful selected conditions, multidentate linkers could aggregate
and lock metal ions at certain positions, forming SBUs [47, 132]. These SBUs will
subsequently be joined by rigid organic links to produce MOFs that exhibit high
structural stability [54]. Studies have proved that the geometry of the SBU depends
on metal-to-ligand ration, the solvent and the source of anions to balance the charges
of the metal ions [80, 148].

2.3.2.4 Pores in MOFs

Pores are empty space formed within MOFs upon the removal of guest molecules.
Thewide openMOFstructureswith pores of internal diameter of up to 4.8 nmprovide
extra-large free space that can be used for H2 storage [79]. The ideal pore size for
porous adsorbents should give an optimal interaction of the absorbate gas with the
potential surface of all the surrounding walls. The pore size should be close to the
kinetic diameter of H2 molecule (0.289 nm) to promote stronger interaction between
H2 molecules and the framework. For example,NU-100 containsmicropores (<2 nm)
and have storage capacity of 8 wt% [7], while MOF-5 have micropores of (0.77 nm)
and stores close to 7 wt% [132]. Generally, the larger the pore size the more likely
that the structural collapse could occur, and is more difficult to achieve permanent
porosity. Nevertheless, this kind of structures may lead to improved performance in
some application such as H2 storage [132].

2.3.3 Synthesis of MOFs

The most preparation methods for MOFs are liquid-phase synthesis, whereby metal
salt and ligand solutions are mixed together in a reaction vial [98].

2.3.3.1 Microwave-Assisted Synthesis

Microwave-assisted synthesis relies on the interaction of electromagnetic waves with
mobile electric charges. These can be polar solvent molecules/ions in a solution or
electrons/ions in a solid. In the solid, an electric current is formed and heating is
due to electric resistance of the solid [2, 61, 133]. In solution, polar molecules try
to align themselves in an electromagnetic field and in an oscillating field so that
the molecules change their orientations permanently [23, 75]. Thus, applying the
appropriate frequency, collision between the molecules will take place, which leads
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Fig. 2.9 A schematic representation of a microwave-assisted solvothermal synthesis of MOF
structures [61]

to an increase in kinetic energy, i.e. temperature of the system. Furthermore, several
metal (III) carboxylate-based MOFs (M = Fe, Al, Cr, V, Ce) have been prepared
by MW-assisted synthesis route as shown in Fig. 2.9 [17, 20, 23, 75, 127]. During
microwave synthesis, heat is generated internally within reaction media by dielectric
heating as opposed to the conventional heating in which heat is conducted to the
media from external sources, thus, facilitating the nucleation and crystal growth in
the synthesis of MOFs [34, 61, 68].

2.3.3.2 Mechanochemical Synthesis

In mechanochemical synthesis, there is an occurrence of mechanical breakage of
intramolecular bonds followed by a chemical transformation. This method has a
long history in synthetic chemistry [21, 97, 117], and it has recently been employed
inmulticomponent (ternary and higher) reactions to formpharmaceutically active co-
crystals and in inorganic solid-state chemistry, organic synthesis and polymer science
[61, 98, 117]. Its use for the synthesis of porous MOFs was first reported in 2006
[23], and results of selected mechanochemical studies were summarised recently
[98, 117]. A significant advantage of this approach is the possibility to fabricate
MOFs with only water as a by-product, and no purification is required. Addendum
to this, pure powders with the high yield (>90%) with the use of a solvent as well
as microporous MOFs can be obtained as shown in Fig. 2.10a–c [97, 145]. This is
accomplished by using hydroxides or oxides as the metal precursors, which then in
combination with protons generated from the organic ligand forms water. With this
strategy, a ZIF-8-typeMOFwith the BET surface area of 1480m2/g can be achieved.

2.3.3.3 MOFs Synthesis via Electrochemical Route

Electrochemical synthesis involves the use of electrochemical cell to prepare the
MOF compounds, and this is presented in Fig. 2.11a. For this synthesis, galvanic
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Fig. 2.10 Mechanochemical synthesis of different MOFs a synthesis of HKUST-1 from copper
salt and trimesic acid, b synthesis of MIL-78, c fabrication of 1-D porous coordination polymers
[21]

cell, potentiostat and two electrode set-up are required. Synthesis of MOFs using
this route is still a new topic and was first reported by researchers in BASF in 2005
[41, 138]. Instead of adding a metal salt during the synthesis, the principle relies
on supplying the metal ion by anodic dissolution to a mixture that containing the
organic linker and the electrolyte [17, 20, 41, 138]. The metal deposition process
on the cathode which can have a negative effect during synthesis can be avoided
by employing a protic solvent; nonetheless, a hydrogen gas will be produced in
the process [5]. Electrochemical methods have several advantages over other tradi-
tionalmethods such as hydro/solvothermal andmicrowave-assisted that requires high
temperature and long reaction time conditions [25]. It also provides the possibility to
influence the reaction directly in real-time offering both more control and the ability
to perform the synthesis in a continuous fashion. Furthermore, the localised nature
of electrochemical methods allows the formation of directed thin films without the
need to pre-treat the surface as is usually the case. Themild temperatures used during
synthesis also reduce the effects of thermally induced film cracking, which is often
a problem with hydrothermal methods [26]. Nonetheless, this strategy has shown
some drawbacks coming form an insulating character of MOFS. Thus, in order to
circumvent this challenge, Wang et al. developed an effective electrochemical depo-
sition strategy of MOFs by interweaving flexible ZIF-67 crystals/carbon cloth with
conductive polyaniline (PANI), which could act as bridges for electron transportation
between the external circuit and the internal surface of MOFs as shown in Fig. 2.11b.
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Fig. 2.11 a Electrochemical synthesis route of metal organic frameworks [61] and b schematic
illustration of the preparation of PANI-ZIF-67-carbon cloth [129]

2.3.3.4 Solvo/Hydrothermal Synthesis

The solvo/hydrothermal method is a process of crystallisation in which the
compounds are synthesised depending on the solubility of compound in water at
autogenous pressure. The crystallisation process is done in a vessel called an auto-
clave [7, 119]. The autoclave is usually made of thick-walled steel cylinders, which
can withstand high temperatures and pressures for prolonged periods of time [17,
20, 128, 39, 41, 138]. The autoclave is especially designed to withstand corrosive-
ness and also has protective seals. The inside of the autoclave is layered with Teflon
or titanium or glass depending on the nature of the solvent used. The samples are
first placed within the Teflon bags. The bags are sealed and kept in the Teflon cup.
The Teflon cup is closed with a cap on the top, and then, this cup is placed into
the autoclave. The autoclave is tightly closed and placed within the oven for high
temperatures [75, 41, 138]. A schematic representation of solvothermal synthesis
of various MOFs with high surface area, crystallinity, good conductivity as well as
good stability is shown in Fig. 2.12.
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Fig. 2.12 Synthetic scheme for the preparation of aMOFs (ZIF-8),bZIF-67 crystals andNC@GC,
and core–shell ZIF-8@ZIF-67 crystals and NC@GC via a conventional solvothermal method [125]

2.3.4 MOF-Based Materials as HER Electrocatalysts

The electrochemical water-splitting process includes two half-reactions: HER and
oxygen evolution reaction (OER). Given that the water splitting needs high acti-
vation energy and large overpotential, high-performance electrocatalysts with low
cost are highly desired to enhance the performance of electrocatalytic water split-
ting. Complexes with precise structures are beneficial for mechanism studies by
using various electrochemical measurements and other techniques [81, 109, 137,
143]. Such homogeneous catalysts can also fully utilise all catalytic sites, when
they are used at low concentrations, giving particularly high activity in the term of
turnover frequency (TOF). Such catalysts usually suffer from low stability [64, 67, 86,
146]. Combining the advantages of conventional heterogeneous and homogeneous
catalysts, MOF-derived inorganic materials can solve many of the above-mentioned
problems [38, 95, 149, 147]. In this regard, Sandra Loera-Serna et al. [74] showed the
electrochemical behaviourCu-MOF, confirming that thismaterial has a high catalytic
activity. Furthermore, Lin et al. [70] constructed metal–organic frameworks derived
cobalt diselenide (MOF-CoSe2) with CoSe2 nanoparticles anchored into nitrogen-
doped (N-doped) graphitic carbon through in situ selenisation of Co-based MOFs.
It was detected that the MOF-CoSe2 delivered excellent HER performance with an
onset potential of approximately 150 mV and high current density of 80 mA cm−2 at
about −0.33 V (vs. RHE), which behaved better than bare CoSe2. The Tafel slope of
theMOF-CoSe2 was 42 mV dec−1, which is much smaller than that of bare CoSe2 of
72 mV dec−1. Moreover, Ramohlola and co-workers [102, 103] showed the merits of
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combiningMOFmaterial with conductive polymers to produce a highly active mate-
rial with Tafel plots presented in Fig. 2.13 [102]. Table 2.2 presents the Tafel param-
eters of MOF-polyaniline (PANI), MOF-3wt% poly(3-aminobenzoic acid) (PABA),
PABA-MOF and MOF-5 wt% PABA composite with high i0 values of 7.943 A m−2

[103], 31.62 A m−2 [102], 35.48 A m−2 [101] and 50.12 A m−2 [102] and Tafel
slopes of 199.3 [103], 166.7 A m−2 [102], 130.5 A m−2 [101] and 153.5 mV dec−1

[102], respectively.
The integration of Cu-MOF with graphene oxide (GO) can effectively enhance

the electron transfer, which further significantly improve HER activity [49]. It was
also found that the GO content affected the HER activity of the nanocomposite cata-
lysts. The optimised GO content was about 8 wt%. The HER current density of the
(GO 8wt%) Cu-MOF (Table 2.2) was high up to −30 mA cm−2 at an overpoten-
tial of −2.0 V in N2 saturated 0.5M H2SO4, whereas the overpotential of 30 wt%
Pt was -0.06 V at the current density of -30 mA.cm−2 [49]. The electrochemical
hydrogen evolution reaction performance of the Pd@CuPc/MOF and Tafel analysis
were evaluated by Monama et al. [89]. The Tafel slope of this composite was found
to be 176.9 mV/dec and the transfer coefficient of 0.67, with the exchange current
density of 8.9 A m−2 (Table 2.2). The HER results revealed that the Pd@CuPc/MOF
composite has better catalytic characteristic such as high catalytic activity and lowest
onset potential compared to MOF. More importantly, they reported the significant
enhancement of HER performance at ambient temperature for the composite with
Pd content to be ascribed to the hydrogen spillover mechanism in such a system.

Fig. 2.13 a Tafel plots of blank, MOF and MOF-PABA; and b MOF, c MOF-3.6wt%-PABA
and d MOF-5wt%-PABA at 0.10 V s−1 in the presence of different H2SO4 concentration on
gold electrode in 0.1mol L−1 dimethylsulphoxide/tetrabutylammonium percholate (DMSO/TBAP)
electrolytic system [102]
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Table 2.2 Comparison between the ability of various MOF electrocatalysts towards Tafel slope
(b) and exchange current density (i0) parameters for HER

Material H2 source in
electrolyte

b (mV dec−1) i0 (A m−2) References

MOF-CoSe2 0.5M H2SO4 42 0.080 Monama et al. [89]

MOF-5wt%-PABA 0.3M H2SO4 153.5 50.12 Ramohlola et al.
[102]

PABA/MOF 0.3M H2SO4 130.5 35.48 Ramohlola et al.
[101]

Pd@CuPc/MOF 0.3M H2SO4 176.9 8.900 Monama et al. [89]

MOF-3wt%-PABA 0.3M H2SO4 166.7 31.62 Ramohlola et al.
[102]

MOF/PANI 0.3M H2SO4 199.3 7.943 Ramohlola et al.
[103]

Cu-MOF/8 wt% GO 0.5M H2SO4 – −300 Jahan et al. [49]

2.4 Summary and Future Prospects

The upsurge in the necessity for clean and renewable energy for the next genera-
tion of sustainable society led to the development of new advanced electrocatalysts
for hydrogen evolution reaction application. The HER is the heart of distinct energy
storage and conversation systems in the future of renewable energy. TheHERelectro-
catalysis can be well conducted by a Pt metal with a low overpotential near zero and
a Tafel slope value around 30 mV dec−1. Nevertheless, the practical developments
to satisfy the growing demands require very cost-effective electrocatalysts. Noble
metals are still the promising candidates, though further enhancement is needed to
improve the performance ofHER efficiency. Carbon nanomaterials, such as graphene
and GO, have been able to secure a prominent position in order to meet the require-
ments for electrocatalysts in HER. This is because these electrocatalysts possess
electron rich properties and functional groups enrichment character emanating from
GO. Nonetheless, the electrochemical application of these materials possesses some
drawbacks owing to their insulating character caused by oxygen functionalities on
the surface of the GO. However, it was observed that decorating graphene sheets
with metal nanoparticles, metal sulphides and different types of MOFs can enhance
an electrochemical activity of composites for HER application. MOF-based mate-
rials can effectively convert water/H2SO4 to hydrogen energy. Unfortunately, most of
these MOFs are insoluble in water, which hamper them to be widely utilised in water
splitting application. In order to circumvent this, the introduction of hydrophobic
substituents in the ligands has shown to be effective in that regard. It was found that
MOFs and their composites maintain the original structures after modification with
nanoparticles or other guest species. However, some new strategies and/or challenges
still deserve further consideration to improve the catalytic efficiency of MOF-based
electrocatalysts for water splitting system. It is therefore evident that a significant
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amount of work has been made in HER, which has generated global attention in effi-
cient electrocatalyst materials owing to the need to resolve high demands for clean
and sustainable energy in order to resolve potential threat posed by fossil fuels to the
environment and thereby deemed unreliable.

The reaction mechanisms of HER, the transfer and diffusion properties of reac-
tants and products as well as the effects of electrolyte on the catalytic performance
of MOF-based electrocatalysts were identified as an alternative route to study the
hydrogen storage and production behaviour of these materials. However, the vast
majority of the synthesised MOFs suffer from poor electronic conductivity leading
to low electron transfer efficiency, thus, restricts catalytic performance of these mate-
rials. Therefore, strategies such as fabrication of core–shell, hollow-structured elec-
trocatalysts, decoration of electrocatalysts with amines are the efficient approaches
to enhance the activity, stability and durability for HER. Therefore, an integration of
MOFs with GO can effectively enhance the electron transfer, which further signif-
icantly improves HER activity. Furthermore, the HER mechanisms, transfer and
diffusion properties of GO-based MOF electrocatalysts need to be investigated as
a future alternative route in hydrogen production and storage technologies to meet
high energy demands.
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Chapter 3
Characterization of Hydrogen-Free
and Hydrogenated DLC Films

Toru Harigai, Takahiro Imai, Hirofumi Takikawa, Satoru Kaneko,
Shinsuke Kunitsugu, Masahito Niibe, Kazuhiro Kanda, and Masao Kamiya

3.1 Introduction

Diamond-like carbon (DLC) films are a hard amorphous carbon film. DLC films
with excellent properties mechanically, electrically, optically, and chemically are
widely used in industry. Basically, the DLC films contain only carbon or carbon and
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Fig. 3.1 DLC films on
ternary phase diagram of
bonding in amorphous
carbon films [1, 2]

sp3

sp2 H

hydrogen as constituent elements. Carbons in the DLC films are thought to form sp2

and sp3 bonding structures in the amorphous structure [1]. The abundance ratio (sp3

fraction) of sp2 and sp3 bonding structures and hydrogen content in the DLC films
are important parameters determining the film properties of the DLC films. DLC
films are divided into a hydrogen-free DLC film and a hydrogenated DLC film from
the content of hydrogen in the film and is further often classified into four types from
the difference in the sp3 fraction. In the hydrogen-free DLC films, the films with high
and low sp3 fraction are called a tetrahedral amorphous carbon (ta-C) film and an
amorphous carbon (a-C) film, respectively. Similarly, the hydrogenated DLC films
are divided into a tetrahedral hydrogenated amorphous carbon (ta-C:H) film and a
hydrogenated amorphous carbon (a-C:H) film. Figure 3.1 shows the positioning of
four types of DLC films in carbon films composed of carbon and hydrogen. ta-C
films have extremely high mechanical hardness comparable to diamond [3]. The
ta-C films also having excellent mechanical properties such as high surface flatness
and low friction coefficient [4, 5] are useful as a protective film for cutting tools and
molds [5–7]. The a-C films, which is softer than the ta-C films, can be expected to
improve electrical conductivity due to increased sp2 bonding structures. It has been
reported that hydrogenated DLCfilms have high biocompatibility [8, 9]. Not all DLC
films have excellent mechanical, optical, electrical, and chemical properties, and it
is necessary to selectively use each DLC film for the application.

In this chapter, hydrogen-free andhydrogenatedDLCfilms are preparedbyfiltered
vacuum arc deposition method, and the DLC films are characterized by various
analytical methods. The classification methods of DLC films from the relationship
of each property of DLC films are proposed.

3.2 Preparation of Hydrogen-Free and Hydrogenated DLC
Films

A variety of DLC film deposition methods have been developed due to the difference
in the fabricated DLC films and the applications. The plasma chemical vapor deposi-
tion (CVD) methods and the plasma ion implantation and deposition methods using
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a hydrocarbon gas as a carbon source are obtained a-C:H films, and these methods
facilitate the film deposition in a wide area [10, 11]. In the plasma sputteringmethods
and the vacuum cathodic arc deposition (VAD or CAD) methods classified as phys-
ical vapor deposition (PVD), a solid target such as graphite is used as a carbon source,
and a-C films or ta-C films are obtained [12–23]. In particular, the VAD methods
which can produce ta-C films with the nanoindentation hardness of 50 GPa or more
are the most common fabrication process in the ta-C film fabrication methods.

In VADmethods, a material to be deposited as a thin film is used as a solid cathode
target. An arc spot with a very active and high temperature is generated on the solid
cathode by an arc discharge in vacuum, and the solid cathode material evaporates
from its arc spot. The evaporated cathode material has high ion energy and ionization
rate [20] and deposits on a substrate placed on the opposite side of the solid cathode.

In theVADmethods, the emission of fine particles (called droplets) from a cathode
target accompanying evaporation of the cathode target becomes a problem.When the
droplets are taken into a DLC film, various properties such as flatness and mechan-
ical hardness of the DLC film are significantly deteriorated. Filtered vacuum arc
deposition (FAD) methods have been developed [13–23] as a method to suppress
the inclusion of droplets into a DLC film. In the FAD method, the distance from a
solid cathode target to a substrate is increased as compared with the normal VAD
method. Charged particles generated by evaporation of cathode material are trans-
ported from the cathode to the substrate by magnetic fields. As the distance from
the cathode to the substrate increases, the number of droplets reaching the substrate
decreases because most of the droplets are electrically neutral. Typical FAD systems
are shown in Fig. 3.2. The linear-FAD as shown in Fig. 3.2a is a FAD system which
is the simplest configuration, and the substrate is placed on a straight line with the
cathode. In the torus-FAD of Fig. 3.2b and the T-FAD of Fig. 3.2c, the substrate is
set in the out-of-sight position for the cathode. Figure 3.3 shows the difference in the
number of droplets included in the DLC films fabricated using normal VAD and FAD
systems. It is clear that the number of droplets in DLC films fabricated by using FAD
systems decreased with respect to the normal VAD system. Furthermore, the number
of included droplets decreased as the substrate setting angle relative to the cathode
was larger. In the T-FAD system, the number of droplets in a DLC film decreased

Fig. 3.2 Schematic diagrams of various FAD systems. a Straight-type FAD (liner-FAD). b 45°
torus-FAD (torus-FAD). c T-shape FAD (T-FAD). Reprinted from [16], Copyright 2003, with
permission from Elsevier
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Fig. 3.3 Optical
micrographs of a DLC film
on a Si substrate [16].
a Normal VAD.
b Liner-FAD. c Torus-FAD.
d T-FAD], Copyright 2003,
with permission from
Elsevier

to 0.03 (nm/min)−1 (deposition rate) in the region of 0.1 mm2 by introducing an
electrostatic trap and a plasma beam deflection mechanism [21, 22].

DLC films were prepared on tungsten carbide (WC) and silicon (Si) substrates
using the T-FAD system. In the fabrication of hydrogen-free DLC films, the inside of
a chamber wasmaintained under high vacuum condition in order to prevent hydrogen
being mixed into the DLC films. The base pressure in the chamber was 8 × 10–4

Pa or less using the vacuum system combining a rotary pump and a turbo molecular
pump. The cathode material was graphite. Prior to the DLC deposition process, a
pretreatment process was conducted in order to improve the adhesion between the
film and the substrate. In the pretreatment process, an arc discharge was generated
in an argon (Ar) gas atmosphere chamber. An Ar-dominated carbon plasma beam
occurred by the arc discharge was irradiated to the substrate [23]. Contamination and
oxide layer on the substrate surface were removed by irradiating the Ar-dominated
carbon plasma beam. DLC films were fabricated on the pretreated substrates. The
arc current was 30 A, and the substrate-bias voltage was adjusted to pulsed DC −
100 V. Depending on the substrate-bias voltage, the energy of the ions reaching the
substrate changes, and the film properties of the formed DLC film vary [3, 24–26].
In the fabrication of hydrogenated DLC films, hydrogen (H2) gas or hydrocarbon
gas such as acetylene (C2H2) or ethylene (C2H4) was introduced into the chamber
during the DLC deposition in addition to the fabrication process of hydrogen-free
DLCfilms using the T-FAD system. The gas flow rateswere changed under a constant
evacuation speed by fixing the vacuum valve.

The film thickness of the DLC films was measured with a stylus surface profiler
(Veeco Dektak 3). The DLC deposition rates were calculated from the measured
film thickness and the deposition duration. The deposition rate of the DLC films
prepared using the T-FAD system was shown in Fig. 3.4. When the hydrocarbon
gas was introduced, the deposition rate was significantly improved with respect to
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Fig. 3.4 Changes of DLC
deposition rate for chamber
pressure under the pulsed
DC substrate-bias voltage of
−100 V. Numbers in the
figure indicate a gas flow rate
in units of sccm
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the deposition rate without introduction gas. In DLC film deposition with hydro-
carbon gas, DLC deposition by decomposition of hydrocarbon gas, which is CVD,
occurs in addition to DLC deposition by carbon plasma beam which is PVD [19].
It was considered that the DLC deposition rate improved by increasing the deposi-
tion amount of carbon by the hybrid deposition process of PVD and CVD. The film
density of DLC films decreases by containing hydrogen in the film [3]. The reduction
of film density is also a factor for increasing the deposition rate of DLC. When H2

gas or a hydrocarbon gas was introduced in the T-FAD method, the DLC deposi-
tion rate was improved, whereas the deposition rate decreased under too high the
chamber pressure. It was thought that the number of collisions between the carbon
plasma beam and the atmospheric-gas molecule increased under high chamber pres-
sure, and the carbon plasma beam did not sufficiently reach the substrate. Compared
with the introduction of C2H4 gas, the use of C2H2 gas showed a tendency to have
a higher deposition rate. The proportion of the number of hydrogen to the number
of carbon constituting C2H2 molecule is smaller than that of C2H4 molecule. Since
hydrogens play a role of etching carbons, the introduction of C2H2 gas with a small
proportion of hydrogen to carbon was considered to have a higher deposition rate. In
addition, C2H2 gas has a lower ionization potential than C2H4 gas, and the plasma
CVD method using C2H2 gas as precursor gas showed the high deposition rate of
DLC films in the plasma CVD methods [1].

Figure 3.5 shows the hydrogen content of the DLC films prepared by T-FAD
system. The hydrogen content of the DLC films was analyzed by Rutherford
backscattering spectrometry/elastic recoil detection analysis (RBS/ERDA) using
2.5 MeV 4He2+ from tandetron ion accelerator. The hydrogen content of the
hydrogen-free DLC films fabricated without gas introduction was 1 at.% or less.
The amount of hydrogen contained in the DLC films increased owing to the intro-
duction of the gas and the increase of the chamber pressure with increasing the flow
rate. In the case of hydrocarbon gas introduction, the hydrogen content of the DLC
films tended to increase in C2H4 gas rather than in C2H2 gas under similar chamber
pressure. It was considered that the hydrogen content in the formed film increased
because the composition ratio of hydrogen to carbon in the chamber atmosphere gas
was larger in C2H4 gas compered in C2H2 gas. When DLC films were prepared with
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Fig. 3.5 Changes of hydrogen content in DLC film for chamber pressure and substrate
-bias voltage. Open and solid marks indicate the pulsed DC substrate-bias voltage of −100 V
and −1 kV, respectively

a hydrocarbon gas at a high substrate-bias voltage of −1 kV, the hydrogen content
decreased compared with DLC films prepared at that of−100 V. On the other hand,
when H2 gas was introduced, the hydrogen content slightly increased at the high
substrate-bias voltage. In hydrocarbon gas atmosphere, it was considered that ion
bombardment accelerated by a high substrate-bias voltage destroyed C–H bonds in
DLCfilms, and hydrogenwas released from the film. InH2 gas atmosphere, hydrogen
ion bombardment may be increased the hydrogen content of DLC films due to the
effect of ion implantation.

Figure 3.6 shows the sp3 fraction of the DLC films prepared using T-FAD system.
The sp3 fraction of the DLC films was analyzed by near edge X-ray absorption fine
structure (NEXAFS) spectroscopy using a synchrotron accelerator (NewSUBARU
in Japan). The sp3 fraction decreased with the increase of the chamber pressure.
The ion energy region where the sp3 bonding structure of the C–C bond is obtained
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Fig. 3.6 Change of sp3 fraction inDLCfilms for chamber pressure and substrate-bias voltage. Open
and solid marks indicate the pulsed DC substrate-bias voltage of −100 V and −1 kV, respectively



3 Characterization of Hydrogen-Free and Hydrogenated DLC Films 61

by colliding carbon ions during DLC film formation is very narrow. It is guessed
that the ion energy distribution to deposit a DLC film with the high sp3 fraction is
obtained when the substrate-bias voltage is about −100 V because DLC films with
the high hardness were obtained at the substrate-bias voltage of −100 V [3]. It was
considered that carbon ions collided with gas molecules in the atmosphere before
reaching a substrate when the substrate-bias voltage was constant and the chamber
pressure increased by gas introduction. Thus, the ions would lose the energy. In the
DLC deposition at a high substrate-bias voltage of −1 kV, the sp3 fractions were
about 30% regardless of the gas introduction and the gas type. The collisions of ions
accelerated by a too high substrate-bias voltage were considered to have inhibited
the formation of the sp3 bonding structure on the DLC films.

From Figs. 3.5 and 3.6, it was found that various DLC films with the hydrogen
content from several at.% to 40 at.% and the sp3 fraction from 10 to 60% were
obtained by the T-FAD method combined the introduction of gas and the control of
substrate-bias voltage during the deposition process.

3.3 Properties of DLC Films Prepared by Filtered Arc
Deposition

The sp3 fraction and the hydrogen content for characterizing DLC films are analyzed
quantitatively by theNEXAFS spectroscopy and theRBS/ERDAmethod as shown in
Sect. 3.2. However, the NEXAFS spectroscopy and the RBS/ERDA method which
need to use an ion accelerator are limited the facilities that can be analyzed. In
Sect. 3.3, the properties of DLCfilms are analyzed by common analytical techniques.

Raman spectroscopy is a technique that can easily obtain the bonding structure
of DLC films. The characteristic broad spectrum of DLC films includes D-peak and
G-peak band spectra appearance between 1000 and 1800 cm−1 in Raman shift [1,
27, 28]. The G-peak band spectrum which has a band-center at around 1580 cm−1

expresses actually the stretching vibration of any pair of sp2 bonding structures, in
C=C chains or in aromatic rings. The D-peak band spectrum with a peak of around
1360 cm−1 is attributable to the breathing mode of those sp2 bonding structures only
in rings having a dangling bond which appears as a defect in the graphite structure.
Figure 3.7 shows the Raman spectra of the DLC films prepared by changing the gas
species and chamber pressure on the deposition process using the T-FAD system. The
Raman spectra were obtained by a laser microscopic Raman spectroscope (JASCO
NRS-100) with a laser wavelength of 532 nm. A broad spectrum of a typical DLC
film appeared in all Raman spectra. The Raman spectrum the DLC films with high
hydrogen content had a large inclination. The inclination of the Raman spectra was
considered to be the fluorescence component of hydrogen in the films. Thus, the
hydrogen content in a DLC film may be able to be inferred from the inclination of
the Raman spectrum; however, in DLC films with a small hydrogen content, the
difference in the inclination of the spectrum did not appear markedly. The ratio of
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Fig. 3.7 Raman spectra of DLC films prepared under different chamber pressure. The pulsed DC
substrate-bias voltage was −100 V. The intensity of Raman spectra on DLC films prepared using
C2H4 gas is 1/3 times

D-peak and G-peak intensities (ID/IG ratio) and the G-peak position as shown in
Fig. 3.8 were obtained by waveform separation analysis of the Raman spectrum in
Fig. 3.7. As the chamber pressure increased, the ID/IG ratio increased, and theG-peak
position shifted to the lower wave number. An increase in the ID/IG ratio with a low
wave number shift of the G-peak position indicates the increase of the sp2 bonding
structure in a DLC film.

Figure 3.9 shows the Raman spectra of the DLC films prepared with different
substrate-bias voltages on the deposition process using the T-FAD system. The inten-
sity of the Raman spectrum on the DLC films fabricated under a high substrate-bias
voltagewas lower than that of a low substrate-bias voltage.DLCfilmsbecomeopaque
in the visible light wavelength region when the sp2 bonding structure in the DLC
films increase, and then, the intensity of Raman scattered light becomes weaker. The
ID/IG ratio and the G-peak position as shown in Fig. 3.10 were obtained from the
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Fig. 3.8 a ID/IG ratio and b G-peak position obtained from Raman spectra in Fig. 3.7
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C2H4 gas. The intensity of Raman spectra on DLC films prepared using C2H4 gas is 1/3 times
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Fig. 3.10 a ID/IG ratio and b G-peak position obtained from Raman spectra in Fig. 3.9

Raman spectrum in Fig. 3.9. In the DLC films fabricated using H2 or C2H2 gas, an
increase in the ID/IG ratio and a shift to lowwave number of the G-peak positionwere
found with increasing substrate-bias voltage, while in C2H4 gas, the ID/IG ratio and
the G-peak position did not vary even when the substrate-bias voltage was changed.
As shown in Fig. 3.5, the DLC films prepared using C2H4 gas were considered to
be close to a polymer-like DLC film having a lot of C–H bonds because of its high
hydrogen content. Since the D-peak and the G-peak band spectra are attributable to
the sp2 bonding structure of the DLC film, it was considered that a large difference
did not appear in the Raman spectrum in the DLC films with high hydrogen content.

The nanoindentation hardness of the DLC films measured with a nanoindenter
(Hysitron Triboindenter TI 950) and the film density of the DLC films calculated
from the X-ray reflectivity (XRR) analysis (Phillips X’Pert PRO MRD) are shown
in Fig. 3.11. The nanoindentation hardness and the film density of the DLC films
decreasedwith the increase of the chamber pressure associatedwith gas introduction.
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Fig. 3.11 a Nanoindentation hardness and b film density of DLC films prepared using T-FAD
system. Open and solid marks indicate the pulsed DC substrate-bias voltage of−100 V and−1 kV,
respectively

It was thought that the decrease of sp3 ratio in DLC films caused the reduction of
the hardness and the film density because the collision energy of ions to a substrate
decreased owing to increasing the chamber pressure and the hydrogen mixed in
the film owing to introducing the gas. The hardness and the film density decreased
even in the deposition process with high substrate-bias voltage. The decrease of the
hardness and the film density due to high substrate-bias voltage was considered to be
caused by the increase of sp2 bonding structure in the DLC films because of substrate
temperature rise accompanying the collision of high-energy ions.

Figure 3.12 shows the optical constants of the DLC films for the film density with
the data of Ref. [29]. The optical constants of graphite and diamond were referred

Fig. 3.12 Optical constants
at e-line (546.1 nm) of DLC
films for the film density.
Open and solid marks
indicate the pulsed DC
substrate-bias voltage of −
100 V and −1 kV,
respectively
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from Refs. [30, 31]. The optical constants were calculated based on the measured
film reflectance using spectral reflectometry (Olympus USPM-RU II). The refractive
index (n) and the extinction coefficient (k) of hydrogen-freeDLCfilms increasedwith
decrease of the film density, while the refractive index of hydrogenated DLC films
decreased with decrease of the film density. In the relationship between the film
density and the optical constants, the DLC films exhibited different trend of two
types. It was thought that the two-type trends indicate the graphitization and the
hydrocarbon polymerization of DLC films with decrease of the film density.

3.4 Classification of DLC Films

In order to selectively use DLC films as a function of the application, it is important
to easily identify the properties of the DLC films properties. As shown in Fig. 3.1
in Sect. 3.1, DLC films can be distinguished by the relationship between the sp3

fraction and the hydrogen content; however, a method capable of quantitatively and
easily measuring sp3 fraction and hydrogen content in DLC films has not yet been
developed. From the relationship between the sp3 fraction of DLC films shown in
Sect. 3.2 and the nanoindentation hardness and thefilmdensity of theDLCfilmshown
in Sect. 3.3, classification diagrams of DLC films instead of the ternary diagram
shown in Fig. 3.1 are proposed.

In Fig. 3.13, the relationship between the sp3 fraction and the nanoindentation
hardness of the DLC films is shown. Most of the DLC films were on the straight
line connecting the diamond from the origin. The DLC films prepared without gas
introduction deviated from the straight line. The analysis range in the depth direction
in theNEXAFS spectroscopy is several nm from the film surface. Thus, theNEXAFS
spectroscopy is sensitive to the surface condition of the film. Carbons on the surface
of DLC films fabricated without gas introduction can be considered to have more
dangling bonds than that of DLC films fabricated with gas introduction. In the case of
theDLCfilms fabricatedwith gas introduction, it was thought that the dangling bonds

Fig. 3.13 Relationship
between sp3 fraction and
nanoindentation hardiness on
DLC films. Open and solid
marks indicate the pulsed
DC substrate-bias voltage of
−100 V and −1 kV,
respectively
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on the surface of the DLC film were terminated with hydrogen. The dangling bonds
on the surface of DLC films were thought to be terminated by the contamination
such as organic compounds and water in the air when exposed to the atmosphere
from the vacuum, and the surface condition of the films was changed. Thus, the sp3

fraction measured by NEXAFS spectroscopy of the DLC films fabricated without
gas introduction became slightly lower than the true sp3 fraction in the films. When
shifting the sp3 fraction of DLC films fabricated without gas introduction to a value
about 10% higher, the values of the sp3 fraction were on the straight line connected
between the origin and the diamond.

Figure 3.14 shows the relationship between the film density and the nanoinden-
tation hardness of the DLC films. The approximate line to the value of DLC films
through the diamond in Fig. 3.14 can be expressed by Eq. (3.1)

HIT = 2.3× ρ3 (3.1)

where H IT and ρ are the nanoindentation hardness and the film density of a DLC
film, respectively. It was clear that the film density and the nanoindentation hardness
had a strong correlation.

From Figs. 3.13 and 3.14, there were clear correlation between the sp3 fraction,
the nanoindentation hardness, and the film density of the DLC films. Figure 3.15
is the classification diagrams of DLC films proposed by based on the relationship
between the sp3 fraction, the nanoindentation hardness, and the film density. In
addition, the characteristics of the DLC films shown in Sects. 3.2 and 3.3 were
plotted in Fig. 3.15. A classification index of DLC films based on the relationship
between the sp3 fraction and the hydrogen content was suggested by Otake et al.
[32]. The classification index of DLC films in Fig. 3.15 was defined by based on
our consideration in addition to that of Ref. [32]. Since the hydrogen content of
the DLC films increases by several at.% by hydrogen adsorption to the surface in
the atmosphere, the hydrogen content in the hydrogen-free DLC films (ta-C and
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Fig. 3.14 Relationship between film density and nanoindentation hardiness on DLC films. Open
and solid marks except the values from Ref. [3] indicate the pulsed DC substrate-bias voltage of −
100 V and −1 kV, respectively
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Fig. 3.15 Classification diagrams of DLC films based on hydrogen content and a sp3 fraction,
b nanoindentation hardness, or c film density

a-C films) was defined as 5 at.% or less in Fig. 3.15. The regions of graphite-like
carbon (GLC) films and polymer-like carbon (PLC) films were also added to the
classification diagrams. The boundary between DLC and GLC or PLC is not clear.
In Fig. 3.15, the carbon film with the nanoindentation hardness up to 10 GPa was a
DLC film because the carbon film of approximately 10 GPa has already been widely
used in the industry, and it is known as a DLC film. The values of the sp3 ratio
and the film density were determined from the correlation with the nanoindentation
hardness.

In any of the classification diagrams, the DLC films showed a tendency to shift
from the ta-C film through the ta-C:H film to the a-C:H film as the hydrogen content
increased. From the shift trend, it was inferred that the region of the ta-C:H film is
very small as shown in Fig. 3.15. Figure 3.15 indicates that easily analysis techniques
such as nanoindentation test and XRR analysis are effective the characterization
and classification of various DLC films instead of quantitative measurement of sp3

fraction using an accelerator. In the future, it is desirable to classify DLC films
expected to be applied inwidely applications based on the properties such as hardness
and film density which can be measured by common analytical techniques.

3.5 Conclusion

In the FAD methods equipped with a filter for removing droplets, hydrogen-free and
high-hardness DLC films can be obtained. In addition, various DLC films with the
hydrogen content from several at.% to 40 at.% and the sp3 fraction from 10 to 60%
were obtained by the T-FAD process and introduction of hydrogen or hydrocarbon
gas into the chamber. The introduction of H2 gas was suitable for slightly adding
hydrogen to DLC films. In the introduction of C2H2 gas, higher deposition rate of
DLC films was obtained. The introduction of C2H4 gas was suitable for increasing
the hydrogen content of DLC films.
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Hydrogenated DLC films fabricated by the T-FADmethod became soft and had a
low film density with increasing pressure in the chamber. The change of the refractive
index and the extinction coefficient with respect to the film density of DLC films
showed a tendency to be different between the hydrogen-free DLC films and the
hydrogenated DLC films. The classification diagrams of DLC films based on the
relationships between the hydrogen content and the sp3 fraction, the nanoindentation
hardness, or the film density were proposed. It is expected that the classification of
DLC films by using the nanoindentation hardness and the film density is useful for
definingvariousDLCfilmsbecause the analytical techniques such as nanoindentation
test for measuring the nanoindentation hardness andXRR analysis for calculating the
film density are easier than NEXSAFS spectroscopy for analyzing the sp3 fraction.
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Chapter 4
Energy Stored in a Slab Covered by
Graphene Sheets

Mustafa Sarısaman, Musa Mutlu Can, Murat Tas, Mehmet Ertugrul,
Satoru Kaneko, and Tamio Endo

4.1 Introduction

Recently, there has been novel and rapid advances on two different realms of physics,
one is in non-Hermition quantum mechanics and its applications in various fields of
physics, and the other one is the 2D materials including especially the graphene
and their applications in many fields of science and technology. Studies in these
distinctive areas are impressive and it would be intriguing to investigate applications
of graphene in view of non-Hermition quantum mechanics.
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Quantummechanics, which has been celebrated since its first debut by the widely
accepted essential fact that Hermitian operators give rise to real energies [1–3], suf-
fered remarkable changes in last couple of decades. Understanding and clarifying its
mystifying extensions in the realm ofPT -symmetric [4–6], pseudo-Hermitian [7–9]
and non-Hermitian quantummechanics [10–12] inspired numerous notable research
activities in almost many fields of physics essentially including quantum field the-
ories [8], lie algebras [13], optical, and condensed matter systems [14–24]. In par-
ticular, non-Hermitian quantum mechanics and its applications in optics, condensed
matter physics, and material science caused unraveling new scientific phenomena
and developments of many technological devices, including dynamic power oscilla-
tions of light propagation, coherent perfect absorber lasers [25–33], spectral singu-
larities [34–39], and unidirectional invisibility [14, 19, 20, 40–56]. In this respect,
non-Hermitian complex potentials within the framework of quantum scattering for-
malism pioneer a leading role in understanding these mysterious structures [57–68].

On the other hand, recent advances on the side of 2D materials have laid the
groundwork for the development of a vast area of research, not only about their
physical properties, but also applications in various fields of physics, especially in
optics [69–80] and condensed matter physics. Among all the class of 2D materials,
graphene has the leading role due to its well-documented physical properties and
numerous applications [81–85]. As the family of 2D materials expands to include
new members such as 2D Weyl semimetals, 2D semiconductors, boron nitride and
more recently, transition metal dichalcogenides and Xenes, atomically thin forms
of these materials offer endless possibilities for fundamental research, as well as
the demonstration of improved or even entirely novel technologies [85–88]. New 2D
material treatments could unleash newuses. These exciting properties of 2Dmaterials
reveal that they may interact with electromagnetic waves in anomalous and exotic
ways, providing new phenomena and applications. Thus, the new distinctive studies
with 2D materials have arisen.

Graphene is the single atom-layered, two-dimensional plane structure which is
obtained from the source material known as graphite. Recent researches show that
graphene displays strong potential to meet the energy demand in various ways [94].
Graphene and its different composites can be used in various places like supercapac-
itors [89, 90], solar cells [91, 92], and batteries [93, 94] to enhance power density,
rate performance, and energy efficiency. In general, it is possible to classify the use of
graphene into two vast categories as energy storage and energy conversion devices. It
is obvious that graphene-based devices can provide clean energy with proposed zero
waste emission. Especially, recent works on this field originate essential motivation
of our work [62, 95–100]. In this chapter, we describe a way to use the graphene to
enhance the energy storage within a gain slab which has a complex-valued potentials
by means of its specially engineered structure. Using various synthesis techniques
for obtaining graphene, it is possible to construct our design so that the effect of
graphene for energy purposes can be distinguished quite easily. Application of the
graphene proposed here will be aimed at providing an important scientific refer-
ence on energy applications for realizing large-scale energy conversion and storage
in the near future [94]. Thus, in this study, we offer one of the potential applica-
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Fig. 4.1 Configuration of
the s-polarized
electromagnetic waves
obliquely incident upon the
complex optical slab which
is covered by the graphene
sheets. Incidence angle θ is
measured from the normal to
the surface

tions of graphene/graphene oxide in the field of energy enhancement and storage
together with the fascinating non-Hermitian attributes in optical systems. Our sys-
tem is depicted in Fig. 4.1.

It is of great interest to assemble graphene applications with non-Hermitian and
even PT -symmetric quantum optics and condensed matter physics under the same
roof. In this respect, we look for the prospect of realization of energy enhancement
in a gain-doped optical slab material covered by graphene sheets. Our purpose of
incorporating graphene sheets would be to inquire for optimal control of system
parameters so as to obtain efficient energy configurations inside the slab. This is
expected to yield possible new applications of graphene studies in various related
fields. We base our work on the fundamental principles extending to Maxwell’s
equations. We take advantage of transfer matrix formalism just because of its role in
extracting information about interaction of matter with waves. In fact, transfer matrix
leads to construct distinctive optical, electrical, and magnetic phenomena by means
of the information it contains about reflection and transmission amplitudes. Thus,
one can study spectral singularities, transparency, reflectionlessness, and invisibility
phenomena in this direction. Therefore, in view of this motivation, we aim to employ
graphene layers to settle up the problem of energy storage confined in a complex gain
slab and achieve maximum energy configurations in an optically active slab system
covered by graphene layers in the present work, see Fig. 4.1.

In our analysis, we present s-polarized (transverse electric mode) solutions that
support the most general energy configurations, schematically demonstrate their
behaviors, and show the effects of various parameter choices. In particular, we indi-
cate that optimal control of parameters of the slab and graphene/graphene oxide,
i.e., gain coefficient, incidence angle, slab thickness, and temperature T and chem-
ical potential μ of graphene sheets, give rise to the desired energy expressions. We
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present exact conditions and display the role of graphene in the gain adjustment and
energy storage purposes. Our findings can be experimentally realized with ease. Our
method and hence results are quite reliable for all realistic slab materials of practical
concern.

4.2 S-Polarized Waves and Effect of Graphene
for a Single Slab

Although graphene displays a very good electrical conductivity and is good in elec-
tron transport, conductivity of graphene oxide highly depends on the degree of oxi-
dation. Therefore, without pointing out a special graphene oxide compound, we
discuss only graphene throughout whole calculations. One may easily adapt our
method developed below just by replacing the graphene conductivity expression by
the conductivity of graphene oxide which is intended to be employed. We consider
that graphene layers surround a linear homogeneous and optically active gain slab
system which is aligned along the z-axis as depicted in Fig. 4.1. The slab geometry
in which energy storage will be investigated is formed such that it has a thickness
L and a complex refractive index n which is uniform between the graphene sheets
in the region 0 < z < L. Interaction of this optical slab-graphene system with the
electromagnetic waves is governed by the following Maxwell’s equations

∇ · D = ρ(z), ∇ · B = 0, (4.1)

∇ × H − ∂tD = J(z), ∂tB + ∇ × E = 0. (4.2)

Here, E and B denote the electric and magnetic fields, respectively, and are related
toD and H fields by the following constitutive relations

D := ε E, B := μH,

where ε andμ are, respectively, the permittivity and permeability of the slab medium
in which electromagnetic waves propagate. Magnetic materials usually give rise to
magneto-optical effects such that the Faraday and Kerr rotations could be observed
inside and outside the slab material [101]. To ignore those effects, for simplicity, we
consider a non-magnetic environment such that permeability is μ = μ0 within the
slab. Permittivity ε is given by ε := ε0z(z), where

z(z) :=
{
n2 for z ∈ [0,L],
1 for z /∈ [0,L]. (4.3)

Charge ρ(z) and electric current densityJ(z) appearing in Maxwell’s equations are
specified on the boundaries due to the presence of graphene sheets. Notice thatJ(z)
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is given in terms of conductivities of graphene andJ(z) := σ(z)E. Thus, free charge
and conductivity effects in our optical setup are denoted, respectively, as follows

ρ(z) :=
2∑

i=1

ρi δ(z − zi), σ (z) :=
2∑

i=1

σi δ(z − zi),

where ρi and σi are, respectively, the free charge and conductivity on the ith surface,
and zi denotes the positions of the boundaries along z-axis, and z1 = 0 and z2 = L
for our case. We emphasize that ρ(z) and J(z) satisfy the continuity equation

∇ · J(z) + ∂tρ(z) = 0. (4.4)

The conductivity of graphene sheets is attained bymeans of the randomphase approx-
imation in [102–104], consisting of the sum of intraband and interband contributions,
i.e., σ = σintra + σinter, for each surface i as follows

σintra := ie2χ

π�2 (ω + i�)
ln

[
2 cosh

(
μ

χ

)]
,

σinter := e2

4π�

[π

2
+ arctan

(
ν−
χ

)
− i

2
ln

ν2+
ν2− + χ2

]
, (4.5)

where we define ν± := �ω ± 2μ and χ := 2kBT . Here, −e is the charge of an elec-
tron, � is the reduced Planck’s constant, kB is Boltzmann’s constant, T is the tempera-
ture of the graphene sheet,� is the scattering rate of charge carriers,μ is the chemical
potential of the corresponding graphene sheet, and �ω is the photon energy [80].
Notice that E(r, t) and H(r, t) fields in time harmonic forms are expressed by
E(r, t) = e−iωtE(r) and H(r, t) = e−iωtH(r), respectively. Thus, Maxwell’s equa-
tions yielding the s-polarizedwaves are reduced to the followingHelmholtz equations
in three dimensions:

[∇2 + k2z(z)
]
E(r) = 0, H(r) = − i

kZ0
∇ × E(r), (4.6)

where r := (x, y, z) is the coordinate vector, k := ω/c is the wavenumber, c :=
1/

√
μ0ε0 is the speed of light in vacuum, and Z0 := √

μ0/ε0 is the impedance of
the vacuum. Notice that Eq. 4.6 gives rise to the solutions of s-polarized waves for
which electric field vector E(r) is aligned along the surface of the slab, which is
in y-direction in our geometrical configuration. Once a plane wave is emitted from
left-hand side of the slab obeying the condition of s-polarization with an incident
angle θ , the wave vector k builds up, which has components

k = kxêx + kzêz, kx := k sin θ, kz := k cos θ, (4.7)
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where êx, êy, and êz, are, respectively, the unit vectors along the x-, y-, and z-axes,
and θ ∈ [−90◦, 90◦] is the incidence angle (See Fig. 4.1.) Then, the corresponding
electric field is given by

E(r) = E (z)eikxxêy, (4.8)

where E is solution of the Schrödinger equation

− ψ
′′
(z) + v(z)ψ(z) = k2ψ(z), z /∈ {0,L}, (4.9)

for the potential v(z) := k2[1 + sin2 θ − z(z)]. The fact that potential v(z) is homoge-
neous and piece-wise constant in relevant spaces leads to a solution in corresponding
regions

ψ(z) :=
⎧⎨
⎩

A+ eikzz + A− e−ikzz for z ∈ I ,
B+ eikz ñz + B− e−ikz ñz for z ∈ II ,
C+ eikzz + C− e−ikzz for z ∈ III ,

(4.10)

where A±, B±, and C± are k-dependent complex coefficients, and

ñ := sec θ
√
n2 − sin2 θ. (4.11)

To be more precise, E (z) is expressed by the right-hand side of (4.10) with generally
different choices for the coefficients A±,B± andC±. These coefficients are expressed
by employing the appropriate boundary conditions which are described by the fact
that tangential components of E and H are continuous across the surface while
the normal components of H have a step of unbounded surface currents across the
interface of graphene sheets. Notice that all the field configurations inside and outside
the slab are given by

Ey(r) = eikxxF+(z),

Hx(r) = −
√
z(z) − sin2 θ

Z0
eikxxF−(z),

Hz(r) = sin θ

Z0
eikxxF+(z),

where F±(z) are denoted as follows

F±(z) :=
⎧⎨
⎩

A+ eikzz ± A− e−ikzz for z ∈ I ,
B+ eikz ñz ± B− e−ikz ñz for z ∈ II ,
C+ eikzz ± C− e−ikzz for z ∈ III .

(4.12)

Thus, one can obtain the boundary conditions as in Table 4.1.
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Table 4.1 Boundary conditions for s-polarized waves. Here, u(1,2)
± is defined by (4.13)

z = 0 B+ + B− = A+ + A−, B+ − B− = u
(1)
− A+ − u

(1)
+ A−

z = L
B+eikz ñL + B−e−ikz ñL = C+eikzL + C−e−ikzL

B+eikz ñL − B−e−ikz ñL = u
(2)
+ C+eikzL − u

(2)
− C−e−ikzL)

Here, u(1,2)
± are specified as follows

u
(j)
± := 1 ± Z0σj cos θ−1

ñ
, (4.13)

with j = 1, 2 represents the graphene ordering from left to right (i.e., j=1 corresponds
to the graphene sheet at z = 0 and j=2 to the graphene sheet at z = L). Notice the
crucial role of graphene sheets on boundary conditions such that once all graphene
sheets are removed, the distinction between u(1,2)

+ and u(1,2)
− disappears, and therefore,

problem boils down to a regular slab problem. To understand the effect of graphene
better, we elaborate our analysis further by constructing the transfer matrix which
contains very valuable information about the system behavior in various cases to
be studied by finding reflection and transmission amplitudes explicitly. It is rather
illustrative to express the transfer matrix M as follows

[
C+
C−

]
= M

[
A+
A−

]
,

where M is manifestly obtained by means of standard boundary conditions as

M = 1

2γ

(
ζ(u

(1)
+ ; u(2)

− ) e−ikzL ζ(u
(1)
− ; u(2)

− ) e−ikzL

−ζ(u
(1)
+ ; u(2)

+ ) eikzL −ζ(u
(1)
− ; u(2)

+ ) eikzL

)
, (4.14)

where γ and ζ are complex-valued functions and are defined as follows

γ := u
(2)
− + u

(2)
+ ,

ζ(αa;βb) := (1 + aα−a)(1 − bβb) e
ikz ñL − (1 − aα−a)(1 + bβb) e

−ikz ñL.

Here, a and b take values of+ and−whileα andβ are, respectively, taking values u(1)
±

and u(2)
± . Notice that the functions γ and ζ exhibit the presence of graphene sheets in

our configurations.Wemakeuse of the information of transfermatrix about the reflec-
tion and transmission coefficients. Since we have the reciprocity principle, left and
right transmission amplitudes are the same andwe state the transfer matrix as follows

M =
(
T − RlRr

T
Rr

T

−Rl

T
1
T

)
. (4.15)
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Therefore, with the help of (4.14) and (4.15), one obtains the reflection and trans-
mission amplitudes

Rl = −ζ(u
(1)
+ ; u(2)

+ )

ζ(u
(1)
− ; u(2)

+ )
, Rr = −ζ(u

(1)
− ; u(2)

− )

ζ(u
(1)
− ; u(2)

+ )
e−2ikzL, T = − 2γ e−ikzL

ζ(u
(1)
− ; u(2)

+ )
.

(4.16)

Notice that our construction up to now distinguishes the graphene sheets surround-
ing the gain slab. Although this interpretation involves the most general situation, we
confine our attention to some special cases where parity is preserved and reversed.
In the former case, u(1)

± = u
(2)
± = u± is satisfied and both graphene sheets contain

the same amount of conductivity. This is fairly easy case and can be adjusted in a
convenient way. This results in the current flow on the graphene sheets in the same
direction. In the latter case, however, one has the condition u(1)

± = u
(2)
∓ = u±. In this

case, currents on the surfaces of graphene sheets flow in opposite directions.

4.3 Energy Stored Inside the Slab Between Graphene
Sheets: General Case

In this section, we provide energy densities inside and outside the slab covered by
the graphene sheets. In general, energy density is given by

〈u〉 = 1

4
Re

(
E · D� + B · H �

)
. (4.17)

Transfermatrix information in (4.14) gives rise to energy densities in different regions
of space as follows

〈u〉I = 1

4ε0

{[
1 + sin2 θ

] ∣∣A+eikzz + A−e−ikzz
∣∣2 + cos2 θ

∣∣A+eikzz − A−e−ikzz
∣∣2} ,

〈u〉II = 1

64ε0 |γ |2
{[
Re[n2�] + sin2 θ

]
∣∣[(1 + u

(2)
+ )eikz ñ(z−L) + (1 − u

(2)
+ )e−ikz ñ(z−L)

] [
A+ζ+− + A−ζ−−

]

−
[
(1 − u

(2)
− )eikz ñ(z−L) + (1 + u

(2)
− )e−ikz ñ(z−L)

] [
A+ζ++ + A−ζ−+

]∣∣2
+ ∣∣ñ∣∣2 cos2 θ

∣∣[(1+ u
(2)
+ )eikz ñ(z−L) − (1 − u

(2)
+ )e−ikz ñ(z−L)

] [
A+ζ+− + A−ζ−−

]

−
[
(1 − u

(2)
− )eikz ñ(z−L) − (1 + u

(2)
− )e−ikz ñ(z−L)

] [
A+ζ++ + A−ζ−+

]∣∣2,
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〈u〉III = 1

16ε0 |γ |2
{[
1 + sin2 θ

]
∣∣[A+ζ+− + A−ζ−−

]
eikz(z−L) − [

A+ζ++ + A−ζ−+
]
e−ikz(z−L)

∣∣2
+ cos2 θ

∣∣[A+ζ+− + A−ζ−−
]
eikz(z−L) + [

A+ζ++ + A−ζ−+
]
e−ikz(z−L)

∣∣2},
where we define ζij := ζ(u

(1)
i ; u(2)

j ) for simplicity. In particular, these complicated
expressions valid for the most general case could be specialized to more restricted
forms once we impose certain conditions on the transfer matrix components. For
instance, we may inquire the maximum energy consideration within the slab by the
requirement of spectral singularity conditions. This case corresponds to the lasing
threshold condition and is obtained by searching the real values of wavenumber k
such that M22 component of transfer matrix is set to zero. Therefore, transmission
and reflection amplitudes diverge and purely outgoing wave configuration arises. In
this scenario, energy stored within the graphene sheets are maximized. Also, one can
consider the cases of transparency which is obtained by the condition T = 1. Another
interesting situation where the energy configurations are worth to study is the left
and right reflectionlessness of the slab surrounded by the graphene sheets, which are
obtained by setting Rl = 0 and Rr = 0, respectively.

4.4 Energy Configurations in Case of Spectral
Singularities: A Toy Model

For the maximal energy implementations, one considers the case of spectral sin-
gularities, which confines energy within a slab so that reflection and transmission
amplitudes are divergent [105, 106]. To be more precise, spectral singularities cor-
respond to the real k-values such thatM22 = 0. Notice that in our case they are given
by

ζ(u
(1)
− ; u(2)

+ ) = 0. (4.18)

More precisely, it is stated as

e2ikz ñL = (1 + u
(1)
+ )(1 + u

(2)
+ )

(1 − u
(1)
+ )(1 − u

(2)
+ )

. (4.19)

Once we impose the condition (4.19), we secure that purely outgoing waves are
emergent out of the graphene surfaces. Therefore, we getA+ = C− = 0. Substituting
all these requirements into the energy expressions in all regions of space found in
previous section gives rise to the maximum energy configurations inside the slab,
which correspond to lasing threshold condition energy expressions
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〈u〉I = |A−|2
2ε0

, (4.20)

〈u〉II = Y |A−|2
16ε0X

{[
Re[n2�] + sin2 θ

]
U+ + ∣∣ñ∣∣2 cos2 θ U−

}
, (4.21)

〈u〉III = Y |A−|2
2ε0

, (4.22)

where Re and Im represent the real and imaginary parts of the corresponding argu-
ment, respectively, and X, Y and U± are denoted as follows

X =
∣∣∣∣
(
1 −

[
u

(1)
+

]2) (
1 −

[
u

(2)
+

]2)∣∣∣∣
z
L−1

,

Y =
∣∣∣∣∣
(1 + u

(1)
+ )

(1 − u
(2)
+ )

∣∣∣∣∣
2

e2kzLIm[ñ],

U± =
∣∣∣(1 + u

(1)
+ )

z
L−1(1 + u

(2)
+ )

z
L ± (1 − u

(1)
+ )

z
L−1(1 − u

(2)
+ )

z
L

∣∣∣2 .

We notice from (4.20) and (4.22) that energies leaving the graphene sheets from
both sides are different from each other by the amount of Y which occurs due to
the presence of gain factor of the slab and distinction between graphene sheets. If
the gain amount is incredibly reduced and both graphene sheets are allowed to flow
weak enough currents (possibly in the same direction), energy leaving out of both
graphene sheets gets closer to each other. To have a concrete idea about these energy
statements, we elaborate our analysis so that refractive index of the slab material can
be written as real and imaginary parts as follows

n = η + iκ. (4.23)

For most materials of practical concern, one can safely show that |κ| 
 η − 1 < η

such that the factor κ is a rather small quantity. We next introduce another physically
applicable parameter g, which is the gain coefficient of the slab material defined by

g := −2kκ = −4πκ

λ
. (4.24)

We then realize that substitution of (4.23) and (4.24) into the spectral singularity
expression (4.19) gives rise to the extraction of spectral singularity points. Once we
impose those points in the energy statements given by (4.20)–(4.22), we can compute
energies inside and outside graphene sheets. Notice that amount of gain required for
lasing threshold condition is figured out to have the form

g =
√

η2 − sin2 θ

ηL
ln

∣∣∣∣∣
(1 + u

(1)
+ )(1 + u

(2)
+ )

(1 − u
(1)
+ )(1 − u

(2)
+ )

∣∣∣∣∣ . (4.25)
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One can adjust the required gain value by means of (4.25) which guarantees the
existence of spectral singularity points in a lasing system. As an illustration, we
make use of Nd:YAG crystal for the slab environment covered by the graphene
sheets with the following characteristics, respectively [107]

η = 1.8217, L = 1 cm, θ = 30◦, (4.26)

T = 300 K, � = 0.1 meV, μ = 0.05 eV. (4.27)

Figure 4.2 indicates the dependence of gain amount on the incidence angle θ for the
cases corresponding to currents flowing in the same direction and opposite directions
on the surfaces of graphene sheets (left and right panels, respectively). In case of cur-
rent flows in the same direction, parity is conserved, and presence of graphene sheets
reduces the gain amount considerably. This illustrates the significance of graphene
sheets in producing the lasing threshold condition at very low gain amounts. How-
ever, when both currents on the graphene sheets flow in opposite directions, situation
changes incredibly. In this case, lasing does not occur because of the violation of

Fig. 4.2 Figure displays the gain coefficient as a function of incident angle θ , corresponding to
spectral singularities given by Eq. 4.25. Figures on the left panel shows the case of current flows
in the same direction whereas ones on the right panel correspond to the case of opposite flowing
currents. Notice that no lasing condition arises when both graphene layers are conceived in the
second case
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Fig. 4.3 Plot of gain value
corresponding to slab
thickness L for the system
characteristics given by
(4.26). Notice that smaller
slab thickness results in
increasing the gain value
whereas higher thickness is
more favorable for a much
smaller gain amounts

parity conservation [108]. Also, notice the effect of only one graphene sheet placed
in the system and gain value falls in half.

Since opposite current flow does not allow lasing condition, we proceed our anal-
ysis by employing only the case of same-direction current flow. Figure 4.3 displays
how the gain value depends on the slab thickness. We attain the result that higher
thickness values are more desirable in obtaining the lasing condition.

Figure 4.4 reveals the effect of graphene sheets on the lasing condition of Nd:YAG
slab. Notice that rise of temperature has rather restricted impact on gain value while
adjustment of chemical potential is quite significant. Chemical potentials around
μ ≈ 0.92 eV yields a peak on the gain value, which is not desired for our purpose.
Once it is increased considerably, gain amount decreases to much lower values. Also,
lower chemical potentials give rather well gain values.

Fig. 4.4 Plots of gain value corresponding to changes of temperature T (left panel) and chemical
potential μ (right panel) of graphene sheets, whereas temperature rise slightly increases gain value
and chemical potential leads to a peak of gain value aroundμ ≈ 0.92 eV. Thus, chemical potentials
around 0.92 eV are not desired for the emergence of a lasing condition
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Fig. 4.5 Figure depicts the energy configurations inside and outside the gain slab confined between
graphene layers for different situations shown on the panels. Notice that maximum energy density
inside the slab is obtained when graphene layers are placed at both ends, whereas minimum energy
configuration is attained by the removal of both graphene layers

Once we extract the effect of parameters on the spectral singularities, we can orga-
nize the optimal parameters leading to the lasing threshold condition. We can obtain
the corresponding energy configurations by means of these optimal parameters. As
an illustration, we employ the following parameters to reveal the spectral singularity
points so that Fig. 4.5 displays the energy densities for different situations in all
regions of space corresponding to spectral singularities. It turns out that maximum
energy configuration occurs when both graphene layers are situated around the slab.
If both graphene layers are removed, then energy density inside the slab is symmetric
and is lowered considerably. Moreover, If only one graphene layer is placed, energy
configuration depends on which side graphene sheet is located. Graphene sheet on
the left results in high energy density inside the slab. In addition, higher energy is
leaving out the system as seen in Fig. 4.5. On the other hand, if the graphene sheet is
placed on the right surface, then energy exit would be considerably small compared
to all other situations.

One can also consider the presence of dispersion effects within the slab if the
refractive index n is influenced by the wavenumber k. In this case, we assume that
active part of the optical system forming the gain ingredient is formed by doping a
host medium of refractive index n0, and its refractive index satisfies the dispersion
relation

n2 = n20 − ω̂2
p

ω̂2 − 1 + iγ̂ ω̂
, (4.28)
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where ω̂ := ω/ω0, γ̂ := γ /ω0, ω̂p := ωp/ω0, ω0 is the resonance frequency, γ is the
damping coefficient, and ωp is the plasma frequency. The ω̂2

p can be expressed in
leading order of the imaginary part κ0 of n at the resonancewavelengthλ0 := 2πc/ω0

by the expression ω̂2
p = 2n0γ̂ κ0, where quadratic and higher-order terms in κ0 are

ignored [109]. We replace this equation in (4.28) and employ the first expression of
(4.23), and neglecting quadratic and higher-order terms in κ0, we obtain the real and
imaginary parts of refractive index as follows [57–59, 109]

η ≈ n0 + κ0γ̂ (1 − ω̂2)

(1 − ω̂2)2 + γ̂ 2ω̂2
, κ ≈ κ0γ̂

2ω̂

(1 − ω̂2)2 + γ̂ 2ω̂2
. (4.29)

κ0 can be written as κ0 = −λ0g0/4π at resonance wavelength λ0, see (4.24). Substi-
tuting this relation in (4.29) and making use of (4.23) and (4.19), we can determine
λ and g0 values for the spectral singularities corresponding to the lasing threshold
condition. These are explicitly calculated for various parameters in Table 4.2 for
our setup of the Nd:YAG slab covered by graphene sheets. Furthermore, Nd:YAG
crystals forming the slab material hold the following γ̂ value corresponding to the
related refractive index and resonance wavelength [107]:

n0 = 1.8217, λ0 = 808 nm, γ̂ = 0.003094. (4.30)

Notice that resonance wavelength of Nd:YAG is at 808 nm. Table 4.2 reveals that
graphene sheetsmust be used in order to lower the threshold gain value.Also, increas-
ing incidence angle θ to steeper degrees leads to decrease the gain value significantly.
This is quite sensible and consistent because the optical path between graphene sheets
is enhanced eminently. Gain values demonstrated in Fig. 4.6 support our argument.

Table 4.2 Spectral singularity points corresponding to a Nd:YAG slab situations with two
graphenes, single graphene, and no graphene sheets. Other relevant parameters in table are chosen
to be L = 1 cm, T = 300 K and μ = 0.005 eV

κ g0 (cm−1) λ (nm) θ Number of
graphene sheets

−2.056 × 10−6 0.3198 808.028 0◦ Double graphene

−1.802 × 10−6 0.2803 808.025 40◦ Double graphene

−1.460 × 10−6 0.2289 807.887 80◦ Double graphene

−8.035 × 10−5 12.5253 807.940 0◦ Single graphene

−5.913 × 10−5 9.2253 807.931 40◦ Single graphene

−1.304 × 10−5 2.0283 807.993 80◦ Single graphene

−1.586 × 10−4 24.6858 808.027 0◦ No graphene

−1.165 × 10−4 18.1200 808.023 40◦ No graphene

−2.462 × 10−5 3.8599 807.888 80◦ No graphene
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Fig. 4.6 Spectral singularity points inλ-g0 plane in the presence of dispersion.Notice that existence
of graphene sheets reduces the gain values dramatically

Fig. 4.7 Energy configurations inside and outside the gain slab covered by the graphene sheets in
the presence of dispersion. Notice the effect of dispersion on the enhancement of energy storage
inside the slab

Figure 4.7 unveils that dispersion effect helps energy storage inside between
graphene layers enhance substantially. This is the impact of wavenumber around the
spectral singularities and resonance values. Again similar behaviors are observed as
in the case of non-dispersive medium.

To understand usage of graphene sheets in other cases like transparency, right
and left reflectionlessness, one pursues similar steps performed in spectral singulary
phenomenon. Transparency is obtained by the condition T = 1 using (4.16). Thus, it
is attained that transparency is fulfilled by
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ζ(u
(1)
− ; u(2)

+ ) = −2γ e−ikzL, (4.31)

together with A± = 0 for left/right one. Once we employ (4.31) in the corresponding
boundary conditions and also in (4.17), it is easy to obtain the energy configurations
inside and outside the graphene sheets. Likewise, left and right reflectionlessness
conditions are satisfied by imposing Rl = 0 and Rr = 0, respectively, which lead to

ζ(u
(1)
± ; u(2)

± ) = 0, (4.32)

where +/− corresponds to left/right reflectionlessness situations. One imposes the
requirement (4.32) in standard boundary conditions and thus obtains the relevant
energy configurations inside and outside regions around the graphene sheets. Another
interesting point to be considered is the invisibility phenomenon since it is of wonder
how the energy configuration is settled inside the graphene sheets in such a case.
But, it is known that a system with just a single gain or lost component cannot
be invisible, we have no chance to investigate energy configurations of invisible
patterns. To do that, one needs to construct a pair of gain and loss structure covered
by graphene sheets so that PT -symmetry is provided and thus obtain the invisible
patterns by employing the combined transfer matrix of the whole system. In our
study, since a general framework was drawn on how to obtain the most general
energy forms by following the steps we performed, we are contented with showing
the basic formulations of these distinct phenomena and leave the rest of calculations
for the reader.

4.5 Concluding Remarks

In this study, we use graphene/graphene oxide as the efficient energy storagematerial
surrounding a complex optically active slab material. Recently numerous graphene
studies enable various applications of these distinctive 2D materials especially on
energy-related activities. In viewof our findings, one can use graphene sheets respect-
ing parity invariance in achieving optimal energy configurations. If the formalismwe
developed in this study is employed, one can satisfy the necessary parameter adjust-
ments of the graphene and slab material to acquire the maximum energy storage. In
light of our method, we derived all possible solutions of the s-polarized configura-
tions and found the most general energy density expressions in between and outside
the graphene sheets. We showed that this is realized in case of spectral singularities
which lead to the lasing threshold condition by producing the purely outgoing waves.

Our treatment is based on basic principles satisfying Maxwell’s equations such
that one can shape reliable energy storage devices provided that parameters specify-
ing the graphene and complex slab system are well-adjusted. We point out that the
effect of graphene sheets appears with the presence of function u(1,2)

± , which is char-
acterized by the scalar conductivity σ (1,2), in the components of transfer matrix, see
Eq. 4.13. In view of reflection and transmission amplitudes, we obtained the relations
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for the energy configurations in (4.17), which relate the necessary parameters of the
optical slab system covered by the graphene sheets. We demonstrated the optimal
conditions of the parameters contributing to the screening of energy configurations.
Typically, one desires improving amplification (or absorption in case of loss) inside a
gain medium in order to increase the energy density. This is achieved by augmenting
the optical path inside the gain medium. But, in our case, graphene helps the energy
density increase enormously because of its distinctive features. We explored that this
is achieved especially at parity conservation situation which occurs when currents
flowing on the surfaces of graphene sheets are in the same direction. Furthermore, it
is observed that graphene sheets cause the necessary gain amount to be smaller. We
demonstrate this on a toy model using spectral singularities. It is observed that when
parity invariance is broken, no gain values can give rise to spectral singularities and
optimal energy conditions cannot be reached [61]. We explicitly demonstrated these
findings on appropriate figures. We also presented in Table 4.2 some spectral singu-
larity points which gave rise to maximum energy configurations. We indicated these
configurations in Fig. 4.7. The results of this study guide attempts for realization of
energy storage devices using graphene.
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Chapter 5
Electrical Biosensor Using Graphene
Field-Effect Transistor and Small
Receptor Molecules

Takao Ono, Yasushi Kanai, Yasuhide Ohno, Kenzo Maehashi, Koichi Inoue,
and Kazuhiko Matsumoto

5.1 Introduction

Graphene is a two-dimensional carbon material (Fig. 5.1) and attracting much atten-
tion in variety of fields from its discovery in 2004 [1], due to its unique physical
properties [2, 3]. We have investigated a biosensing application of graphene field-
effect transistor (FET) [4–7]. Graphene FET has a strong potential for ideal electrical
biosensor, owing to the following characteristics of graphene: (1) Graphene exposes
its two-dimensional electron gas and has ideally high surface-to-volume ratio.Also, it
is stable in water owing to its wide potential window [8]. Therefore, detection target
in aqueous solution directly attaches to graphene channel and modulates carrier
density of graphene. (2) Graphene has the highest mobility in known materials [9,
10]. Therefore, graphene FET transduces the carriermodulation to large drain current
change, that is, graphene FET has high sensitivity in electrical detection. We named
the biosensing platform using graphene FET as “lab-on-a-graphene-FET” after lab-
on-a-chip [11]. Figure 5.2 shows a typical configuration of lab-on-a-graphene-FET.
Graphene channel of graphene FET is immersed in sample solution, and top-gate
voltage is applied using Ag/AgCl reference electrode.
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Fig. 5.1 Graphene structure

Fig. 5.2 Device andmeasurement setup. a Schematics of the device. Graphene channel is immersed
in the sample solution. b Photograph of the device in measurement. Cited from [21]. Copyright
2018 The Japan Society of Applied Physics

Lab-on-a-graphene-FET detects protons (pH) in a wide range of pH at least
between pH2 and 12 [12]. In the sensing of such smallmolecules, lab-on-a-graphene-
FET finely shows reversible response to the molecular concentration [13–15]. The
detection mechanism is still under discussion, but one prevailing theory is based
on site-binding model: Target molecules in the solution associate with and disso-
ciate from hydroxyl groups of graphene defects and modify carrier density of the
graphene. In the sensing of polymer molecules such as proteins, non-specific adsorp-
tion degrades the reversibility. Once proteins and other polymers adhere on the
graphene surface, it is hard to remove them and to bring the graphene surface back
to the initial state. The adsorbed protein can be identified by their charge state
(Fig. 5.3). However, this method is not sufficient for selective detection of wide



5 Electrical Biosensor Using Graphene Field-Effect Transistor and Small … 93

Fig. 5.3 Drain-currents time
course of graphene FETs
with injection of various
proteins in
phosphate-buffered saline
(PBS, pH 6.8). Positively
charged IgE and SA
decreased the hole current,
whereas negatively charged
BSA increased the current.
Cited from [6]. Copyright
2011 The Japan Society of
Applied Physics

range of targets. For this purpose, graphene channel surface needs to be immobilized
with receptor molecules which specifically bind to the detection targets. In this case,
Debye screening of target’s surface charges causes a serious problem. The surface
charges of targets are neutralized by aqueous ions, and electrical potential around
the targets rapidly attenuates from the target surface with the characteristic length,
Debye screening length λD, given by:

λD =
√

εRT

2F2 I
(5.1)

where ε, R, T, F and I are permittivity, gas constant, temperature, Faraday constant,
and ionic strength. Debye screening length is less than 1 nm in physiological ionic
strength [16], which is smaller than the size of almost all receptors. Therefore, it
is difficult to detect electrical charges of the detection targets captured by receptor
molecules. To solve this problem, it is useful to elongate Debye screening length by
decreasing ionic strength. However, if the concentration of the ionic content of buffer
solution is too low, buffering ability of the solution is lost, and a binding affinity of
the receptors to the targets is deteriorated. To detect targets in relatively high ion
concentration such as in ten or a hundred times dilution of a conventional buffer
solution, small receptor molecule is necessary. In this article, we report some results
using such small receptor molecules immobilized on lab-on-a-graphene-FET. Also,
we report some related researches about controlling graphene surface.

5.2 Lab-On-A-Graphene-FET Using DNA Aptamer [5]

Antibody such as immunoglobulin G is the most common category of the target-
specific receptor molecule, but its size (approximately 15 nm [17]) is too large to be
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used as a receptor for graphene FET biosensing. Aptamer is one alternative. Aptamer
is a small artificial oligonucleotide. It makes specific structure using complemental
parts in its own strand and shows specific binding ability to the target. The size of
the aptamer was approximately 3 nm in this experiment. Therefore, target-receptor
interaction was occurred inside the electrical double layer, and surface charge of
the target, immunoglobulin E (IgE) in this study, was able to be detected even
when the target was separated from graphene surface by the receptor. To immobilize
aptamer on graphene channel surface, we used 1-pyrenebutanoic acid succinimidyl
ester (PBASE, Fig. 5.4) as a linker molecule. PBASE has succinimide group which
forms covalent bond with amino group at aptamer terminus and has pyrenyl group
which forms π-π stacking with π-conjugated system at graphene surface. Immo-
bilization of the aptamer was confirmed by atomic force microscopy (AFM). After
immobilization, thickness of graphene channel was increased from its original value
(0.3 nm) to around 3 nm (Fig. 5.5). This value is comparable to the size of the aptamer.

Fig. 5.4 Structure of PBASE

Fig. 5.5 Aptamer-immobilized graphene biosensor. a AFM images of graphene FET before and
after aptamer immobilization. Inset shows cross-sectional profile at the edge of graphene channel.
b Transfer characteristics of graphene FET before and after aptamer immobilization. Cited from
[5, 7]. Copyright 2010 American Chemical Society and 2014 IOP Publishing
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Also, the immobilization was confirmed by electrical measurement of graphene FET.
DNA molecule has negative charges which induces hole carrier in graphene. After
immobilization, transfer characteristics shows increase in hole current of graphene
FET (Fig. 5.5).

We introduced three proteins, bovine serumalbumin (BSA), streptavidin (SA), and
IgE, monitoring drain current of graphene FET under fixed gate voltage. The value of
the gate voltage was chosen to monitor hole current in the whole measurement. Only
after IgE introduction, hole current rapidly decreased owing to positive charges of
IgE (Fig. 5.6). In comparison with the result in Fig. 5.3, IgE-specific graphene FET
biosensor was successfully constructed by aptamer immobilization. Sub-nanomolar
sensitivity was obtained with this method. In this method, the amount of current
changes corresponds to the amount of carriers induced in graphene, i.e., the amount
of IgE (its surface charges) captured on graphene surface. Also, aptamer molecules
bind to IgE molecules one by one. Therefore, the amount of current changes under
increasing IgE concentration was able to be fitted by Langmuir adsorption isotherm
as follows:

�I = �ImaxCIgE

(KD + CIgE)
(5.2)

where �I, �Imax, CIgE and KD were the drain current change of the graphene FET,
the maximum drain current change, IgE concentration, and dissociation constant
of IgE from aptamer, respectively. The experimental result was well fitted by this
equation, and it indicated that the electrical response of the lab-on-a-graphene-FET
was caused by specific binding of IgE molecules to aptamer molecules modified on
graphene surface. These experiments demonstrated a proof-of-concept that graphene
FET modified with small receptor molecules is able to be applied to electrical
biosensor which does not require additional reagent such as fluorescent labels used
in conventional optical biosensors.

Fig. 5.6 Selective detection
of IgE using
aptamer-immobilized
graphene FET. The graphene
FET did not respond to BSA
and SA. In contrast, the hole
current rapidly decreased
after the introduction of IgE.
Cited from [5, 7]. Copyright
2010 American Chemical
Society and 2014 IOP
Publishing
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5.3 Detection of Pseudo-influenza Virus Using
Sialoglycan-Functionalized Graphene FET [11]

Influenza virus infection starts from its binding to sialoglycan molecules on the
cell surface. At this early stage, influenza virus recognizes the terminal structure
of the sialoglycan, which is different between human and avian species. Therefore,
avian influenza virus does not affect to human species. However, in 1918, Spanish
flu was caused by avian influenza virus naturally-mutated and achieving human
infectivity. This kind of mutant influenza virus have emerged on several-tens of
years and have caused severe global infection, pandemic [18]. To take measures
against oncoming pandemic caused by new mutant influenza virus, it is necessary to
monitor binding affinities of influenza viruses to human-type sialoglycan. For this
purpose, we developed sialoglycan-immobilized graphene FET. In this study, glycan-
binding proteins, lectins, was used instead of influenza virus. Lectins derived from
Sambucus sieboldiana (SSA) andMaackia amurensis (MAM) have specific binding
affinities to human-type sialoglycan (α2.6 sialoglycan) and avian-type sialoglycan
(α2.3 sialoglycan), and used as alternatives to human-infectious and avian-infections
influenza virus, respectively (Fig. 5.7a).

After immobilization of sialoglycan, thickness of the graphene increased as in
aptamer immobilization and showed successful immobilization of the sialoglycan.
The size of the sialoglycan is enough small (approximately 2 nm, Fig. 5.7b), and
lectins were captured inside the electrical double layer. Also, sialic acid at the sialo-
glycan terminus has negative charge. Sialoglycan modification was confirmed by
the changes in transfer characteristics of graphene FET (increment in hole current,
Fig. 5.7c).

We introduced two lectins and BSA as a control to sialoglycan-immobilized
graphene FET. Graphene FET immobilized by human-type, α2.6 sialoglycan
responded only to pseudo-human infectious influenza virus, SSA (Fig. 5.7d), while
graphene FET immobilized by avian-type, α2.3 sialoglycan responded only to
pseudo-avian infectious influenza virus, MAM (Fig. 5.7e). Although the experi-
mental data cannot be fitted by Langmuir adsorption isotherm, because dissociation
constant between sialoglycan and lectin is as high asmicromolar ormillimolar range,
which is too high to be achieved, sub-nanomolar sensitivity to pseudo-influenza virus
was successfully demonstrated based on species-specific infection mechanism. Lab-
on-a-graphene-FET has a potential to be high-sensitive influenza virus sensor against
oncomingmutant virus pandemic.Now,we are considering the next experiment using
real influenza virus.
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Fig. 5.7 Sialoglycan-functionalized graphene FET and detection of pseudo-influenza virus. a
Schematics of the immobilization of sialoglycan. Both human-type sialoglycan (SGP(2,6)) and
avian-type sialoglycan (SGP(2,3)) have two binding sites for corresponding lectins at their sialic
acid terminus. bAFM images of bare graphene channel and sialoglycan-modified channel, and their
height profiles at the edge of the channels (white lines). c Transfer characteristics of graphene FET
with bare graphene (black line), PBASE-modified graphene (red line), and sialoglycan-modified
graphene (blue line). d,e Drain current changes (�I) of graphene FET modified with human-type
glycan d and avian-type glycan e under increasing concentration of SSA lectin (pseudo human-
infectious virus),MAM lectin (pseudo avian-infectious virus), andBSA.�I valueswere normalized
by the transconductance gm. Cited from [11]. Copyright 2018 The Japan Society of Applied Physics
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Fig. 5.8 Electrical response of Fab-immobilized graphene FET toHSP. aDrain-current time course
under increasing concentration of HSP. b Drain current changes under various concentrations of
HSP, fitted by the Langmuir adsorption isotherm (dotted line). Cited from [19]. Copyright 2012
The Japan Society of Applied Physics

5.4 Other Small Receptor Molecules

There are many types of receptors other than that described above, and we have
applied these receptors to lab-on-a-graphene-FET. For example, although antibody
is too large to be applied as it is, its fragment with epitope is a useful small receptor.
This fragmented antibody, Fab, was applied to detection of heat shock protein (HSP).
The experimental results in Fig. 5.8 show successful detection of the protein binding
to Fab. The electrical response was well fitted by Langmuir adsorption isotherm
with appropriate value of dissociation constant (2.3 nM), and detection sensitivity at
picomolar level was achieved [19].

SingleDNA strand is a sensitive receptor for complementary strand, even if it does
not act as the aptamer. We have developed graphene FET sensor for the detection of
DNA hybridization (Fig. 5.9). In this case, the amount of electrical charges of single
DNA molecule (17e C) was calculated from number of bases. Since these charges
capacitively induced hole carrier to graphene, surface density of receptor molecules
was estimated from changes in transfer characteristics before and after receptor
immobilization. The surface density was as high as 1 molecule/10 nm square. The
surface density of captured complementary DNA was also estimated as 30% of
receptor DNA [20].

5.5 Other Methods for Controlling Graphene Surface

The surface control of lab-on-a-graphene-FET is not limited in the selection of
receptor molecules. For example, it is control of the surface density of receptor



5 Electrical Biosensor Using Graphene Field-Effect Transistor and Small … 99

Fig. 5.9 Electrical detection of complementary strand of DNA. a Transfer characteristics before
(PBASE) and after (Probe DNA) immobilization with receptor DNA. b, c Transfer characteristics
before (Probe DNA) and after introduction of the complementary DNA strand (FC DNA, b) or the
non-complementary DNA strand (NCDNA, c). Cited from [20]. Copyright 2013 The Japan Society
of Applied Physics

molecules. Inclement of the density of binding site enhances the detection sensi-
tivity, because it increases �Imax in Eq. (5.2). For this purpose, we adopted new
linker molecule tetrakis(4-carboxyphenyl)porphyrin (TCPP) instead of PBASE. In
comparison with PBASE, TCPP has larger π-conjugated system and four carboxyl
groups as binding sites to receptors (Fig. 5.10a). From the changes in transfer charac-
teristics of graphene FET after aptamer immobilization and IgE introduction, it was
found that TCPP immobilized 4.6 times denser aptamer molecules and increased
maximum IgE binding amount 1.7 times compared to PBASE (Fig. 5.10b). The
difference in these two numbers was attributed to steric hindrance of IgE which
is much larger than the linker and the aptamer. TCPP linker increased detection
sensitivity in single digit (Fig. 5.10c) [21].

Controlling backside of the graphene, i.e., device substrate surface, is also impor-
tant for the surface control. For optical observation of graphene, we have used Si
substrate with 280-nm thick SiO2 layer as the device substrate. Sensor performance
of graphene FETon the substratewith additionalAl2O3 layer at the topwas compared
that on the substrate treated with hydrogen annealing. In this study, to simplify the
device structure, graphene surface was not immobilized and exposed to vacuum
circumstance. The oxygen gas adsorption on graphene was measured with back-
gating. On Al2O3 layer, graphene FET showed lower sensitivity in around one digit
to oxygen gas adsorption (Fig. 5.11). The reason of this lowering sensitivity is still
unclear, but surface potential of Al2O3 may affect to adsorption of oxygen in vacuum
through graphene. Precise control of the device performance by substrates will be
realized in future [22].

5.6 Conclusion

In this article, we reviewed our achievements in application of graphene FET to
high-sensitive biosensor by using small receptor molecules. Although large receptor
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Fig. 5.10 Performance of graphene FET sensor with different types of linkermolecules. a Structure
of TCPP. b Drain current changes of the graphene FET (standardized by the transconductance
gm) under various IgE concentrations, fitted by the Langmuir adsorption isotherm (solid lines). c
Enlargement of the low concentration region in b. The dashed line shows the detection limit, i.e.,
three standard deviations of the current noise. Cited from [21]. Copyright 2018 The Japan Society
of Applied Physics

molecules such as antibody cannot be applied to graphene FET biosensor due to
Debye screening, there are various types of small receptors such as aptamer, sialo-
glycan, andothers.GrapheneFET immobilizedwith these small receptors electrically
monitored specific binding of the detection targets to receptors and showed detection
limit as low as sub-nanomolar range. The biosensing platform using graphene FET,
lab-on-a-graphene-FET, is expected to be a killer application of graphene and to be
applied in real world in future.
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Fig. 5.11 Electrical response of graphene FET gas sensor on Si substrates with H2 annealing (black
dots) and Al2O3 coating (red dots) under increasing concentration of oxygen gas. The response is
shown as charge neutrality point (CNP) shift in transfer characteristics of graphene FET. Cited from
[22]. Copyright 2015 The Japan Society of Applied Physics
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Chapter 6
Hydrogen Storage Performance of Metal
Nanoparticle Decorated Multi-walled
Carbon Nanotubes

Saratchandra Babu Mukkamala

6.1 Introduction

The progress of a nation is directly related to various developmental activities, i.e.,
agriculture, industry, transport, and industrialization through consumption of energy.
The world is facing the over-consumption of energy due to overwhelming growth
of population and changing standard of living [1]. So, the current energy resources
are not sufficient to meet the present energy demand. There is a vast difference
between advanced countries and under-developed countries in the usage of energy
[2]. Rapid development of cities due to industrialization and migration of people
from rural to urban areas for employment is the major cause for energy demand. Due
to urbanization, majority of the world’s population is likely to migrate to the urban
areas by 2050 according to UN assessment [3].

In addition to the challenges of meeting the increasing energy demand, there is a
severe problem with the emission of hazardous pollutants [4]. CO2 is the major air
pollutant in the environment destroying the livelihood of mankind through green-
house gas effect [5]. Burning of fossil fuels is the major source of CO2 emissions and
reason for climate change [6]. To tackle the challenges of the future energy demand
and environmental pollution, particularly CO2 emissions, progress in the alternative
sources of energy such as ethanol, biodiesel, methanol, and hydrogen is inevitable
[7].

Among the renewable energy sources, hydrogen is an ideal energy carrier which
is considered for future automotive applications. Hydrogen has high energy density
(120 MJ/kg) than petroleum fuels [8, 9]. Water moisture is the end product when
hydrogen reacts with oxygen. Economic use, suitable storage medium, and infras-
tructure are some of the key factors considered for promoting the hydrogen as a fuel
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for substitution to existing fossil fuels. Many investigators reported the significance
of hydrogen and its obstacles in commercial applications [10, 11]. Hydrogen is a
feasible energy source to fill the gap and perfectly replace the existing fossil fuels.
In spite of added advantage, hydrogen fuel has some challenges in onboard vehicle
applications such as 300 miles travel range, life time of 1500 cycles, and cost of
fuel storage system. The production, storage, and delivery of hydrogen are shown in
Fig. 6.1.

Many automobile manufacturers are developing fuel cell vehicles for hydrogen-
driven hybrid cars. Reaching the set specific goals of the Department of Energy
(DOE) is an uphill task. The 2015 target of the light-duty vehicles with a mileage
range of 300 miles is yet to be achieved. Production, storage, and transportation
continue to be the major challenge for realization of commercial applications.

The development of an effective and safe hydrogen storage system is a key
enabling technology for onboard vehicle applications. TheUSDepartment of Energy
(DOE) established specific technical targets (6.0 wt% capacity at non-cryogenic
conditions) for onboard hydrogen storage systems for hydrogen storage. Storage of
hydrogen in stationary power, portable power, and transportation is a crucial tech-
nique for the progress of hydrogen-powered fuel cell technologies. Hydrogen storage
is widely classified on the basis of physical and chemical processes (Fig. 6.2).

Hydrogen can be stored physically either in gas (high pressure tank, 350–
700 bar) or liquid form (cryogenic tank, 77 K). Adsorption on a solid is the key
process for the storage of hydrogen at non-cryogenic conditions and moderate pres-
sures.Different sorbents,metal hydrides,metal–organic frameworks (MOFs), porous
carbons, nanocones, etc., with necessary modifications could meet the DOE targets
[12–14]. The Department of Energy (DOE) has set the targets for hydrogen storage

Fig. 6.1 Hydrogen production and applications. Source Energy.gov
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Fig. 6.2 Diverse hydrogen storage methods. Source Energy.gov

capacities in terms of volumetric (40 g/L) and gravimetric (5.5 wt%) by 2020 for
onboard applications in automobile industry [15]. Carbonaceous materials such as
carbon nanotubes (CNTs), graphene, and fullerenes are some of the most promising
physical adsorbents for storing hydrogen at non-cryogenic temperatures especially at
room temperature [16]. Large surface area, superior chemical and physical properties
like hollowness prompt the CNTs as elite entities for promoting hydrogen storage
[17–20]. One of the drawbacks of bare CNTs is that the interaction with molec-
ular hydrogen (H2) is very weak and consequently the uptake of H2 is not in the
appreciable amount. In order to get the high volumetric and gravimetric densities as
well as improved binding of CNTs with H2, numerous studies have been conducted
toward enhancement of porosity, surface area, and number of defects by surface func-
tionalization of CNTs [21, 22]. One of the approaches for improving the hydrogen
storage efficacy of CNTs is decoration with metal nanoparticles which strengthens
the hydrogen–substrate interaction and facilitates the H2 spillover to CNTs [23–25].

Many studies revealed that the hydrogen storage capacity could be significantly
enhanced by incorporating different metals such as Pd, Co, Cu, Fe, Ni, and Ti on
MWCNTs at ambient conditions [26, 27]. The hydrogen storage capacity of metal-
MWCNTs has been investigated by using an electrochemical hydrogen storage tech-
nique. So, after doping the Fe nanoparticles, the hydrogen storage capacity was
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enhanced to 0.75 wt% from pristine 0.3 wt% at ambient conditions. Nanocompos-
ites of metal oxides and hydrides also examined for hydrogen uptake. Nanocompos-
ites, MgH2 and Cr2O3, adsorbed 5.2 wt% of hydrogen at 598 K, LiAlH4 and Cr2O3

adsorbed 1.9 wt% hydrogen at 448 K [28, 29]. Nickel (Ni) nanoparticles decorated
on MWCNTs through functionalization adsorbed 0.87 wt% of hydrogen at 298 K
and 100 bar [30]. The hydrogen uptake ofMWCNTs had increased 25-folds at 298 K
and 16 bar after decorating titanium (Ti) nanoparticles on surface and reached about
2.0 wt% [31]. The spillover effect of Ti increased the H2 storage ability ofMWCNTs.
Rather and Hwang have prepared the composite by two different methods, namely
ball milling and sputtering, and compared the H2 storage in the composites prepared
frombothmethods. TheH2 storagewas 0.43 and 2.0wt% for the composites prepared
by ball milling and sputtering, respectively, at 298 K and 16 bar. The enhancement
of H2 storage for the composite prepared by the sputtering method is possibly due
to the smoother decoration of Ti on the outer surface of the MWCNTs than for
that prepared by the ball milling method. The study describes the importance of
preparation method in the storage of H2. Recent reports show that hydrogen storage
capacity of MWCNTs had enhanced tenfold at 298 K and ∼23 bar after adding
cobalt oxide and copper oxide catalyst [32]. The deposition of ultra-fine Co and Cu
oxide particles on the outer surfaces of the MWCNTs improved the storage abilities
compared to that of pristine MWCNTs. The H2 storage capacities were 0.8 wt% and
0.9 wt% for Co oxide/MWCNTs and Cu oxide/MWCNTs, respectively, at 298 K
and ~23 atm. The spillover mechanism due to embedded Co oxide and Cu oxide on
the MWCNTs resulted in the enhancement of storage capacities tenfold for pristine
MWCNTs (0.09 wt%) under the same experimental conditions. Studies from the
literature showed that experimental conditions such as solvent and metal concentra-
tion could play an important role in decorating metal or metal oxide nanoparticles
on MWCNTs for uptake of hydrogen [33–36].

6.2 Methods

6.2.1 Functionalization and Synthesis of Metal Decorated
MWCNTs

The decoration of multi-walled carbon nanotubes (MWCNTs) with metal/metal
oxide nanoparticles is done either by physical mixing through ball milling [37] or
chemical process [38]. In contrast to physical method, the chemical method gives
reproducible results. Surface modification of carbon nanotube by functionalizing
with carboxylic and hydroxyl groups is one of the reported strategies to enhance
doping with metal/metal oxide nanoparticles [39–41]. The schematic diagram shows
the mechanism for the formation of metal decorated MWCNTs (M@f-MWCNTs)
(Fig. 6.3).
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Fig. 6.3 Schematic diagram shows the metal decoration on f-MWCNTs

The raw MWCNTs were placed in a silica crucible and calcined in the furnace at
773–793 K for 2 h followed by treatment with 6.0 M HCl at 368 K for 6 h. Finally,
the MWCNTs were washed several times with deionized water until the pH value
of the solution became neutral followed by drying overnight at 313 K to get the
pristine MWCNT (p-MWCNT). For functionalization of MWCNTs, 0.3 g of the
p-MWCNTs and 150 mL of nitration mixture (1:3 HNO3 and H2SO4) were refluxed
under magnetic stirring for 48 h. The resulting solid was filtered and washed up to
neutral pH, and the sample was dried overnight in vacuum at 313 K. For synthesis
of metal oxide nanoparticle decorated f-MWCNTs, 200 mg of carboxylate function-
alized MWCNTs (f-MWCNTs) and 0.02 mol [7.36 g of Ti(NO3)4·4H2O/8.00 g of
Cr(NO3)3·9H2O/8.08 g of Fe(NO3)3/4.83 g of Cu(NO3)2/5.94 g of Zn(NO3)2·6H2O,
high metal concentration (HMC)] or 0.01 mol [3.67 g of Ti(NO3)4·4H2O/4.00 g of
Cr(NO3)3·9H2O/4.04 g Fe(NO3)3/2.42 g of Cu(NO3)2/2.97 g of Zn(NO3)2·6H2O,
low metal concentrations (LMC)], were taken in a 500 mL round-bottomed flask.
To this, 150 mL distilled water/150 mL distilled water containing 0.5 mL triethyl
amine (TEA)/150mL dimethyl formamide (DMF) wasmixed thoroughly and heated
at 353 K for 6 h (solution pH of aqueous medium was ~7.0 and TEA medium was
~10.0). The resulting solid was washed till the pH was neutral. The sample was dried
overnight in vacuum at 313 K.

The morphology/texture of the obtained compounds p-MWCNTs, f-MWCNT,
and M@f-MWCNTs was examined using FEI Quanta 200 FEG scanning electron
microscope (SEM) and Philips CM200 transmission electron microscope (TEM).
Diffraction patterns were recorded by using PANalytical X’Pert PRO powder X-
ray diffractometer with graphite monochromatic CuKα (λ = 1.5406 Å) radiation
at room temperature. The specific surface area was determined according to the
Brunauer–Emmett–Teller (BET) method using Quantachrome NOVA 1200e.

The high-pressure hydrogen adsorption measurements for the synthesized mate-
rials were conducted on BELSORP-HP (BEL, Japan). Initially, the material was
heated thoroughly under dynamic vacuum at different temperatures for long time
until the outgas rate was stable in the instrument. After activating the material for
long time, the weight of the sample was calculated again and the difference between
the two weights could give an idea for the assessment of evacuation of solvent
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guest molecules from the pores. Then, the material’s hydrogen storage capacity was
measured at different temperatures (253 and 298 K) and pressures up to 70 bar. An
ultra-pure (99.9999%) helium and hydrogen gases were used for the measurements
to get accurate results.

6.2.2 Morphology and Texture

The morphology of the p-MWCNTs, f-MWCNTs, and metal oxide (TiO2, Cr2O3,
Fe2O3, CuO, and ZnO) decorated MWCNTs (M@f-MWCNTs) has been examined
through scanning electron microscopy (SEM) and transmission electron microscopy
(TEM).Themorphologyof p-MWCNTswas examinedbySEMis shown inFig. 6.4a.
Tangled tubes with diameters of 20–40 nm of p-MWCNTs were observed. Further-
more, the morphology of MWCNTs before and after carboxylate functionalization
was also examined through TEM. The TEM image of p-MWCNTs is shown in
Fig. 6.4b. The average diameter of carbon nanotube is 30 nm. Usually, a signifi-
cant decrease in tube length, change in texture, and/or an opened end-cap structure is
observed in functionalized CNT synthesized by chemical oxidationmethods. Careful
examination of TEM images revealed that both morphology and end-cap structure of
carbon nanotubeswith the average diameter ofCNTs about 30 nmwerewell-reserved
in f-MWCNTs after functionalization (Fig. 6.5). As shown in Fig. 6.5, the inner and
outer diameters of MWCNTs were found to be around 7 and 19 nm, respectively.

To identify the optimum conditions required for designing the materials with effi-
cient hydrogen storage properties, a number of chemical reactionswere conducted by
changing the reaction media (water/amine/DMF) and metal concentration for deco-
rating the carboxylate functionalized MWCNTs with TiO2 nanoparticles. As shown
in SEM and TEM images (Fig. 6.6a, b), TiO2 nanoparticles of various sizes, about

Fig. 6.4 a SEM image and b TEM images of p-MWCNTs
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Fig. 6.5 TEM image of f-MWCNTs (encircled: attachment of functional groups on CNT)

50–60 and 10–15 nm, are attached to the outer surface of f-MWCNTs. Elemental
composition of TiO2@f-MWCNTs sample was analyzed through SEM–EDX. As
shown in Fig. 6.6c, the presence ofC,O, andTi elements fromEDXanalysis confirms
the presence of the dopant, titanium oxide nanoparticles (16.0 wt%).

Similarly, the carboxylate functionalizedMWCNTswere decoratedwith nanopar-
ticles of Cr2O3 through the soft chemical approach. To identify the optimum condi-
tions required for designing the materials with efficient hydrogen storage prop-
erties, a number of chemical reactions were conducted by changing the reacting
media and the metal concentration for decorating the carboxylate functionalized
MWCNTs. As shown in TEM and SEM images (Fig. 6.7a, b), nanoparticles of
Cr2O3 about 5–10 nm in size are decorated on the surface of f-MWCNTs. Recently,
Chen group [42] reported that Cr2O3 nanoparticles with size range from 5 to 10 nm
are evenly decorated on the surface of the MWCNTs when synthesized though
hydrothermal/annealed at 180 and 500 °C. EDX analysis of Cr2O3@f-MWCNTs
was shown in Fig. 6.7c. These results showed that the presence of Cr, C, and O
content confirms the formation of Cr2O3 on f-MWCNTs.

For metal decoration on f-MWCNT to produce Fe2O3@f-MWCNTs as well as to
identify the optimum conditions for efficient hydrogen sorption properties, a number
of chemical reactions were conducted like mentioned above. Figure 6.8a, b depicts
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Fig. 6.6 a SEM image, b TEM image, c EDX analysis of TiO2@f-MWCNTs

the SEM and TEM images of Fe2O3@f-MWCNTs. As shown in Fig. 6.8b, 10–
20 nm sized nanoparticles of Fe2O3 are attached on surface of f-MWCNTs. EDX
analysis was also employed to determine the metal content in the synthesized sample
(Fig. 6.8c). Our results showed that the amount of Fe2O3 doped into the MWCNTs
in DMF medium is about 26.83 wt% at higher metal concentration (HMC).

Figure 6.9 depicts the SEM and TEM images of CuO nanoparticle decorated f-
MWCNTs. As shown in Fig. 6.9a, b, CuO nanoparticles were attached on the outer
walls of the MWCNTs. EDX analysis showed that the amount of CuO doped into
the MWCNTs in DMF medium is about 53.95 wt% at HMC (Fig. 6.9c).

Similarly, to identify the optimum conditions required for designing the materials
with efficient hydrogen storage properties, a number of chemical reactions were
conducted by changing the reactionmedia and themetal concentration for decorating
the carboxylate functionalized MWCNTs with ZnO nanoparticles. Figure 6.10a, b
shows SEM and TEM images of ZnO@f-MWCNTs. As shown in Fig. 6.10b, 20–
40 nm sized nanoparticles of ZnO are attached on surface of f-MWCNTs. EDX
analysis shows the elemental composition of C, O, and Zn which confirmed the
presence of the dopant of Zinc oxide nanoparticles (Fig. 6.10c). The present study
reveals that the quantity of Zn doped onMWCNTs at MHCwas about 0.74 wt% and
at MLC was about 0.62 wt%.
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Fig. 6.7 a SEM image, b TEM image, c EDX analysis of Cr2O3@f-MWCNTs

6.2.3 Powder XRD Analysis

Powder X-ray diffraction patterns of p-MWCNTs, TiO2@f-MWCNTs, Cr2O3@f-
MWCNTs, Fe2O3@f-MWCNTs, CuO@f-MWCNTs, and ZnO@f-MWCNTs are
shown in Fig. 6.11. The diffraction peaks at 25.4 and 42.9° correspond to (101)
and (100) planes of graphite (JCPDS No. 01-0646) (Fig. 6.11a). For TiO2 decorated
MWCNTs (Fig. 6.11b), TiO2 exists in two phases namely anatase and rutile. The
peaks at 24.9, 37.5, 47.7, 53.5, 54.9, and 62.5° correspond to (101), (103), (200),
(105), (211), and (204) planes of anatase phase of TiO2 (major) (JCPDS No. 71-
1166). Similarly, the peaks at 27.2 and 35.7 correspond to (110) and (101) planes
of rutile phase of TiO2 (minor) (JCPDS No. 73-1763). The powder XRD pattern of
Cr2O3@f-MWCNTs is shown in Fig. 6.11c. The diffraction peaks at 18.13°, 27.6°,
and 34.2° correspond to (110), (012), and (104) planes of Cr2O3 nanoparticles. The
peaks at 13.3, 21.8, 36.5, 58.3, 60.9, 62.6° correspond to (111), (220), (311), (511),
and (440) planes of iron oxide nanoparticles (Fig. 6.11d). Diffraction peaks at 34.8,
38.1, and 42.6° correspond to (111), (138), and (131) planes of CuO nanoparticles
(Fig. 6.11e). The diffraction peaks at 32.0, 34.7, 36.5, 47.7, 56.8, 63.1, 68.1, and
69.2° correspond to (100), (002), (101), (102), (110), (103), (112), and (201) planes
of ZnO nanoparticles (JCPDS No. 36-1451) (Fig. 6.11f).
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Fig. 6.8 a SEM image, b TEM image, c EDX analysis of Fe2O3@f-MWCNTs

6.2.4 Surface Area

The BET specific surface area of p-MWCNTs, f-MWCNTs, and metal decorated
MWCNTs was determined by N2 absorption measurements at 77 K. The surface
area of MWCNTs may be influenced by various factors such as tube size, impu-
rities, and surface functionalization (Fig. 6.12). The surface area of p-MWCNTs
and f-MWCNTs were 360 and 236 m2/g. This decrease in surface area is due to
blocking of pores by COOH functional groups after surface functionalization of
p-MWCNTs. The surface area was further reduced to 229, 212, and 14 m2/g for
TiO2@f-MWCNTs prepared in water, amine, and DMF, respectively, after metal
decoration on f-MWCNTs. Due to the blocking of pores by metal nanoparticles, the
surface area is further decreased. The surface area of Cr2O3@f-MWCNTs prepared
in water, amine, and DMF is 213, 196, 12 m2/g, respectively. The surface area of
Fe2O3@f-MWCNTs prepared in water, amine and DMF is 201, 206, and 18 m2/g,
respectively. The surface area of CuO@f-MWCNTs prepared in water, amine, and
DMF is 226, 160, and 6 m2/g, respectively. The surface area of ZnO@f-MWCNTs
prepared in water, amine, and DMF is 218, 210, and 17 m2/g, respectively. A low
surface area observed in all cases of metal decorated MWCNTs prepared in DMF
media is due to restriction of N2 access by solvent molecules in the pores of CNTs.
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Fig. 6.9 a SEM image, b TEM image, c EDX analysis of CuO@f-MWCNTs

6.3 Hydrogen Storage Property

The hydrogen sorption/uptake capacity of as synthesized compounds were exam-
ined volumetrically using high-pressure sorption analyzer BELSORP-HP at non-
cryogenic temperatures, i.e., 253 and 298 K. Hydrogen storage capacity of the
p-MWCNTs, f-MWCNTs, and M@f-MWCNTs is presented in Table 6.1.

The hydrogen adsorption capacities of TiO2 decorated MWCNTs along with
pristine and functionalized ones were measured volumetrically at 253 and 298 K
at moderate pressures of 70 bar. As hydrogen adsorption was reversible in all the
samples, the desorption curves have not been shown in Fig. 6.13. The excess sorption
isotherms of all the samples display a linear trend typical formonolayer adsorption on
porous materials. It was observed that the hydrogen adsorption capacities of pristine
and carboxylate functionalized MWCNTs at 253 K and 70 bar pressure are 0.3 and
0.09 wt%, respectively. At 298 K, the hydrogen adsorption capacities of pristine and
COOH-MWCNTs are 0.12 and 0.06wt%, respectively. TiO2@f-MWCNTs prepared
at LMC in water, triethylamine, and DMF adsorbed 0.20, 0.31, and 0.42 wt% of
hydrogen (Fig. 6.13a), whereas TiO2@f-MWCNTs prepared at HMC adsorb 0.67,
0.87, and 1.35 wt% (Fig. 6.13b), respectively, at 253 K. This result indicates that the
hydrogen sorption properties drastically increase on increasing the TiO2 nanoparticle
content on the surface of f-MWCNTs. Under the LMC, a linear trendwas observed in
all the samples. Type III isotherm was observed for the TiO2@f-MWCNTs prepared
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Fig. 6.10 a SEM image, b TEM image, c EDX analysis of ZnO@f-MWCNTs

at LMC in water and DMF due to multilayer formation. Figure 6.13c shows that the
hydrogen adsorption isotherms recorded at 298 K for TiO2@f-MWCNTs prepared
at LMC in water, triethylamine, and DMF indicated 0.13, 0.17, 0.22 wt% adsorption.
Similarly, TiO2@f-MWCNTs prepared at HMC under the aforementioned reaction
conditions adsorbed 0.31, 0.46, and 0.50 wt% of hydrogen (Fig. 6.13d).

The hydrogen adsorption capacities of Cr2O3@f-MWCNTs along with pris-
tine and functionalized ones (p-MWCNTs, f-MWCNTs) were measured volumet-
rically at 253 and 298 K at moderate pressures of 70 bar. Hydrogen excess sorp-
tion isotherms for Cr2O3@f-MWCNTs prepared at different metal concentrations
(high metal concentration (HMC) and low metal concentration (LMC)) in three
different solvents, i.e., water, triethyl amine (TEA), and DMF. Cr2O3@f-MWCNTs
prepared at (LMC) inwater, triethyl amine, andDMFat 253K adsorbs 0.18, 0.20, and
0.31 wt% of hydrogen (Fig. 6.14a) whereas Cr2O3@f-MWCNTs prepared at (HMC)
adsorb 0.31, 0.46, and 0.52 wt% (Fig. 6.14b) of hydrogen, respectively. Figure 6.14c
shows that the hydrogen adsorption isotherms recorded for Cr2O3@f-MWCNTs
prepared at (LMC) in water, triethyl amine, and DMF at 298 K indicated 0.13, 0.16,
and 0.17 wt% adsorption. Similarly, Cr2O3@f-MWCNTs prepared at (HMC) in the
above-mentioned reaction conditions adsorbed 0.22, 0.31, and 0.45wt% of hydrogen
(Fig. 6.14d).

The hydrogen storage capacity of Fe2O3@f-MWCNTs prepared in water, triethyl
amine (TEA), and DMF, at low metal concentration (LMC) was 0.14, 0.18, and
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Fig. 6.11 Powder XRD patterns of a f-MWCNTs, b TiO2@f-MWCNTs, c Cr2O3@f-MWCNTs,
d Fe2O3@f-MWCNTs, e CuO@f-MWCNTs, f ZnO@f-MWCNTs

Fig. 6.12 Surface area of p-MWCNTs, f-MWCNTs, and M@f-MWCNTs
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Table 6.1 Hydrogen storage capacity of metal decorated MWCNTs

Sample H2 storage at 253 K and 70 bar
(wt%)

H2 storage at 253 K and 70 bar
(wt%)

Medium of sample prepared Medium of sample prepared

Water Amine DMF Water Amine DMF

Mg@f-MWCNTs 0.14a

0.3b
0.25a

0.55b
0.5a

0.67b
0.12a

0.18b
0.17a

0.3b
0.2a

0.45b

TiO2@f-MWCNTs 0.20a

0.67b
0.31a

0.87b
0.42a

1.35b
0.13a

0.31b
0.17a

0.46b
0.22a

0.50b

Cr2O3@f-MWCNTs 0.18a

0.31b
0.20a

0.46b
0.31a

0.52b
0.13a

0.22b
0.16a

0.31b
0.17a

0.45b

Fe2O3@f-MWCNTs 0.14a

0.31b
0.18a

0.50b
0.21a

0.55b
0.13a

0.25b
0.14a

0.31b
0.18a

0.39b

CuO@f-MWCNTs 0.17a

0.39b
0.21a

0.50b
0.39a

0.68b
0.13a

0.31b
0.18a

0.46b
0.31a

0.50b

ZnO@f-MWCNTs 0.17a

0.47b
0.19a

0.51b
0.31a

0.87b
0.12a

0.31b
0.17a

0.50b
0.22a

0.67b

aLMC—Low metal concentration
bHMC—High metal concentration

Fig. 6.13 Hydrogen uptake capacities of p-MWCNTs, f-MWCNTs, TiO2@f-MWCNTs (a) at
253 K and LMC (b) at 253 K and HMC (c) at 298 K and LMC (d) at 298 K and HMC
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Fig. 6.14 Hydrogen uptake capacities of p-MWCNTs, f-MWCNTs, Cr2O3@f-MWCNTs (a) at
253 K and LMC (b) at 253 K and HMC (c) at 298 K and LMC (d) at 298 K and HMC (Reproduced
with permission from Indian Chemical Society)

0.21 wt%, respectively, at 253 K (Fig. 6.15a), whereas that of prepared at higher
metal concentration (HMC) as shown in Fig. 6.15b was 0.31, 0.50, and 0.55 wt%,
respectively, at the same temperature, i.e., at 253 K. It was observed that the storage
capacity doubled on decorating the surface of CNTs with more iron oxide nano-
material. The hydrogen storage capacity of Fe2O3@f-MWCNTs prepared in water,
triethyl amine (TEA), and DMF at low metal concentration (LMC) were 0.13, 0.14,
and 0.18 wt%, respectively, at 298 K (Fig. 6.15c). The three materials prepared at
high metal concentration (HMC) adsorbed 0.25, 0.31, and 0.39 wt%, respectively,
at similar temperature (Fig. 6.15d).

The hydrogen adsorption isotherms of CuO@f-MWCNTs, prepared in water,
triethylamine, and DMF, recorded at 253 and 298 K at different metal concentra-
tions (LMC and HMC) are examined. The p-MWCNTs, f-MWCNTs, and CuO@f-
MWCNTs prepared water, triethyl amine, and DMF media at LMC adsorbed 0.17,
0.21, and 0.39 wt% of hydrogen (Fig. 6.16a) whereas that prepared at HMC
adsorbed 0.39, 0.5, and 0.68 wt% of hydrogen, respectively, at 253 K (Fig. 6.16b).
The hydrogen adsorption isotherms of CuO@f-MWCNTs, prepared in the above-
mentioned three media, i.e., water, triethyl amine, and DMF, recorded at 298 K are
shown in Fig. 6.16c, d. CuO@f-MWCNTs prepared at MLC showed 0.13, 0.18,
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Fig. 6.15 Hydrogen uptake capacities of p-MWCNTs, f-MWCNTs, Fe2O3@f-MWCNTs (a) at
253 K and LMC (b) at 253 K and HMC (c) at 298 K and LMC (d) at 298 K and HMC (Reproduced
with permission from Elsevier)

and 0.31 wt% of hydrogen adsorption, respectively, whereas that prepared at HMC
exhibited 0.31, 0.46, and 0.50 wt% of hydrogen adsorption, respectively, at 298 K.
The linear isotherm in most of the reactions confirms the monolayer adsorption.

ZnO@f-MWCNTs prepared at LMC in water, triethylamine, and DMF adsorb
0.17, 0.19, and 0.31 wt% of hydrogen (Fig. 6.17a), whereas ZnO@f-MWCNTs
prepared at HMC adsorb 0.47, 0.51, and 0.87 wt% (Fig. 6.17b), respectively, at
253 K. This result indicates that the hydrogen sorption properties drastically increase
on increasing the ZnO nanoparticle content on the surface of f-MWCNTs. Under the
LMC, a linear trend was observed in all the samples. Type III isotherm was observed
for the ZnO@f-MWCNTs prepared at LMC in water and DMF due to multilayer
formation. Figure 6.17c shows that the hydrogen adsorption isotherms recorded at
298 K for ZnO@f-MWCNTs prepared at LMC in water, triethylamine, and DMF
indicated 0.12, 0.17, 0.22 wt% adsorption. Similarly, ZnO@f-MWCNTs prepared
at HMC under the aforementioned reaction conditions adsorbed 0.31, 0.50, and
0.67 wt% of hydrogen (Fig. 6.17d). One of the reaction media, DMF, a polar aprotic
solvent plays an important role in uniform loading and decoration of ZnO nanopar-
ticles on the surface of MWCNTs. Due to this reason, high storage of hydrogen
was observed in the case of ZnO@f-MWCNTs prepared in DMF solvent. Also, the
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Fig. 6.16 Hydrogen uptake capacities of p-MWCNTs, f-MWCNTs, CuO@f-MWCNTs (a) at
253 K and LMC (b) at 253 K and HMC (c) at 298 K and LMC (d) at 298 K and HMC (Reproduced
with permission from Elsevier)

adsorption capacity significantly increased at 253 K as compared to that observed at
298 K.

6.3.1 Hydrogen Storage Via Spillover Mechanism

Spillover is an important mechanism to identify the hydrogen adsorption on surface
of adsorbents (Fig. 6.18). According to this mechanism, molecular hydrogen adsorbs
initially on metal and dissociates later as atomic hydrogen which subsequently
migrates to spillover receptor, CNT and enhances the hydrogen storage. The binding
energy is the key parameter for ideal adsorption of hydrogen. The essential binding
energy for effective hydrogen storage lies between 0.2 and 0.4 eV. In this study, the
binding energy calculated for the release of hydrogen was between 0.42 and 0.56 eV.
Thus, the hydrogen is attached to the adsorbent by in weak chemical binding rather
than chemisorption binding, which requires a larger binding energy (1–10 eV) [43,
44].
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Fig. 6.17 Hydrogen uptake capacities of p-MWCNTs, f-MWCNTs, and ZnO@f-MWCNTs (a) at
253 K and LMC (b) at 253 K and HMC (c) at 298 K and LMC (d) at 298 K and HMC (Reproduced
with permission from Royal Society of Chemistry)

6.3.2 Cyclic Performance of Adsorption/Desorption
of Hydrogen

Cyclic adsorption/desorption performance of hydrogen is the key to evaluate the
stability and reusability of material for onboard vehicle applications [26, 45, 46]. So,
the selected materials have been examined for multi-cycle test to study the stability
and reusability. Every cycle starts with the full evacuation of the chamber to remove
the remaining hydrogen. Multi-cycles of adsorption/desorption of hydrogen on the
surface of the copper nanoparticle decorated MWCNTs (CuO@f-MWCNTs) which
are prepared in DMFmedia have been examined at 298K. The adsorption/desorption
isotherm is stabilized after 5 cycle measurements and loss in hydrogen storage
capacity of about 2.0% was noticed (Fig. 6.19).

Similarly, multi-cycles of adsorption/desorption of hydrogen on the surface of
the ZnO nanoparticle decorated MWCNTs (ZnO@f-MWCNTs) which are prepared
in triethyl amine media were also examined at 298 K. As shown in Fig. 6.20, the
adsorption and desorption isotherm is stabilized after 5 cycle measurements and loss
in hydrogen storage capacity of about 6.0%was noticed [36]. So, CuO@f-MWCNTs
and ZnO@f-MWCNTs display stable adsorption/desorption of hydrogen.
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Fig. 6.18 Spillover mechanism of hydrogen storage

Fig. 6.19 Cyclic life performance of CuO@f-MWCNTs at 298 K
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Fig. 6.20 Cyclic life performance of ZnO@f-MWCNTs at 298 K. (Reproduced with permission
from Royal Society of Chemistry)

6.4 Conclusions

In conclusion, a substance-based hydrogen storage system usingMWCNTs has been
investigated. Among carbon materials, carbon nanotubes (SWCNTs andMWCNTs)
are actually one of the most promising components for hydrogen storage because
of their cage-like structure, high surface area, substantial pore volume, chemical
steadiness, and ease of synthesis. The morphology of the synthesized samples was
examined using scanning electron microscopy (SEM) and transmission electron
microscopy (TEM). One of the biggest issues is usually to fill the cylindrical struc-
ture of CNTs with metals and gases. To acquire the substantial volumetric and
gravimetric densities as well as better binding of H2 to CNTs, many studies had
been conducted to design effective methods for surface functionalization of CNTs
using organic functional groups like carboxyl or hydroxyl to augment porosity and
volume of defect. Among the strategies for bettering, the hydrogen storage useful-
ness of CNTs is decoration with metal nanoparticles, which will strengthen the
hydrogen–base interaction and facilitates the H2 spill to CNTs. The hydrogen storage
measurements were conducted at different temperatures and pressures. The deco-
rated metal/metal oxide decoration of nanoparticles is said to raise hydrogen storage
capacity through spillover mechanism. Metal nanoparticles on CNTs dissociate the
molecular hydrogen and spill it over to CNTs. In this direction, the hydrogen storage
capacity of TiO2, Cr2O3, Fe2O3, CuO, and ZnO decorated MWCNTs was examined
under different experimental conditions such as variable metal concentrations (low
metal concentration and highmetal concentration) and solvents (water, triethylamine,
and DMF) at non-cryogenic temperatures and moderate pressures.
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Chapter 7
On-Chip Carbon Nanotube
Interconnects: Adaptation to Multi-gate
Transistors

Subindu Kumar and Tarun Kumar Sharma

7.1 Introduction

In the last few decades, scaling or continuous miniaturization of silicon-based elec-
tronic devices have resulted in more power-efficient, faster and denser circuits. This
has led to dramatic advances in electronic computation, automation, communica-
tions and various types of other applications which have affected every aspect of our
lives. However, the performance evolution through scaling cannot continue forever;
the ultimate silicon device size and performance have been limited by a number of
technological and fundamental scientific limitations. New device technologies along
with alternate materials have been suggested by the techno-scientific community
round the globe to overcome this bottleneck. Carbon nanomaterials in the form of
one- and two-dimension (1-D and 2-D) have emerged as a powerful and exciting
material for building blocks in future integrated circuits (ICs). Carbon can be found
in carbon fibers, graphite, diamond, fullerenes, carbon nanotubes and so on. The
analog of CNTs are carbon fibers. In nineteenth century and after the World War
II, there was a need for improvised materials possessing special properties. Thomas
AlvaEdison prepared the first carbon fiberwhichwas utilized for an earlymodel of an
electric field bulb [1]. A coiled carbon resistor was preparedwith the help of specially
selected Japanese Kyoto bamboo filaments which could be heated for a satisfactory
filament for candescent bulb. Eventually, it was later replaced by Tungsten. From
1890, research in carbon fibers continued steadily [2, 3] which became applica-
tion driven in 1950s when there was a need for stiff, strong and lightweight materials
with superior mechanical properties for use in aircraft. Late 1950s and 1960s, carbon
whiskers were developed due to intensive activity of Aerospace Corporation, Union
Carbide and other laboratories [4]. The discovery of fullerenes (C60) in 1985 [5] by
Harry Kroto, Jim Heath, Sean O’Brien, Robert Curl and Rick Smalley was one of
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the significant contributions in the subject. Curl, Kroto and Smalley were awarded
the 1996 Nobel Prize in chemistry. Major breakthrough in the research of CNT
is attributed to Sumio Iijima for experimentally observing CNT using transmission
electronmicroscopy (TEM) [6]. This bridged the gap between theoretical framework
of CNT and experimental observations.

The distinct types of valence bonds in a carbon atom [7, 8] are responsible for
forming various types of allotropes (Fig. 7.1). While diamond and graphite are well-
known 3-D structures of carbon, low-dimensional allotropes such as 2-D graphene,
1-D carbon nanotube (CNT) and 0-D fullerenes are also possible. The extraordi-
nary physical properties of carbon nanomaterials make them exciting candidates for
a variety of applications in nanoelectronics [9, 10], optics [11], spintronics [12],
biological and mechanical fields [13, 14], material science [15], condense matter
physics and so on. CNTs and graphene nanoribbons (GNRs) have initiated tremen-
dous interest particularly in applications in the field of nanoelectronics, such as
energy conversion devices (photovoltaic and thermoelectric devices) [16], superca-
pacitors [17], semiconductor nanotransistors, displays and radiation sources, electro-
static discharge (ESD) protection, nanoelectromechanical systems (NEMS), as well
as interconnects [8, 18, 19].

As the most indispensable components, interconnects are used to connect various
components in an IC. Running through the entire chip, interconnects are respon-
sible for supplying clock and power supply to all on-chip individual components and
functional blocks as well as transmitting data. Figure 7.2 shows the schematic repre-
sentation of driver-interconnect system, where the interconnectionsmay be copper or
carbon-based graphene, single or multi-walled CNT. For the last few decades, copper
has been serving as the mainstreammaterial for on-chip interconnects. However, due
to scaling, there has been an increase in the surface scattering which has resulted
in an increase in the resistivity of copper, and hence latency (product of resistance
and capacitance) which is a measure of delay incorporated in interconnects. The

Fig. 7.1 Few allotropes of carbon. a 3-D diamond, b 3-D graphite, c 2-D graphene, d 1-D nanotube,
e 1-D nanoribbon and f 0-D fullerenes
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Fig. 7.2 Schematic representation of driver-interconnect system

increase in the current density due to miniaturization has also led copper to suffer
from hillock formation and increased electromigration. On the other hand, the 1-
D nature of CNTs offers excellent electrical properties such as large momentum
relaxation time or mean free path, almost equal charge carrier densities for electrons
and holes (ne ≈ nh ≈ 7×1018 atoms/cm3), highmobilities (in the order of 104 cm2/V-
s @ room temperature and 106 cm2/V-s @ 4.2 k), high current carrying capacity as
compared to copper and so on. These unique properties make CNT a promising
post-copper material for on-chip interconnects. On the other hand, multi-gate tran-
sistors (MGTs) [20] have helped the semiconductor industry to realize circuits with
enhanced performance. Gate-all-around (GAA) field-effect transistors (FETs) have
been considered to be themost effective architecture among allMGTs.Driver circuits
(Fig. 7.2) utilizing such devices are expected to enhance the electrical performance
of on-chip interconnects to a large extend [21]. This demands for an exploration of
the adaptability of MGTs with CNT interconnects.

In this chapter, initially, we have focused on the structural and some essential
electronic properties of single-walled CNT (SWCNT) which may be helpful for
the readers to understand the various parasitic components offered by the nanotube
during transmission of signal. A physics-based analysis has been carried out for GAA
FETs, highlighting some important electrical aspects whichmake themmost suitable
for circuits driving CNT interconnects. Finally, we have presented few results of
our computations involving device-circuit co-simulation to explore the possibilities
of enhancing the performance of SWCNT interconnects. Effects of GAA device
variability on interconnect delay have also been discussed.
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7.2 Electronic Properties of CNT

Listed at the top of IVth column of periodic table, each carbon atom has six electrons
with orbitals 1s2, 2s2 and 2p2. 1s2 forms the two strongly bounded core electrons,
while 2s2 and 2p2 are weakly bounded valence electrons [7]. Valence electrons in
the crystalline phase give rise to 2s, 2px, 2py and 2pz orbitals. This is important in
forming covalent bonds in carbon materials. The binding energy of chemical bonds
is larger than the energy difference between 2p and lower 2s level. The binding
energy of carbon atomwith its neighboring atoms gets enhanced since the occupation
of 2s and 2p gets changed due to readily mixing of the electronic wave functions
of four electrons. This mixing of 2s and 2p orbitals results in spn hybridizations.
sp (acetylene), sp2 (polyacetylene) and sp3 (methane) are some commonly known
hybridizations. Various isomers of carbon include 0-D (C60: sp2), 1-D (nanotube:
sp2 (sp)), 2-D (sp2: graphene) and 3-D (sp3: diamond), the electronic properties of
which are semiconducting, metal or semiconducting, semiconducting and insulating,
respectively.

Packed into a 2-D honeycomb lattice structure, a graphene sheet serves as the
building block of CNT. A convenient way to visualize a SWCNT is by folding
or wrapping a graphene sheet. To form a seamless tube in reality and in physical
sense, the growth of CNT does not involve any folding phenomena; instead, it grows
naturally as cylindrical structures, oftenwith the aid of a catalyst. SWCNTsmay have
diameters less than 2 nm.ACNTcan be considered as 1-Dnanostructure ifwe neglect
the two ends and focus on the large aspect ratio which is defined as length to diameter
ratio. The small diameter of CNT confines electrons to move in one direction along
the CNT length. Various types of SWCNT structure may be formed depends on the
six-membered carbon hexagon ring in the honeycomb lattice relative the axis of CNT.
Except for the distortion due to the curvature of CNT, the direction of hexagon can
be taken almost arbitrarily without any distortion of hexagon. Even though the basic
shape of CNT wall is a cylinder, the above fact provides many possible structures for
CNTs such as armchair (AC), zigzag (ZZ) and chiral. Termination of each nanotubes
is called ‘end caps’ or ‘caps’ which are hemispheres of fullerenes.

Figure 7.3 depicts an unrolled honeycomb of a CNT (reproduced from 7). The

equator (
−→
OA) is perpendicular to CNT axis (

−→
OB). Rolling involves coincidingOwith

A andBwith B ′.
−→
OA and

−→
OB are called chiral vector ( �Cn) and translational vector (�T),

respectively. �Cn is also called the circumferential vector denoted by �Cn = na1 +ma2,
where a1 and a2 represent the unit vectors of hexagonal lattice. n and m are integers
(0 ≤ |m| ≤ n) and are given by a1 = (

√
3a/2, a/2) and a2 = (

√
3a/2,−a/2). The

lattice constant of 2-D graphite (graphene), a, can be expressed as a = |a1| = |a2| =
1.42 × √

3 = 2.46Å. An armchair CNT is formed when n = m with �Cn = (n, n).
Whenm= 0, �Cn = (n, 0) which rise to ZZ CNT. For instance, the chiral vector for (5,
0) ZZ CNT takes the form �Cn = 5a1 + 0a2. Chiral CNT structures are characterized
by �Cn = (n, m) with 0 < |m| < n due to the hexagonal structure. AC CNTs with (n,
n) are always metallic while ZZ CNTs with (n, 0) are metallic when n is a multiple
of 3, otherwise, semiconducting. Statistically, one-third of CNT are metallic and the
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Fig. 7.3 Unrolled
honeycomb lattice of a
nanotube

other two-third are semiconducting for natural mixing of nanotubes. The diameter of
a SWCNT can be expressed as dCNT = L/π ; where L is the circumferential length
represented as [7]

L =
∣
∣
∣
−→
C n

∣
∣
∣ =

√−→
C n · −→

C n = a
√

n2 + m2 + nm (7.1)

The unit vectors a1 and a2 are orthogonal to each other and a1 · a1 = a2 · a2 = a2

and a1 · a2 = a/2. This allows us to express dCNT as

dCNT = a

π

√

n2 + m2 + nm (7.2)

As shown in Fig. 7.3, and following [7], the chiral angle ‘θ ’ is the angle between
�Cn and a1 representing the tilt angle of the hexagon with respect to the direction of
nanotube axis. Due to the hexagonal symmetry of the lattice, 0 ≤ |θ | ≤ 30°. In term
of n and m, θ can be expressed as

cos θ = �Cn · a1
∣
∣
∣ �Cn

∣
∣
∣ · |a1|

= 2n + m

2
√
n2 + m2 + nm

(7.3)

The value of θ is equal to 0° and 30° for ZZ and AC CNT, respectively, which
can also be expressed in other forms as

sin θ =
√
3m

2
√
n2 + m2 + mn

(7.4)
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tan θ =
√
3m

2n + m
(7.5)

The translational vector (�T) is considered to be the unit vector for 1-D CNT.
�T is normal to �Cn and parallel to nanotube axis in an unrolled honeycomb lattice.
�T can be represented as �T = pa1 + qa2, where p and q are integers expressed as
p = (2m + n)/dgcd and q = −(2n + m)/dgcd using �Cn · �T = 0. dgcd is the greatest
common divisor (GCD) of (2n + m) and (2m + n). Considering d as the GCD of
m and n, dgcd is equal to d and 3d if (n − m) is not a multiple of 3d and (n −
m) is a multiple of 3d, respectively. The length of �T = √

3L/dgcd. When (n − m)
is a multiple of 3d or (n, m) have a common divisor, the length of �T gets greatly
reduced. The rectangle OAB′B defined by �Cn and �T represents the unit cell of CNT.
The number of hexagons (N) per unit cell is equal to 2L2/a2dgcd. Each unit cell of
CNT contains 2N number of carbon atoms, since two carbon atoms are present in
each hexagon.

One of the biggest challenges in ultra giga-scale integration (UGSI) and
nanoscaled circuits is on-chip interconnects because of their electromigration affects,
mutual interaction resulting in cross-talk, power consumption and,most significantly,
the delay. If optimally utilized, CNTs can address these challenges. This demands
for major breakthrough in the techniques to form low-resistance contacts to CNTs
and growing high-yield CNT arrays at preselected sites. Using pre-patterned catalyst
islands on wafers and using chemical vapor deposition (CVD), significant progress
has been made in growing self-assembled aligned CNT. This promising ‘top-down’
and ‘bottom-up’ approach are a challenge for UGSI. By taking advantage of the
gas flow [22, 23] or by applying an electric field during CVD [24], directed growth
of sparse SWCNTs has been demonstrated. Promising reports on low-resistance
contacts to vertical bundles of multi-walled CNTs (MWCNTs) or isolated SWCNTs
can also be found in the literature.As the growth temperature ofCNTs is about 600 °C,
compatibility with CMOS process is also one of the major challenges. However,
there are reports of growing CNTs at 400–450 °C [25]. Despite these critical chal-
lenges, there have always been worldwide efforts to realize on-chip interconnects
with sustainable CNTs.

Physical modeling of CNTs for equivalent circuit(s) has been one of the important
aspects of research for almost two decades. Realizing equivalent circuits of on-chip
interconnects through computer-aided design tools help the designers to predict the
performance prior to fabrication. Such predictions are essential as they can help
reducing almost 30%of the fabrication cost. This section is devoted to the quantitative
andqualitative analysis of parasitic components associatedwithSWCNTs [8, 25–29],
as is necessary for the development of its equivalent circuit models.
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7.2.1 Resistance

The conductance of a 2-D Ohmic conductor having conductivity (σ ), width (W ) and
length (L) can be expressed as

G2D = σ
W

L
(7.6)

CNTs can be treated as mesoscopic systems [30] possessing dimensions which
are larger than microscopic objects, such as atoms, but not enough to be Ohmic.
According to Landauer approach of mesoscopic transport, the probability that an
electron can transmit through a conductor is a measure of the current flowing through
it. Following the linear response Landauer formula [30], the conductance of CNT
can be expressed as

Gn = 2e2

h

x2∫

x1

Cn(E)

(

−∂ f0
∂E

)

dE (7.7)

where

f0(E) = 1

1 + e
(E−EF)

kBT

(7.8)

is the Fermi–Dirac distribution function. EF, kB, T, e and h are the Fermi level, Boltz-
mann’s constant, temperature, elementary charge and Plank’s constant, respectively.
x1 (x2) is equal to |En|(+∞) and −∞ (−|En|) for electrons and holes, respectively.
e2/h is the fundamental quantum conductance and the factor 2 accounts for spin
degeneracy. τ n(E) is the transmission coefficient which can be influenced by defects
and interactions with other phonons and electrons. The sum of the conductance of
all valence and conduction bands represents the total CNT conductance which can
take the form

GT = 2e2

h
Mτe (7.9)

where M and τ e represent the effective number of allowed transport channels and
effective transmission coefficient, respectively. Under the assumption that two bands
cross at the Fermi level in the band structure of a metallic (7, 7) SWCNT (armchair),
M takes the value of 2. For a perfect metal-CNT contact, τ e = 1. This allows us to
express the fundamental quantum of resistance associated with SWCNT as

RQ = h

4e2
= 6.45 k� (7.10)
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for LCNT < λCNT, where λCNT denotes themean free path (MFP). For such lengths, the
transport can be considered to be ballistic and the resistance is independent of CNT
length. For the purpose of modeling, RQ is equally divided between the two metal
contacts. The nanotube is non-ballistic if LCNT > λCNT (in presence of scattering).
The scattering induced imperfect transmission coefficient can be expressed as

τe(E) = 1

1 + LCNT
λCNT

	= 1 (7.11)

Thus, the total resistance of a SWCNT can be expressed as

RCNT = RC + RQ

(

1 + LCNT

λCNT

)

(7.12)

where RC denotes the contact resistance which arises due to the dissimilar materials
present at the interface between the CNT and contact pad. Current is carried in the
contact through many transverse modes, but it is limited to only few modes in CNT.
This demands for current redistribution through these unequal number of modes,
leading to interface (or contact) resistance which is also divided equally between the
contacts, similar to RQ. The electric field, which varies across the CNT, is larger near
the contacts. As such, Eq. (7.12) can also be expressed as [26]

RCNT = RC + RQ + RQ

LCNT∫

0

dx

λCNT(x)

= RC + RQ +
⎡

⎣RQ
LCNT

λlb
+

LCNT∫

0

dx
(

I0
E(x) + l0

RQ

)

⎤

⎦ (7.13)

where I0 (≡h/(4e(��)) = 25 µA) is the saturation current with �� ≈ 0.16 eV. l0 can
be considered to be 30 nm and λlb is the low-bias mean free path. In Eq. (7.13), the
first two terms in R.H.S., (RC + RQ), represent lumped parameters which is split off
at two ends. The other term(s) in third bracket represents the distributed nature of
SWCNT. Equation (7.13) can also be expressed as

RCNT = RC + Rlb + Vb

I0
(7.14)

whereV b is the bias voltage and the low-bias resistance (Rlb) and scattering resistance
(RS) can be written as

Rlb = RQ + RSLCNT (7.15)

and
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RS (p.u.l) = h

4e2
.

1

λCNT
(7.16)

respectively, and (p.u.l) stands for per unit length. The total SWCNT resistance for
ballistic and non-ballistic transport can thus be summarized as

RCNT = RC + RQ if LCNT < λCNT

= RC + RQ + LCNTRS if LCNT > λCNT (7.17)

Due to the presence of imperfect metal-CNT contact, the resistance of an indi-
vidual CNT can be high, which can be reduced by using a bundle structure consisting
of current carrying parallel CNTs [27]. The Van der Waals intertube binding char-
acterizes the minimum intertube spacing, which varies from 0.32 to 0.34 nm for
SWCNT bundles.

CNT bundles may be broadly classified into two types: (1) dense and (2) sparse.
For densely packed CNT, the fraction of metallic coefficient (Pm) is considered to be
unity, indicating that allCNTs in thebundle aremetallic conductors.Not all nanotubes
in a CNT bundle are metallic in practical reality. The presence of non-metallic CNTs
in a bundle which do not take part in conduction is modeled by sparsely populated
bundles where Pm = 1/3 [7].

The number of CNTs in a bundle of width ‘w’ and height ‘t’ along x and y
directions can be represented as

nx =
⌊

w − dCNT
xd

⌋

; ny =
⌊
2(t − dCNT)√

3xd

⌋

+ 1 (7.18)

where xd is the inner CNT distance which is equal to dCNT + δ and
√
3dCNT for dense

and sparse packing, respectively [27]. The symbol nx( y) refers to the largest integer
less than or equal to nx(y). Alternatively, Eq. (7.18) can also be written as

nx = w + δ

dCNT + δ
; ny = t + δ

dCNT + δ
(7.19)

The total number of CNTs in a bundle can thus be written as

NCNT =
[

nxny − ny

2

]

Pm if ny is even

=
[

nxny − (ny − 1)

2

]

Pm if ny is odd (7.20)

Since all CNTs in a bundle are parallel, the total resistance of a CNT bundle takes
the form

RCNT,B = RCNT

NCNT
(7.21)
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7.2.2 Capacitance

The electrochemical potential energy of a 1-D conductor, on addition of an external
voltage, gets affected in two way: (1) when a charge δQ is added, the change in the
electrostatic potential is given by (δQ)2/2CE, where CE is the electrostatic capaci-
tance representing the conventional macroscopic capacitance action; (2) the quantum
energy states above Fermi level needs to be occupied by the charge δQ due to the low
density of states (DOS). (δQ)2/2CQ represents this additional quantum energy, where
CQ is the quantum capacitance. Quantitatively, these two effects can be combined
together to represent the overall change in electrochemical potential as [8, 25]

∂E = (∂Q)2

2CE
+ (∂Q)2

2CQ
(7.22)

The effective capacitance of 1-D conductor is the series combination of CE and
CQ, as shown in Fig. 7.4a. Considering single spin for electrons, for 1-D conductor,
the DOS at the Fermi level can be expressed as D = 1/(π�νF), where νF (≈8 × 105

m/s) is the Fermi velocity and h (=2π�) is the Plank’s constant. Thus, CQ takes the
form

CQ (p.u.l) = e2D = 2e2

hνF
= 100 aF/µm (7.23)

For 3-D conductors having large DOS, the effect of CQ on the overall capaci-
tance is small. Now considering two spin directions, an isolated SWCNT having two
conducting sub-bands at the Fermi level with overall four conducting channels will
have an effective quantum capacitance of

CQ,CNT (p.u.l) = 4CQ (p.u.l) = 400 aF/µm (7.24)

Fig. 7.4 a Schematic
representation of parasitic
capacitances (electrostatic
and quantum) of an isolated
SWCNT. b Geometry of
CNT in presence of ground
plane
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This is pictorially represented in Fig. 7.4a. The electrostatic capacitance of a
conductor having circular cross-section located at a distance of ht above the ground
(Fig. 7.4b) can be expressed as

CE (p.u.l) = 2πε

cosh−1
(

2ht
dCNT

) (7.25)

≈ 2πε

ln
(

ht
dCNT

) (7.26)

where ε = ε0εr with εr being the relative permittivity of the material separating the
nanotube from the ground plane and ε0 = 8.854 × 10−12 F/m. For ht > 2 − dCNT,
Eq. (7.25) gives fairly good approximation. Equation (7.26) should be used in such
cases where ht > LCNT. Thus, the capacitance (p.u.l) of an isolated SWCNT can be
represented as

1

CCNT
= 1

CQ
+ 1

CE
(7.27)

Taking into account the quantum capacitance of SWCNT bundle, CQ,B (=
NCNTCQ) and the electrostatic capacitance, CE,B, the effective bundle capacitance
(p.u.l) ca be expressed as

1

CCNT,B
= 1

CQ,B
+ 1

CE,B
(7.28)

7.2.3 Inductance

The flow of current (I) through 1-D conductor causes a net charge of energy

∂E = 1

2
LK(∂ I )2 + 1

2
LM(∂ I )2 (7.29)

where LK and LM are the kinetic and magnetic inductance, respectively (Fig. 7.5).
The first term in R.H.S. of Eq. (7.29) represents the kinetic component due to low
DOS in the nanotube. The second term corresponds to the conventional magnetic
component which is also present in 3-D conductors. The kinetic inductance of a 1-D
nanotube can be expressed as

LK (p.u.l) = h

2e2νF
(7.30)
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Fig. 7.5 Schematic
representation of intrinsic
parasitic inductances
(magnetic and kinetic) of an
isolated SWCNT

At high bias voltages or for LCNT � λCNT, the kinetic energy decreases and thus
LK can be neglected. As shown in Fig. 7.5, considering four non-interacting parallel
conducting channels in an isolated SWCNT, LK and LM can be written as

LK,CNT (p.u.l) = LK

4
= 4 nH/µm (7.31)

and

LM,CNT (p.u.l) = μ

2π
cosh−1

(
2ht
dCNT

)

(7.32)

≈ μ

2π
ln

(
ht

dCNT

)

(7.33)

respectively. μ is the permeability of the medium separating the nanotube from the
ground plane. For h > 2dCNT, Eq. (7.33) serves as a fairly good approximation.
The net inductance of SWCNT can be expressed as the summation of LK,CNT and
LM,CNT. Assuming that there is no mutual inductance among the nanotube and they
are magnetically isolated, the overall inductance of a CNT bundle can be represented
as

LB (p.u.l) = LK,CNT + LM,CNT

NCNT
(7.34)
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7.3 Equivalent Circuit Model for SWCNT Bundle
and Delay

Figure 7.6 represents two equivalent circuit models for SWCNT bundle which are
widely used for the purpose of simulation studies. Figure 7.6a corresponds to ballistic
model (LCNT <λCNT)while Fig. 7.6b depicts the non-ballistic (LCNT >λCNT) behavior.
The total contact and quantum resistances are split in two equal halves and appear at
both ends of the bundle forming the lumped elements. The resistance RS is present
in the non-ballistic model in order to account for various scattering events. RS along
with capacitance (series combination of quantum and electrostatic) and inductance
(series combination of magnetic and kinetic) of the bundle forms the distributed
elements. The MG FET driver circuit is characterized by the output on-resistance
(Rdr) and output capacitance (Cp), the inclusion of which is necessary to consider the
overall electrical characteristics of the system. The far end of the CNT is connected
to another FET circuit whose input capacitance serves as the load for the CNT.
Although we have shown only one load circuit, more than one circuit may also be
connected as fan-outs and in such a situation, the total load capacitance will be the
parallel combination of the input capacitances of all such fan-out MGT circuits.

The total delay associated in a logic circuit needs to take into account (1) the driver
on-resistance and output capacitance, (2) intrinsic resistance and capacitance of CNT
and (3) input capacitance of the FET circuit forming the load. The presence of induc-
tance in the equivalent circuit model of SWCNT demands for an analysis considering
the transmission line characteristics of the nanotube. However, it has already been
established that for delay analysis, the R–C model, without inclusion of inductance
can ease our computation, yet giving faithful results [27]. Nevertheless, the equiva-
lent circuit of a SWCNT contains lumped and distributed elements. Flushing a step
voltage at the input will excite the system and the time required by the output to

Fig. 7.6 Equivalent circuit models for SWCNT bundle in presence of MGT-based drivers and
loads. a Ballistic and b non-ballistic model showing the parasitic elements of driver
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reach from 0 to 50% of the final value may be treated as T 50% delay. As proposed in
[31], a good approximation of the delay can be achieved by combining the resistive
and capacitive terms and weighing them by the lumped coefficient if they are lumped
and by the distributed coefficient if they are distributed. Under such approximation
and using Elmore’s delay, T 50% of SWCNT bundle with load capacitor, CL, can be
evaluated as

T50% = 0.69Rdr(Cp + CL) + 0.69

(

Rdr + RC + RQ

2NCNT

)

CCNT,BLCNT

+ 0.38
RS

NCNT
CCNT,BL

2
CNT + 0.69

(
RS

NCNT
LCNT + RC + RQ

NCNT

)

CL (7.35)

7.4 MGT-Based Drivers for CNT Interconnects

As stated in the last section and is also amply clear from Eq. (7.35), the electrical
performance of CNT depends on the driver resistance and output capacitance. A
classical field-effect device (Fig. 7.7a) has four terminals: source (S), gate (G), drain
(D) and substrate/body (B). Application of an appropriate voltage at the gate induces
opposite polarity charges beneath the silicon-insulator interface through field-effect
action, thus, creating a channel from the source to drain region. If the ‘S’ and ‘D’

Fig. 7.7 Structure of classical and MG architecture. a Planar MOSFET, b GAA FET, c MC GAA
FET and d strained GAA device
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potentials are unequal, a current will flow through the channel to compensate this
difference in potential. The strength of the drain current flowing through the FET
depends on the electrostatic coupling between gate and channel region.

It is evident that instead of one gate, if two gates are provided back-to-back, the
coupling will increase. Such a structure is the basis of double-gate device. Increasing
the number of gates to enhance the device performance leads to the formation of MG
architecture [20], which is one of the categories of non-classical FETs. Gate-all-
around (GAA) architecture (Fig. 7.7b) provides the highest electrostatic coupling
among all MG structures and is high priority research of the present day [32–35].
The GAA FET not only furnishes the highest on-current but also minimizes short-
channel effects which are inevitable in low-dimensional devices. The performance
of GAA devices can further be enhanced by using multi-channel (MC) configuration
(Fig. 7.7c) [34]. Using such a configuration increases the current driving capability
of the device to several folds. The on-resistance decreases accordingly. The drastic
reduction in the device on-resistancemakesGAAFETs to be utilized in driver circuits
in interconnect technology.

Strain has been serving as one of the technological boosters since 90 nm tech-
nology node. Introducing such boosters in MC GAA devices (Fig. 7.7d) along with
MC configuration [35] can further reduce the on-resistance, making it most suitable
for driver circuits. The cross-section of GAA devices may not be circular. Due to
imperfections in the fabrication processes, the ideal circular nature of cross-section
may be lost and the frozen dimension may be elliptical [36] in nature with ‘a’ and ‘b’
as major and minor axes, respectively (Fig. 7.8a). Such an elliptical cross-section is
characterized by aspect ratio (ARGAA = a/b). TheARGAA can lie between 0.5 and 2.0,
as reported in the literature [34]. The effective diameter, deff, of such a cross-section
having gate oxide thickness, tox, can be expressed as [37]

16εox
4εSidefftox + εoxd2

eff

= 2εox
2aεSitox + εoxa2

+ 2εox
2bεSitox + εoxb2

(7.36)

where ESi and Eox are the dielectric constants of silicon and gate oxide, respectively.
Variations in ARGAA change the effective diameter of the device, which is shown
in Fig. 7.8b. Computations were carried out for International Technology Roadmap
for Semiconductors (ITRS) 7 nm technology node [38] and using a simulator which
was developed in our laboratory for strained and unstrained GAA devices [35].
The simulator takes into account the finite source and drain series resistance which
cannot be neglected in nanoscaled devices. It may be worth noting that computations
neglecting such series resistances result in overestimating the drain current [39]. Our
simulator has been validated with experimental results as well, which justifies its
use for evaluating the performance of GAA devices. The variations in the elliptical
cross-section of GAA FETs introduce variability [34] in the devices, which in turn,
affects the on-resistance. Computations were carried out to plot the variation of
on-resistance with various aspect ratios corresponding to different GAA diameters
(Fig. 7.8c) and channel lengths (Fig. 7.8d). The induced changes in on-resistance of
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Fig. 7.8 a Elliptical cross-section of GAA device showing the major and minor axes. b Plot of
effective diameter of GAA FETwith device aspect ratio for different values of minor axes. Changes
in major axis with ARGAA are also shown in the same plot. Variation of on-resistance of GAA
device with ARGAA for c different device diameters with fixed channel length (Lg) and d different
Lg for fixed diameter

GAA FET-based driver is bound to affect the signal delay propagating through CNT
interconnects, as governed by Eq. (7.35).

7.5 Performance Enhancement of SWCNT Interconnects
Using GAA Drivers

In this section, we focus on delay (T50%) enhancement of SWCNT interconnects
driven by GAA FET-based drivers. In Fig. 7.9, we have plotted the variation of
T50% delay with interconnect length for ballistic transport corresponding to 14 nm
technology node [8]. Three pairs of computations were carried out to explore the
advantages of using GAA drivers having twin channels with RC = 10 K�, CL =
0.065 fF and Cp = 0.03 fF. In the first set, we have used Rdr = 18.33 K� which
has been prescribed by ITRS. Results of our computations corresponding to dense
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Fig. 7.9 SWCNT bundle
delay (T50%) plotted against
interconnect length for data
corresponding to ITRS
prescribed data, unstrained
and strained GAA device
data of 14 nm technology
node. Results are shown for
both dense (whole line) and
sparse (dotted line) bundle

(whole line) and sparse (dotted line) SWCNT bundle are shown. In the second set,
transistors used in the driver circuit were considered to be unstrained GAA devices,
while the last set corresponds to strained GAA FETs. NCNT for dense and sparse
bundle has been computed to be 204 and 68, respectively. In all three pairs of data,
the delay increases almost linearly with interconnect length for ballistic transport.
Furthermore, due to the lowest on-resistance offered by strained GAA devices, we
obtain the lowest delay. Using MGT through GAA architecture, the performance of
CNT interconnects can thus be improved. The gate length, channel doping, GAA
device circular diameter and series resistance have been considered to be 14 nm, 4×
1017 cm−3, 8 nm and 6.95 K�, respectively, in accordance with the specifications
of 14 nm technology node. Rdr for unstrained and strained devices was estimated
to be 12 K� and 6.05 K�, respectively. Regardless of the fact that dense SWCNT
bundles offer less resistance path due to the presence of more number of parallel
conducting channels than its sparse counterpart, the delay corresponding to dense
bundle is more. Our computations reveal that although the resistance is lowered in
dense bundles, the bundle capacitance increases to a large extend, thus, incorporating
more delay.

Figure 7.10 shows the variation of SWCNT bundle delay (T50%) with the aspect
ratio of unstrained GAA device corresponding to 2024 Interconnect Technology
Node, 7.5 nm ASIC Macrocell [40]. Computations were carried out for GAA FETs
having 2 and 20 number of channels (NGAA) with RC = 10 K�, CL = 0.014 fF, Cp =
3.5×10−3 fF,RS =5.079K� (for non-ballistic),NCNT|dense =63 andNCNT|sparse =21.
Increasing the number of channels in GAA device, decreases delay to several folds,
highlighting the significance of MGT in on-chip interconnect applications. There is
a monotonic decrease in delay with increasing ARGAA due subsequent decrease in
on-resistance of GAA transistor, as shown in the earlier section. We also observe
that within the range of ARGAA under consideration, the curves corresponding to
dense and sparse bundles for lesser number of device channels (2 in this case), is
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Fig. 7.10 Variation of SWCNT bundle delay (T50%) with ARGAA for 2 and 20 number of GAA
channels, corresponding to a ballistic and b non-ballistic transport. Results are shown for both
dense (whole line) and sparse (dotted line) bundle. Computations are shown for 2024 Interconnect
Technology Node, 7.5 nm ASIC Macrocell

well separated. However, when NGAA is increased to 20, a converging nature of the
curves is observed. This is more pronounced for the non-ballistic computations for
the same NGAA, and after a crossover point, the delay corresponding to dense bundle
becomes lower than the sparse one. This could be explained as follows. There are two
contesting phenomena which happen simultaneously. The resistance of the bundle
decreases with increase in the device aspect ratio and number of CNTs present in
the bundle. On the other hand, if the conducting CNTs in the bundle are sparsely
distributed, the bundle capacitance decreases. For smaller values of ARGAA, the latter
dominates which lowers the delay for sparse bundle. As ARGAA increases, the former
becomes a dominating factor and lowers the delay for dense bundle.

Figure 7.11 illustrates the combined effects of CNT length and ARGAA, for NGAA

= 20 corresponding to a non-ballistic condition. Such a situation can arise if theCNTs
are used for local, global or semi-global interconnects. We observe that the crossover
point increases with interconnect length as ARGAA decreases. The crossover point
determines the critical interconnect length which depends on the interconnect dimen-
sions (technology node), ARGAA and NGAA. For shorter length (local interconnects),
Rdr dominates over bundle resistance, which is reversed as the length increases.

7.6 Summary

To summarize, we have presented a detailed discussion on the structural and some
electronic properties of SWCNT and its bundles which may be helpful for justifying
their use as post-copper on-chip interconnects. The mesoscopic behavior of CNTs
has been highlighted along with analytical expressions for determining the intrinsic
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Fig. 7.11 Variation of
SWCNT bundle delay
(T50%) with interconnect
length for NGAA = 20,
corresponding to ARGAA =
0.5, 1.0 and 2.0 for 2024
Interconnect Technology
Node, 7.5 nm ASIC
Macrocell

parasitic elements, which serves as building blocks for the equivalent circuit models
of SWCNT bundles used as interconnects. The combined performance of intercon-
nect and driver circuit is an important issue in integrated circuits. The evolution of
MGTs has improved the device performance to a large extend. GAA architecture is
considered to be the most efficient structure among all MGTs. Adaptation of CNT
interconnects with such devices is an active research field and also a need of the
present era. In this chapter, we have tried to address this issue. We have shown that
the performance of SWCNT interconnects can be enhanced to several folds using
GAA devices. Using some inherent properties of GAA devices, such as, more than
one channel, the device on-resistance can be reduced significantly. This, in turn, plays
an important role in lowering the overall delay of the system. Deviations from the
ideal circular cross-section introduce variability in GAA devices. The effects of this
deviation on the delay of driver-interconnect co-system have also been presented.
The optimization remains an open problem for the current scientific era.

References

1. T.A. Edison, US Patent 470 (1892), p. 925
2. P. Schützenberger, L. Schützenberger, Compt. Rend. 111, 774 (1890)
3. C.H. Pelabon, Compt. Rend. 137, 706 (1905)
4. R. Bacon, J. Appl. Phys. Rev. 85, 1060 (1952)
5. H.W. Kroto et al., C60: Buckminsterfullerene. Nature 318, 162–163 (1985)
6. S. Iijima, Helical microtubules of graphitic carbon. Nature 354(56), 6348 (1991)
7. R. Saito, G. Dresselhaus, S. Dresselhaus, Physical Properties of Carbon Nanotubes (Imperial

College Press, London, UK, 1998)
8. H. Li et al., Carbon nanomaterials for next-generation interconnects and passives: physics,

status, and prospects. IEEE Trans. Electron Devices 56(9), 1799–1821 (2009)



146 S. Kumar and T. K. Sharma

9. P. Avouris, Z. Chen, V. Perebeinos, Carbon-based electronics. Nat. Nanotechnol. 2(10), 605–
613 (2007)

10. Q. Cao, J.A. Rogers, Ultrathin films of single-walled carbon nanotubes for electronics and
sensors: a review of fundamental and applied aspects. Adv. Mater. 21(1), 29–53 (2009)

11. J.A. Misewich, Electrically induced optical emission from a carbon nanotube FET. Science
300(5620), 783–786 (2003)

12. K. Tsukagoshi, B.W. Alphenaar, H. Ago, Coherent transport of electron spin in a ferromagnet-
ically contacted carbon nanotube. Nature 401(6753), 572–574 (1999)

13. F. Lu et al., Advances in bioapplications of carbon nanotubes. Adv. Mater. 21(2), 139–152
(2009)

14. M.-F. Yu et al., Strength and breaking mechanism of multiwalled carbon nanotubes under
tensile load. Science 287(5453), 637–640 (2000)

15. N.Wang et al.,Materials science: single-walled 4Å carbon nanotube arrays. Nature 408(6808),
50–51 (2000)

16. H. Ago et al., Composites of carbon nanotubes and conjugated polymers for photovoltaic
devices. Adv. Mater. 11(15), 1281–1285 (1999)

17. C.Du, J.Yeh,N.Pan,Highpower density supercapacitors using locally aligned carbonnanotube
electrodes. Nanotechnology 16(4), 350–353 (2005)

18. F. Kreupl et al., Carbon nanotubes in interconnect applications. Microelectron. Eng. 64(1–4),
399–408 (2002)

19. A.Alizadeh, R. Sarvari, Temperature-dependent comparison between delay of CNT and copper
interconnects. IEEE Trans. VLSI Syst. 24(2), 803–807 (2016)

20. J.T. Park, J.P. Colinge, Multiple-gate SOI MOSFETs: device design guidelines. IEEE Trans.
Electron Devices 49(12), 2222–2229 (2002)

21. D. Prasad et al., Adapting interconnect technology to multigate transistors for optimum
performance. IEEE Trans. Electron Devices 62(12), 3938–3944 (2015)

22. S. Huang et al., Growth mechanism of oriented long single walled carbon nanotubes using
‘fast-heating’ chemical vapor deposition process. Nano Lett. 4(6), 1025–1028 (2004)

23. L. Huang et al., Long and oriented single-walled carbon nanotubes grown by ethanol chemical
vapor deposition. J. Phys. Chem. B 108(42), 16451–16456 (2004)

24. A. Ural, Y. Li, H. Dai, Electric-field-aligned growth of single-walled carbon nanotubes on
surfaces. Appl. Phys. Lett. 81(18), 3464–3466 (2002)

25. M. Nihei, et al., Low-resistance multi-walled carbon nanotube vias with parallel channel
conduction of inner shells, in Proceedings of the IEEE 2005 International Interconnect
Technology Conference (2005), pp. 234–236

26. A.Naeemi, J.D.Meindl, Design and performancemodeling for single-walled carbon nanotubes
as local, semiglobal, and global interconnects in gigascale integrated systems. IEEE Trans.
Electron Devices 54(1), 26–37 (2007)

27. N. Srivastava et al., On the applicability of single-walled carbon nanotubes as VLSI
interconnects. IEEE Trans. Nanotechnol. 8(4), 542–559 (2009)

28. A. Naeemi, J.D. Meindl, Physical modeling of temperature coefficient of resistance for single-
and multi-wall carbon nanotube interconnects. IEEE Electron Device Lett. 28(2), 135–138
(2007)

29. N. Srivastava, K. Banerjee, Performance analysis of carbon nanotube interconnects for VLSI
applications, in Proceedings of the IEEE/ACM International Conference on ICCAD (2005),
pp. 383–390

30. S. Datta, Electronic Transport in Mesoscopic Systems (Cambridge University Press,
Cambridge, UK, 1995)

31. H.B. Bakoglu,Circuits, Interconnections, and Packaging for VLSI (Addision-Wesley, Reading,
MA, 1990)

32. A. Kumar, P.K. Tiwari, An explicit unified drain current model for silicon-nanotube-based
ultrathin double gate-all-around MOSFETs. IEEE Trans. Nanotechnol. 17(6), 1224–1234
(2018)



7 On-Chip Carbon Nanotube Interconnects … 147

33. A. Dasgupta et al., Compact modeling of cross-sectional scaling in gate-all-around FETs: 3-D
to 1-D transition. IEEE Trans. Electron Devices 65(3), 1094–1100 (2018)

34. S. Kumar, S. Jha, Impact of elliptical cross-section on the propagation delay of multi-channel
gate-all-around MOSFET based inverters. Microelectron. J. 44, 844–851 (2013)

35. S. Kumar, A. Kumari, M.K. Das, Modeling gate-all-around Si/SiGe MOSFETs and circuits
for digital applications. J. Comput. Electron. 16, 47–60 (2017)

36. S. Bangsaruntip, et al., High performance and highly uniform gate-all-around silicon nanowire
MOSFETs with wire size dependent scaling. IEDM Tech. Dig., 297–300 (2009)

37. L. Zhang et al., Modelling short-channel effect of elliptical gate-all-around MOSFET by
effective radius. IEEE Electron Device Lett. 32(9), 1188–1190 (2011)

38. ITRS, International Technology Roadmap for Semiconductor (2015), http://www.itrs2.net.
Accessed 16 Nov 2018

39. S. Kumar, A. Kumari, M.K. Das, Development of a simulator for analyzing some performance
parameters of nanoscale strained silicon MOSFET-based CMOS inverters. Microelectron. J.
55, 8–18 (2016)

40. E.K. Farahani, R. Sarvari, Design of n-tiermultilevel interconnect architectures by using carbon
nanotube interconnects. IEEE Trans. VLSI Syst. 23(10), 2128–2134 (2014)

http://www.itrs2.net


Chapter 8
Carbon Materials as Electrodes
of Electrochemical Double-Layer
Capacitors: Textural
and Electrochemical Characterization

Belén Lobato

8.1 Introduction

The rapid growth of the population of contemporary society and the modernization
of its infrastructure has led to an increase in the demand for energy worldwide.
This situation has caused a depletion of fossil fuel resources and has had a heavy
environmental impact [1].

Renewable energy resources are clean, abundant and inexhaustible. New tech-
nologies based on solar, wind, marine and biomass sources have emerged, and they
will form the backbone of the future economic cycle. Based on a life cycle assess-
ment (LCA) study [2], electrical energy generated from these sources has an impact
(in terms of gCO2eq/kWh) around ten times lower than that obtained from coal. Given
adequate support, renewable energy technologies can meet most of the growing
demand at a lower price than that envisaged for conventional energy. However, these
sources are handicapped by a serious disadvantage in that they are subject to fluctua-
tion which is independent of the existing demand. The discontinuous supply disrupts
the electric grid, resulting in blackouts and damage to installations.

For this reason, the development of electrical energy storage technologies (EES)
is essential for the optimal operation of these systems. There are numerous systems
which are usually classified according to themechanismviawhich the storage process
takes place (Fig. 8.1).

Such EES systems are (i) mechanical, (ii) thermal, (iii) chemical, (iv) elec-
trochemical or (v) electrical. Among the latter are to be found supercapacitors
(SCs).

These devices are capable of both high electrical energy densities (5–10Wh kg−1)
and high power densities (>10 kW kg−1). Additionally, they provide a lifetime over
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Fig. 8.1 Classification of EES technologies based on the process mechanism

one million charge–discharge cycling operations and an excellent performance over
a wide range of temperatures. They also require little maintenance and are environ-
mentally friendly. As can be seen in Fig. 8.2, supercapacitors fill the gap between
dielectric capacitors and batteries and fuel cells.

Electrochemical capacitors offer a higher energy density than capacitors, albeit
with slightly lower values of power density. On the other hand, compared to batteries,
supercapacitors of equal size store significantly less energy although this limitation
is compensated for by their ability to supply power pulses.

Despite the fact that the first patent was registered as early as 1957 [3], supercapac-
itors only began to be commercialized in the seventies [4] experiencing a very strong
growth in the last two to three decades. According to market research studies [5, 6],
the experts estimate that this technology will exhibit a compound annual growth rate
(CAGR) of between 19.9 and 21.1% during the period 2016–2023 (Fig. 8.3).

Fig. 8.2 Comparison of energy-power densities of different systems for electrical energy storage
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Fig. 8.3 Global
supercapacitor market
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Fig. 8.4 Classification of
electrochemical capacitors

Currently, supercapacitors are used in a wide variety of fields, including energy,
industry, etc. Consumer electronics and transport are the most important sectors
for these devices. They are essential components of uninterruptible power sources
(UPS), phones, computers, solid-state drives, toys, flashlights, emergency lighting,
watches, cordless screwdrivers, traffic signs, etc. However, transport is currently the
most attractive segment market for SC manufacturers because of the strict regu-
lations on fuel consumption and pollutant emissions [7]. This sector is extremely
demanding in performance, reliability and safety. In stationary standby applications,
electrochemical capacitors are better than alternative devices due to their outstanding
power release. This segment will be the backbone of the next economic cycle. Other
important niches for SC include the aerospace, military and medical industries.

• Types of supercapacitors

Supercapacitors are usually classified according to two criteria: (i) the mechanism
by means of the energy is stored and (ii) their configuration, as exhibited in Fig. 8.4.
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On the basis of their operational mechanism, three types can be distinguished:
(i) electrochemical double-layer capacitors, (ii) pseudocapacitors and (iii) hybrid
capacitors.

Electrochemical double layer capacitors (EDLC) are based on the separation
of negative and positive charges generated at the electrode–electrolyte interface
when a potential difference is applied to the electrodes. The electrostatic interaction
between the charged electrode surface and the electrolyte ions (no faradaic reactions)
leads to very fast charge–discharge processes without any serious degradation of the
electrodes or electrolytes.

This chapter focuses on these devices since the majority of commercial superca-
pacitors employ one of these systems in which the electrodes are all made of porous
carbons. These materials exhibit a high porosity and electrical conductivity, a strong
resistance to corrosion and stability over a wide temperature range. Because of their
low cost, activated carbons are the most competitive candidates for use in SC [8].
Depending on their porous structure and chemical features, activated carbons exhibit
specific capacitances ranging from 50 to 300 F g−1 [9–11].

Pseudocapacitors store electrical energy through electrosorption and redox reac-
tions or intercalation between the electrode and the electrolyte at certain poten-
tials. The most common electrode materials in these devices are based on transi-
tion metal oxides and conducting polymers. Of the metal oxides, ruthenium oxide
(RuO2) displays the best performance with a high specific capacitance (720 F g−1)
and an excellent electrical conductivity (300 S cm−1) [12]. However, its high price
prevents its large-scale implementation.More economic alternatives areMnO2,TiO2,
Cr2O3, Co2O3, V2O5, NiO, SnO2, etc., and mixed oxides with a perovskite structure
(SrRuO3) or nitrides (VN) [13–18]. In parallel, research is also being carried out on
the deposition of metal oxide nanoparticles upon the surface of porous materials in
order to reduce the amount of oxides [19, 20].

Electroactive polymers in supercapacitors include derivatives of polypyrrole
(PPy), poly (3-methylthiophene) (PT), polyethylenedioxythiophene (PEDOT) and
polyaniline (PANI), which can attain capacitances of over 300 F g−1 [21–23].They
acquire electrical conductivity of up to 500 S cm−1 [24]. Nevertheless, the polymers
suffer from swelling and contraction during the charge and discharge which result in
low cyclability. Composites of polymer-carbon with high capacitance are currently
being investigated to overcome this drawback [23, 25–27].

Hybrid capacitors operatewith a combination ofEDLandpseudocapacitivemech-
anisms. This setup provides the possibility of operating at higher voltages and of
achieving higher capacitances although the cycle lifespan is somewhat reduced.
Supercapattery is a recent term used to describe a wide range of devices in which the
charge storage mechanisms of both the supercapacitor and battery are combined into
one device in order to attain a high power density in the former and a high energy
density in the latter [28–30]. Sodium ion capacitors (NICs) and lithium ion capacitors
(LICs) belong to this group [31, 32]. An example of the latter is the system based
on Li4Ti5O12/carbon composite which combines the intercalation–deintercalation of
lithium ions at the anode and the adsorption–desorption of ions at the carbon cathode
[33, 34].
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The composition of the electrodes, in symmetric systems, is identical, whereas
in asymmetric devices, the electrodes are composed of different active materials,
regardless of the operating mechanism.

• EDLC: general characteristics

Schematically, an electrochemical double-layer capacitor consists of two electrodes
separated by an ion-permeable membrane impregnated with an electrolyte solution
which acts as an ion-conducting medium (Fig. 8.5).

This configuration shows that the system performs with each electrode acting as a
capacitor, both of which are connected in series. Therefore, the overall capacitance,
CSC, is given by the equation:

1

CSC
= 1

C1+
+ 1

C2−
(8.1)

where C1+ and C2− are the capacitances of the positively and negatively charged
electrodes, respectively.

By analogy with a conventional capacitor, capacitance (C) in Farads (F) is defined
as:

C = εA

d
(8.2)

where ε is the dielectric constant, A is the extent of the electrolyte–electrode
interface, and d is the effective thickness of the double layer (Fig. 8.5). The value of
the latter parameter depends on the concentration of the electrolyte and size of the
ions. In the case of concentrated solutions, d is ~5–10 Å.

Fig. 8.5 Scheme of an electrochemical double-layer capacitor
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Themost important parameters that characterize the behaviour of a supercapacitor
are the maximum amount of energy that it is capable of being stored E (J), and the
maximum power P (W) that can be produced.

The energy (E) of a supercapacitor is expressed by the equation:

E = 1

2
CSC V 2 (8.3)

whereCSC (F) is the electrical capacitance of the device andV (V) is the operating
voltage.

Power is another important parameter that determines how quickly the superca-
pacitor accumulates and supplies the energy. It is given by the formula:

P = V 2

4RESR
(8.4)

where RESR is the equivalent series resistance (ESR).
As the energy storage in EDLCs is based on electrostatic interactions at the elec-

trode–electrolyte interface, the characteristics of both components affect this inter-
face greatly.Materialswith a large specific surface area and a suitable porous network
as well as an affinity for the electrolyte are required for the electrodes (Eq. 8.2) (see
Sect. 8.4). It should be noted, however, that the operation voltage and the internal
resistance of SCs are constrainedmainly by the properties of the electrolytes (Eq. 8.4).

• Electrolytes for EDLC

Slesinski et al. [35] report that the main features of a good electrolyte are (i) a high
concentration, (ii) wettability, (iii) viscosity and (iv) thermal capacity. Their impact
on electrochemical behaviour is shown in Fig. 8.6.

The wide variety of electrolytes is generally broken down into three main cate-
gories: liquid electrolytes, solid-state or quasi-solid-state electrolytes and redox-
active electrolytes. To date, the SC manufacturers have used liquid electrolytes,
mainly of an organic type.

Aqueous electrolytes are usually concentrated solutions of H2SO4 or KOH,
although pH neutral solutions, such as Na2SO4, Li2SO4, etc., have also been used
to reduce corrosion and widen the range of operational voltage [37]. The small size
of the ions of aqueous electrolytes facilitates the participation of the entire electrode
surface in the formation of the double layer, but the narrow potential window avail-
able for operation due to the decomposition of water voltage limits the amount of
energy that can be stored (Table 8.1). On the positive side, the high conductivity
(up to 1 S cm−1) of aqueous media reduces the resistance of the cell, which favours
relatively high powers.

Quaternary ammonium salts dissolved in acetonitrile or polypropylene carbonate
are themost commonly used in commercial SCs. Theirmain advantage is their ability
to operate up to 2.8 V, which results in high energy densities. On the other hand,
their ionic conductivity is lower than that of aqueous electrolytes, and their bulky
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Fig. 8.6 Relationship
between the electrolyte and
electrochemical capacitor
performance. Reproduced
with permission from [36]

Table 8.1 Comparison of
standard features of liquid
electrolytes

Electrolyte Aqueous Organic Ionic liquid

Operation voltage (V) 0.8–1 2.5–2.8 Up to 3.5

Conductivity High Low Often low

Safety Safe Non-safe Safe

Cost Low High High

Environment Friendly Unfriendly Friendly

Manipulation Air Inert Inert

ions may not gain access to the all of the electrode’s surface. In addition, the total
absence of moisture is a requisite for the device to function properly, so the assembly
is highly complex (Table 8.1).

Other electrolytes are currently under investigation, one of which is ionic liquid
(IL) [38]. ILs are molten salts composed of bulky, asymmetric organic cations and
weakly coordinating inorganic/organic anions [39]. They exhibit a very low vapour
pressure which is why there is very little risk of explosion or environmental damage.
Their stability makes it possible to operate at high voltages and temperatures of over
80 °C (Table 8.1). Numerous ionic liquids are currently being investigated, and those
based on pyrrolidinium and imidazolium have offered promising results in the case
of EDLCs [37].

In order to avoid the high viscosity and low conductivity associated with most
ILs, mixtures of ionic liquids with organic solvents, such acetonitrile or propylene
carbonate, are being investigated [38, 40, 41].
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8.2 Textural Characterization: Gas Adsorption

The study of porosity in carbon materials involves the use of a wide variety of
techniques, including gas adsorption, electron microscopy, mercury porosimetry,
small-angleX-ray and neutron scattering (SAXSandSANS), immersion calorimetry,
etc.

Gas adsorption is a well-established tool for the characterization of the texture of
porous solids and fine powders [42]. In the case of supercapacitors, this is the main
and most commonly used technique, since it provides quantitative information about
porosity (over a pore sizes range of 0.35 to >100 nm).

After this brief introduction, the following section now discusses the different
recommended methods employed to interpret isotherms, an analysis of which
provides reliable information about pore structure and key parameters such as surface
area, pore volume and pore size distribution.

Adsorption, in a gas/solid system, is defined as the enrichment of molecules,
atoms or ions in the vicinity of an interface which corresponds to the solid surface
and the exterior of the solid structure. Material in the adsorbed state is known as the
adsorbate, while the adsorptive is the same component in fluid phase [43].

According to a IUPAC technical report, pores are classified according to their size
as follows:

1. pores with widths exceeding 50 nm are called macropores
2. pores with widths between 2 and 50 nm are referred to as mesopores
3. pores with widths not exceeding 2 nm are called micropores.

It is important to remember that the term nanopore embraces all three categories
of pores (upper limit ~100 nm). It is also useful to distinguish between narrow
micropores (also called ultramicropores) of approximate width <0.7 nm and wide
micropores (also called supermicropores).

The determination of pore structure in carbons is mainly carried out by means of
adsorption/desorption isotherms of nitrogen at 77 K and of carbon dioxide at 273 K.

Sample preparation plays an important role in obtaining reliable and accurate
information, as well as, reproducible results. Therefore, before beginning the anal-
ysis, all of the physisorbed species need to be removed from the surface of the
adsorbent. For this purpose, drying and outgassing under a high vacuum are recom-
mended. The pre-treatment conditions must be adapted to the nature of the sample
so that the material does not undergo any transformation.

In accordance with the most up-to-date classification [43], the physisorption
isotherms (Fig. 8.7) are classified as follows:

Type I isotherms are obtained from microporous solids with relatively small
external surfaces, such as activated carbons. For nitrogen and argon adsorption at 77
and 87 K, Type I(a) isotherms are produced by microporous materials with mainly
narrowmicropores, while Type I(b) isotherms correspond to materials with pore size
distributions over a broader range, including wider micropores and possibly narrow
mesopores (<∼2.5 nm).
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Fig. 8.7 Types of physisorption isotherms. Reproduced with permission from [43]

Type II isotherms are produced by the physisorption of most gases on nonporous
or macroporous adsorbents. Their shape is the result of unrestricted monolayer–
multilayer adsorption up to a high p/p0. If the knee is sharp, it corresponds to the
completion of monolayer coverage. A more gradual curvature is an indication of
a significant amount of overlap of monolayer coverage and the onset of multilayer
adsorption.

In the case of the Type III isotherm, the adsorbent–adsorbate interactions are
relativelyweak, and the adsorbedmolecules are clustered around themost favourable
sites on the surface of a nonporous or macroporous solid.
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Type IV isotherms are produced by mesoporous adsorbents. The adsorption
behaviour in mesopores is determined by adsorbent–adsorptive interactions and also
by the interactions between molecules in a condensed state. In this case, the initial
monolayer–multilayer adsorption on themesopore walls is followed by pore conden-
sation. A typical feature of type IV isotherms is a final saturation plateau (sometimes
reduced to a mere point of inflexion).

In the case of the Type IV(a) isotherm, capillary condensation is accompanied by
hysteresis. This occurs when the pore width exceeds a certain critical width, which is
dependent on the adsorption system and temperature. For adsorbents withmesopores
of smaller width, completely reversible, Type IV(b) isotherms are also observed.

The shape of Type V isotherm can be attributed to relatively weak adsorbent–
adsorbate interactions. At a higher p/p0 ratio, molecular clustering is followed by
pore filling. For instance, Type V isotherms are produced when water is adsorbed on
hydrophobic microporous and mesoporous adsorbents.

The Type VI isotherm is representative of layer-by-layer adsorption on a highly
uniform nonporous surface. The step-height represents the capacity of each adsorbed
layer, while the sharpness of the step is dependent on the system and temperature.

8.2.1 The Physical Adsorption of N2

In order to obtain reliable information, N2 isotherms are analysed by different
methods. It is important to note that each method has been developed on the basis of
its own assumptions.

• The BET equation

The most widely used method to estimate the specific surface area of a material
was originally proposed by Brunauer, Emmet and Teller (BET method) [44]. The
linearization of the N2 isotherm by means of the BET equation provides the mono-
layer capacity nam , and, subsequently, the specific area of the solids is estimated by
applying the following Eq. (8.5):

S = namσNA (8.5)

taking into account the area occupied by amolecule of N2 at 77K (σ = 0.162 nm2)
and Avogadro’s number (NA).

SBET is obtained by selecting in each case the best linear fit of the corresponding
plot following the criteria listed by Rouquerol et al. [45]. They found that the linear
range for BET analysis in the case of microporous carbons is below the classical p/p0
domain of 0.05 and 0.3.

A systematic study by Centeno et al. [46] has shown that the BET-surface area
is closely related to the micropore volume and suggests an area of approximately
2200–2300 m2 cm−3, whatever the micropore width. It follows that SBET can be
representative only of carbons with pore widths of around 0.9 nm. Therefore, other
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methods must be employed to obtain a reliable assessment of the total surface area
(see Sect. 8.5).

• The Dubinin–Radushkevich equation

Physical adsorption of gases and vapours in microporous carbons is described by the
Dubinin–Radushkevich (D-R) [47] Eq. (8.6). It relates the thermodynamic potential
A = RTln(p0/p) to the volume W of condensed vapour filling the total micropore
volume Wo,

W = W0 exp

[
−

(
A

βE0

)]
(8.6)

where β = 0.33 for N2.
The characteristic energy E0 is related to the average width L0 of slit-shaped

micropores by Eq. (8.7):

L0 = 10.8

(E0 − 11.4)
(8.7)

The surface area of slit-shaped micropores is close to the simple geometrical
relation (8.8):

Smic = 2000

(
W0

L0

)
(8.8)

It follows that for microporous carbons, the total surface area is

Stot(D − R) = Smi + Se (8.9)

where Se (external surface) is the area in the larger pores and on the outside of the
sample. The external surface can be obtained by various techniques, one of which is
the comparison plot.

• The αs-plot

This method was developed by Gregg and Sing [48] and, subsequently, refined by
Kaneko et al. [49] and Setoyama et al. [50]. It consists in comparing the isotherm of
the sample under study with that of a standard nonporous carbon material used as
reference.

The αs plot is constructed by plotting the adsorbed amount of the sample at p/p0
versus the parameter αs. This parameter is obtained by means of the normalization at
p/p0 = 0.4 of the adsorbed amount of the referencematerial (n/n0.4). This pre-selected
relative pressure is justified since micropores are filled and capillary condensation
has not yet begun.With thismethod, it is important to choose an appropriate reference
material since it is heavily dependent on. Typically, carbon blacks are used.
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The absence of any deviation of the linearity means that the sample has the same
porous structure as reference material.

The deviations for below αs = 1, which provides essential information related to
the microporosity, were termed as [33]:

• the filling swing (FS) ascribed to the presence of micropores with a width less
than 1 nm and associated with primary micropore filling

• cooperative adsorption (CS) attributed to the presence of micropores with a width
larger than 1 nm.

As shown in Fig. 8.8, the αs plot method provides micropore volume (Wo) and
external surface area (Se) which are calculated from the intercept and slope of the
blue line, respectively. On the other hand, the slope of the line passing through the
origin represents the total surface area (Scomp).

• Density Functional Theory (DFT)

The density functional theory is based on the simulation of adsorption isotherms by
means of theoretical calculations,which implies that the results are heavily dependent
on the calculationparameters. Thismethodprovides the pore size distributions (PSD).
DFT-software is included with most commercial instruments.

The inherent complexity and heterogeneity of pore structures in carbons has led to
efforts to improve the models. The non-local density functional theory (NLDFT) has
proved to be a reliable method for characterization of ordered silicamaterials, though
the pore size analysis of carbons remains problematic due to the treatment of the pore
walls as if they were homogeneous graphite-like plane surfaces [52]. Gor et al. [53]
have proposed a new Quenched solid density functional theory (QSDFT) method
for the characterization of micro-mesoporous carbons using N2 adsorption at 77 K.

FS

CS

Scomp

Wo

Fig. 8.8 αs plot of activated carbon fibres with was Spheron 6 carbon used as reference material.
Adapted from Ref. [51]
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This model takes into account the geometries of the pores, solid–fluid interactions
and surface roughness that is specific to carbons so that the isotherms do not reflect
the artificial layering steps in the regions of ∼1 and ∼2 nm that are characteristic of
NLDFT calculations.

• The KJS Method

This method, which was originally proposed by Kruk, Jaroniec and Sayari [54],
estimates mesopore size distributions. The maximum distribution as revealed by N2

isotherm analysis is taken as the pore size (Dp).

8.2.2 The Physical Adsorption of CO2

The characterization of samples byCO2 adsorption at 273Kprovides complementary
information to that derived with N2 as adsorbate at 77 K. As previously reported
[55], a low N2 adsorption capacity may not indicate the absence of porosity but
rather hindered access. Due to the low adsorption temperature (77 K), the filling of
narrow cavities is a very slow process, and equilibrium is not achieved in the standard
operation times. In contrast, CO2 is adsorbed more quickly as the higher adsorption
temperature (273 K) avoids diffusional problems. Moreover, as a consequence of
the relatively high saturation pressure (~26,000 Torr), the standard CO2 isotherm
at 273 K is typically obtained up to a relative pressure p/po of 0.03 and provides
exclusive information about ultramicroporosity (<0.8 nm). Information about the
textural parameters is obtained from an analysis of the isotherm by applying the
Dubinin–Radushkevich Eq. (8.6).

8.3 Electrochemical Characterization

The carbon electrodes of EDLCs are usually compositesmade up of porous carbon as
active material (activated carbon, carbon fibres, carbon nanotubes, graphene, etc.),
binder (polytetrafluoroethylene, polyvinylidene fluoride, carboxymethyl cellulose,
etc.) and a conductive material (carbon black, graphite flakes, carbon nanotubes,
graphene, etc.). The ratio of each component depends on the nature of the active
material. It is highly recommended to use electrodes with the same thickness and
carbon load as that of their commercial counterparts (100–200μmand ~10mg cm−2)
rather than extremely thin electrodes with a low content of active material which
might lead to overestimate a material’s performance [56]. Two-electrode cells mimic
packed devices, so these systems generally provide an accurate picture of an elec-
trode material’s behaviour [57]. It is important to emphasize that the electrochemical
measurements of active materials should be tested under the same experimental
conditions in the same cell in order to obtain reliable and comparative information
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put special emphasis on working with electrodes matching the thickness and carbon
loading of commercial electrodes.

As mentioned in the introduction, the configuration of the cell corresponds to
each electrode acting as a capacitor with both of them connected in series. The
total capacitance of the supercapacitor is described by Eq. (8.1) and, therefore, for a
symmetrical system with equal electrodes, this implies that:

Celectrode = 2CSC (8.10)

8.3.1 Galvanostatic Charge–Discharge Cycles

In galvanostatic cycling, the system is subjected to a constant current density, while
the potential versus time is recorded between 0 and 0.8–1 V for the aqueous media
(Fig. 8.9), 0–2.5 V for organic electrolytes and 0–3.5 V for the ILs.

The cell capacitance is calculated from the slope of the discharge section by
applying the following equation:

CSC = 2i�td
mc �Vd

(8.11)

where i is the current intensity, �td is the discharge time, �V d is the discharge
potential and mc the mass of active material.

From the galvanostatic measurements, the resistance of the cell (RESR) is also
determined by means of the following equation:

Fig. 8.9 Galvanostatic charge–discharge cycles of activated carbon in 2M H2SO4
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E1 = 2i RESR (8.12)

where E1 is the potential drop due to this resistance and i is the applied current.
This parameter displays the non-ideal behaviour of the system and corresponds

to various ohmic contributions associated to the cell configuration (electrolyte
resistance, electrode resistance, electrode-collector resistance, etc.) [51].

As noted in the introduction, an overall assessment of the EDLC potential is
provided by its capacity to store energy and is calculated as follows:

E = 1

2
CSC(�Vd) (8.13)

whereas its ability to deliver power is determined by applying the equation:

P = E

�td
(8.14)

Frequently, in order to facilitate comparison of the materials under study,
performance is associated to the specific energy density and specific power density:

Esp = E

mc
(8.15)

Psp = Esp

�td
(8.16)

where mc corresponds to the mass (kg) of active material in both electrodes.

8.3.2 Cyclic Voltammetry

Cyclic voltammetry consists in a linear potential sweep at a constant scan rate
between 0 and 0.8 V in the case of aqueous electrolyte (Fig. 8.10) and up to 2.5–3.5 V
in an organic medium and ILs, respectively. The sweep is reversed after reaching
maximum potential.

Specific capacitance (F g−1) is calculated by the equation:

CSC = (qa + |qc|)
mc�V

(8.17)

where qa and qc the anodic and cathodic charge, respectively, correspond to the
positive and negative sweep; mc is the mass of active material in the cell, and �V is
the potential window.

The slope�i/�v is related to the equivalent series resistance (RESR) of the device.
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Fig. 8.10 Voltammogram of
a EDLC in aqueous
electrolyte

8.3.3 Electrochemical Impedance Spectroscopy (EIS)

Electrochemical impedance spectroscopy is a powerful technique for character-
izing supercapacitors and provides reliable information on the dependence of their
behaviour on frequency.

If it is considered the supercapacitor as a whole by simply using the impedance
data [58, 59], then:

Z(ω) = 1

jω × C(ω)
(8.18)

The impedance Z(ω) can be written in its complex form, as follows:

Z(ω) = Z ′(ω) + j Z ′′(ω) (8.19)

Equations (8.18) and (8.19) lead to Eq. (8.20):

C(ω) = −(
Z ′(ω) + j Z ′(ω)

)
ω|Z(ω)|2 (8.20)

Hence, it is possible to define:

C(ω) = C ′(ω) + j ZC
′′
(ω) (8.21)

C ′(ω) = −Z ′′(ω)[
ωZ(ω)2

] (8.22)
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Fig. 8.11 Nyquist plot

C ′′(ω) = Z ′(ω)[
ωZ(ω)2

] (8.23)

where C ′(ω) is the real part of the capacitance C(ω). C ′′(ω) is the imaginary part
of the capacitance C(ω), and |Z(ω)| is the impedance modulus.

Nyquist plot (Fig. 8.11) depicts the real part of the impedance versus the imaginary
part. Each point is the impedance at one frequency. Three responses, which provide
different information, can be distinguished [59–63]:

• at low frequencies, a vertical line parallel to y-axis, which reflects a capacitive
behaviour, is characteristic

• at high frequencies, the contribution of the resistance is observed for ESR. Rs is
usually ascribed to the ionic resistance of the bulk electrolyte. Ra is associated to
resistance at the electrode and the electrode/collector contact.

• the middle range of frequencies is known as theWarburg response, which is a line
at an angle of 45° to the real axis. This section reflects intraparticle ion-transport
resistance.

Figure 8.12 represents the change of the real part of capacitance versus frequency.
The capacitance increases when the frequency decreases and is constant at low
frequencies.

The characteristic curve obtained by plotting the change of the imaginary part of
capacitance versus frequency (Fig. 8.13) exhibits a maximum at a given frequency
which is defined as a time constant τ0:

τ0 = 1

ω0
(8.24)

where ω0 is the angular frequency at the maximum of the C′′ peak.
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Fig. 8.12 Variation of the
real part of the capacitance
(C′) versus frequency (ω)

Fig. 8.13 Evolution of the
imaginary part of the
capacitance (C′′) versus
frequency (ω)

8.4 Carbon Materials for EDLC Electrodes

The technological implementation of nanoporous carbons in supercapacitors is
possible due to their high porosity and electric conductivity, mechanical and thermal
stability, resistance to corrosion, high purity, ease of processing and low cost.

• Activated carbons (ACs)

Activated carbons are the most commonly used active materials in commercial SCs
due to their ready availability in different forms (granular, fibres, fabrics, etc.) and
their competitive performance/cost ratio. Traditionally, they are produced by charring
carbon-rich compounds followed by physical activation using steam, air, carbon
dioxide, etc., or by a chemical process employing ZnCl2, H3PO4, NaOH, KOH,
K2CO3, etc., to create porosity. There are a wide variety of materials that can be
used as precursors such as coal [64, 65], coke [66–68], pitch [69, 70], but at present,
biomass wastes (wood, shells, pits, leaves, etc.) [71–80] are the most frequently
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used. Nowadays, activated carbons from coconut shell excel as electrode materials
in commercial supercapacitors [8].

Activated carbon in fibrous form (with a length/diameter greater than 10/1 ratio
and a diameter of less than 250μm [81]) is of great use for SC application. Activated
carbon fibres are very strong, flexible and light and may be used directly without
binders. They also have higher conductivities (between 200 and 1000 S cm−1) than
conventional activated carbons. However, their high production cost limits their use
to very specific applications.

Activated carbons have BET-surface areas in the range of 500–2500 m2 g−1 and
achieve specific capacitances between 150 and 300 F g−1 in aqueous electrolytes,
whereas these values are generally limited to 75–150 F g−1 in organic media and to
35–120 F g−1 in ionic liquids [40, 64–80, 82, 83].

Various studies have pointed out the limitations of activated carbons for high-
power applications. Although they may have wide pore size distributions in the
0.4–50 nm range, in the majority of activated carbons, more than 90% of the total
surface corresponds to micropores (<2 nm). It has been suggested, therefore, that
some of the porosity may be inaccessible to an electrolyte. In addition, micropores
significantly hinder the movement of ions, and as a result, a high rate capability,
which is one of the advantages of EDLCs, may not be achieved. These limitations
are more pronounced in the case of organic electrolytes and ionic liquids due to their
larger ions [84–86].

• Mesoporous carbons

It has been suggested that high surface area carbonswith a porosity formed essentially
by micropores and with mesopores (2–50 nm) acting as transport channels or almost
exclusively by mesopores with sizes in a narrow range would be more suitable for
EDLC electrode application. The preparation of carbon materials with these porous
features is not easyby conventionalmethods of activation [87], anddiverse techniques
[88] have been developed to obtain carbons with pore volumes >1 cm3 g−1, BET-
surface areas of around 1500–2000 m2 g−1 and narrow pore size distributions in the
range of 2–50 nm. Such materials may achieve a specific capacitance of 150–225
and 100–180 F g−1 in aqueous and organic electrolytes, respectively [89–93]. More
recently, advanced carbons with a hierarchical porosity have been prepared from
different precursors and following diverse procedures. Their specific capacitance is
in the range of 120–300 F g−1, 120–180 F g−1 and 150–200 F g−1, in aqueous,
organic and ionic liquid electrolytes, respectively [94–96]. It has been reported that
nitrogen and/or oxygen-enriched materials of this type achieve 300–640 F g−1 [97–
102]. Such high values are claimed to be a result of their porous structure being
specially adapted to achieve a quick charge/discharge response.

• Carbon gels

In recent years, carbon gels have attracted a great deal of interest for use in SC.
They correspond to agglomerates or colloidal-type chains of polymeric nanoparti-
cles (obtained from a sol–gel reaction) which retain their polymer structure after the
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carbonization process. Organic gels aremainly prepared from phenol, furfural, resor-
cinol or formaldehyde, and depending on the process of solvent removal, they are
classified into xerogel, aerogel and cryogels [103, 104]. Cryogels are not as attractive
for use in SC because of their high cost.

Carbon gels have a porosity that occupies more than 80% of the total volume,
with a high proportion of mesopores and a BET surface between 400 and 900 m2

g−1. These properties can be modulated by controlling the variables in the prepara-
tion process. Some studies have shown that the activation of aerogels and xerogels
generates microporosity [105–107], making it possible to duplicate the capacitance
by as much as 250 F g−1 in an aqueous electrolyte and 150 F g−1 in an organic
medium [108–114]. Their capacitances are not significantly reducedwith an increase
in current density indicating that carbon gels would be very useful for high-power
applications.

• Carbide-derived carbons (CDCs)

Carbide-derived carbons have been promoted as excellent materials for SC elec-
trodes. They are synthesized by extracting the metal from carbide powders (SiC,
TiC, ZrC, HFCs, NbC, Cr2C3, WC, etc.) in a chlorine flow at high temperatures
(700–1000 °C) [115, 116]. They correspond to nanostructured materials whose
structural properties (particle size and morphology) and textural properties (pore
volume, pore size distribution, specific surface area) can be tailored by controlling
the synthesis variables [115, 117, 118]. Such advanced carbons display a high micro-
porosity formed by extremely narrow pore size distributions and a BET-surface area
of more than 2000 m2 g−1. It has been reported that CDCs with a porosity suitable
for desolvated ions can reach capacitances of up to 170 F g−1 in organic electrolyte
[119–121], whereas capacitances as high as 250 F g−1 and 185 F g−1 have been
reported, respectively, in aqueous [119, 122–124] and ionic liquid electrolytes [122,
124–127]. It should also be noted that, as a result of their high density, their volumetric
capacitance (in F cm−3) is much higher than that of most porous carbons.

• Carbon nanotubes (CNTs)

Carbon nanotubes are cylindrical carbon structures, with diameters of nanometre
scale. They can be considered as rolled up graphite sheets that appear as monolayers
(single-wall carbon nanotubes, SWCNT) or concentric tubes (multi-wall carbon
nanotubes, MWCNT). Carbon nanotubes are generally prepared by chemical vapour
deposition (CVD), the arc-discharge method and laser ablation [128, 129].

The porosity of carbon nanotubes consists essentially ofmesopores of low specific
surface area ranging between 100 and 400m2 g−1. Thismesoporous structure is easily
accessible to electrolyte ions, and a high electrical conductivity makes them very
good materials for high-power supercapacitors. However, their limited capacitance,
5–80 F g−1 [130, 131] and their much higher cost compared to conventional porous
carbons are an obstacle to their implementation on a large scale [132]. Although
specific post-treatments (activation, oxidation, etc.) and advanced electrode configu-
rations [133–138] can increase their performance significantly (their capacitance in
aqueous and organic media can attain 300 and 100 F g−1) [139–141], they are still
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less competitive than other carbons. Currently, the main application of CNTs is an
additive because their presence, even in small quantities, notably increases electrode
conductivity and improves the overall operation of the devices [132, 142].

• Carbon nano-onions (CNOs)

Carbon nano-onions are concentric shells of graphitic carbon, ca. 5–10 nm in diam-
eter. They are synthesized by vacuum annealing 5 nm nano-diamond powders at
1200–2000 °C [143]. As with carbon nanotubes, their mesoporous surface is fully
accessible to electrolyte ions, but it is limited to 500m2 g−1 [144]. Theywere observed
that CNOs perform better after being decorated with metal oxides, conducting
polymers, redox species and surface functional groups [145, 146].

• Graphene

According to IUPAC, a graphene layer is described as: “a single carbon layer of
graphite structure, describing its nature by analogy to a polycyclic aromatic hydro-
carbon of quasi infinite size” [147]. Nevertheless, under the term “graphene” is often
included a variety of related carbon materials of few or several multilayer stacks. An
editorial communication in Carbon [148] has pointed out the need for a clear nomen-
clature. “Graphene materials” or “graphene-based materials” are recommended as
terms to describe these emerging 2D materials accompanied by precise descriptions
of them. The other members of the graphene family exhibit significantly different
properties (apart from their cost) as a result of the synthetic route used in their
preparation.

Because of its exceptional properties [149], graphene is a potential material for a
wide range of applications, but a recent report [150] has highlighted that the market
is pivoting towards energy storage applications, which it is estimated will account
for more than a third of the applications in 2026, even though the current use of
graphene in commercial SCs still faces many challenges, such as the need for a high
quality material at low cost that can easily be reproduced.

Graphene suffers from agglomeration and the need for re-stacking, and this unde-
sirable effect increases during the processing of graphene-based electrodes, leading
to a loss of surface area and electrical conductivity. The different shapes of the N2

adsorption isotherms show that the materials have different porosities. Importantly,
the total area of the graphene-related materials estimated by this technique does
usually not exceed 500 m2 g−1 [151]. This value is significantly lower than the theo-
retical 2600 m2 g−1 of graphene and 1000 m2 g−1 of standard activated carbons.
Moreover, some authors have suggested that the results obtained at laboratory scale
may not give a realistic picture of its performance in real supercapacitors because
the electrochemical measurements are carried out on electrodes that lack essential
characteristics, such as the carbon weight, like the ones used in commercial SC.

Despite these drawbacks, the potential of graphene materials (as main active
material and in composite electrodes) for use in supercapacitors has been emphasized
in numerous scientific studies [82, 152–158].
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8.5 Relationship Between Capacitance and Surface
of Carbons in EDLC

In accordancewith Eq. (8.2), capacitance is expected to be proportional to the specific
surface area of the carbon used in the electrode. The lack of a clear linear relationship
which is the missing link between C and SBET or SDFT has given rise to numerous
studies on the specific role of carbon porosity in the formation of the double layer,
and a variety of interpretations has been proposed. Of these, the following deserve
to be mentioned:

• Some materials have a significant proportion of narrow micropores that are inac-
cessible to ions of the electrolyte, and therefore, the entire surface cannot be
used for charge accumulation [10, 159]. This hypothesis seems reasonable, but
it is puzzling that capacitance tends to level off in microporous materials with
pores mostly above 1.2–1.5 nm in width and with negligible ultramicroporosity
(<0.7 nm). Because of this, the limitation of capacitance in highly porous carbons
has been attributed to the space constriction for the accommodation of the charge
in their very thin pore walls [160, 161].

• Capacitance corresponds to separate contributions from the surface of the micro-
pore walls (Cmi) and the external surface (Cext) [162, 163]. The fact that the sets
of Cmi and Cext values differ from one type of carbon to another reveals that this
interpretation is not generally applicable [162–167].

• The finding that the double-layer capacitance of the edge orientation of graphite
was one order of magnitude higher than that of the basal layer [168] suggests
that carbons with a similar specific surface area but higher ratio of edge/basal
orientations may achieve a higher capacitance [169–171].

• Pores with sizes matching those of the ions are more effective for storing
charge and maximize the capacitance normalized by the surface area (in F m−2)
[172–174].

• The puzzling interfacial capacitance found in certain highly porous carbon elec-
trode materials may be caused by the quantum capacitance of the graphene layers,
in addition to their surface area [175].

In order to address these matters, Lobato et al. [151] have presented a compre-
hensive study of the correlations between surface and electrochemical capacitance
based on the behaviour of a large variety of carbonmaterials in EDLC systems which
has been analysed in depth and tested under the same conditions.

Different studies have illustrated that the specific surface areas of carbons based
on the standard analysis of the N2 adsorption isotherm at 77 K using the BET equa-
tion are not reliable for determining the porosity involved in charge storage. IUPAC
systematically draws attention to the specific limitations of each of the methods
available for the interpretation of physisorption isotherms [43, 176]. The BET equa-
tion was developed to explain the adsorption of multilayers on open surfaces. In the
case of microporous carbons, this model is misleading the fact that the BET-surface
area is equivalent to the total volume adsorbed [46, 177]. On the other hand, minor
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discrepancies have been found between the areas derived using other approaches
such as the comparison plot (Scomp), the Dubinin equation (SDR) and the adsorption
of phenol from aqueous solutions (Sphenol), whereas the specific surface area based
on the density functional theory (SDFT) shows some scatter with respect to the other
determinations [46] due to the complexity of this modelling approach with its strict
requirements [43, 177].

Consequently, the simultaneous use of several independent techniques is recom-
mended in order to cross-check the results and eliminate possible contradictions. It
has previously been reported [46, 178] that the average value of SDR, Scomp, SDFT,
Sphenol leads to reasonably accurate evaluation of the specific surface area (Stotal)
of carbons. Centeno et al. [179] conducted a systematic study of a large variety of
microporous carbons, in which they found a quantitative correlation between SBET
and Stotal given by the following equation:

Stotal = SBET
1.19 L0

(8.25)

where Lo is the average micropore width.
Equation (8.25) clearly shows that SBET underestimates the total surface area of

carbons with a high proportion of pores below 0.8 nm and overestimates it with
micropores above 1.1 nm [46].

Figure 8.14c, d shows a totally different pattern for the dependence of C and
Stotal than that achieved by the standard SBET (Fig. 8.14a, b). An increase in capac-
itance with the more reliable Stotal is suggested, although, in view of the scatter,
this would only be suggestive for the whole spectrum of porous carbons. Different
studies have noted that the absence of a proportionality in Fig. 8.14c with values
ranging between 0.1 and 0.3 F m−2 (dashed lines) simply reflects the fact that
in classical aqueous electrolytes such as H2SO4 and KOH, the energy storage
mechanism involves certain surface functionalities through Faradaic pseudoca-
pacitive reactions [180–188]. Additionally, surface chemistry may also influence
the hydrophobic/hydrophilic character of carbon and consequently the interaction
between the electrolyte and electrode.

Numerous investigations have revealed a marked capacitance improvement
through reversible oxidation/reduction of hydroquinone/quinoneO-groups and pseu-
docapacitive interactions on negatively charged pyrrolic- and pyridinic-N function-
alities [180, 181, 183–185]. An enhancement of electron transfer through the carbon
appears to derive from the positive charges on quaternary-N and pyridinic-N-oxide
[185].

Studies of activated carbons in 2M aqueous H2SO4 have reported that the fraction
of the surface functionalities desorbed asCO inTPDexperiments contributes asmuch
as 50–60 F mmol−1 [186–188]. The correction of the experimental capacitances by
subtracting the corresponding pseudocapacitance led to 0.105 F m−2 which virtually
corresponds to the contribution from the double layer in this electrolyte [187]. This
matches the lower boundary displayed in Fig. 8.14c for carbons with low oxygen
content.
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Fig. 8.14 Variation of the gravimetric capacitance of carbons in aqueous (2M H2SO4) and organic
(1M Et4NBF4/ACN) electrolytes with the specific surface area estimated by BET equation, SBET
(a, b) and by a combination of different methods, Stotal (c, d). Reproduced with permission from
[151]

The good agreement observed between the experimental capacitances in H2SO4

and those calculated from the enthalpies of immersion of carbons in benzene
and water confirms the participation of oxygen functionalities [187]. Whereas the
enthalpy of immersion in benzene is related to the porous structure, the enthalpy of
immersion in H2O also reflects the oxygen content of the surface.

The possibility of increasing the energy density of aqueous supercapacitors by
pseudocapacitance has encouraged the development of carbon materials with a
tailored surface. It has been claimed that outstanding capacitance can be achieved
by functionalized carbons with extremely low specific surface areas determined by
N2 adsorption at 77 K.

Materials derived from biomass wastes [189, 190], melamine [191–193], polyani-
line [194–196], polypyrrol [197] and sodium alginate [198] are able to reach surface-
capacitance values ranging from 0.8 to 33 F m−2 which are largely beyond the upper
limit of around 0.25–0.3 F m−2 for typical porous carbons [186, 187, 199–201].
Such an enhancement is usually attributed to the huge pseudocapacitance afforded
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by certain surface groups acting as extraordinary redox-active sites. Nevertheless,
recent studies [202, 203] have challenged this interpretation by illustrating that the
pseudocapacitance of functionalized carbons may be largely overestimated due to
an inadequate characterization of the porous structure. As previously reported [55],
a low N2 adsorption capacity in carbons is not always indicative of the absence
of pores. Thus, in one study, textural characterization by CO2 adsorption at 273 K
revealed that the specific surface area of a laver-based carbon was as high as 410 m2

g−1 instead of <2 m2 g−1 indicated by N2 at 77 K [202]. Further systematic studies
carried out by Wu et al. [203] on a variety N-doped carbons confirmed that pores
below 0.7 nm participate actively in the formation of the double layer in aqueous
electrolyte and the initial values of 0.31–2.52 F m−2 based on SN2 (22–312 m2 g−1)
actually range from 0.16 to 0.28 F m−2 when the more reliable SCO2 (383–587 m2

g−1) is used.
Although the surface area ofmost carbons is almost totally accessible to the ions of

aqueous electrolyte, as Fig. 8.14d shows, the relation C/Stotal fails for a large number
of materials in organic electrolyte. It should be pointed out that the specific surface
areas determined by physical adsorption with standard molecular probes (N2, Ar,
CO2) involve micropores with widths as low as 0.3–0.4 nm, which are not accessible
to the large ions of organic electrolytes [172] and ionic liquids [82]. Therefore, it
follows that predictions based on the classical probes (N2, Ar, CO2, etc.) no longer
apply and the technique must be adapted in order to provide an accurate assessment
of the surface area available to larger ions.

Advanced analyses of isotherms based on DFT methods have been carried out to
evaluate nanoporous carbon porosity taking into account the dimensions of ions. For
this purpose, the pore size distribution is estimated, and the surface area involved in
charge storage is calculated by subtracting the surface are with pores smaller than
the sizes of the ions. Nevertheless, numerous studies have reported uncertainty in
the textural characterization of these materials using DFT models. As mentioned in
Sect. 8.2, DFT is heavily dependent on the accuracy of the isotherms.

In addition to the pore size distribution, unexpected reductions in capacitances are
also caused by the so-called bottleneck pores. The presence of constrictions at the
entrance of the pores, which hinder the access of ions of suitable pore size, cannot
be detected by the standard method of physisorption of small molecules [204]. In
these cases, immersion calorimetry is a powerful tool as the enthalpies of immersion
of the carbon in liquids with different molecular dimensions (0.33–1.5 nm) reveal
the volume accessible to the different probes. This technique yields the “effective
pore-size distribution” (and implicitly the effective surface area), unlike adsorption
which yields the “absolute PSD” [205]. Recent results based on a combination of
N2-physisorption and immersion calorimetry in CH2Cl2 (0.33 nm), C6H6 (0.41 nm)
and CCl4 (0.63 nm) showed that the surface accessible to the cation Et4N+ of the
organic electrolyte Et4NBF4 in acetonitrile was reduced by 20–27% with respect to
the total surface area of carbon monolith electrodes [206]. The extent of the surface
involved in the energy storage is limited by that accessible to Et4N+ as the anion BF−

4
has a smaller size. Carbon tetrachloride (0.63 nm) and norbornadiene (0.65 nm) due
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to their critical dimensions are convenient probes for the reliable assessment of the
surface area accessible to the cation Et4N+ (0.68 nm) [179, 207].

Figure 8.15 shows that the total surface area of a variety of activated carbons is not
perceptible to the organic electrolyte, though such a deviation from the general pattern
for a carbon with narrow porosity disappears when a surface area with pores above
0.63 nm is used. The figure also shows the excellent linear correlation between C and
S obtained for different carbon materials with average pore sizes of between 0.66
and 15 nm [179, 208]. This linear relationship (dotted line) provides useful insights
into the operation of carbons in SCs. In the case of this electrolyte, their performance
depends essentially on a double-layer mechanism with a constant contribution of the
surface area of around 0.094 F m−2 (dotted line), in contrast with their behaviour in
aqueous media.

A recent study [206] carried out using binder-free electrodes of carbon monoliths
with a narrow micropore size distribution fits into the 0.094 ± 0.011 F m−2 range
obtained by Stoeckli et al. and refutes the possibility that the presence of binder or
wide PSDmight conceal variations in surface-capacitance with pore size [209]. This
constant pattern agrees with modelling studies [187, 210–214] and is consistent with
a decrease in the relative permittivity (εr) in narrow micropores [208, 215].

The finding of a constant contribution from the carbon surface area of around
0.1 F m−2 in both electrolytes is of great importance in the field of carbon EDLCs, as
it suggests the existence of limits for these systems. A constant surface-capacitance
indicates that the upper bound for specific capacitance (and consequently, the energy
storage capacity of the resulting SC) is determined by the specific surface area that
can be generated in carbons. Although great progress has been made in engineering

Fig. 8.15 Variation of the
specific capacitance of
activated carbons in organic
electrolyte with the total
surface area ( ) and the
surface area with pores
larger than 0.63 nm ( ).
Data for activated carbons
with no ultramicropores (�).
Reproduced with permission
from [151]
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appropriate porous structures, an overall assessment based on the results obtained
and data quoted in the literature suggests that a realisticmaximum for the total surface
area of carbons is currently at around 1700–1800 m2 g−1 [119, 173, 178, 216, 217,
218]. The preparation of carbons with a much larger surface area and, hence, higher
energy storage density is one of the greatest challenges facing EDLCs.

Graphene (2630 m2 g−1) has emerged as a promising candidate for SC elec-
trodes, although it is subject to certain limitations, as noted in Sect. 8.4. It should be
noted, however, that based on the finding of recent studies [155, 156], the approaches
described above are not necessarily applicable to all some graphene-related mate-
rials. The possibility of obtaining an outstanding surface-capacitance relationship is
not excluded, but it may be hindered by it being difficult to estimate accurately the
surface area actually involved in the storage of energy.
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Chapter 9
Carbon Nanomaterial-Based
Photovoltaic Solar Cells

N. Ma. Rosas-Laverde and A. Pruna

9.1 Introduction into Photovoltaics

Renewable energy is one of the most important fields of research. It attracted
increased interest worldwide as a solution for environmental pollution [1] as it allows
the reduction in globalwarming, air pollution, and acid rain [2, 3].Moreover, it allows
the reduction in generation of greenhouse gases such as CO2 [4]. Renewable energy
could also replace the use of fossil fuels, e.g., petroleum or others such as natural gas
and coal [4]. Nowadays, the demand for energy is estimated to increase exponentially
worldwide and so it will double by 2050 and triple by 2100 [5].

Despite the environmental issues caused by the use of fossil fuels, it was not
until after the oil crisis in 1973, when some countries decided to start researching
other kind sources of energy alternatives. At the beginning of 1990, some researches
focused on the generation of energy by using solar cells [6].

In order to reduce and control the environmental problems, alternatives to produce
cleaner and more renewable energies such as hydro, wind, thermal, geothermal,
biomass, and solar energy were sought. Furthermore, other kinds of fuels such as
biofuels and fuel cells were proposed [5].

Considering this field, the photovoltaic (PV) solar energy is one of the most
growing industries [2]. Photovoltaics represent a clean energy and the most popular
option. In addition, this kind of renewable energy is low cost and easily fabricated
[2] as it uses solar energy radiation.
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Solar energy is themost abundant, safe, clean, cheap, and renewable energy source
onEarth [7–9] given that the sun is the largest source of energy in our solar system [4].
The solar power reaching the Earth equals 170,000,000 GW [3], and it could produce
electric energy without pollution or environmental problems through photovoltaic
effect [7].

Therefore, the challenge nowadays is to convert the solar energy into electricity
by considering combined low-cost and highly efficient materials [10]. In this respect,
it is important to develop new architectures that allow the manufacture of devices
with photovoltaic applications [8]. Solar cells are devices which transform sunlight
into electricity through photoelectric effect [7, 9, 11]. It is considered that this kind
of energy would cover 20% of primary energy demands by 2050 [12]. Therefore, the
development of new architectures and technologies to obtain improved yields is of
paramount importance.

The first photovoltaic device fabricated by Chapin in 1954 achieved an efficiency
of 6% with a silicon p–n junction solar cell [4, 5]. One of the alternatives to improve
the performance of photovoltaic devices considered the manufacture of structures at
nanometric scale because these materials present significant improvements and/or
providewith novel unique synergetic properties [13] that allow the expanding of their
field of application [14]. Furthermore, structures at nanoscale can be fabricated with
specific properties, their sizes, structures, and morphologies can be tailored so as to
meet the given requirements of manufacturing a device for photovoltaic applications
[14].

The research in solar cells field has grown exponentially since the beginning,
when French physicist Antoine-Cesar Edmond Becquerel observed the photovoltaic
effect for the first time in 1839 [6]. There are about 125,436 research articles, reviews,
and book chapters among others that cover this topic. However, it is only in the last
10 years that the largest scientific production has been produced, generating more
than 80% of the total publications in this area. Figure 9.1 shows (a) the number of
published articles in the field of solar cells from 1994 until now and (b) countries
with publications greater than 4000. Some countries such as USA, Japan and others
from Europe Union keep working in solar cells field since 1990 [6].

Photovoltaic energy presents some advantages over other conventional energy
sources. By comparison with fossil fuels, this technology does not produce serious
environmental problems during its production and does not need to be extracted,
refined, or transported [2]. Furthermore, with respect to other renewable sources, it
has a low cost of operating, it can be installed in the urban places and does not need
a large area to be installed [2].

Nevertheless, the photovoltaic energyhas somedisadvantage, aswell, e.g., it needs
more material and human resources than other energy sources and its efficiency is
related to the incidence of sunlight, area and it supposes a high investment cost [2].

Generally speaking, PV solar cells are semiconductor diodes [6]. They convert
solar energy into electrical energy in the following stages: (a) light radiation (photon
absorption) emissionby the sun that gets absorbed andelectron–hole pairs generation,
(b) the electron–hole pair diffusion, (c) charge separation within the structure of the
cell by the electric field of the junction, and (d) carrier transport and collection of
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Fig. 9.1 Number of publications per year since 1994 (upper figure) and number of countries
exceeding 4000 publications on solar cells until now (lower figure). The counts were obtained
using the keywords “solar cell” or “photovoltaic cell” or “solar photovoltaic” or “photovoltaic solar
energy” or “photovoltaic” in the ISI Web of Science portal data accessed on June 22, 2018

the electrons in n–type semiconductor and the holes in p–type semiconductor. The
electrical energy is produced through the flow of electrons from the n–zone to the
p–zone [5, 15, 16].

Photovoltaic solar cells are organized into three global groups according to their
generation [2, 5, 17, 18]. The power conversion efficiency (PCE) of a solar cell,
regardless of the type of generation, depends on the architecture of the structure, the
forms and the methods of deposition/fabrication, the compatibility and interaction
between the components, aswell as the crystalline features [19] as shown inTable 9.1.
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Table 9.1 Solar cells classification by type of generation

Generation Type of solar cell—power
conversion efficiency (PCE, %)

Advantages and disadvantages References

First Crystalline silicon, 25.6
• Simple crystalline, 28
• Multicrystalline, 15

• The highest efficiency
• 90% commercial production
• High manufacturing,
installation, and material cost

[5, 19–21]

Second Thin film technology
• Amorphous silicon, 16.55
• Chalcogenide, 22.6
• Heterojunction

• Low cost of components and
production process

• Lower performance
• Cd is heavily toxic

[5, 19, 21–24]

Third • Organic solar cells, 11.7
• Dye-sensitized solar cells, 14
• Quantum dot solar cells, 9
• Perovskite solar cells, 22

• Lightweight, flexibility, high
transparency

• Lower-cost fabrication
• Eco-friendliness, low toxicity
• Working under reduced
radiation and in the range of
25–65 °C

• Lower PCE

[1, 3–5, 20, 25]

9.1.1 Silicon Solar Cells

Silicon solar cells are themost important and popular photovoltaic devicesworldwide
[20] due to the highest efficiency exhibited. At present, they represent 90–93% of
the photovoltaic cell market [2, 26], where the simple crystalline silicon solar cells
represent a 24% whereas that multicrystalline silicon solar cells correspond to 69%
[26]. Their base material is silicon and this element was the main material available
to produce PV diodes since late 1950s [6]. This element is an abundant material on
Earth, and it exhibits stability, non-toxicity, and a bandgap of 1.2 eV, ideally adapted
to the terrestrial solar spectrum [2, 26] and to sunlight absorption [12]. The silicon
is an indirect bandgap semiconductor [26].

Nevertheless, these kinds of cells show some disadvantages including their
stability and service life [27]. One of the most important drawbacks of such solar
cells is given by the manufacturing process as it could be complicated or carry a high
price [5]. It was indicated that around 20–25% of the cost of crystalline panels is
represented only by the base material, the pure Si [26].

These solar cells have had an important development given that their PCE has
grown from 6%, when Chapin and co-workers developed a p–n silicon solar in 1954
[5], to 28% [21] nowadays. It is important to note that such solar cells have a thickness
around 180 μm. Nevertheless, because of the high price of silicon, it is necessary to
reduce the thickness to 100 μm [26].

These solar cells can be classified according to their silicon structure such as
monocrystalline (m-Si) and polycrystalline (p-Si) cells. Them-Si cells are developed
using by theCzochralski process. These cells showan excellent conversion efficiency,
but they have high manufacturing costs and require the use of very pure materials
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[2, 27]. In order to obtain n–type or p–type silicon semiconductor, phosphorous and
boron can be added as dopants during fabrication process [21]. In order to reduce
the cost and the requirements, the p-Si cells represent a better alternative. Such cells
have low production costs, less energy consumed, lower greenhouse effect, and its
crystalline structure is no perfect [2]. There are other forms to use silicon in solar
cells such as silicon nanowire cells (SiNWs) [2]. These cells using crystalline Si
convert 11–25% solar radiation into electricity [2, 4] in comparison to theoretical
30% [28].

9.1.2 Thin Film Solar Cells

Thin-film-based cells represent the second generation of solar cells, and they have
emerged as a response to reducing raw material and production cost in silicon solar
cells. Moreover, thin-film cells require less semiconductor material with respect to
crystalline silicon solar cells in order to absorb the same amount of sunlight [2]. The
thickness is generally between 35 and 260 nm [21].

This type of solar cells is manufactured in two stages: (a) nucleation and (b) film
growth. Some properties of the film are directly dependent on parameters such as
growth and thickness [28].

Some of the advantages of these solar cells include their device design, fabrication
[28], high flexibility, easy installation, low cost, ability to diffuse light efficiency of
approximately 12%, and a service life of 25 years [2].

This group includes amorphous silicon cells, chalcogenide thin-film solar cells,
others like ZnO/Cu2O heterojunction solar cells [2, 5, 21, 24], and so on. Normally,
CdTe and Cu(In,Ga)(S,Se)2 (CIGS) solar cells are more commercialized than the
others due to their low cost [26]. Nonetheless, they have several drawbacks, including
high cost, lower concentration in the nature, and toxicity of some elements like Cd,
In, and Te [2, 4, 5].

The manufacturing process of thin-film solar cells is based on the deposition of
a photoactive film on a transparent substrate [2]. These cells convert 5–15% solar
radiation into electricity [2, 21] less than crystalline silicon solar cells. However,
there aremultijunction solar cells exhibiting around 46%efficiency [29] but their cost
production is too expensive and therefore they only are used in space applications.

9.1.2.1 Amorphous Silicon Solar Cells

Amorphous silicon (a-Si:H) layers were first synthesized time by Chittick et al. in
1969 by radio-frequency glow discharge deposition at 200 °C [30]. It was not until
1982 that a-Si:H solar cells with 10% efficiency were fabricated [31]. a-Si:H solar
cells represent a good alternative to replacing crystalline silicon solar cells thanks to
some advantages including lower deposition temperatures (200–300 °C) [6] which
allow the use of cheaper substrates [6, 28], bandgap of 1.7 eV [21], and higher
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absorption coefficient than silicon crystalline [28]. Amorphous silicon solar cells
can be fabricated by plasma-enhanced chemical vapor deposition (PECVD) method
[28, 32]. Nevertheless, their efficiency decreases due to light-induced degradation
effect [31].

Microcrystalline silicon (mc-Si:H) layers were first obtained by Veprek and
Marecek in 1968 at 600 °C [33] but this structure showed high density defects,
making it impossible to be used as a solar cell [31]. However, Meier et al. synthesized
p–n–type fully microcrystalline thin film with 7.7% efficiency in 1996 [31].

Nowadays, some researchers have succeeded in obtaining PCE of 26.7% with
amorphous silicon/crystalline silicon heterojunction; however, there is a one draw-
back associated with the high-temperature annealing to passivate the surface of the
Si wafer [34].

9.1.2.2 Chalcogenide Thin Film Solar Cells

Chalcogenide thin-film solar cells have attracted worldwide interest in recent years
given that their raw materials are abundant and some have low prices. These solar
cells are based on chalcogenide absorbers such as CdTe, CuInSe2, Cu(In,Ga)(S,Se)2,
and Cu2ZnSn(S,Se)4 [24, 35, 36]. Heterostructure metal oxides such as ZnO/Cu2O
[37–39], ZnO/SnO2 [40–42], or SnO2/ZnO/Cu2O [43] can be included within this
group as it has been shown that they are a good alternative to fabricate solar cells. All
of these solar cells have a p–n junction structure. This structure is generally formed
by an absorber layer, which is p–type and n–type window, that can be a transparent
conductive oxide (TCO) or other buffer layers [44].

CdTe, cadmium telluride, is an ideal semiconductor with a direct bandgap [31]
of 1.45 eV [45] and ~105 cm as absorption coefficient in the visible region [28],
which makes it perfect for solar energy conversion [46] and high light absorption
[15]. CdTe-based solar cells can be made with high quality by different methods
such as close-spaced sublimation, chemical spraying [15], or by electrodeposition
and screen printing methods that allow scalable production [28, 46] with low-cost
production [15].

CdTe solar cells have improved theirPCE from the beginning until now.One of the
first solar cells was made by alloying indium with n–type CdTe and formed a hetero-
junction solar cell with a PCE of 2.1%. Other cells such as n-CdS/p-CdTe hetero-
junction showed a PCE over 10% [46] that reached until 15% [21] and finally, CdTe
solar modules which reached 22.1% in 2016 [24]. Nevertheless, the main problem
with CdTe-based solar cells is that Cd is a heavy metal [5] toxic and carcinogenic
[15] that results in environmental issues [2].

In order to overcome the associated drawbacks, Cu(In,Ga)(S,Se)2 (CIGS) or
Cu2(Zn,Sn)(S,Se)2 (CZTS) solar cells emerged. CIGS-based solar cells have experi-
mented a rapid growth and have reached a PCE around 20.9%. Sputtering or thermal
evaporation has been employed for the fabrication of such cells [47]. On the other
hand, CZTS-based solar cells have been recently used as absorber layer in solar cells
thanks to its ideal bandgap [35], from 1.0 to 1.6 eV [48]. In addition, the cost of those
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solar cells is lower as In andGa in the solar cell structure are replaced with Zn and Sn,
respectively [36]. Hence, these solar cells combine, two main important aspects, low
cost and friendly environmental routes of production [35]. The corresponding raw
materials are non-toxic, earth-abundant and have excellent optoelectronic properties
[49].

Different methods such as solution routes, electrodeposition, or high vacuum
deposition techniques have been applied for fabricating such cells [35]. Some of these
methods employ toxic compounds or require sophisticated equipment that limits their
applications. Homogeneous precipitation reaction has been applied to synthetize
nanocrystals of CZTS but this method does not allow the complete decomposition
of nanocrystals during the synthesis process.

CZTSSe-based solar cells obtained by using water as the only solvent had 5.14%
of PCE [35, 49] while others using hydrazine showed up to 12.6% of PCE [18].

9.1.3 Third-Generation Solar Cells

Third-generation solar cells emerge as an economical and environmental alternative
for replacing silicon cells [18]. Such cells show an architecture and technology more
mature and developed as compared to the other solar cells. They have some advan-
tages in terms of flexibility, and they are semitransparent and can work even in lower
light conditions [5]. Nevertheless, these cells present some drawbacks associated
with their degradation and have low PCE with respect to silicon cells [1] if it is
considered that their lifespan is approximately three years [18].

9.1.3.1 Organic Solar Cells (OSCs)

Organic solar cells (OSCs) have been developed fromearly 1950s [50] for the purpose
of overcoming some drawbacks related to high manufacturing cost, low-flexibility,
and sensibility to impurities [51] of the other solar cells, including silicon solar cells.

Advantages such as flexibility, semitransparency, low-cost fabrication, low
temperature, and easy and simple method are observed for this group [2, 15, 25].
Moreover, these solar cells could be fabricated on a variety of substrates [15]. Never-
theless, limited durability, low stability, poor absorption, lower conversion, and high
oxygen sensibility have been reported [1, 2].

The structure of such cells is flat and includes two different electrodes: one of
them has to be (semi)-transparent like the indium tin oxide (ITO) and the other
organic semiconductors, as a polymer, which is composed of an organic pigment
and carbon-based nanostructures (fullerenes, nanotubes, graphene) [2].

The most popular fullerenes used in OSCs include [6,6]-phenyl-C61 butyric acid
methyl ester ([60]PCBM) and [70]PCBM [4, 20]. In order to control the open-
circuit voltage (V oc), LUMO values in fullerene need to be changed. Therefore,
some other structures were synthesized with different values of LUMO such as
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diphenylmethanofullerenes (DPMs), which increased V oc value at 100 mV with
11% PCE [4].

9.1.3.2 Dye-Sensitized Solar Cells (DSSCs)

These category is considered as the most developed one within the group of solar
cells, third-generation solar cells [1], due to their simple, environment-friendly and
low-cost production, stability over time and relatively high efficiency [2, 13, 52].
They can convert 7–12% solar radiation into electricity [2, 4].

Grätzel and Brian O’Regan obtained the first dye-sensitized solar cell (DSSC) in
1991. For this reason, it is also known as Grätzel cell [9]. In these cells, the dye is
the light absorber and it is not involved in the separation of charges [2, 3].

The basic structure consists of a layer of transparent conductive oxides (TCOs),
photoanode (mesoporous metal oxide films as TiO2 or ZnO), photosensitive dye
(inorganic or organic photosensitizer), cathode (normally platinum is used as catalytic
layer), and electrolyte solution (iodide/triiodide redox system) [1, 3, 4, 9, 13, 20].
Despite the high catalytic activity, there is research on replacing platinum as counter
electrode in DSSCs as it has a high cost, and possible corrosion through electrolyte
solution and shortage in resources can appear as well [1, 3]. Carbon, conductive
plastics, CoS, WO2, Mo2C and WC, TiN are some materials which can be used
instead of platinum [3].

DSSCs show some drawbacks related with the stability to light and high temper-
atures for long duration. In addition, there are some recombination processes, and
the platinized cathode can be oxidized by the electrolyte [1].

In order to overcome those problems, a block layer between TCO and the elec-
trolyte can be placed, or carbon structures such as graphene can be incorporated
thanks to their high electrical conductivity [1].

Quantum dye-sensitized solar cells (QDSSCs) work the same as DSSCs, but
they use nanocrystals known as quantum dots to absorb the light. These solar cells
show some advantages in comparison with other solar cells given the tunneling
characteristics that allow them to have a wider absorption range (from UV–vis to
IR); the PCE value is about 9.2% and they have a greater stability in air [1].

9.1.3.3 Perovskites Solar Cells (PSCs)

Perovskites are chemical compoundwhose formula is ABX3 and their basic structure
is similar to CaTiO3 mineral [19, 53]. Gustav Rose discovered them in 1839 in Ural
Mountains [54] andnamed in honor ofCountLevAlekseevichPerovski [19]. In 1978,
Weber reported for the first time the structure of hybrid halides perovskites [55]. They
have a sandwich-type structure: one inorganic layer between two hydrocarbon layers
[19].

The rapid development of PSCs has allowed increasing the initial efficiency of
2.19%withCH3NH3PbBr3 with I−/I3− electrolyte in 2006 [19], to 22% in a fewyears
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[4, 20, 22, 56]. PSCs are shown as novel and promise replacement for silicon solar
cells as they have low-cost production and relative high performance. In addition,
they have a good long-term stability and excellent optoelectronic properties [53].
However, PSCs present some drawbacks related with the environment and time
stability [4, 19].

The PSC structure consists of a sandwich-type structure where a layer of
perovskite is placed in between the electron transport layer (ETL) and a hole trans-
port layer (HTL). In order to seal the structure, a transparent conductive oxide (TCO)
belowETLand, finally, ametallic contact overHTLcan be applied [18, 53, 57]. There
are some methods to fabricate PSCs such as thermal evaporation technique which
allows to obtain a PCE of 4.7% or spray-assisted and gas-assisted solution processed
deposition that obtain a PCE of 6.3% and 6.07%, respectively [58].

9.2 Carbon Nanomaterials for Photovoltaics

Carbon nanomaterials generally exhibit both sp2 and sp3 hybridization. Such
hybridization allows them to produce some different allotropic forms such as carbon
dots, fullerenes, single and multicarbon nanotubes, or graphene [4]. The specific
properties of these structures induced by their atomic structure and surface chem-
istry [13] allow them to be used in different applications like photovoltaic, sensors,
and storage energy applications [4, 59].

In most cases, carbon nanomaterials are used to overcome some drawbacks of
some solar cells that are usually associated with the lower performance with respect
to silicon solar cells, as seen in Table 9.1. These materials are used as an alternative
in solar cells as they improve the performance of the solar cells.

The carbon nanostructures including nanodots, fullerenes, nanotubes, graphene,
and carbon nanotubes show innovative and excellent optoelectronic, physical,
thermal, and mechanical properties, high surface area, thermal conductivity, elec-
tron mobility, and mechanical strength which make them favorable for use in solar
cells structures [1, 2, 10, 13, 60]. In this respect, Fig. 9.2 shows the number of
publications on solar cells based on carbon materials.

Carbon nanomaterials have been indicated as a promising alternative to be used
in the structure of solar cells thanks to their electronic, optical, thermal, and mechan-
ical properties. Many reports showed they can significantly improve the solar cells
performance.

In the next section, some characteristics of carbon nanomaterials are briefly
introduced along with their implementation within the structure of solar cells. The
description below is given in accordance to the chronological discovery.
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Fig. 9.2 Number of publications on solar cells based on carbonmaterials. The counts were obtained
using the keywords “fullerene”; “graphene” or “graphene oxide” or “reduced graphene oxide” or
“graphene quantum dots”; “carbon nanotube*” or “CNT” or “single-walled” or “multiwalled”;
“carbon dots” with “solar cell” or “photovoltaic cell” or “solar photovoltaic” or “photovoltaic solar
energy” or “photovoltaic” in the ISI Web of Science portal accessed on June 22, 2018

9.2.1 Fullerene-Based Photovoltaics

Fullerene (C60) is a n–type [25] semiconductor [27] with structure characterized by a
cylindrical zero-dimensional geometry (0D) [13, 59] that was discovered by Kroto,
Smalley, and Curl in 1985 [4]. Fullerene shows face-centered-cubic (fcc) crystal
structure with sp2 + sp3 carbon bonds hybridization and a bandgap of 1.8 eV [27].

Within organic solar cells, the fullerene is part of the active layer in which struc-
ture is compounded by an electron donor semiconductor (polymer) and an electron
acceptor (fullerene and its derivates) [61, 62]. These materials show high electron
affinity in polymer/fullerene bulk heterojunction solar cells [4, 61]. Themost popular
derivatives of fullerene are C60 and C70 with 60 and 70 π-electrons, respectively. C60

exhibits high electron affinity and good electron-transporting properties. On the other
hand, C70exhibits a wider absorption spectrum in comparison with C60 [63].

Compounds with fullerenes such as phenyl-C61-butyric acid methyl ester
(PC61BM) and phenyl-C71-butyric acid methyl ester (PC71BM) have been used in
the OSCs [62]. A dependence on the open-circuit voltage (V oc) with the fullerene
content was observed to exist in the OSCs. This configuration reached a PCE of
8.3% [15].
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9.2.2 Carbon Nanotubes-Based Photovoltaics

Carbon nanotubes (CNTs) were discovered in 1991 [64] and are characterized by
a cylindrical one-dimensional (1D) geometry [13, 59] and exhibit different lengths,
widths, and structures [4]. The length-to-diameter ratio can be of up to 28,000,000:1,
reaching lengths of severalmillimeters [4]. CNTs can be classified in different groups
depending on their structural arrangement or diameter, and they can be (a) metallic or
semiconducting, (b) armchair, zigzag, and chiral nanotubes depending on the indices
of the chiral vector, and (c) single-walled (SWCNTs) or multiwalled (MWCNTs),
with scroll-like or seamless cylinder structures [4, 13]. For exemplification, Fig. 9.3
shows a variety of CNTs.

CNTs have earth-abundant source materials, scalable fabrication, purification
methods, and solution processability. Their one-dimensional properties allow to
be highly thermally conductive and mechanical, chemical, and radiation resistant
[10]. These nanomaterials can conduct electricity [3] due to the fact that they are
metallic/semiconducting materials with sp2 + sp3 hybridization and have bandgap
of 0.3–2.0 eV [27].

Methods such as arc discharge, chemical vapor deposition (CVD), laser abla-
tion, electrolysis, pyrolysis, flame synthesis, electron or ion beam irradiation, and
solar approaches were applied to synthesize CNTs [13]. Many of these methods are
expensive or require sophisticated equipment which increases their production cost.
However, CNTs with desirable properties including size, diameter, and possibility to
control the wall number of CNTs can be obtained by processes such as CVD [13].
Increased research is focused on producing CNTs at large scale by considering a
balance in the cost-effective relationship and a reduction of contaminants [13].

The use in solar cells for CNTs is limited with respect to the other carbon nano-
materials due to their purification issues [4, 13]. In addition, it is difficult to control
their size and chirality [4]. Moreover, SWCNTs have high cost, they are difficult to
synthesize and their solubility is poorer than C–dots [60]. However, CNTs may be
employed in solar cells as TCO (to replace FTO or ITO) thanks to their flexibility,

Fig. 9.3 Different types of CNTs a schematics of armchair, zigzag, and chiral SWCNTs (from left
to right); b SWCNT; c–dMWCNT. Reprinted by permission from Springer-Verlag [65], copyright
(2003)
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very good optoelectronic properties, conductivity, or high optical transmittance in
the UV to mid-IR spectral region (i.e., 90%) [13]. It is important to note that CNTs
require the combination with other materials like conjugated polymers in order to
act as the active layer or they can be hybridized with structures like fullerenes in
order to reach higher values of full factor (FF) and short-circuit current (Jsc) as well
as photovoltaic performance [4].

CNTs could be added to the silicon solar cells in order to impede charge recom-
bination, for transferring charge carriers and as photoactive material [5]. In the De
Nicola et al. study, single-walled carbon nanotubes (SWCNTs) with n–type crys-
talline silicon (n-Si) (32 nm/200μm) formed heterojunction solar cellswhich showed
improved optoelectronic properties and exhibited a PCE of 8 ± 1%, a short-circuit
current (Jsc) of 34.4 ± 0.1 mA/cm2, open-circuit voltage (V oc) of 0.52± 0.01 V, and
a full factor (FF) of 42 ± 7%, under AM 1.5 G. In addition, it was indicated that the
PCE can increase with 50% if doping with HNO3 vapors for 10 s is applied [10].

Meanwhile in CdTe-based solar cells, the hybridization of CNTs with CdTe
quantum dots [66] resulted in photoresponse in the UV–vis range [14].

In DSSCs, CNTs can be used in different ways, e.g., as working electrode thanks
to the improvement in the charge transport properties; as part of the electrolyte
thanks to their excellent electrochemical catalytic activity for electrolyte reduction;
as counter electrode in order to replace platinum thanks to their excellent electrical
and thermal properties, stability and specially due to their low cost, and so on [5,
13]. Furthermore, CNTs can be considered as a replacement for TCOs such as FTO
or ITO because they are almost transparent, flexible, and strong, and they exhibit a
low resistivity and high electronic mobility which is ideal as the hole-extraction or
hole-transporting layer in photovoltaic cells [3, 5]. However, the recombination of
dye ions due to photogenerated charge carriers in the CNTs may reduce the PCE of
solar cell [3].

In the case of PSCs, MWCNTs aerogel was employed so as to replace Au or Al
on the top of the structure (or as anode inverted solar cell) as it is an excellent charge
collector and it can increase their conductivity as well as transmittance [19].

9.2.3 Carbon Dot-Based Photovoltaics

Carbon dots (C–dots) also known as carbon quantum dots (CQDs) are characterized
by 0D geometry (zero-dimensional) [59] and were first discovered by Xu et al. in
2004 while purifying single-walled carbon nanotubes by arc discharge method [67].
C–dots dimensions are lower than 10 nm, their behavior is similar to quasi-spherical
nanoparticles, and they are decorated by some surface functional groups like –OH,
C–H, –COOH, C–O–C, C–O, C=C and –C=O [59, 60].

Their properties are better than other semiconductor-based inorganic quantum
dots like low toxicity, easy production, good aqueous dispersability [59, 60]. C–
dots can be used in photochemical and electrochemical applications such as solar
cells, sensors, energy storage (batteries and supercapacitors), and photocatalysis
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thanks to their excellent photoluminescence properties [59] which result in improved
performance of related devices [60].

C–dots could be prepared by top-down and bottom-up approaches. Top-down
routes include arc discharge, laser ablation, acidic exfoliation, electrochemical oxida-
tion, physical cleavage, and microwave-assisted hydrothermal synthesis [59, 60].
This approach is simple, easy, and cheap that allows large-scale production [60, 68].
Nevertheless, there are some drawbacks that involve fluorescence properties and use
of strong acid or electrolytes [59]. Depending on the type of process, the rawmaterial
to produce C–dots can consist of different types of crude soot, graphite powder, and
so on [59].

On the other hand, bottom-up approaches could overcome the drawbacks of top-
down approach [59] and allow a uniform size control [68], shape of the C–dots, and
the possibility of tuning their properties [60].Within these approaches, hydrothermal,
microwave-assisted pyrolysis, ultrasonic, pyrolysis, dehydration/direct heating
methods, and solution chemistry reactions [20, 59] are included. The raw carbon
material in these methods can consider organic molecules with carbon in their struc-
ture, e.g., glucose, fructose, sucrose, ascorbic acid, chitosan, glycerol, etc. [59].
However, suchmethods need complex synthetic procedures while the special organic
precursors may be difficult to obtain [60]. In addition, extra purification process and
superficialmodification are needed in order to improve their behavior [20]. Figure 9.4
shows the different approaches employed to synthetize C–dots.

Some of their properties may vary according to the synthesis methods. C–dots
show a strong optical absorption in the UV region but their spectrums and their peaks
positions could be different depending on the synthesismethods, e.g., different photo-
luminescence (PL) mechanisms and emitting PLwith different colors, including UV,
blue, green, yellow, and red and in the near-infrared region [60].

C–dots can be classified in two groups: (a) quasi-spherical nanoparticles, which
formamorphous aggregateswith diameters less than10nmand (b) graphenequantum
dots which are crystalline structures [20].

Fig. 9.4 Schematic representations of the top-down and bottom-up routes to synthetized C–dots.
Reproduced from Ref. [59] with permission from the Royal Society of Chemistry
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Thanks to excellent photoabsorption capacity, electron acceptance, and transport
properties, and C–dots can be used in photoenergy conversion application. They are
employed as photosensitizers in solar cells. Due to their important role like photoab-
sorption agents, sensitizers, and transporting layers, the photoelectric conversion
efficiency can be enhanced [60].

C–dots can be used as a photosensitizer in DSSCs, e.g., for TiO2-based DSSCs.
For this end, C–dots can or not be doped with nitrogen in order to obtain more
efficient transfer of photoinduced electrons to the conductance band of TiO2 [59].
The resulting PCE reaches 0.79% for nitrogen-doped C–dots solar cell [69] under
AM 1.5 G.

The C–dots size represents another important parameter. The open-circuit voltage
(V oc) of the device was observed to increase while the short-circuit current (Jsc)
decreases with the decrease in size [60]. Despite this outcome, their efficiency is
still low in comparison to conventional organic solar cells [60]. The conversion
efficiency could reach 6.1% when C–dots and dyes are combined and 28.2% when
these materials are introduced into the active layer of polymer solar cells [60].

Furthermore, C–dots can be employed as photoanode and counter electrode in
QDSSCs. In order to improve the C–dots performance as counter electrode, some
nanostructures like gold nanoparticles may be added [59]. As such, a remarkable
improvement in solar cell performance is noted. C–dots may act as hole transport
material in PSCs, as well [59].

9.2.4 Graphene-Based Photovoltaics

Graphene (G) is an atomically thin mesh, which has ~0.34 nm thickness [7, 70], of
carbon atoms covalent bonded and arranged in a hexagonal structure like a honey-
combpattern [4, 22].G is characterized by a 2Dgeometry [7, 13, 59] that can have two
arrangements: zigzag and armchair [7]. G exhibits high optical transparency, carrier
mobility, mechanical strength [7], and a surface area as large as 2600 m2/g [4]. G
could be considered as semimetallic/semiconducting material [27]. In this, groups
are included: graphene (G), graphene oxide (GO), reduced graphene oxide (rGO)
[59], and graphene quantum dots (GCDs). G has a sp2–carbon structure hybridiza-
tion [68] and a zero bandgap [4, 23] which can be changed as a function of oxidation
methods or by induction of other heteroatoms and defects into the graphene moiety
[4, 68].

G material can be obtained by different approaches like epitaxial graphene,
mechanical exfoliation, chemical vapor deposition (CVD), reduction of silicon
carbide, supersonic spray, laser, and exfoliation of graphite by solvents (Coleman’s
method) among others [4, 22]. One of the most popular method to synthesize G is
the traditional Hummer’s method, which allows to obtain first GO [22] and then rGO
by chemical, electrochemical, photo, or thermal reduction methods [1]. rGO shows



9 Carbon Nanomaterial-Based Photovoltaic Solar Cells 201

more similar physical properties and structure as G [7] while GO shows insulating
properties that can be changed by reduction process [34]. Depending on the type of
arrangement, graphene can form different structures such as CNTs, fullerene, and
graphite, as shown in Fig. 9.5 [8, 70]. G structure shows less defects with reference
to C–dots [60].

G is indicated as a future material due to its unique and versatile properties.
In addition, upon addition of another material such as a metal or a metal oxide
semiconductor to graphene, novel materials with high potential are obtained. In order
to improve its photovoltaic applications, G can be modified with different functional
groups [4].

Thanks to its excellent mechanical, thermal, and electrical properties, especially
its high conductivity [68], G can be used in solar cell devices such as transparent elec-
trode, hole/electron transport material, and interfacial buffer layer [7]. One approach
to use G in OSCs is as TCO due to its properties including lower air diffusion
and transparency T ≈ 91, better than ITO, which can be obtained with few layers
of graphene [7]. Furthermore, G can form Schottky junction with a semiconductor
which allows it to be employed as active layer for solar cells [4].

Fig. 9.5 Fullerene, carbon nanotubes, and graphite obtained from graphene. Reprinted by
permission from Nature Publishing Group [71], copyright (2007)



202 N. Ma. Rosas-Laverde and A. Pruna

G can be used in different ways in CdTe-based photovoltaic devices. Since G
layer fabricated by CVD shows high transparency, carrier mobility, flexibility, and
increased stability for photovoltaic devices, one alternative considers it as contact
material instead of ITO or FTO [22, 72]. For exemplification, CdTe-based thin-
film solar cell with a final structure such as glass/graphene/ZnO/CdS/CdTe/(graphite
paste) show a PCE of 4.17% [72]. By replacing CdS with G, a PCE of 2.08% is
obtained [22]. On the other hand, with the graphene/CdTe quantum dots heterojunc-
tion solar cells, it is possible to obtain an improvement in PCE from 2.1 to 3.1%
[73]. Finally, another application of G considers the back contact in CdTe-based solar
cells, e.g., glass/FTO/Cds/CdTe/graphene solar cell which exhibits a PCE of 9.1%
with the fill factor (FF) of 0.58, a short-circuit current (Jsc) of 20.10 mA/cm2, and
open-circuit voltage (V oc) of 0.78 V [22].

Moreover, given the increase in absorption of dye molecules in photoanode in
DSSCs and improvement of charge transport/extraction layers for high performance
[1], G can be used in DSSCs, as well [29]. G can form a block layer between TCO
and mesoporous TiO2 layer, as well [74] or it can replace Pt with Pt-graphene due
to its high conductivity and catalytic properties [7].

On the other hand, rGO nanomaterials exhibit some defects in its structure as
function of oxidation process, that further confer it with excellent electrocatalytic
activity [9].

GQDs are graphene particles with varying size from ~1.5 to ~60 nm and lateral
dimensions of 2–20 nm [23]with sp2–sp2 hybridization [68]. GQDs bandgap is ~3 eV
depending on their size [23]. They show higher conductivity than GO and good hole-
transporting ability, high transparency, and surface area [68]. Furthermore, they have
biocompatibility, low toxicity, and water solubility [23, 75]. GQDs can be produced
bybottom-up and top-downapproaches, but it is necessary to control the basematerial
[68]. They can be used in DSSCs to produce highly porous structure [20]. The photo-
optical properties, such as Jsc and FF, can be controlled by the GQDs concentration
[20].

In ZnO-Cu2O heterojunction solar cells, the performance can be increased by
adding GO within the structure of one of the semiconductors and then reducing
it by thermal process, such as the one indicated by Rosas et al. which results in
increasing the Jsc of the solar cell from 39.3μA/cm2 to ZnO-Cu2O to 242.5μA/cm2

to GO-modified solar cell. Nevertheless, it was noted that V oc decreases from 100.7
to 53.2 mV [76].

InDSSCs, Siddick et al. demonstrated that by using rGOwithTiO2 as photoanode,
it allowed the improvement in the photoelectrical properties due to increasing of
the photocatalytic activity during the irradiation. The photoelectrical properties for
TiO2-rGO were Jsc of 10.91 mA/cm2, V oc of 0.67 V and PCE of 4.18% with FF
0.48 [77]. Meanwhile, in the case of ZnO modified with graphene and employed
as photoanode, Effendi et al. determined that the performance of DSSCs was of
10.89 mA/cm2, 0.91 V, 7.01% and 0.66, respectively [78].

In the PSCs, the PCE can be increased with ~15% by using GQDs layer between
perovskite and TiO2 layer just as Zhu et al. [79] due to the fact that GQDs serve
as a transporter channel for the injected electrons from the halide perovskite into
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TiO2. The configuration of corresponding solar cells was CH3NH3PbI3/GQDs/TiO2

and CH3NH3PbI3/TiO2 and they exhibited Jsc values of 17.06 and 15.43 (mA/cm2),
V oc of 0.937 and 0.939 (V), and PCE of 10.15 and 8.81% with FF 0.635 and 0.612,
respectively.

9.3 Conclusions and Perspectives

In this chapter, the recent progress of carbon-based nanomaterials for different photo-
voltaic applications has been presented. It has been shown that carbon-based nanoma-
terials show potential as material in the development and manufacturing of varying
solar cells.

It has been shown that perovskite layers, hole transport layers, and replacement
of metal electrodes can be achieved using CNTs. The modification of hole transport
layers in photovoltaics with CNTs while a CNT-based composite is used as counter
electrodes has been indicated as an alternative for improving photovoltaics efficiency.
While the CNTs are still pricey, they could be employed as a stable material in solar
cells by increasing production and lowering the cost. Thus, the addition of CNTs to
photovoltaics is expected to lead to high efficient and more environmentally stable
photovoltaics.

On the other hand, the potential of graphene-based nanomaterials for transparent
electrode, active layer or interfacial one in photovoltaics devices, has been demon-
strated thanks to their unique properties and versatility of graphene thus graphene-
based solar cells emerged having additional advantages favorable for flexible and
lightweight devices. Nevertheless, the research in this field is still at its beginnings.
Many challenges involve the use of graphene nanomaterials as component in photo-
voltaics. Themost important one refers to the synthesis protocol so that the procedure
features include simplicity, scalability, and cost efficiency. One of the goals in this
field is to obtain graphene-based materials for hole transport layer easily deposited
from neutral aqueous suspensions and highly conductive by functionalization with
various agents.On the other hand, better control of the structure–property relationship
in graphene-based nanomaterials for solar cells, e.g., to increase the transparency and
decreasing the sheet resistance since an increased number of graphene layers leads
to improved conductivity but at the cost of reduced transparency.

While further increase in power conversion efficiency is needed for commercial-
ization of solar cells, it is believed the continuous efforts into development of mate-
rials and fabrication techniques would make the carbon nanomaterials promising for
photovoltaic applications.
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Chapter 10
Electrochemical DNA Biosensors Based
on Carbon Nanomaterials

Luisa Pilan and Matei Raicopol

10.1 Introduction

The field of DNA biosensors is an active research area and many designs and detec-
tion mechanisms have been tested in order to achieve superior detection features in
clinical diagnostics or genetic screening [1]. Detection of specific DNA sequences
at ultralow concentration proved to be of great importance for other applications
including drug screening [2, 3], food analysis [4, 5] or environmental monitoring
[4, 6]. DNA biosensors have the potential to overcome the limitations of traditional
hybridization assays by offering faster, cheaper, and highly sensitive analytical tools
for obtaining specific DNA sequence information [7]. Although the latest advances
are exciting and encouraging, the manufacturing of highly sensitive and selective
DNA biosensing systems is still an important challenge. With the DNA hybridiza-
tion as themain concept of DNA biosensors, increasing the sensitivity and specificity
of the biorecognition process emerges as the most important topics in their design
[8].

Electrochemistry-based sensing represents nowadays one of the most attrac-
tive routes due to well-known advantages such as high sensitivity, fast response,
simple design, low cost, easy miniaturization, low power requirements, and ability to
perform detection at decentralized settings [9]. Also, the association of electrochem-
ical transduction with amplified and specific DNA hybridization sensing represents
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a forward step towards the development of point-of-care (POC) devices. An elec-
trochemical DNA-based biosensor can be characterized as a device that integrates
DNA as a biological recognition element and an electrode as a physicochemical
transducer [10]. While the selection of an appropriate immobilization strategy for
the biorecognition element and the detection mechanism for the hybridization event
are important issues in the construction of electrochemical DNA biosensors [8], the
choice of transducer material is essential in determining the overall performance
[11]. The detection of specific DNA sequences in a complex environment requires
a powerful transduction of the biorecognition event. In the same time, the perfor-
mance of DNA biosensors is highly dependent on the immobilization of the DNA
capture probes (cpDNAs) and require a favourable distribution for optimum target
hybridization [12].

Carbon nanomaterials (CNs) offered some of the most promising results in
enhancing the sensor performance due to their excellent electric and mechanical
properties, high specific surface area, and biocompatibility [13]. Their superior
surface area to volume ratio confers an increased catalytic response as well as better
optical, magnetic, and electrical properties and also facilitates the immobilization
of cpDNAs in high amounts, which translates into improved sensitivities [12–14].
Recent advances in CNs design and synthesis enabled powerful electrochemical
DNA detection platforms by tuning the performance of each component:

• The recognition element of the sensor, where CNs provide binding sites for target
DNA (tDNA) sequence or molecules capturing tDNA,

• The transducer component, where the molecular interaction at the CNs-based
electrode is converted into a measurable signal, or

• In signal amplification, because CNs can function as labels for tDNA [13].

The family of CNs includes the two-dimensional graphene, one-dimensional
CNTs, and zero-dimensional graphene or carbon quantum dots (GQDs or CQDs),
all being successfully applied in many other active research fields, such as elec-
tronics, energy or gene, and drug delivery [15]. Figure 10.1 shows the schematic
representation of some of the most important CNs employed for construction of
DNA electrochemical biosensors.

CNTs and graphene are the most representative in the big family of CNs and have
received a lot of attention for electrochemical biosensing applications due to unique
advantages like high surface area to volume ratio, excellent conductivity, chemical
stability, and mechanical strength [17]. Although zero-dimensional fullerenes and
GQDs have been employed as building blocks in such applications, they are not as
widely applied as the 1D and 2DCNs [18]. In addition, the use of graphene andCNTs
has been greatly widened by tuning their physicochemical properties through chem-
ical modification of their surface. Pristine graphene and CNTs have similar carbon
structure arrangements. Graphene is basically an one-atom-thick planar sheet of sp2-
bonded carbon atoms with delocalized π electrons across the plane that provides
excellent electrical conductivity [19]. Materials included in the graphene family
comprise single and multilayer graphene, graphene oxide (GO), reduced graphene
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Fig. 10.1 Some of the most important CNs employed in electrochemical DNA biosensors.
Reprinted from [16], Copyright 2018, with permission from Elsevier

oxide (RGO), and GQDs, each exhibiting different defect density and different phys-
ical, chemical, electrical, and mechanical properties. CNTs possess a cylindrical
structure resembling single-rolled graphene sheets with nanometre diameters and
lengths in the micron range [20]. CNTs can be classified in two structural groups,
i.e. single (SWCNTs) and multi-wall carbon nanotubes (MWCNTs) and, depending
on their helicity and diameter, they act in a fashion similar to that of a semiconductor
or metal [20, 21]. However, graphene possesses several advantages over CNTs, like
higher surface area, abundant surface functional groups, easier dispersibility, and lack
of catalytic metallic impurities when prepared by exfoliation. In addition, graphene
materials are easily transferable to various substrates due to their planar structure
[22].

Carbon nanodots (CDs) represent a new class of CNs that has gradually attracted
enormous interest mainly due to their strong fluorescence, for which they are referred
to as fluorescent carbon [23]. Depending on their structure, CDs can be classified as
carbonquantumdots (CQDs), representing quasi-spherical carbonnanoparticleswith
size less than 10 nm, and graphene quantum dots (GQDs) formed by small pieces of
graphenewith lateral size less than 10 nm [24].Due to their fascinating characteristics
such as large surface area, facile functionalization, excellent biocompatibility, and
intrinsic electrical conductivity (for GQDs), their performances in electrochemical
biosensors have been extensively investigated in the last years [25, 26].

Fullerenes are also promising members of CNs family. The closed cage, nearly-
spherical C60, and related analogues possess notable physical, chemical, and elec-
trical properties such as stability in many redox forms, easy functionalization, signal
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mediation, and light-induced switching [27]. Tuning the physical and chemical prop-
erties of fullerenes by covalent or noncovalent functionalization enabled their wide
application in the design of novel biosensor systems [25]. The role of fullerene deriva-
tives as electron transfer mediators in detecting different types of biomolecules has
been reported in numerous studies [27–29].

Carbon nanohorns (CNHs), one of the newly discovered forms of CNs, have
attracted increasing attentions due to their unique morphology and structure [30].
They consist of horn-shaped graphene sheets and, due to a similar atomic arrange-
ment, are structural analogues of CNTs [31]. Nonetheless, unlike CNTs, single-
walled carbon nanohorns (SWCNHs) assemble during synthesis to form spher-
ical aggregates with high surface area and excellent porosity. The high porosity
and adsorption potential endow them applicability as nanocarriers or substrates for
biosensing devices [32]. As well, their mass production at room temperature without
using any metal catalysts [33] confers several advantages over CNTs in practical
use: low toxicity, no interference from residual metal impurities and the direct use in
applications without any post-treatment [32]. Similar to CNTs and graphene, CNHs
can be partially oxidized and carry oxygen-containing groups on their surface [25].

This chapter aims to provide an overview of the recent advances and method-
ologies in the construction of different electrochemical DNA biosensors based on
the previously introduced types of CNs, particularly, with regards to probe immo-
bilization chemistry, transduction principles, and amplification strategies applied in
different DNA-sensing schemes.

Besides the survey and comparison of different methodologies reported in recent
papers, the purpose of this chapter is to highlight the importance of CNs in addressing
some of the issues required for an extensive implementation of DNA biosensors in
POC technology.

10.2 Chemistry of Probes Immobilization onto CNs

The basic design of an electrochemical DNA biosensor usually involves the
immobilization of specifically designed single-stranded (ss) nucleic acids (capture
probe) on the electrode surface for complementary DNA or RNA (target) recog-
nition via a highly efficient and highly specific hybridization process. In general,
synthetic oligodeoxyribonucleotides (ssDNA) are used as capture probes in the
DNA hybridization sensors, as the RNA oligonucleotides are more expensive. End-
labels like thiol and amine groups or biotin are introduced in order to facilitate the
immobilization of capture probes onto the transducer surface [10].

Other molecules that can be used as capture probes in addition to conventional
ssDNA are peptide nucleic acids (PNAs) and nucleic acid aptamers. PNAs are
synthetic DNA analogues, with a pseudopeptide backbone that enables high sensi-
tivity due to its neutral character which eliminates electrostatic repulsion between the
two hybridized strands [34]. Nucleic acid aptamers are short single-stranded oligonu-
cleotides optimized for high-affinity binding to a given target and are selected through
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systematic evolution of ligands by exponential enrichment technique (SELEX) from
random sequence libraries [35]. Furthermore, hairpin DNA (hpDNA) structures
proved to exhibit higher selectivity as capture probes compared to linear cpDNAs
[36].HpDNAspossess two regions in the same strandwith complementary sequences
that pair each other to form a double-helix structure ending in an unpaired loop
[37]. Among these hpDNA probes, electrochemical molecular beacons (EMB) have
attracted great interest due to their remarkable molecular recognition specificity.
EMBs involve an oligonucleotide immobilized at the electrode by one end and a
reversible redox marker label at the other, such as the label is positioned in close
proximity to the electrode surface [10].

The immobilization step is essential in developing a robust biosensing interface,
and therefore a judicious control at this level is important for ensuring proper orien-
tation, accessibility, and stability of the capture probe on the sensor surface [11].
In some cases, blocking the remained unoccupied sites on the surface proved to be
necessary in order to prevent nonspecific binding [13]. In this context, the CNs func-
tionalization is of great importance for adjusting the interface properties in order to
facilitate probe attachment and subsequent target recognition [38]. Commonly, this
adjustment of surface properties is attained by covalent and noncovalent modifica-
tions. The combination of CNs with polymers or inorganic composites may offer,
as well, more reproducible, stable, sensitive, and selective structures [39]. In many
cases, functional composites such as CNs—metallic nanoparticles (NPs) hybrids can
act synergistically to offer favourable properties for sensing applications [40].

In the following, a brief overview of various immobilization strategies of the
biorecognition element that have been successfully employed in DNA biosensors
based on different types of CNs is presented.

10.2.1 Noncovalent Immobilization

The noncovalent functionalization of CNs provides a means for immobilization of
biorecognition elements while maintaining the integrity of the sp2-hybridized carbon
network. The main advantages of noncovalent functionalization are its simplicity,
flexibility, minimal steric interference, and the preservation of the original physico-
chemical properties of immobilized biomolecules [41]. Nonetheless, some disadvan-
tages can bementioned: the relatively weak bonds involved that can induce detaching
of biomolecules from the surface, and random attachment that can determine inac-
cessibility of parts involved in target recognition, both affecting the hybridization
efficiency [38].

For the CNs-based DNA sensors, physical adsorption is the simplest immobi-
lization method, driven by π–π stacking interactions between the aromatic ring of
the cpDNAs nucleobases and the hexagonal lattice of graphene and CNTs [42].
The strength of these interactions depends on the number of aromatic rings of the
adsorbed molecules and on the curvature at the contact between the aromatic part of
the molecule and the CNs surface [43]. A wide variety of aromatic molecules can be
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noncovalently attached by π–π interactions to the plane of pristine graphene [44] or
to the sidewalls of CNTs [45].

CNs with oxygen-containing groups such as GO, RGO, and acid-treated CNTs
exhibit very different interactions with DNA than their pristine analogues, because
of the interruption of electron delocalization and sp3 defects. For instance, pristine
graphene possesses an almost planar extended aromatic system that interacts strongly
with aromatic molecules. A different behaviour is expected in case of RGO and GO,
considering that RGO has a decreased aromatic character, while GO can be viewed
as a nonaromatic surface with small isolated aromatic areas and extended deviations
from planarity [46]. However, the sp3 defects of GO proved to be very beneficial
for DNA biosensing and it was successfully employed as platform to differentiate
DNA sequences [47]. GO adsorbs easily linear ssDNA structures, but the interaction
with the rigid structure of double-stranded DNA (dsDNA) is very loose due to the
bases shielding within the densely negatively charged phosphate backbone [48]. The
ability of GO to discriminate between different types of DNA structures combined
with its fluorescence quenching properties have been especially exploited for devel-
oping fluorescence resonance energy transfer (FRET) biosensors [49]. Neverthe-
less, an electrochemistry-based detection would be the best choice for POC devices,
given its high speed, low cost, simple instrumentation, and ease of miniaturization
of the biosensing components. Such an approach was developed by Bonanni and
Pumera [36], who applied a noncovalent immobilization of hpDNA probes on elec-
trochemically reduced GO (ERGO) modified electrodes for the detection of DNA
sequences correlated with Alzheimer’s disease. The sensing mechanism consisted
on the partial release of hpDNA probes from ERGO surface after the hybridiza-
tion with the complementary target, the event being translated by a decrease of the
charge-transfer resistance in EIS measurements. However, the interaction between
DNA and GO is quite complex, the adsorption properties being affected by the type
and length of DNA sequence, and its concentration and the adsorption site on the GO
surface [48]. Wu et al. [50] studied the adsorption and desorption of DNA oligonu-
cleotides onto GO as a function of salt concentration and DNA length. They found
that shorter DNAs are adsorbed more rapidly and bind more tightly to graphene, and
the adsorption is favoured at lower pH and higher ionic strength. Moreover, Yang
and co-workers investigated the binding ability and stability of ssDNA and ssRNA
on GO, finding that GO provides the additional advantage of protecting DNA and
RNA from enzymatic digestion [51].

On the other hand, the binding between C60 and DNA molecules can be
mainly attributed to the hydrophobic interaction between the fullerene surface and
hydrophobic sites on the DNA [27]. C60 fullerene has been widely utilized for
improving the sensitivity of DNA electrochemical biosensors by providing either
a suitable immobilization platform for DNA or by inducing a proper orientation
of redox-active proteins, thus, enhancing the electron transfer properties [27]. For
instance, Zhang et al. designed a highly sensitive biosensing platform based on
fullerene C60 nanotubes (FNTs) that subsequently formed hybrids with ssDNA.
The authors showed that the strong physisorption of DNA onto the FNTs with the
formation of FNT/DNA hybrids was determined by π–π stacking and hydrophobic
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interactions [52]. Several other methods of DNA noncovalent immobilization at
C60 modified electrodes have been tested. Gholivand et al. studied electrochemi-
cally the mechanism of Parkinson’s disease prevention with the drug Carbidopa, by
exploiting the immobilization of a dsDNA at fullerene-modified GC electrodes [53].
The fullerene-modified GC electrode was prepared by drop-casting a suspension
of C60 in CH2Cl2 and then dsDNA was simply adsorbed at the electrode surface
from an aqueous solution. A similar approach was proposed by Shiraishi et al. who
immobilized DNA onto a screen-printed electrode prepared with a paste containing
fullerene. TheDNAmodified electrodewas applied for the electrochemical detection
of 16S rDNA extracted from Escherichia coli [54].

Surface blocking is also common practice in DNA biosensors based on physical
adsorption of capture probes [55], as it improves specificity by reducing nonspe-
cific adsorption [56]. Many types of molecules (e.g. polymers, surfactants, and
homopolymer DNAs) can be adsorbed onto CNs, serving as blocking agents and
potentially removing weakly adsorbed cpDNAs [57]. Moreover, when blocking the
heterogeneous GO surface, a methodical investigation of potential blocking agents
is needed in order to maximize the performance of DNA sensors.

10.2.2 Covalent Immobilization

The covalent attachment of biomolecules to CNs is the preferred approach in sensor
applications due to a more stable and robust substrate modification with oriented
biomolecules [58]. Compared to sensors based on physisorbed probes, covalent
immobilization leads to regenerable sensors less prone to nonspecific probe displace-
ment. However, the covalent strategies can determine the alteration of the CNs elec-
tronic structure, so there is always a trade-off between the functionalization degree
and the preservation of electrical properties [59]. In covalent modification, either the
surface defects or the oxygen functionalities present on the CNs could be utilized
for functionalization. For example, carboxylic groups presented at the edges or basal
plane of CNs can form covalent bonds with primary amine-containing molecules
[19]. The coupling of amino groups in biomolecules with the carboxyl functionalities
using the well-known carbodiimide protocol is one of the most common procedures
for DNA covalent immobilization. Usually, single-stranded amino-labelled DNA
(NH2-DNA) or label-free short DNA sequences are bound to these groups by their
amino tags [34] and deoxyguanosine residues, respectively [60]. This protocol has
been recently applied for assemblingGQDson adouble-strandedDNAstructure [61].
The carboxyl groups of GQDs were activated with N-(3-(dimethylaminopropyl)-
N ′-ethyl-carbodiimide hydrochloride (EDC) and N-hydroxysuccinimide (NHS) and
then coupled with NH2-DNA through amide bonds. GQDs functioned as platform
for immobilization of HRP protein for an amplified detection of miRNA-155 (detec-
tion limit of 0.14 fM) [61]. Using a similar procedure, Li et al. [62] constructed a
sensitive miRNA-24 sensor by drop-casting MWCNTs on a GCE followed by the
immobilization of aminated ssDNA capture probes on the electrode surface. Usually,
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CNTs are pre-treated in strong acids before further functionalization is attempted,
which results in the formation of oxygenated functional groups at the more reactive
open ends or defect sites on the side walls. Other approaches that were used for the
more difficult sidewall functionalization involved highly reactive species (e.g. fluo-
rine) or reduction of aromatic diazonium salts, which generates aryl radicals [11].
Despite some disadvantages such as defect formation, the electrochemical reduction
of aryldiazonium salts has been successfully applied in recent studies since it leads to
the formation of covalent bonds in a controllable fashion and assures a reproducible
functionalization degree [63–68].

The covalent functionalization of graphene can be performed at the sp2 carbon
atoms, the oxygen-containing groups ofGOand by heteroatomdoping [69]. Nitrogen
and boron are commonly used as dopants in heteroatom-doped graphene due to their
similarity with carbon [69]. Some reports demonstrated that nitrogen doping can
significantly increase the electron conductivity and also enhance the biocompatibility
and sensitivity of graphene in biosensing applications [70]. Chen et al. constructed
a label-free electrochemical DNA biosensor using a hybrid nanomaterial based on
N-doped graphene and Au NPs-modified GC electrode for ultrasensitive and highly
selective detection of the human multidrug resistance gene 1 (MDR1 gene). It was
shown that the use of N-doped graphene greatly increased the electrode surface area
and electrical conductivity, while the AuNPs further enhanced the immobilization
of the cpDNA and hybridization ability [71].

The decoration of CNs with inorganic materials (metallic nanoparticles (NPs),
metal, or semimetal oxides) represents another strategy in biosensors design that can
provide unique properties for sensing applications. The obtained hybrid structures
exhibit both the advantages of the individual nanoparticles and CNs, as well as syner-
gistic properties. In this regard, Zhang et al. reported a simple and efficient fabrication
method for label-free impedimetric DNA sensors using CNTs functionalized with
Fe3O4 NPs as substrate for the capture probe [72].

10.2.3 Affinity Binding

The immobilization of biomolecules via supramolecular or coordinative interactions
have also been widely applied for the surface binding of biomolecules [73]. The
typical example encountered in the field of biosensor design is the biotin/avidin (or
streptavidin) system [18]. The avidin–biotin bond is the strongest noncovalent inter-
action, its stability being comparablewith that of covalent bonds. Typically, avidin (or
streptavidin) is first immobilized on the transducer surface followed by binding of the
biotinylated oligonucleotides [19]. Erdem et al. [74] has successfully demonstrated
the immobilization of biotinylated cpDNAs to a streptavidin-modified CNTs elec-
trode. The biosensor demonstrated excellent selectivity, because of the high specific
affinity of the streptavidin/biotin system. A very important advantage of streptavidin-
modified surfaces is that non-complementary DNAs can easily be removed by a brief
washing step, thus, improving the biosensor selectivity and reproducibility [74].
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10.3 Detection Strategies for CNs-Based Electrochemical
DNA Biosensors

10.3.1 Methods for Transducing the Hybridization Signals
in Electrochemical DNA Biosensors

An electrochemical biosensor is a device that consists of a biorecognition element
integratedwith an electrochemical signal transducer such as electrode or a field effect
transistor (FET) [75]. Generally, the detectionmechanism of electrochemical biosen-
sors is based on the change of current or voltagewhen the analyte is recognized by the
biorecognition element. Depending on themode of signal transduction, electrochem-
ical biosensors can be classified into amperometric, voltammetric, impedimetric, and
FET biosensors [25]. Amperometric and voltammetric sensors are the most common
approaches for DNA electrochemical sensing and involve monitoring of a current
related to the concentration of analyte under controlled potential conditions. The
potential applied at the electrode is set at a desired constant value (amperometric) or
is scanned in a chosen range during the test (voltammetric). Themost frequently used
voltammetric methods for DNA electroanalysis include cyclic voltammetry (CV),
differential pulse voltammetry (DPV), and square-wave voltammetry (SWV).

The electrochemical impedance spectroscopy (EIS) technique measures the
response of an electrochemical system by monitoring the current upon a voltage
perturbation with small amplitude [38]. The EIS frequency-domain response can
give useful information about the physical and chemical changes that occur when
an analyte binds to a biomolecule immobilized on an electrode, making it particu-
larly appropriate for the detection of DNA hybridization [76, 77]. EIS measurements
can be performed in either faradic or non-faradic modes [78]. In the faradaic EIS
detection, the analytical signal is the charge-transfer resistance (Rct) between the
solution and the electrode surface when affinity binding occurs and this requires the
addition of redox-active species, such as [Fe(CN)6]3−/4− or [Ru(NH3)6]2+/3+ [79, 80].
In the non-faradaic EIS detection no additional reagent is needed, as the analytical
signal is the electrical double layer capacitance [25]. For a successful detection of the
formation of dsDNA, a careful design of the probe layer depending on the desired
operating mode is required. A compact or insulating layer free of leakage current is
needed for non-faradaic approach while less-packed or conductive layers that permit
the access of redox species are desirable for the faradaic biosensor [81].

FET-based biosensors use an electric field to control the conductivity of a semi-
conducting channel between two electrodes, source, and drain. This can be attained
by varying the electric field potential, relative to the source and drain electrodes, of
a third electrode known as gate [82]. In this case, the analytical signal is the source-
drain current which is proportional to the analyte concentration when the semicon-
ductor channel incorporating the biorecognition element is brought into contact with
the analyte environment [25]. Due to the semiconductors’ sensitivity to changes
induced by hybridization of surface-immobilized cpDNAs, this label-free approach
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is one of the most effective for DNA detection [79]. CNs, especially CNTs and
graphene, are key materials for FET sensors due to their excellent electric properties,
ultrahigh sensitivity, and potential for miniaturization. The semi-metallic behaviour
of graphene enabled the development of graphene FETs for quantitative detection of
DNA attachment by a shift in the Dirac point with the change in the surface charge
[83]. However, for CNTs, a major drawback is the difficulty in the separation of
metallic nanotubes from semiconducting ones [84].

10.3.2 Detection Mechanisms for CNs-Based DNA
Electrochemical Biosensors

Theworking principle of DNA biosensors is based on the affinity of two complemen-
tary ssDNA strands, one with known nucleotide sequence (cpDNA) and its inves-
tigated counterpart (tDNA). The hybridization of the two strands occurs through
the pairing of purine bases (adenine and guanine) with pyrimidine complementary
ones (cytosine and thymine) [85]. Several approaches have been considered for the
recognition of DNA hybridization, which can be classified as label-based and label-
free detection. Label-based methods involve the use of some signal reporter species
such as redox-active molecules or enzymes that bind to DNA, while the label-free
methods are based on changes in the electroactivity of DNA due to hybridization.
According to a IUPAC report, a clear distinction is needed regarding label-free and
reagentless DNA electrochemical biosensors. Label-free techniques use no chemical
modification of DNA probes, DNA targets, or other analytes, while reagentless tech-
niques use no additional chemical reagents (indicators, redoxmediators, and enzyme
substrates) to generate the analytical signal [10].

10.3.2.1 Label-Free DNA Hybridization Detection Method

Detection of DNA Through Intrinsic Electroactivity of DNA Bases

Most of the label-free electrochemical methods for DNA detection rely on the
intrinsic electroactivity of DNA purine bases [8]. The first assay of label-free DNA
electrochemical detection, developed by Paleček 60 years ago, discriminated ssDNA
versus dsDNA through direct reduction of DNA bases at a mercury electrode [86].
Among the four nucleobases, guanine and adenine were found to be the most easily
oxidized at carbon electrodes [87]. Thereupon, the approach based on the change
of reduction/oxidation current signal of guanine and adenine after hybridization has
been extensively exploited in the development of label-free electrochemical DNA
sensors [8]. The interaction of free bases in a DNA probe with the complementary
ones in tDNAduring hybridization leads to less accessible guanine/adenine bases and
their redox activity decreases. Electrochemical signals generated from oxidation or
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reduction ofDNAnucleobases can be investigated by voltammetry-based techniques.
Their direct detection at conventional carbon materials has a low sensitivity [88], but
Zhou et al. demonstrated that the chemically reduced GO provides far better electro-
chemical activity for all four A, G, C, T bases [89]. Moreover, direct voltammetric
studies performed onDNAbyLim et al. at anodized epitaxial graphene demonstrated
that all four DNA bases in dsDNA could be simultaneously detected and ssDNA can
be differentiated from dsDNA [90]. Compared to pristine graphene, which shows
disadvantages such as slow electron transfer kinetics or high background current,
electrochemically oxidized graphene, or graphene containing a large number of
defects were found to significantly enhance the nucleobases’ response. Furthermore,
the basal planes of graphene are substantially less electrochemically active than
the edge sites of graphene sheets [90, 91]. Considering these aspects, Ambrosi and
Pumera applied structured graphene electrodes based on nanofiber-stacked graphene
whose edge planes have been preferentially exposed, for studying a ssDNA oligonu-
cleotide specific of the human influenza A (H1N1) virus. The authors demonstrated
an enhanced electrochemical response compared with other carbon materials such as
GC,MWCNTs, edge plane pyrolytic graphite, and graphitemicroparticles [91]. Still,
numerous studies evidenced that CNTs show a catalytic effect on electrooxidation
of nucleic acids and their bases, enhancing the signal considerably [92–96]. Ampli-
fication of the guanine response has been reported at MWCNTs-modified carbon
paste electrodes [97], SWCNTs or MWCNTs-modified GC electrodes [92, 96], and
at graphite pencil electrodes modified with MWCNTs [93]. MWCNTs have also
been used to develop a simple, label-free, and sensitive electrochemical biosensor
for detection of miRNA by monitoring the oxidation signal of guanine by DPV.
MicroRNAs (miRNAs) are single-stranded small non-coding RNAs that play impor-
tant roles as endogenous gene regulators [98]. Synthetic ssDNAs complementary
with miRNA-24 were covalently immobilized as capture probes onto the surface of
MWCNTs-modifiedGC electrodes. For optimized conditions, the proposedmiRNA-
24 biosensor proved a good sensitivity, a limit of detection (LOD) of 1 pM, good
specificity and acceptable recovery and reproducibility [62].

The label-free approach provides reduced analysis time and is free from other
unfavourable effects that labels have, such as instability and steric hindrance [55,
99]. There are however limitations such as high background signals due to nonspe-
cific adsorption of DNAs containing guanine bases and high oxidation potentials
required to detect the nucleobases. The latter can be surmounted by using redox
mediators with reversible electrochemical responses at lower potentials [10]. Other
limitations may arise from the fact that only bases in the close vicinity of the elec-
trode can undergo direct electrooxidation. Again, redox mediators such as rhodium
or ruthenium complexes that can shuttle electrons from guanine residues in inacces-
sible parts of the DNA sequence to the electrode could overcome this disadvantage
[100]. Still, the major drawback of this strategy remains the irreversibility of elec-
trochemical reduction and oxidation of DNA bases and, thus, the limited reusability
of the sensor due to the denaturation of nucleic acids [75].



220 L. Pilan and M. Raicopol

Detection of DNA Through Impedance Changes Induced by Hybridization

EIS provides another label-free approach for DNA hybridization detection [93].
Impedimetric biosensing relies on changes in the electrical properties of the surface
(resistance and capacitance), resulting solely from capturing the target molecule by
the DNA probe.

For impedance measurements, it is beneficial to have a large surface area for
biomolecules immobilization andhighly conductive transducingmaterials.Graphene
is an ideal surface for impedimetric biosensing as it exhibits metallic conductivity,
high heterogeneous electron transfer rates and, as already mentioned, a very large
surface area [101]. Recently, Kilic et al. developed a sensitive and selective method
to detect miR-122 in cell lysates by measuring the Rct of a redox probe at graphene-
modified pencil graphite electrodes [102]. The biosensor exhibited a LOD of 1 pmol
with a good selectivity and could be applied for detecting several miRNA sequences
in real samples. A sensitive impedimetric DNA biosensor for HIV-1 gene detec-
tion was developed by Gong et al. The authors showed that the use of ERGO as
immobilization platform for cpDNA enhances the EIS response and a LOD down
to 0.3 pM can be attained [103]. Zhang et al. proposed an effective label-free EIS
biosensor for the detection of a 21-mer oligonucleotide sequence from the hepatitis
B virus by employing RGO as detection platform [104]. In their study, RGO was
functionalized with tryptamine (TRA), which is irreversibly anchored via its indole
ring to the large hydrophobic surface of graphene by π-stacking interactions. The
amino-substituted oligonucleotide probe was conjugated to TRA by cross-linking
with glutaraldehyde. Under optimal conditions, the proposed biosensor proved a
high sensitivity for complementary DNA and a LOD as low as 5.2 × 10–13 M. The
reported results based on EIS approaches proved that this technique can serve as a
low-cost procedure for genetic studies.

Detection of DNA by Altering the Accessibility of Redox Probes Induced
by Hybridization

The limitations of methods that rely on the intrinsic electroactivity of DNA bases
motivated the development of other label-free detection strategies that exploit the
signal changes of electrochemically active species (indicators) due to different inter-
actions (electrostatic, intercalation, etc.) with ssDNA and dsDNA or as a result of
changes in the indicator accessibility at the electrode driven by analyte binding or
alteration of a biorecognition element’s conformation [79]. These species can be
either freely diffusing or attached to the DNA double helix [10].

(a) The simplest approach involves a charged (electrostatic) redox indicator
that responds to differences in negative charge density between ssDNA and
dsDNA. The mostly widely used is the negatively charged [Fe(CN)6]3−/4− and,
commonly, the voltammetric redox signal of [Fe(CN)6]3−/4− decreases after
the hybridization of a ssDNA probe with tDNA [79]. The use of uncharged
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PNA as probe proved to offer a better discrimination between the probe and
the negatively charged PNA-DNA hybrid [10]. However, when cpDNA is
noncovalently adsorbed at CN-based electrodes a different behaviour can be
expected. For example, hybridization-induced desorption of the hpDNA probes
from graphene surfaces favours the redox reaction of [Fe(CN)6]3−/4− [36]. This
approach served as a sensitive method for the detection of DNA sequences and
single nucleotide polymorphism (SNP) correlated to Alzheimer’s disease. The
same strategy proved that a GO platform allows a more accurate discrimination
among three different ssDNA targets thanERGOandTRGO(thermally-reduced
graphene oxide) [37]. Zhao et al. [105] proposed a simple and efficient electro-
chemical platform for detecting specific ssDNA sequences employing GQD-
modified electrodes and [Fe(CN)6]3−/4− as redox indicator. The ssDNA probes
adhered strongly to the modified electrode surface via their interaction with
GQDs, thus, inhibiting [Fe(CN)6]3−/4− electron transfer, while in the presence
of target molecules signal currents increased significantly.
Another redox indicator frequently used to monitor changes in negative
charge density through impedimetric or voltammetric techniques is the cationic
complex [Ru(NH3)6]3+/2+, which is attracted to the negatively charged back-
bone of DNA. Ruthenium complexes are “cleaner” species that do not adsorb
on carbon electrodes the way [Fe(CN)6]3−/4−or other species employed as inter-
calators do, a drawback which can influence the DNA interaction signal [106].
Du et al. employed ERGO films deposited on polyaniline modified GC elec-
trodes to noncovalently bind the ssDNA probes and then redox [Ru(NH3)6]3+

cations were attached via electrostatic interaction with the negatively charged
phosphate backbone of DNA [107]. For recognizing the hybridization event,
the change in the voltammetric response of surface-bound [Ru(NH3)6]3+ before
and after hybridization of the ssDNA probe with tDNA was monitored. The
authors reported that the biosensor could detect the sequence-specific DNA of
a cauliflower mosaic virus gene with a LOD of 3.2 × 10–14 mol L−1 [107].

(b) A different label-free strategy for electrochemical DNA detection has been
developed by Teymourian et al. using as a detection platform an electrode modi-
fied with Fe3O4/RGO nanocomposite [108]. In this strategy, a voltammetric
signal is produced by the underlying Fe(II)/Fe(III) redox system attached to the
transducing interface, as the electron transfer reaction is influenced by subtle
surface changes induced by DNA binding or hybridization. A remarkable atto-
molar sensitivity and high specificity for tDNA have been reported for this
approach.
A similar label-free strategy was adopted by Ye et al. [109], who selected thio-
nine (Thi), a cationic phenothiazine dye, as an electrochemical active species for
DNA detection. In this case, the electrochemical transducing interface consisted
of AuNPs and a thionine-functionalized reduced graphene oxide (Thi-RGO)
modified GC electrode. Thiolated cpDNA sequences were immobilized onto
the transducing platform through S–Au bonds (Fig. 10.2) and the detection of
specific DNA sequences was based on the decrease of thionine’s DPV response
induced by hybridization. The proposed DNA biosensor exhibited excellent
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Fig. 10.2 Schematic illustration of the fabrication and DNA detection procedure with a biosensor
based on AuNPs and Thi-RGO-modified GC electrode. Reprinted from [109], Copyright 2018,
with permission from Elsevier

analytical performance in terms of detection limit, linear range, stability, and
sensitivity [109].

(c) The use of intercalator molecules that bind with high affinity to the dsDNA
duplex conformation leads to a selective accumulation of these species on the
electrode surface when the analyte is also present, so the voltammetric signal
increases accordingly [110]. Intercalators are planar organic molecules with
several condensed aromatic rings and typical examples include daunomycin,
ethidium bromide, osmium bipyridine, ruthenium(II) polypyridyl complexes,
phenoxazines, etc. [111]. Some of these redox intercalators that contain osmium
and ruthenium ions are rather toxic and expensive, therefore, newer, cost-
effective, and benign intercalators with excellent redox reversibility have been
synthesized [8]. For example, Wang et al. [112] used an original polypyridyl
copper complex as intercalator and a chitosan–MWCNTs nanocomposite film
(Fig. 10.3) as immobilization platform for cpDNA. The hybridization of cpDNA
with a target 20-mer oligonucleotide fragment related to the phosphinothricin
acetyltransferase gene could subsequently be monitored due to the ability of
the copper complex to discriminate between hybridized and unhybridized DNA
[112].

(d) Other electroactive species that can function as redox indicators for hybridiza-
tion events are substances that associate preferentially with ssDNA, a
common example being methylene blue (MB), which interacts with unpaired
guanine residues [10]. Such an approach was developed using flexible
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Fig. 10.3 Schematic diagram for the fabrication of a DNA biosensor having a polypyridyl copper
complex as intercalator and a chitosan–MWCNTs nanocomposite film as immobilization platform
for cpDNA. Reprinted from [112], Copyright 2011, with permission from Elsevier

MWCNTs/polydimethylsiloxane electrodes for the immobilization of ssDNA
capture probes through π–π interactions with MWCNTs [113]. The mecha-
nism of detection using MB as redox indicator is presented in Fig. 10.4. The
MB indicator can be both adsorbed onto the electrode surface, while the posi-
tively charged MB binds to negatively charged phosphate in the ssDNA capture
probes (P1) and non-complementary sequences (T3), leading to an increase of
the concentration ofMB near the electrode surface. In the presence of a comple-
mentary DNA sequence (T1), the π–π interactions between the nucleobases
of dsDNA and the MWCNTs are significantly reduced and a decrease in the
concentration of MB near the electrode can be monitored by the diminishing
peak currents in CV and DPV [113]. Since the probe was attached through
π–π interactions between ssDNA and MWCNTs, the sensor could be easily
regenerated by simply washing the electrodes with water.

However, several other studies revealed that MB can function only as interca-
lator for the dsDNA double helix and accordingly a higher MB reduction current is
recorded after hybridization than in the presence of only the ssDNA capture probe
[113–115]. The apparent disagreement of these results can be attributed either to vari-
ations in the structure of biorecognition molecules or to the different immobilization
strategies [115]. Du et al. fabricated a DNA-sensing platform through the immobi-
lization of uncharged PNA probes at ERGO electrodes using 1-pyrenebutyric acid as
linker [115]. A DPVmethod was employed to monitor the hybridization event using
MB as electrochemical indicator. The authors reported thatMB interacted easily with
the guanine residues and intercalated into the PNA–DNA helix structure, leading to
an increase in peak current after PNA–DNA hybridization. Both the utilization of
PNA probes for tDNA recognition and the ability of ERGO to promote electron
transfer reactions determined a high selectivity for DNA, a wide dynamic range and
a low LOD (0.5 pM). A similar approach involving the covalent immobilization of
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Fig. 10.4 Schematic representation of the DNA-sensing mechanism employing MWCNT-based
electrodes and MB as indicator (P1: cpDNA; T1: complementary tDNA; T3: non-complementary
tDNA). Some of MB molecules can be intercalated into dsDNA. Reprinted from [113], Copyright
2015, with permission from Elsevier

cpDNAwas described by Chen et al. [71], but these authors employed a hybrid nano-
material composed of N-doped graphene and Au NPs as platform for ultrasensitive
DNA detection. The N-doped graphene significantly increased the electrode surface
area and electrical conductivity, while the Au NPs allowed the covalent immobi-
lization of a thiolate ssDNA probe. Results of DPV analyses using MB as indicator
showed that the biosensor displayed high selectivity, increased sensitivity for a wide
linear range, and low detection limit for MDR1 gene [71].

Another DNA-sensing approach employed a RGO-modified GC electrode as
detection platform and [Cu(phen)2]2+ as electrochemical indicator and anchor
for cpDNA immobilization. RGO benefits were both in increasing the electrode
surface area to support high loadings of the indicator and DNA probe, but also in
accelerating the electron transfer rate. The planar structure of 1,10-phenanthroline
afforded ssDNA immobilization through intercalative interactions between the helix
of cpDNA and the aromatic phenanthroline rings. Thus, the detection mechanism
relied on the decrease in [Cu(phen)2]2+ electrochemical response when the DNA
probe hybridized with its complementary sequence and hindered the charge transfer.
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The biosensor displayed a LOD of 1.99 10–13 M and a good discrimination ability
by effectively detecting one-base mismatch [116].

The concepts presented above are in agreement with the current understanding of
theDNAsurface conformations, but it should be pointed out that structural changes in
immobilizedDNAcan unpredictably affect the binding properties of redox indicators
[79].

Detection of DNA by CN-Based FETs

The ability of CN-based FETs to detect DNA hybridization events in a label-free
manner offered a new perspective for developing a new generation of simple and
inexpensive DNA chips [117]. By taking advantage of the superior properties of
CNs, many strategies have been developed to create SWCNTs or graphene-based
FET biosensors for the direct detection of DNA hybridization and even for DNA–
protein interactions. An important aspect of using CN-based FETs in biosensing
is their capacity to detect biomolecules at the single-molecule or single-cell level
because of their size and excellent biocompatibility [118]. For instance, DNA phys-
ically adsorbed onto CVD-grown SWCNTs and deposited on SiO2/Si wafers was
used in a FET configuration that specifically recognized in the HFE gene the H63D
SNP discrimination, which is responsible for hereditary hemochromatosis [119].
However, some studies reported that nonspecifically adsorbed ssDNA molecules
cannot easily bind with their complementary strand and that a more robust immo-
bilization method is needed to bind ssDNA probes onto the surface of CNTs [117].
Goldsmith et al. developed an electrochemical method to create single-point defects
in SWCNTs in a controllable manner and then covalently attached biomolecules
at the defect sites [120]. It has been demonstrated that a FET device built on this
principle exhibits sufficient sensitivity to detect the binding of a single molecule as a
result of coulombic interactionwith the defect site. This strategywas further exploited
by Sorgenfrei et al. These authors coupled an—NH2 terminated ssDNA probe to a
–COOH functionalized point defect in a CNT, thus, obtaining single-molecule label-
free biosensors capable of probing molecular kinetics at microsecond timescales, an
approach which shows great potential for label-free SNP detection[121].

Graphene is an ideal material for the fabrication of FET biosensors because it is a
zero-bandgap semiconductor. Furthermore, its large surface area, biocompatibility,
and exceptional electronic properties such as ultrahigh charge mobility, low charge
scattering, and ambipolar field effect make it superior to CNTs for such applications
[106]. Dong et al. [122] demonstrated that large-size CVD-grown graphene films are
highly sensitive to DNA hybridization. Their device was able to detect the hybridiza-
tion of tDNA at a LOD of 0.01 nM and even distinguished single-base mismatch.
Grafting probe molecules on the surface of graphene without affecting its electrical
conductivity can be easily achieved through π-π interactions with linker molecules
containing pyrene, pyridine, benzene, or quinoline groups [25].

Some disadvantages of CVD-grown graphene are its high cost and, sometimes,
reproducibility issues when considered for integrated circuits [123]. Chemically
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Fig. 10.5 Schematic representation of hpDNA bound to a back-gated G-FET using a pyrene linker
(left side) and the current-gate voltage curve evolution of G-FET following different chemical
treatment steps (right side). G-FETs were functionalized by π–π stacking interaction with 1-
pyrenebutyric acid N-hydroxysuccinimide and incubated in aminated hpDNA solutions that led
to an increase in the Dirac potential. Reprinted with permission from https://pubs.acs.org/doi/10.
1021/acs.nanolett.8b00572 [125]. Copyright 2018 American Chemical Society

modified graphenes with tunable surface chemistry can become an alternative for
CVD-grown, providing comparable results forDNA-sensingFETs.Cai et al. reported
a RGO-based FET biosensor for ultrasensitive label-free detection of DNA [124]. A
PNA capture probe was immobilized onto the RGO surface using a pyrene molecule
as linker. The attained LOD, as low as 100 fM, was mainly attributed to the use of a
PNA probe with a higher sequence-specific affinity and stability to tDNA in respect
to traditional ssDNA probes. Another strategy developed by Gao et al. exploited a
hpDNA probe that allowed for target recycling and hybridization chain reaction to
amplify the transduction signal (Fig. 10.5), thus, improving the LOD by a factor of
20,000 [125] and enhancing specificity. By using the graphene-based FET (G-FET),
a multiplexed detection principle that overrun the tDNA length limitations and opens
the way for high sensitivity nucleic acid testing was demonstrated, with significant
benefits for diagnostics in a real-life clinical context [125].

10.3.2.2 Label-Based DNA Hybridization Detection Methods

When label-free approaches are not sensitive enough or not appropriate for a partic-
ular transduction principle, a strategy based on labels must be employed in order
to provide a relevant electrochemical signal [19]. The attachment of electrochem-
ically detectable DNA labels (either for the DNA target or DNA probe) such as
redox species (e.g. ferrocene) or enzymes catalyzing reactions that generate elec-
troactive products (e.g. hydrogen peroxide) usually induce an enhanced sensitivity
and selectivity for the detection. Unfortunately, such procedures can also increase
the complexity of the device and associated cost [10].

https://pubs.acs.org/doi/10.1021/acs.nanolett.8b00572
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Target Labelling

One of the label-based DNA detection strategies adopted at CN-based platforms
relies on chemical labelling of tDNA sequences with redox-active molecules or
enzymes as signal reporters [75]. The use of enzymes as reporters serves also as
amplification strategy for the hybridization event by catalytic generation of elec-
trochemically active species. For example, alkaline phosphatase (ALP) is able to
hydrolyze a large number of phosphoesters and the resulting dephosphorylated prod-
ucts can be detected electrochemically, while for horseradish peroxidase (HRP) and
glucose oxidase (GOD), the generated H2O2 is monitored amperometrically [10].
For instance, considerable sensitivity and selectivity were achieved for the detection
of DNA sequences related to the breast cancer BRCA1 gene with a biosensor based
on a MWCNT-modified GC electrode transducer and ALP-labelled tDNA [126].
In this case, the detection principle relied on cpDNA immobilization at the sensor
surface and further hybridization with biotinylated tDNA labelled with streptavidin–
ALP. The ALP catalyzed the hydrolysis of α-naphthyl phosphate to α-naphthol, an
electroactive product which was detected by chronoamperometry [126]. A similar
approach using ALP-labelled tDNAwas developed by Berti et al. for the DPV detec-
tion of the 35S promoter, a common marker for genetically modified organisms
(GMOs) [127]. The group tested several MWCNTs thin films prepared by CVD
as sensing platforms and then combined an optimized CNs platform with enzyme
labelling to achieve LOD in the nanomolar range, sufficient for most applications
involving gene expression and sequence analysis. He and Dai described a method for
preparing highly sensitive and selective DNA sensors by attaching cpDNAs on both
the tip and wall of plasma-activated aligned CNTs combined with tDNA pre-labelled
with ferrocenecarboxaldehyde [128]. The redox response of ferrocenemoieties could
be recorded at the CNT electrode when complementary DNA was present, whereas
non-complementary DNA chains showed no redox response [128].

Probe Labelling—Sandwich Affinity Structures

Sandwich hybridization assays employ covalently labelled probes (reporter probes,
RP) and consist of two recognition steps (cpDNA–tDNA and tDNA–RP), resulting in
a significant improvement in the selectivity. The design of RPs allows the hybridiza-
tion with tDNA at an adjacent site to the sequence recognized by the cpDNA, thus,
contributing to an efficient electron transfer between the label moiety and the elec-
trode [10]. There are twomain approaches for integrating CNswith sandwich affinity
biosensors: one uses CN-modified electrodes in order to improve the electrochemical
response of the label group and the second involves the integration of CNs with the
redox species/catalysts employed as RPs [129]. Both procedures have been widely
validated in many label-based DNA hybridization studies. Such a sandwich-type
DNA detection system where CNTs provide double-step amplification pathways
(for both recognition and transduction events) was designed by Wang et al. [130].
The CNTs-based amplified detection protocol involved the sandwich hybridization
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of cpDNA immobilized onto streptavidin-modified magnetic beads, the tDNA, and a
DNA RP conjugated in a SWCNT/ALP adduct. The chronopotentiometric stripping
detection of the enzyme reaction product (α-naphthol)was possible atCNTs/GCelec-
trode by enzymatic amplification. The CNT’s dual amplification role, as carriers for
enzyme labels and for accumulating the enzyme reaction product, assured an excel-
lent sensitivity for DNA detection, with a LOD of around 54 aM [130]. A somewhat
similar sandwich structure for DNA sensing was later reported in a study by Yang
et al. These authors employed a ferrocene (Fc)-SWCNTs adduct conjugated with a
DNA probe as reporter and exploited the electrocatalytic properties of Fc/SWCNT
towardsH2O2 [131]. The Fc-SWCNTs/DNA adducts hybridized to a tDNA sequence
already paired with a second DNA probe immobilized on a gold electrode. In this
case, SWCNTs played a double role, both in the recognition/transduction events and
for enhancing the electron transfer [131].

A recent study described a sandwich hybridization assay based on gold
nanoparticle-modified graphene oxide (AuNPs-GO) as transduction platform for
detecting the breast cancer marker ERBB2 (Fig. 10.6). Thiolated cpDNAs (ERBB2-
c) immobilized onto AuNPs-GO and a HRP-labelled probe were used to assay tDNA
hybridization. Using the amperometric detection principle, a LOD of 1.6 × 10−10 M
was achieved for ERBB2, a value lower than the normal physiological level which
proves this strategy is suitable for early stage screening of breast cancer [12].

Another approach devised for the integration of CNs with sandwich hybridization
assays uses CNs-based reporter labels as enzyme substitutes for signal amplification.
For example, Wang et al. described a sensitive DNA biosensor using a HRP mimic
as reporter label which was combined with a biotinylated molecular beacon immobi-
lized onto AuNPs–SWCNH modified GC electrodes [132]. Iron porphyrins such as
hemin and iron(III)meso-tetrakis(N-methylpyridinum-4-yl)porphyrin (FeTMPyP),
attracted considerable interest lately because they can substitute the biological func-
tion of HRP [133, 134]. In another study, the reporter label was prepared by assem-
bling the iron(III) porphyrin FeTMPyP onto GO by noncovalent π-π interactions,
yielding a high peroxidase activity towards o-phenylenediamine (o–PD) oxidation
in the presence of H2O2. The use of graphene-based enzyme mimic combined
with AuNPs–SWCNH composite as transducer determined an increased detection
sensitivity and a LOD down to attomole levels [135].

10.4 Signal Amplification Strategies in CNs-Based
Electrochemical DNA Biosensors

As already mentioned in the previous paragraphs, signal amplification is another
important feature for DNA biosensors which enables the detection of small analyte
quantities in complex matrices, usually, in the presence of excess nonspecific
sequences [10]. In the last few years, substantial advances were made in the devel-
opment of more sensitive transducers and new amplification schemes that generate
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Fig. 10.6 Schematic representation of a sandwich-type DNA sensor for the detection of breast
cancer marker ERBB2 showing the prepared AuNPs-GO/GC and the hybridization of tDNA
(ERBB2 target) with the specific cpDNA (ERBB2-c) and HRP-labelled RP. Reprinted from [12],
Copyright 2017, with permission from Elsevier

enhanced signals from just a few analyte molecules [136]. To address the assay
sensitivity issues, researches designed highly functional nanomaterials and, by fine-
tuning their structure and functions, were able to amplify detection signals [137].
Because of their interesting properties, the use of CNs dominates in a wide range of
biosensing schemes. The high surface-to-volume ratio and the superior conductivity
of CNs amplifies surface interactions and provides a high surface density of probe
or analyte molecules, hence, increasing the sensitivity and allowing device miniatur-
ization [21]. Despite the unique advantages of CNs, their combination with various
functional materials can contribute synergistically to signal amplification [138–143].
IUPAC reviewed several ways to accomplish signal amplification in electrochem-
ical DNA biosensors: using multiple electrochemically active species in tDNA or
signalling probes, employing biocatalysts, using NPs-based strategies or multilevel
signal amplification through different types of nanomaterials such as CNs, each
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loading other amplifying entities (simple redox labels, nanoparticles, or enzymes)
[10]. The amplification methods which employ CNs in order to achieve ultrahigh
assay sensitivities will be discussed in the following section.

10.4.1 Amplification Methods Based on Redox-Active Species

Several innovative amplification schemes in which mediators are used for the oxida-
tion of nucleobases [143, 144] or employ electrochemically active species (either
intrinsic components of nucleic acids or synthetic labels) in tDNA [110] or in
signalling probes[145, 146] have been described in the literature. Cai et al. were the
first to use CNTs in an electrochemical DNA biosensor fabricated through covalent
immobilization of cpDNAs onto a MWCNT-modified GC electrode and performed
the tDNA hybridization detection by DPV in the presence of an electroactive inter-
calator, daunomycin [147]. The MWCNTs platform conferred improved sensitivity
during the transduction stage and their device achieved a LOD of 1.0 × 10–10 M
for the target sequence [147]. The use of mediators for nucleobase oxidation, such
as ruthenium [143] or osmium complexes [144], has been also proposed in order
to amplify the sensing signal and, thereby, increase the sensitivity. Moreover, by
combining a MWCNTs-modified nanoelectrode array with [Ru(bpy)3]2+ mediated
guanine oxidation, ultrasensitive (sub-attomole) detection of DNA hybridization was
achieved [143].

As already mentioned in the previous section, all sandwich-type biosensors can
be constructed with reporter probes bearing a small quantity of redox species such
as ferrocene [145] or methylene blue (MB) [148]. The performance of these devices
can be augmented by employing CN-modified electrodes that amplify the electro-
chemical signal due to their favourable interfacial redox properties [129]. A sensitive
sandwich-type DNA sensor based on graphene decorated with Au NPs as sensing
platform was reported by Wang et al. [148] (Fig. 10.7). Thiolated cpDNA was cova-
lently attached to AuNPs on the electrode surface and the tDNA hybridized with
two different regions of the RP (labelled with MB) and cpDNA, forming sandwich-
like aggregates. The Au NPs/RGO film enhanced the accumulation of immobilized
cpDNA and the formation of long DNA concatemers, highly improving the sensi-
tivity of the biosensor. This approach allowed the detection of tDNA with a LOD of
0.35 fM and very good selectivity [148].

10.4.2 Enzyme-Assisted Amplification

Enzyme-assisted nucleic acid amplification technology is a very powerful tool for
signal amplification, considering that one enzyme molecule used as an nucleic acid
tag catalyzes the transformation of a large number of substrate molecules into elec-
troactive products [10]. Recently, Liu et al. devised a label-free electrochemical
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Fig. 10.7 Schematic representation of the fabrication procedure for theDNAbiosensor described in
Ref.[148] (cpDNA: capture probe, tDNA: target DNA, RP: signal probe). Reprinted by permission
from Springer Nature: Springer, Microchimica Acta [148], Copyright 2014

detection strategy for 17β-estradiol (E2) based on graphene and DNase I enzyme-
assisted cycling amplification. In the proposed design, graphene had a multiple role,
as substrate for the E2 binding aptamer, the recognition element for E2, and as
controllably switch on the electron transfer between the substrate electrode and a
redox probe in the solution in the presence of the E2 analyte (by assembling on
the SAM thiols modified Au electrode). A DPV method was adopted to measure
the current response determined by the controllable assembling of the graphene
that could be correlated with the E2 concentration. Due to the synergistic effect
of DNase I enzyme-assisted cycling amplification (that could successively generate
bare graphene, see Fig. 10.8), a high sensitivity and a LOD of 50 fM for E2 could be
attained. As well, this detection principle showed enhanced selectivity in complex
samples, displaying promising potential for E2 detection in wastewater [149].

Recent studies revealed that the simple rules that govern nucleic acid hybridiza-
tion of can be tailored for signal amplification [150]. DNA amplification techniques,
such as rolling circle amplification (RCA), hybridization chain reaction (HCR) [151],
catalyzed hairpin assembly (CHA) [152], have been explored as signal amplifica-
tion strategies with a synergic role in the design of CNs-based DNA biosensors.
Commonly, these techniques are enzyme-free and rely only on hybridization and
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Fig. 10.8 Schematic representation of the principle of an aptasensor for E2 detection: DNase I
enzyme splits the aptamer attached to E2 and releases E2. The free E2 reattaches to other aptamers,
successively creating bare graphene and, thus, a cycling electrochemical response amplification.
Reprinted from [149], Copyright 2018, with permission from Elsevier

strand-exchange reactions, but can be connected favourably with enzyme amplifi-
cation schemes [150]. For instance, Shuai et al. [153] reported a highly sensitive
electrochemical sensor for miRNA detection based on a WO3-RGO composite plat-
form that coupled enzyme signal amplification with CHA target recycling. Through
the synergic combination of large specific surface area WO3-RGO composites
with the high selectivity from CHA target miRNA recycling, and the enzymatic
electrochemical-chemical redox cycling reactions, a remarkably low LOD of 0.05
fM was achieved. Later, the same group reported an ultrasensitive electrochemical
aptasensor using nitrogen-doped graphene oxide (N-GO) and AuNPs as sensing
platform and signal carrier MoS2 spheres in a sandwich-type configuration [154].
All these features combined with a signal amplification strategy based on HCR and
enzymatic redox cycling, led to an ultrahigh sensitivity, a very low LOD (0.027 fM)
and a good selectivity for thrombin detection [154].

10.4.3 Nanoparticles as Signal Amplification Elements
in CN-Based Electrochemical DNA Biosensors

Another typical strategy to increase the sensitivity of CNs-based DNA biosensors
involves the use of functional hybrids comprised of CNs and nanoparticles (NPs)
that can act synergistically for the amplification of electrochemical signals. In certain
cases, by decorating CNs with NPs, one can efficiently improve the electron transfer
occurring between an analyte and the electrode and also increase the amount of
immobilized cpDNA. Another approach consists in including NP-bound reporter
probe molecules in sandwich-based assays which can lead to considerable signal
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enhancement [10]. Recently, various hybrid AuNPs/graphene nanocomposites with
application in DNA sensors have been prepared [8, 142]. Wang et al. [155] modi-
fied a GC electrode with AuNPs-decorated GO sheets in order to enable the cova-
lent immobilization of cpDNA at the hybrid nanocomposite through Au–S bonds.
In a similar approach, a well-dispersed graphene/AuNP nanocomposite suspension
was drop-casted on the surface of a GC electrode [156] and then a DNA probe was
immobilized through the formation of Au–S bonds, emphasizing the versatility of the
chemisorption technique in the fabrication of DNA biosensors. In another example,
Huang et al. successfully fabricated ultrasensitive electrochemical DNA sensors by
assembling thiolated cpDNA on a MoS2/MWCNTs-modified electrode functional-
ized with AuNPs and glucose oxidase [157]. Moreover, AuNPs can be replaced by
cheaper AgNPs, as has been illustrated in another study, where a cpDNA labelled at
5′ with a thiolated linker was immobilized at a AgNP/polydopamine–graphene/GC
electrode and thenDPVwas employed tomonitor theDNAhybridization event using
MB as an electrochemical indicator [158]. Moreover, 6-mercaptohexanol was added
after immobilization of the cpDNA in order to induce an orientation which allows
better recognition. The multiple amplification methods used in this study determined
a LOD of 3.2 fM and a linear sensing range from 0.1 pM to 0.1 nM [158].

An electrochemical biosensor based on PtNPs-decorated MWCNTs in which
daunomycin was used as indicator for DNA hybridization was presented by Zhu
et al. [111]. The authors demonstrated that due to the large surface area of CNTs and
their ability to promote electron transfer reactions combined with the increased elec-
trocatalytic activity of PtNP an exceptional analytical sensitivity can be achieved. As
an alternative for chemical reduction methods mentioned above, CNs/NPs compos-
ites could also be obtained via electrochemical approaches, which proved to be
more advantageous by easily controlling the density and size of the NPs through
the characteristic synthesis parameters. For example, Cheng et al. [159] reported an
ultrasensitive electrochemical quantification method for microRNA in cell lysates
using as detection platform a graphene-functionalized screen-printed Au electrode
decorated with bimetallic Pd–Pt NPs.

Dong et al. adopted an amplification strategy for DNA hybridization based on a
SWCNTs-FET (SNFET) and introduced reporter DNA probes labelled with AuNPs
in the hybridization step, which resulted in a significant improvement of LOD
(approx. 100 fM) [160]. Later, the same research team demonstrated that a single
large-sized graphene film obtained through CVD can provide a highly sensitive plat-
form for DNA hybridization as the change in gate voltage is large enough to achieve
a LOD of 0.01 nM [122]. Moreover, by decorating graphene with AuNPs, a linear
response up to a concentration of 500 nM was obtained [122].
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10.5 Challenges for Integrating CN-Based Electrochemical
DNA Biosensors in POC Devices

Recent advances inCNs-based electrochemicalDNA-sensing platforms have already
shown tremendous potential for a wide range of applications, including not only clin-
ical diagnostics but also environmental and food safety analysis [161]. Table 10.1
summarizes the methods and analytical characteristics of some selected configura-
tions ofCN-based electrochemicalDNAbiosensors applied in suchfields.Despite the
fact that many of these CNs-based devices allow sensitive, selective, yet in the same
time, simple and inexpensiveDNAassays thatmeet the requirements of point-of-care
(POC) clinical diagnostics, still most of them are in the proof of principle stage and
only few prototypes have been developed [162]. The many challenges encountered
when translating a laboratory prototype to a commercial product need integrated
interdisciplinary efforts [163]. For instance, performance validation with established
techniques and applicability in real sample analysis are essential for proving that
electrochemical biosensors can perform better than standard detection methods [83].
Also, an effective implementation of POC technology for real clinical applications
requires the integration of sample preparation and automated detection in one single
device, as commonPOCassays comprise several steps including a PCRamplification
before the final detection is performed [164]. Among recently developed technolo-
gies, microfluidic lab-on-a-chip (LOC) devices provide new benefits for integrated
molecular diagnostics, such as miniaturization, portability, low sample volumes,
automation, and higher throughput [165]. Exploiting the advantageous properties of
CNs and electrochemical methods in DNA analysis by LOC biosensors is not exten-
sively reported in the literature, still various promising solutions were considered
in the past few years [166]. For example, a microfluidic platform that integrates an
electrochemical sensor based on MWCNTs and ferrocene as redox indicator was
developed by Zribi et al. [164]. This electrochemical microfluidic biosensor was
employed for the label-free detection of pathogenic viral DNA from Hepatitis C and
genomic DNA from mycobacterium tuberculosis in clinical samples without PCR
amplification [164].

Achieving a balance between manufacturing cost and functionality represents
another challenge for POC devices. In this context, screen printing emerged as a
rapid, simple, and robust technique that facilitates the large-scale manufacturing
of miniaturized sensors that can be connected to portable instruments for DNA
or other biomarkers detection [167]. Recently, considerable advancement has been
made towards the integration of screen-printed electrodes (SPEs) in portable POC
devices [168]. Commercial carbon SPEs modified with carboxyl-functionalized
SWCNTs were employed for the monitoring of DNA hybridization by DPV and
EIS techniques for the detecting the breast cancer early onset gene mutant BRCA1
[169]. Loo et al. developed a highly sensitive, label-free, disposable aptasensor for
thrombin employing as detection platform a SPCEs modified with GO and a specific
thrombin DNA aptamer. The impedimetric detection was based on the charge-
transfer resistance modification of a redox indicator after the binding event between
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thrombin and the aptamer [170]. Shiraishi et al. demonstrated a new procedure for
immobilizing DNA onto a fullerene impregnated SPEs for the detection of 16S
rDNA extracted from Escherichia coli [54].Another disposable DNA biosensor was
reported for the amperometric detection of SNP-containing p53 tumour suppressor
(TP53) gene sequences, one of the most popular genes in cancer research [171].
The electrochemical platform consisted of carbon SPEs modified with RGO—
carboxymethylcellulose hybrid material and displayed an improved storage stability
[171].

The capillary flow platform, also known as lateral flow assay (LFA), is another
promising tool for the identification of DNA sequences with POC devices [172].
Recently, by coupling MWCNTs with LFA strips, Qiu et al. developed a rapid,
sensitive, and highly reproducible method for DNA detection [173].

FETs are emerging as another detection platform that can be integrated into POC
assays, especially due to their portability, label-free operation, and very low detection
limits that help in early diagnosis and screening [174]. However, because analytes
cannot be efficiently removed after detection, FETs are generally disposable, which
may impede their widespread use in low-cost POC devices [175]. In this context,
Wang and et al. developed a renewable, label-free, and portable graphene-based FET
(G-FET) aptasensor for lead detection in blood [176]. Moreover, Xu et al. described
a G-FET platform which could monitor oligonucleotide binding kinetics in real time
and, moreover, was capable of distinguishing single-base mutations in real time.
The sensor chip could be regenerated at least 50 times showing promise for future
use in low-cost quantification of DNA biomarkers [177]. Ordinario et al. devel-
oped a microfluidic SWCNTs-FET for the monitoring of protein–DNA interactions
which allowed the sequence-specific detection of prototypical DNA-binding proteins
(restriction enzymes) at picomolar concentrations [178].

Throughout this chapter, we emphasized some of the issues encountered when
integrating electrochemical DNA biosensors with POC devices. However, there are
still major challenges that impede the integration of CNs-based platforms in POC
devices, such as large-scale manufacturing costs [179], biocompatibility [179, 180],
operational stability, and reproducibility [180].

10.6 Conclusions

The growing demand for devices capable of detecting specific DNA sequences moti-
vated the development of new DNA biosensors [11] and throughout this chapter
we have summarized the recent advances brought by the integration of CNs with
nucleic acids as biorecognition elements and electrochemical analytical methodolo-
gies. Although carbon nanotubes and graphene remain themost exploited in the fabri-
cation of DNA electrochemical biosensors, other less common carbon nanoforms
like fullerene, carbon nanohorns, or graphene quantum dots have demonstrated
their usefulness as innovative transducing materials or nanolabels [171]. We have
also provided an overview of the DNA capture probe immobilization methods as
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well as the signal amplification strategies and electrochemical detection techniques
commonly employed inDNAbiosensing.Moreover,we have shown that a synergistic
combination of two or more types of nanomaterials and amplification techniques can
significantly improve device sensitivity. Therefore, we expect that further develop-
ment in CNs-based electrodes and the use of improved amplification strategies will
lead to a new generation of electrochemical DNAbiosensors with exceptional perfor-
mances [181]. However, despite the important progressmade in this field, joint efforts
are still needed tomeet theASSUREDcriteria forwearable POCdiagnostics devices:
affordable, sensitive, specific, user-friendly, rapid and robust, equipment-free, and
deliverable to those who need them [165].
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Chapter 11
Environmental Impacts and Safety
Concerns of Carbon Nanomaterials

Matteo Cossutta and Jon McKechnie

11.1 Origin of the Life-Cycle Assessment (LCA)

In the last two centuries, the improvements in comfort, and therefore in the quality of
life, had been associated with the economic growth (i.e. GDP). However, in the last
decades, it has becomemore andmore clear that this link betweenmaterialwealth and
happiness is not entirely appropriate. This awareness started in the late 50s and early
60s when studies showed the severity of the world pollution (e.g. linked to the exten-
sive use of pesticides) and the high risk of running out of important natural resources
(Hubbert Peak Oil theory—1959). In 1972, the famous “The limits of growth”, a
report of TheClub of Rome commissioned to theMIT,was published and itsmessage
was: a world with finite resources cannot experience an exponential growth without
collapsing [1]. This fostered the discussion on newmodels of economic development
and the origin of the life-cycle assessment (LCA) technique can be set in this period,
at theMidwest Research Institute, but it was known as “Resource and Environmental
Profile Analysis” or REPA [2]. This technique stemmed from the energy analysis
studies, but included environmental and sustainability criteria and considered the
whole life cycle of a product in order to organically understand the real impact of a
product/system/service on the environment by avoiding to focus only on one stage
of its life (e.g.: production, use-phase or disposal).

In the following years, the REPA technique continue to develop and in 1987,
another report was issued that helped its mainstream adoption: the final report titled
“Our common future” of the United Nation Commission on Environment and Devel-
opment (known also as the Brundtland Commission). It spelled the definition of
sustainable development as “development that meets the needs of the present without
compromising the ability of future generations to meet their own needs”. Naturally,
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this type of development imposes some limitation to the growth, but those “limita-
tions are those imposed by the present state of technology (…) and the capacity of
the biosphere to absorb the effects of human activities. Technology and social organ-
isation can, however, be managed and improved to user in a new era of economic
growth” [3]. This cultural change is now in the making since long, and even if the
paradigm shift in the development has not happened yet, this report showed how
the usual path for economic growth was short-sighted. It established that what was
addressed as a general environmental problem is in reality a complex chain of inter-
connected events that take origin in the overexploitation of natural resources and
end with the overburden of the natural system bearing capacity [4]. The soil, air,
and water quality, species loss, and resources depletion are in fact related to each
other. Therefore, a more holistic approach was (and is) clearly needed to promote
a new model of development that was capable of continuing the economic growth
but taking into consideration the environment, with a long-term approach on future
issues rather than focusing on immediate problems only. It is in this context that the
REPA evolved and in 1990, the term “Life Cycle Assessment” (LCA) was created
[5]. Throughout the 90s, the International Organisation for Standardisation (ISO)
released four documents defining the LCA principles and methodology (ISO 14040,
ISO 140141, ISO 14042, ISO 14043) that were condensed and updated in 2006 when
the general methodological framework and guidelines were defined in the ISO 14040
and ISO 14044 and in which the LCA is defined as the “compilation and evaluation
of the inputs, outputs and the potential environmental impacts of a product system
throughout its life cycle” [6, 7].

This holistic approach inclusive of the environmental impacts, however, leads to an
important economic challenge that is themain obstacle to overcome.On this purpose,
in 2006, the Stern review was released for the British government, examining the
economics of climate change. This report contained awarning of the global economic
consequences derived from not acting on the climate change. It also promoted the
so-called “green economy” where business act adapting itself in order to mitigate
the climate change [8]. This review clearly states that continuing business as usual
will generate an equivalent loss of around 5% of the world GDP each year from now
on—a loss that could reach 20% of the world GDP by taking into account a wider
range of risks [9]. To quote the report: “The scientific evidence is now overwhelming,
and the benefits of strong and early action far outweigh the economic costs”.

In 2010, the JRC of the European Commission defined the Life Cycle Thinking
(LCT) as: “identify possible improvements to goods and services in the form of lower
environmental impacts and reduced use of resources across all life cycle stages”
[10]. The LCA is now becoming a mainstream tool (with many others, e.g. risk
assessment), to support decision making by helping in understanding and analysing
the sustainability in a structured quantitative manner, while the Life Cycle Thinking
is an important and revolutionaryway of thinking that can change theway our society
designs, produces and dispose/recycle goods and services.
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Fig. 11.1 Simplified product/system life cycle [11]

11.2 The Life-Cycle Assessment (LCA)

An LCA is defined in the 14040 ISO standards as a way of addressing “the envi-
ronmental impacts (e.g. use of resources and the environmental consequences of
releases) throughout a product’s life cycle from raw material acquisition through
production, use, end-of-life treatment, recycling and final disposal (i.e. cradle-to-
grave)”.

The word “product” is used in this case in its broadest meaning and it embraces
physical goods as well as services and processes. It is a systematic and structured
technique to measure and quantify all energies and materials inputs and outputs
including emissions and wastes. Those quantities are then translated with mathemat-
ical models into environmental impacts related to several different impact categories
[6]. A simplified cradle-to-grave LCA approach is presented in Fig. 11.1.

An LCA constitutes of four main building blocks (Fig. 11.2):

• Goal definition
• Scope definition
• Inventory analysis (LCI)
• Impact assessment (LCIA)

All blocks are fundamental and must be clearly defined and performed to achieve
comprehensive and clear results in the study. It is however essential to understand
that the LCA is an iterative process because, as the data are gathered, and more
information becomes available and analysed, both goal and scope might vary and,
subsequently, might need refining or complete revision. For new and complex prod-
ucts, where little information is available, the first iterations often use averaged and
external data sources, especially for the background1 system. Also in this case, the
following iterations will help in refining the study as more information becomes
available.

Defining the goal means to identify the purpose of the study and the target audi-
ence, hence including the intended application of the LCA and the purpose of the

1Background system comprises processes that are part of the system but not under direct control of
the producers (e.g. electricity or raw material production).
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results. The scope of an LCA can be simply summarised in what to analyse and
how. The scope defines in detail the LCA study in line with the goal definition and
derives the requirements on methodology, quality, reporting, and review. It aims at
clearly identifying and defining in detail the system to be analysed starting from the
system(s) function(s)—what is this component supposed to do? Once the function
has been identified, the choice of the functional unit(s)—the unit(s) of measure that
can quantify its function in terms of what, how much, how well, how long—is key to
theLCAoutcome.Defining the scope alsomeans to define the systemboundaries (i.e.
which part of the life cycle and processes belong to the system to be analysed) and
the impact categories (an example in Fig. 11.3) that will be assessed. Typical exam-

Fig. 11.3 LCIA steps from inventory to category [10]
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ples of system boundaries are the so-called “Cradle to Gate” or “Cradle to Grave”
approaches, with the first one considering the production of a product until the factory
gates while the second one includes also use phase and end-of-life. The cradle-to-
grave approach prevents frommoving possible problems a step backward or forward
in the production/process chain. For example, turning all cars into electric cars will
certainly reduce their emissions, as cars will not burn fossil fuels; however, the elec-
tricity needed to charge their batteries might be still provided by fossil sources and
the additional production and disposal of the batteries would make the overall envi-
ronmental impact uncertain. Only after performing the LCA analysis, it is possible
to indicate which solution, on balance, achieves the lowest environmental impacts
[12].

The concept is valid also when the environmental burdens could be shifted from
one medium to another, for instance, when a lower rate of emissions in the air corre-
sponds to an increase in solid waste. The scope also sets the quality requirements and
level of data completeness, together with the special requirements for comparisons
between systems if needed and other LCA parameters.

The life cycle inventory (LCI) is typically the most time-consuming part of an
LCA and the one that requires the highest effort to be accomplished. It consists in
the actual data collection, system modelling, and results calculation according to
the goal and scope definitions. During this phase, all processes that are part of the
system under assessment are identified and all data are gathered within the system
boundaries with a level of detail defined in the scope definition. All quantities are
measured in relation to the functional unit and the sources of data are usually the
developers, producers, or operators of the system under analysis for the foreground
system2 (generally the focus of the data collection), while secondary data providers,
usually for the background system, are LCI databases, consultancy companies, and
research institutes. The final step of the LCI is calculating LCI results: the inventories
of all included unit processes (materials and energy inputs/outputs) are scaled in
relation to their share in the overall product/system and are aggregated over sub-
assemblies, life cycle stages, other. The final LCI results represent exclusively the
product prescribed by the functional unit in detail, with all material and energy inputs
and outputs includingwastes and emissions.Any impact assessment is not included at
this stage. Depending on the goal and scope of the LCI/LCA study, scenario analysis
and uncertainty calculations should also be performed. This especially applies to
product comparisons and more so for future strategy/products comparisons.

The last step of the LCA is called life cycle impact assessment (or LCIA) and
is the phase where the inputs and outputs that have been reported in the LCI are
translated into impact indicator results related to human health, natural environment,
and resource depletion. Based on classification and characterisation of the individual
inputs and outputs, the LCIA results are calculated by multiplying the individual

2Foreground system is defined in the LCA theory as “the processes which are under the control
of the decision-maker for which an LCA is carried out”, i.e., the process in place to manufac-
ture/perform the product/service. Together with the Background system (see footnote 1) forms the
whole investigated system.
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inventory data of the LCI results with the related characterisation factors (which
express howmuch a single unit of mass or energy contributes to an impact category),
in order to quantify the impact that of product or service has in each impact category.
The interpretation of results is then based on the identification of the main impact
contributors (i.e. themost relevant life cycle stages, processes andmaterials/energies,
and the most relevant impact categories) and their sensitivity to key parameters or
scenario modelling in order to derive the final conclusions.

As a general rule, the LCA is often a comparative analysis as it is used to assess
which, among several options, is the least impacting for the environment and it
is frequently used to compare the present system versus a new or alternative one.
Therefore, sometimes there is no need to cover the complete cradle-to-grave analysis,
but only the significant parts that usually are those where the considered systems
differ [13]. Due to its comparative nature, the LCA is often used for decision making
and for clarifying environmental disputes [14].

In a broader perspective, the LCA has multiple potential purposes [7] such as:

• a base for environmental strategies,
• environmental product declarations and eco-labelling,
• product improvement (weak point analysis),
• assessment of new and cleaner technologies,
• identification of knowledge gaps,
• policy development and information,
• a systematic organisation of information for environmental impact assessment,

and many others; however, most of the times, this type of analysis is used to [15]:

• decidewhether a product, process, or service is reducing the environmental burden
or simply transferring it to another part of its life cycle,

• establish where the highest environmental load is in a process,
• make quantitative comparisons between competing alternative technologies

concerning their environmental impacts.

It should be noted that LCA only takes into consideration impacts related to
normal and abnormal operation of processes and products and not those coming
from accidents, spills, and similar [10].

The LCA has several implicit constraints and some of them are defined already by
the ISO standard 14040 such as the limit of assessing completely all environmental
impacts of a product/system. This happens because of the nature of the LCA itself
which focuses only on a particular usage of the system under examination (e.g. a
life cycle for a light bulb for home applications might be considerably different from
an industrial one). A lack of availability or reliability of data, a required degree of
simplification, with all processes is considered as linear (e.g. output of a chemical
reaction directly proportional to the inputs when other nonlinear factors like heat or
particle distribution, particle orientation, and many others could affect the reaction
yield or product quality; emissions to an already polluted or unique environment are
not considered more or less problematic; the time of release is not accounted for
while some volatile substances are generating more photooxidants during the day
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than during night; other), the use of estimations and assumptions that are generally the
weakest point of all LCA results [16]. Data could be too expensive to collect or time
consuming or upstream in the supply chain and unavailable for commercial reasons.
When available, their quality is not always known or verifiable especially when not
directly measured. Data could also be taken from similar but not equal processes.
Uncertainties lie also in the characterisation factors (the factors used to transform a
material or energy input into an environmental impact), as characterisation models
can be quite different to the real mechanisms. New materials are always appearing
on the market, with limited or no associated dispersion models [17]. Those problems
are still affecting this technique and while better models will need to be developed
to include the nonlinearity of most processes, for the estimations and assumptions
will reduce in time, when more LCAs will be performed and their data available to
the public.

The LCA outcomes were often criticized (e.g. [18–21]) for the lack of a standard-
ised approach resulting in different ways of interpreting data and therefore results.
For this reason, a lot of work has been carried on in the past years (and still is)
to develop and harmonise the LCA methodology such as the PAS 2050 from the
ISO standards—a specification addressing only the global warming potential with
a simplified approach to assess greenhouse gasses emissions [22]; LCA operational
guidelines [23]; the International reference Life Cycle Data system or ILCD hand-
book [10] from the European Commission Joint Research Centre which provides
detailed guide for performing LCA and, quoting from its preface, “… provides
governments and businesses with a basis for assuring quality and consistency of life
cycle data, methods and assessments”. Following the ILCD handbook also ensures
compliancy with the ISO standards that are the base on which it is built [10].

The LCA is thus applied at its best potential to mature products, where plenty of
data are available to collect and analyse; when used during the development phase
of new processes and with scarcity of data, the LCA serves as valuable tool to set
environmental targets for the product in an eco-design—and this is the way it is used
for carbon nanomaterials.

11.3 A Review of Life-Cycle Assessments on Carbon
Nanomaterials

Carbon exists in two forms, amorphous (e.g. coal, soot, charcoal, other) and crys-
talline. Carbon nanomaterials are part of the second group, together with graphite
and diamonds. Carbon atoms can bond forming a hollow cage shape called fullerene,
or a tube shape called nanotube, or a flat single-atom-thin surface named graphene.
The latter is the most recent discovery in the field of carbon-nanomaterials, and for
many years, it was considered a purely theoretical material. Early predictions of
two-dimensional materials assessed their instability due to thermal fluctuations, and
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this theory was supported by some cases of thin films becoming unstable at reduced
thickness [24].

In the early 2000s, however, Geim and Novoselov, managed to show very thin
layers of carbon and monolayer graphene simply using scotch tape [25, 26]. Strictly
speaking, only a single monoatomic layer of carbon should be called graphene [27]
and thus few stacked layers of carbon should be defined as graphene nanoplatelets
(GNP). Nevertheless, many papers refer toGNP as graphene, and there is no common
agreement on how many layers of carbon can still be called graphene/GNP before it
becomes normal graphite. Some papers define graphene/GNPs between few and ten
layers of graphene [28] while some other call nanoplatelets also particles made of
more than 10 layers [29]. This uncertainty is also linked to the fact that the graphene
layers can be stacked in several ways (atom above atom, atom above an empty area
but also in a totally asymmetric and random way) and the different stakings exhibit
different properties and behaviour [30].

After their discovery, a lot of research focused on exploring the peculiar phys-
ical, chemical, electrical, mechanical, magnetic, and thermal properties of these new
materials, fostering all types of possible applications like superconductors [31] rein-
forcement for different materials [32–35], flexible displays [36], membranes [37,
38], transistors [39, 40], sensors [41], solar cells [42–44], electrodes [45–47], and
many others. It is forecasted that 3400 products containing nanomaterials will be on
the market by 2020 (including non-carbon nanomaterials) [48], and as the manufac-
ture of nanomaterials increases, public concern about their environmental burden,
and effect on human health has become a notable issue.

To date, only a limited quantity of life-cycle assessments have been published on
carbon nanomaterials but their number is increasing. Some literature reviews about
LCA of carbon nanomaterials were published between 2012 and 2014 [48–52] and
they include up to 15 studies on carbon nanomaterials excluding graphene, while
in 2018, an updated review including 2 studies on graphene was published [53]. To
date, 26 studies were found (one of which presenting four different cases on carbon
nanotubes (CNT) for a total of 29 cases—see Table 11.1 at the end of the chapter)
performing the LCA on carbon nanomaterials. Most of the cases analysed are about
carbon nanotubes and, more recently, graphene (Fig. 11.4). Nanotubes are still the
most analysed type of material with 14 case studies, but graphene is second with
12 (10 on graphene, 2 on graphene oxide) and rapidly catching up as it is the focus
of most of recent studies. In this study, unless differently specified, the term carbon
nanomaterial(s) indicates all three types: fullerenes, nanotubes, and graphene.

11.3.1 Data Confidentiality

A common result among the published reviews is that the manufacturing of nanoma-
terials requires a significantly higher quantity of energy if compared to conventional
materials. The different studies analyse several production routes for fullerenes,
carbon nanofibres, and multi-/single-walled carbon nanotubes and graphene, and
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Fig. 11.4 Number of studies per each type of carbon nanomaterials

they present a gap of at least one order of magnitude in their energy use in compar-
ison with conventional materials. This gap is also much larger is several cases, for
example, focusing only on CNT production of CNT, according to Upadhyayula et al.
[52], the CVDmethod is the one requiring the least amount of energy (excluding the
fixed bed CVD) compared to other routes, like arch discharge, laser ablation, and
high pressure carbon monoxide (HiPCO). These show an energy demand at least an
order of magnitude higher (but up to 5), making the CVD process appear as the most
suitable for commercial-scale production of carbon nanotubes [54]. However, within
the CVDmethod production route, the energy consumption varies by three orders of
magnitude.

When comparing similar production routes, the energy input required for their
production varies by five orders of magnitude, while the reported material feedstock
is more consistent, with some differences in process efficiency. The reason for this
gap in energy demand could lie in the data sources, but the limited number of studies
and, more important, the lack of input data availability make the results uncertain
and this hypothesis difficult to verify [51]. In fact, the real production data are often
undisclosed due to commercial sensitiveness; hence, the data gaps are covered with
estimations or data from databases or previous studies.

An example is the study onCVDused to synthesising planar graphene byCossutta
et al. [55] that shows energy requirements in line with those from Upadhyayula
et al. [52] for the manufacturing of CNT via CVD. This study presents results for
batch and continuous production of graphene and the result differs by two orders
of magnitude. This shows that not only input data but also operating procedures are
key to understand the variation among studies. To have more reliable and definitive
results, it is necessary to increase data availability and transparency, especially for
commercial-scale carbon nanomaterials production.
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11.3.2 The Functional Unit

There are although several limitations to many of the reported studies. The choice
“weight” as functional unit, for instance, makes the comparisons not entirely exhaus-
tive, because one kilogram of steel and one kilogram of nanocomposite materials
present different properties and are suitable for different applications [50]. More-
over, if this comparison offers a valid indication of the embedded environmental
impacts of the two materials, excluding their properties from the analysis penalises
those production routes that can synthesise high quality material, as the one showing
better properties could be more energy intensive, but less of it might be required
to perform a selected function. Comparing the materials not only on the basis of a
physical quantity (mass, volume, surface area, other) but also on how well they can
perform is a way to include the materials properties in the comparison and thus to
allow for proper comparability between LCA studies on material synthesis. This is
crucial especially for nanotechnology as a very limited mass or surface area could
replace larger quantities of conventional materials.

The presented limitation can be overcome by adding to the analysis the use phase
hence extending the system boundaries. The recent years have seen an increase in the
number of studies considering not only the production phase but also including either
the use phase or at least an analysis of the material properties to be evaluated within
the context of a particular application. Roughly, two thirds of the cases presented
in this review include either a use phase or some sort of material characterisation
that allows to simulate a use phase. The other cases only consider production and
their functional unit is weight 8 times out of 9 while the remaining case uses the
square centimetre. For the 20 cases, considering a use phase, results show that in
general, nanomaterials can be more energy intensive but could have a less impacting
use phase and thus a potentially lower overall environmental impact due to their
potentially superior properties. For example, the LCA performed by Khanna et al.
[56] shows that, due to its lighter weight, carbon nanofibre used as a reinforcement
in composite materials has a higher production impact, but saves a lot of fuel when
used in a car due to its lighter weight if compared to steel. The same can be said
for graphene nanocomposites, for example, in the study of Pizza et al. [57], it is
shown that the synthesis of 1 kg GNP is six times more energy consuming and
impacts more on the environment than the production of 1 kg of epoxy composite
loaded with 0.058 kg of GNP. In the latter, 38% of the total energy consumption is
needed to produce the graphene nanoplatelets, but the material is lighter and shows
a much higher thermal conductivity suggesting that in some particular applications,
the increase in energy consumption might be compensated by the lighter weight
(aeronautic, aerospace, transport in general) and the higher thermal conductivity
(heat dissipation from electronic components or batteries increasing their lifetime),
making the composite material more energy efficient overall.

Another interesting case is provided in the study of Notter et al. [58] in which
multi-walled carbon nanotubes (MWCNT) are used as electrode substrate in a PEM
fuel cell instead of carbonblack. Theynot only offer a higher corrosion resistance than
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carbon black but also thanks to their unique properties they allow for a reduction in
the quantity of platinum used as catalyst by 27% without compromising the fuel cell
performance. The savings from the platinum reduction were found to outweigh the
production impacts of the carbon nanotubes. Other studies show that carbon nanoma-
terials could replace current technologies and be environmentally better performing,
for example, Arvidsson et al. showed that graphene could replace ITO for transparent
electrodes [59], Zhai et al. showed that the use of carbon nanotubes can require less
energy than current counterparts for flash memories and batteries, and, for particular
cases, they can also improve the cements [60]. This last case is supported by the study
from Long et al. confirming that cement composites with graphene oxide can be less
burdensome for the environment [61]. Other assessments proved carbon nanoma-
terials having a lower environmental impact than today’s solutions when used as
coatings: for instance polymer composites with graphene are suitable as anticorro-
sive layer for biodiesel tanks (improving also the antimicrobial properties) [62] or
against harsh atmospheric conditions [63], while carbon nanotubes coatings can be
used as shields against electromagnetic interferences for satellites [64]. However,
most of the studies do not test the material in a prototype to investigate how well the
new material can substitute the current ones. This means that while the production
LCA can be considered reliable, the use phase is, for many studies, a theoretical
exercise.

11.3.3 Scope of the Study

Extending the system boundaries further to the end of life is also important as the
reuse/recycling of the compared materials could displace production of pristine ones
generating environmental credits. When the use phase and end of life are considered,
even more products including nanomaterials can prove to be less impacting [65].
The end of life is mostly not included in the published studies, in fact only six
cases cover it. In those analysis, while the recycling activity is considered for the
commonly recycled materials, nanomaterials are either landfilled or incinerated at
the end of their life for energy recovery with the non-recyclable parts of the product
assessed. The incineration of nanomaterials has also been investigated and some
studies suggested that the presence of nanomaterials during combustion could boost
the formation of polyaromatic hydrocarbons, chlorinated dioxins, and furans while
persisting in the combustion zone and end up in the ashes [66, 67], although these
aspects are not included in the LCAs and need further investigation. Bauer et al. [65]
were among the first in including the end of life in an LCA on nanomaterials and
their study uses a different approach by modelling the recycling of the part of the
product containing the CNT using a procedure for a similar product without CNT as
proxy.

The only studying reporting the recycling and reuse of carbon nanomaterials is
by Cossutta et al. and presents an LCA of graphene in a supercapacitor application.
The study compares two racks of five supercapacitors used in a transport application
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Fig. 11.5 Global warming
potential for the compared
supercapacitors rack.
Modified from Cossutta et al.
[68]. Previously published in
the Journal of Cleaner
production. Copyright
Elsevier
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with a capacitance of 5 Farads each, one made with prototypes with graphene-based
electrodes and the other made with the state-of-the-art commercial supercapacitors
using activated carbon-based electrodes. The results show that the graphene proto-
type has larger environmental impacts than the current technology also when the
graphene production is scaled upto commercial scale. The graphene-based superca-
pacitor shows a much larger production impact that reduces considerably when the
recycling is taken into consideration (from 0.31 to 0.21 kg CO2eq.). This happens
because tests have shown that the recovery of graphene is very effective if used as
polymer composite (epoxy resin) reinforcement as the moulded material showed
enhanced properties that are in line with those shown by epoxy resins reinforced
with pristine graphene.

Figure 11.5 shows the global warming potential (GWP) for the two racks of
supercapacitors compared, divided into the carbon source (graphene nanoplatelets
or activated carbon), the other materials that constitute the supercapacitors (casing,
electrolyte, paper separator, other), the use phase (different fuel consumptions over
the lifetime of a selected vehicle due to the different weight), and the end of life (a
mix of recycling, reusing, and energy recovery).

11.3.4 Scenario Analysis and Scale of the Study

Looking at the studies published so far, one more source of uncertainty lies in
comparing current materials available on the market with materials prepared at labo-
ratory scale. Materials prepared in laboratories use often less efficient equipment
if compared with an efficient and standardised industrial production process. For
example, it has been demonstrated that when producing CNT, the technology readi-
ness has a large impact on the emissions. According to Gavankar et al. [69], the
environmental burden for their production can reduce by more than 90% when the
large quantities of feedstocks used will make their recycling/reuse economically
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viable. Prospective LCA studies that foresee a potential commercial-scale produc-
tion and, where appropriate, recycling processes are encouraged in order to address
this problem. However, this issue is mostly related with the old studies as most of the
newer ones consider (or refer to) likely commercial production processes for carbon
nanomaterials (18 out of 29).

Of those 18 cases, half present also potential improvements for the graphene tech-
nology in terms of improved production efficiency, material properties enhancements
or future electricity sector decarbonisation. This is also important as commercial-
scale production is often simulated on base of laboratory scenarios or pilot scale
that are based on current electricity mixes and material properties. However, those
materials will develop further in the years to come, hence, future scenarios should
be taken into consideration to reduce uncertainties in the LCA results. Looking at
the nine cases presenting future scenarios, four of them are coming from a single
publication from Zhai et al. [60] in which the production efficiency is improved,
while three are from Arvidsson et al. [59, 70, 71] and two from Cossutta et al. [55,
68] in which possible future scenarios for improved material production, material
properties, and future energy mixes are tested.

A couple of other studies also present scenario modelling, but they either test
different current electricity mixes or test functionalised graphene instead of normal
graphene and while this is interesting research, it is not part of the potential future
technology development. Scenario modelling or/and sensitivity analysis are very
important because they show not only the current status but also what could be done
for future improvements guiding research towards more sustainable solutions. For
example,Arvidsson et al. [59] showhow the recycling ofmethane in theCVDprocess
examined can reduce its GHG emissions by two orders of magnitude.

For bulk graphene, instead, according to Cossutta et al. [55], the chemical route
(with chemical oxidation and subsequent reduction) seems to be the best candi-
date for commercial-scale up, at least until the energy sector will be decarbonised.
When this will happen, the use of renewable electricity generation will improve the
environmental performance of electricity intensive processes (e.g. electrochemical
exfoliation of graphite rods).

Cossutta et al. [68] showed that comparing activated carbon with graphene for
supercapacitor applications, when both materials reach their highest theoretical
specific capacitance (measured in Farads per gram—F/g), the graphene-based super-
capacitors will perform better than the activated carbon ones and this is due to two
main reasons: the graphene required to perform the same function will be less and,
as consequence, the whole supercapacitor will become smaller and lighter resulting
in a smaller material input and a reduced fuel consumption for the selected trans-
port application. A further scenario where the electricity used for the foreground
system is decarbonised shows enhanced benefits for the graphene-based supercapac-
itor because the recycling activity brings more credits as its electricity consumption
is less impacting than with the current electricity mix (Fig. 11.6).
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Fig. 11.6 Global warming potential for the compared supercapacitors rack including scenario anal-
ysis. Modified from Cossutta et al. [68]. Previously published in the Journal of Cleaner production.
Copyright Elsevier

11.3.5 Impact Categories Selection

One additional limiting factor and source of uncertainty of the LCA studies found in
literature is thatmost of themonly consider the cumulative energy demand and global
warming while other impact categories, especially those regarding the toxicity, are
often not taken into consideration. This could also lead to misleading analysis as one
product could show low carbon emissions but have a high environmental toxicity.

Like shown in Fig. 11.7, the number of studies reporting only one impact category
is high, and for eight cases out of nine, they report only the cumulative energy demand
(CED). While CED is the most reported single impact category, the global warming
potential (GWP) is the most widely reported. However, most of the cases reported
in the studies present 10 impact categories or more, but those reporting only one
category are almost in equal number (even though 4 cases are from a single study
from Zhai et al. [60]) and some of them are also very recent.

One example of the importance of considering several impact categories is the
study fromArvidsson et al. [70] investigating the chemical production of graphene. It
shows that using the ultrasonication reduction method can be a less impacting option
in terms of energy demand andwater footprint if compared to the chemical reduction,
but worse for human and eco-toxicity. This shows howmisleading some results could
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be when limited to one or two impact categories (especially if they are partially
dependent like energy demand and GHG emissions) and how this could increase the
risk of promoting one technology for its better environmental performance, while in
reality, the environmental burden is only shifted to a different impact category.

11.3.6 General Recommendations

Since performing a life-cycle assessment on a new and fast evolving technology of
nanomaterial synthesis can be compared to following amoving target [72],Arvidsson
et al. [73] proposed some recommendations on how to perform environmental assess-
ments of emerging technologies. It is suggested that this assessment of technologies
that are still at laboratory-scale or at prototype level, and not yet on the market should
be called “prospective life cycle assessments”. The prospective LCA is the tool to
use for nanomaterials, but, compared to standard the standard LCA, it has some
additional challenges. For example, comparisons with current materials are more
complicated as sometimes it is not clear which materials are direct competitors of
the carbon nanomaterials, hence for future studies, it is recommended to increase
the number of applications to be compare with carbon nanomaterials in order to use
them as building block for additional studies. Moreover, extending the comparison
to multiple materials/technologies can increase the chances of not comparing the
technology under development with something that could be obsolete by the time
the new technology reaches mass adoption.

The recommendations also suggest simulating industrial commercial-scale
production when the comparison is against current products, appraising several
scenarios, and performing sensitivity analysis on key parameters to assess the effect
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of their variation on the environment. The idea is to compare the emerging tech-
nology with current materials at the same level of maturity, hence including likely
future developments as well as future extreme scenarios. Future developments and
scenarios should involve both the foreground system and the background system.
In fact, both systems will be affected by future developments: while the technology
under examination, and the competitors, could improve in terms of performance,
manufacturing efficiency or production yields, also the background system could
become different in the years ahead, for example, the share of electricity produced
by renewable sources is increasing as well as the share of bio-fuels used in the
transport sector.

Arguably, the most important aspect of performing a prospective LCA on an
emerging technology like the carbon nanomaterials is the influence it can have on
future developments. In fact, improving mature technologies requires more effort
since commercial production processes are normally standardised with less room
for modifications, especially when the adjustments could involve the whole supply
chain. It is then crucial to inform development when the technology is still at an early
stage and its industrialisation is not yet started, when its manufacturing process is
still flexible. In this view, the LCA becomes an important tool to steer the research
and development towards less impacting solutions, before a new technology reaches
mass adoption and its full environmental impacts are achieved.

11.4 Nanoparticles Release and Toxicological Impact
Characterisation Modelling Difficulties

Besides showing a more impacting production phase than for conventional materials
but a less burdensome environmental profile when including the use phase and end of
life, almost all the LCA studies on carbon nanomaterials do not consider the release
of nanoparticles to the environment. Only two LCA among the 26 studies reported
consider the release of nanoparticles, but they do not assess their impacts on the
environment due to a lack of characterisation factors for their toxicological effects
[74, 75]. A third study, Cossutta et al. [68], shows no nanoparticles release during
all phases under assessment, but the measurements are limited to the emissions to
air for occupational hazards and they are a separate assessment from the LCA. Only
one study attempts at calculating the toxicity impacts related with the release of
SWCNT to the environment during the use phase of a PV cell and showing less
than 10% toxicity increase in the worst-case scenario. The worst-case estimates are
used as characterisation factors due to the lack of agreement on the CNT toxicity
[76]. This limitation in the LCA studies holds for all nanomaterials as there is very
limited information on the rate of material release during their life cycle, on their
environmental fate upon release, and on their impact on ecological and human health
upon exposure [48–53]. Several features of nanoparticles contribute to their possible
toxicological effects:
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• Nanoscale particles have modified properties compared with the basic material
increasing the interaction with biological tissue

• Surface area can influence the exposure as the same mass of smaller particles
have generally a larger surface area thus possibly reacting at greater rates with
the environment

• Shape, aggregation, coating, and solubility could affect psychochemical and
transport properties [77]

The application of the LCA methodology on these materials is hence a possible
way of determining these aspects; however, the lack of reliable data related to both
exposure/toxicology during production/use-phase/end-of-life prevents the LCA it
from being an exhaustive tool. As there are no dedicated impact-assessment factors
related to the emission of nanoparticles (linked with each specific type of nanoma-
terial) [52] using the current impact factors will not be sufficient in the future [51]
and for this reason several toxicological studies and exposure models are proposed.

The toxicology of carbon nanomaterials has been investigated [78, 79] and showed
that nanoparticles can create damages at cellular level generating oxidative stress,
tissue inflammation, and they can penetrate the cell membrane and nucleus and in
some cases, they can damage theDNA. They can also create oxidative damages to the
cells by increasing the number of oxyradicals and can modify the genes involved in
cell signalling and the expression of cancer genes. Their level of toxicity is dependent
on shape, size, purity, postproduction processing steps, oxidative state, functional
groups, dispersion state, synthesis method and route, dose and time of exposure.
More complexity is also added when considering the intake of nanoparticles of living
organisms in relation to their dose of exposure and the ratio of their uptake (i.e. the
portion of the intake that is absorbed into the circulatory system of an organism).

To define a dedicated impact category for (carbon) nanomaterials, though, charac-
terisation factors must be created, but to do so, some issues must be addressed: assess
the fate of the nanomaterials released in the environment, the extent of exposure of the
environment, and the effects that a certain level of exposure has on living organisms
[53]. Several properties affect the interaction of the (carbon) nanomaterials with the
environment and especiallywith living organisms. Their shape, for example, and how
they aggregate or coagulate affects their toxicity [49] as biological activity and oxida-
tive stress injury seem to be connected to the particles surface area [80]. Their fate
upon release is also unknown as they might degrade when in interacting with plants,
animals, water, light, and many other elements and this interaction is connected to
their shape, mass, surface area, size, charge, solubility, and other properties and the
same can be said about their transport behaviour when released to water, soil, or air.

There are also issues connected with the life cycle of the product. In fact, most of
the studies about nanoparticle toxicity investigate the reactions of living organisms
to their exposure to pristine nanoparticles generally released during manufacturing
or production. During the use phase and end of life, however, the nanoparticles
released will most likely not be in pristine form due to wear and aging. Moreover,
when the “used” particles are released, they also interact with the environment and
could transform and consequently their properties could be altered further.Moreover,
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at different stages of the product life cycle, the material released may not only be
very different from the material that constituted the original product (e.g. altered
while washing textile products), but it might be still in the matrix that contains it,
thus the nanoparticles are not released individually [81]. Transformation can occur
to the primary particle, to the particle coating or as (de)agglomeration, but one single
particle can undergo a sequence of transformations. Understanding the different
transformation profiles for different life cycle stages and environments is necessary
to comprehend the final fate of nanoparticles as, production phase aside, studying
aged nanoparticle can lead to more realistic results about their real environmental
impacts [82]. For this reason, it is suggested that the LCI should include all stages of
the product lifetime in which nanoparticles could be released, paying also attention
to their interactions with the environment and to the type of matrix that constitute
the materials in which the nanoparticles might be incorporated [53].

In order to help assessing all those uncertainties, the risk assessment (RA) tool
is suggested as complementary tool to the LCA to evaluate the risk that (carbon)
nanomaterials pose to the living organisms. RA is different from LCA as it focuses
mostly on the toxicity of the material under assessment and even if both adopt the life
cycle approach (from their production to their disposal), their point of view is slightly
different as the RA focuses on the life of a substance/material within a product rather
than on the product itself (made of several materials and energy inputs). Another
difference is that while the LCA is very often a comparative exercise, the RA gives
absolute results; hence, the two methodologies are difficult to integrate [83]. More-
over, the risk assessment for nanomaterials still suffers of similar problems that are
affecting the LCAmodels. The RA constitutes of generally four phases: hazard iden-
tification, dose–response assessment, exposure assessment and risk characterisation
and at present, limited data and large uncertainties on the exposure data, exposure
estimationmodels,material characterisation andon toxicological studiesmake it very
difficult to obtain meaningful hazard values for all the four steps of a risk assess-
ment [84]. The combination of the two techniques could achieve important results
as the LCA approach would avoid the burden shifting from one phase to the next of
the life cycle of a product/process, while the RA approach could provide absolute
assessment of the specific risks associated with the exposure to a specific nanomate-
rial helping in mitigating the risks throughout the product/process lifetime. Results
from the RA are also important to define toxicity-related characterisation factor and
therefore dedicated impact categories for the LCA studies of (carbon) nanomaterials,
while the product life cycle approach of the LCA could also complement the RA
analysis [85].

To combine them, though, appropriate metrics need to be developed to assess
the fate of nanomaterials upon release, and hazard and exposure models [84] to be
used in both. It has been suggested that a better material characterisation is key
to identify the hazards and to perform a risk assessment [86]. However, no single
physicochemical property has a direct and unique correlation with a particular type
of health or environmental hazards; hence, grouping is proposed as a way of identi-
fying families of (carbon) nanomaterials having shared properties affecting human
health to facilitate risk and hazard assessments. Group criteria presented are divided
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into four: physical and chemical properties, functionality, modes of action, similar
biodurability/biokinetics connected to toxicological response and interaction with
the endogenous protein lipid component in the body. Genotoxicity is proposed but
not always considered as a mechanism linked with the size of the particles [87].
Future studies should verify if the proposed groupings lead to similar effects to
human health (and more broadly on the natural environment), evaluate which are the
dominant effects of common toxicological and environmental profiles, and generate
models that can predict the effects of the exposure to the different groups.

11.5 Conclusions

The life-cycle assessment is a tool that suits the need for a sustainable development
of carbon nanomaterials as its holistic and function-based approach is crucial to
avoid the shifting of the impacts from one stage of the product/process life cycle
to a different one. However, its application to carbon nanomaterials (and nanoma-
terials in general) is still in its early stages and thus extensive uncertainties are still
present in the studies published so far. In order to mitigate the uncertainties presented
in this review, several recommendations have been made like including use phase
and end of life to the assessment when possible, consider the possible release of
nanomaterials during all phases of the product lifecycle, comparisons with current
technologies should not only take into account the current state of the technology,
but consider also future developments in terms of performance enhancements and
production/recovery processes improvements. These suggestions are based on the
common findings of previous studies that showed how the synthesis of carbon nano-
materials is more energy intensive than conventional materials, but when the whole
lifecycle (i.e. including use phase and end of life) and/or their potential function
enhancement are considered, they can be less impacting for the environment. It is
also suggested that research should cooperate more with industrial producers to close
the data gaps on their real commercial-scale production.

Research should also understand the release of nanomaterials during different
lifecycle stages and their behaviour in the receiving environment in order to model
their fate, their physicochemical properties and their toxicological effects on living
beings. It was noted that to achieve those targets a more detailed characterisation
is needed for both pristine and released (carbon) nanomaterials. Especially for the
later, future research should focus on understanding the transformation that these
materials undergo when interacting with the environment and when aging. Focus
should also be on the type of material released from products to understand whether
the single nanoparticles are released, or they are still in the matrix containing them.

A deeper knowledge in those areas will help defining dedicated characterisation
factors for (carbon) nanomaterials and dedicated impact categories that are missing
in today’s LCA tools. This issue hampers the exhaustiveness of the LCA applied to
nanomaterials as it cannot assess any of their toxicological effects on living beings
exposed to their release to the environment (water, air or soil). Nevertheless, the LCA
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remains a very important tool capable of assessing the environmental impacts related
with the production use and end of life of carbon nanomaterials or of the products
containing them.

According to the concept of responsible research and innovation (RRI) [88], the
scientists, innovators, business partners, and policymakers should bemorally respon-
sible for the risks for the society associated with the emerging technologies [89],
however, even if several studies highlighted the risks associated with carbon nano-
materials [78, 79], a survey byArvidsson et al. [90] found that graphene is considered
not a risk for the society among researchers. This survey only involves graphene,
but part of the answers could be potentially extended to other carbon nanomaterials.
Some of the justification to this claim by the interviewed stakeholders in the research
community are: it is not toxic, the potential level of exposure is low, and it is not as
dangerous as carbon nanotubes. While this can be partially explained with concep-
tual difference between risk and hazard, it might also underline either a lack of risk
awareness making these scientists irresponsible [90].

On the positive side, the number of LCA studies on carbon nanomaterials has
steadily increased over the years and even if uncertainties are still extensive when
applied to (carbon) nanomaterials, it is the best tool, especially if combined with the
RA, to evaluate the environmental impacts of both products and particles and can
support researchers and decision-makers to achieve a desired net benefit for envi-
ronment and society. Future research should work to cover the highlighted gaps and,
through constant model refinement, steer the development of these very promising
materials towards the least impacting technological solutions aiming at mitigating
their environmental impacts before their deployment.
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Chapter 12
Improvements of Strength of Layered
Polypropylene Reinforced by Carbon
Fiber by its Sizing Film and Electron
Beam Under Protective Nitrogen Gas
Atmosphere

Yoshitake Nishi, Shodai Kitagawa, Michael C. Faudree,
Helmut Takahiro Uchida, Masae Kanda, Sagiri Takase, Satoru Kaneko,
Tamio Endo, Akira Tonegawa, Michelle Salvia, and Hideki Kimura

12.1 Introduction

12.1.1 Background

Climate change has been a serious problem for our Earth. Therefore, lighter and
stronger materials contributing to lowering vehicle CO2 emissions with recyclability
are essential. There is vital need for technical innovations such as lighter weight
cars and development of electric vehicles (EV) and solar vehicles (SV), along with
electric-powered airplanes proposed by JAXA. Demand for carbon fiber reinforced
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plastics (CFRPs) has been expected to increase to replace high-tension steel compo-
nents along with use for moldable EV car bodies. Carbon fiber reinforced epoxy
polymer (CFRP) is one of the typical state-of-the-art light structural materials for
dream-worthy ships and automobiles, as well as passenger airplanes to enhance their
fuel efficiency, mobility and safety.

However, epoxies are thermosets difficult to recycle due to crosslinking, hence,
materials leading to increased environmental sustainability are urgently needed.
Thermoplastics, on the other hand, are recyclable since they can be repeatedly
remelted and reformed, but have the disadvantage of being lower strength the fiber-
matrix interface typically being aweak point. Therefore,we investigate strengthening
a thermoplastic polypropylene reinforced by carbon fiber (PP-CFRTP) by applying
low voltage electron beam irradiation directly to theCFs prior to lamination assembly
and hot-press to increase bending strength.

Since the fiber/matrix interface is one of the keys to strengtheningCFRTPcompos-
ites,wefirst provide current literature backgroundof enhancingpolymer-CF interface
to strengthen CFRPs beginning by covering pre-stress of epoxy thermosets. Then to
be applied to the difficult to adhere thermoplastic with CF, we review the wide body
of research on several CF surface modifications. Finally, we cover high energy irra-
diation methods, and importantly for our study, low energy irradiation electron beam
methods of HLEBI to CFs or specimen surface.

12.1.2 Strengthening Carbon Fiber Reinforced Thermoset
Epoxy Polymer (CFRP)

12.1.2.1 Pre-stress

Recently, effects of tensile pre-stress level on impact value of 50 vol% continuous
unidirectional zero degree oriented carbon fiber reinforced epoxy polymer (CFRP)
have been investigated. Since CFRP, typically epoxies, have long been utilized for
light structural materials with high strength for aerospace, automotive and sports
equipment [1, 2], the further strengthening with safety enhancement has always been
expected for the continuous development of high-speed mover machines with safety
and high energy conservation and durable goods. This includes pre-stress layup of
continuous unidirectional long fiber composites inwhich advantages include remark-
ably increased mechanical properties, and that complex geometries can be accom-
modated for since fiber pre-stressing and layup are separate operations. Although the
concept of pre-stressed concrete is well known [3–6], the method of administering
compressive stresses in polymeric matrices by pre-stressing long continuous fibers
while curing the resin is relatively recent [7]. In polymer composite beam-shaped
structures, pre-stressing the fibers have been reported to increase impact resistance
33% over their non-stressed counterparts [8], while also increasing flexural proper-
ties to approximately the same degree [9]. By pre-stressing of fibers in unidirectional
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GRE (graphite reinforced epoxy) composite, an increase of about 25% in tensile
strength and about 50% increase in tensile modulus were achieved [10]. During
pre-stress, the fibers are held for a time to induce creep where a substantial amount
of the fiber stressing is viscoelastic; the load then released to impart compressive
stress in the resin matrix. This impedes crack formation and propagation in the resin
matrix and enhances hardening and elasticity of the part. Recently, in composite of
long nylon 6,6 fibers in polyester resin matrix, viscoelastically applied pre-stress
has been found to increase impact fracture toughness [7]. In Charpy impact test,
viscoelastically pre-stressing samples are also reported to increase impact energy
absorption 25–30% over that of unstressed [11]. Data of pre-stressing on mechan-
ical properties has been reported for CFRP with volume fraction (V f) as small as
3 vol% [12, 13], in which re-stressing from 0.8 to 8.0 MPa remarkably enhanced the
auc, elasticity, tensile strength and its strain, 26, 7, 18 and 13% higher than that the
sample with slight pre-stress of 0.8 MPa, respectively. Based on micro-hardness test
results, the pre-stressing increased residual compressive stress in the matrix above
the unstressed samples [12, 13].

It follows 3 vol% CF is quite small since the maximum possible V f for unidirec-
tional fibers is 91 vol% calculated for hexagonal closest packing in two-dimensions,
isotropy being assumed along the length. However, 91 vol% is impractical due to
spare matrix space areas between fibers, therefore, 50–70 vol% is typically used for
high load-bearing parts.

Experiments of tensile pre-stress level on Charpy impact value (auc) of 50 vol%
CFRP epoxy whose fibers are continuous unidirectional zero degree oriented [14]
has shown success. While the 3 vol% CF-CFRP exhibits large CF inter-distance with
small mutual stress fields into the matrix, 50 vol% CF-CFRP exhibits small CF inter-
distance with large mutual stress fields into the matrix overlapping on each other. For
the 50 vol%CF-CFRP, the literature reports auc at mid-fracture probability Pf = 0.50
induced by a large pre-stress of 17.6 MPa (109 kJ m−2) was increased 30% over that
(84 kJ m−2) of slight pre-stress of 0.25 MPa. The statistically lowest impact value as
at Pf = 0 calculated by three-parameter Weibull equation was raised 26% from 73 to
92 kJm−2 showing increased reliability of part strength. Fracture surface observation
was reported to show a flat surface extending through the thickness from the impact
side generally extending deeper as pre-stress level was raised. This was attributed to
the transition depth in the specimen thickness from compression to tension is deeper
during impact as pre-stress level was increased acting to raise the impact values [14].
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12.1.3 Strengthening Carbon Fiber Reinforced
Thermoplastic Polymers (CFRTP)

12.1.3.1 Merits and Problems

It follows thermoset polymers (TPs),widely used forCFRPsuch as epoxyhavehigher
ultimate strength than thermoplastics. However, disadvantages are long solidification
times and difficulty recycling making mass-waste disposal a serious problem for our
environment.

On the other hand, thermoplastic polypropylene (PP) is widely used as an eco-
friendly commercial polymer that can be recycled and reformed and has shorter
solidification cycle times, decent strength and lower cost. Solidification time for PP
is only about 10% that of epoxy reducing energy consumption. Other advantages of
PP are heat resistance and high chemical resistance: while thermoplastics in general
have higher crack resistance than thermosets. PP belongs to the polyolefin group
being partially crystalline and non-polar.

However, the typically weak bonding between CF and TP pose serious challenges
since CF lattice structure has graphitic basal planes with non-polar surface and is
reported [15, 16] to be chemically inert due tomanufacturing step of high temperature
carbonization and graphitization [17–19]. Moreover, surface smoothness, negligible
adsorption characteristics and lipophobicity lead to insufficient bonding with matrix
materials [17–19]. CF has drawback of poor adhesion with PP resulting in lower
mechanical properties from easy fiber pullout due to low contact area at non-polar
CF/PP interface.

12.1.3.2 CF Surface Treatment

Therefore, increasing adhesion of CF to matrix material has been a major goal in
composite design. The literature reports several CF surface treatments methods [15,
16] of which we present a brief background.

Acidic modification creates a rougher surface possibly creating higher friction
at the interface [20]. However, it can cause surface damage and weight loss [21]
decreasing strength [22].

Widely researched is plasma CF surface modifications [23–26] reported to be
successful in increasing interlaminar shear strength of CFRP. Plasma oxidation of
CF was found to increase interfacial shear stress of CFRP epoxy composites from 6
to 42 MPa [27].

Many methods to increase adhesion create polar functional groups on the CF
surface [28–30]. Electro-polymer coating has been carried out depositing polymer
coatings on CF surface by chemical grafting reactions introducing functional groups
−OH, −NH2 and −COOH to increase CF adhesion to epoxy and the strength of
CF itself [28]. Rare earth particle attachment method increases functional polar
groups on CF surface has improved mechanical properties [29, 30]. It is reported
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to increase functional polar groups on CF surface and is usually done by dipping
method. For CF/polytetrafluoroethylene, lanthanum (La) chloride coating to CF
raises bending and tensile strength 18 and 14%, respectively [31]. In addition, rare
earth particle attachment method also increases flexural strength of CF/polyimide
composites lightly ~11% along with wear resistance [32].

Multiple treatments have been applied with success. Three treatments to CF:
plasma, nitric acid and liquid nitrogen to CF achieved 41 and 106% improvement in
tensile and impact strength properties, respectively, of CFRPs [33].

The relatively newer technology of nano-particles: carbon nanotubes, multi-
walled carbon nanotubes or graphene have been coated on CFs by electrophoretic
deposition, chemical vapor deposition or dip coating, most of which functionalize
the highly crystallized inert basal plane sites and increase surface energy [34].

12.1.3.3 Ni Coating

Ni sputtering CF surfaces has been successful. Ni sputtering CF before joining Ti
with epoxy-CFRP [35] is reported to increase the impact value, auc of a Ti/epoxy-
CFRP joint with Ni coated CF insert (Ti/NiCF/CFRP) joint to ~3.0 kJ m−2, two times
higher than that of either adhesive joint with glue (Ti/glue/epoxy) or without glue
(Ti/epoxy) both at auc ~ 1.5 kJ m [35, 36].

12.1.3.4 High Energy Irradiation Methods

Applying high energy irradiation to CF, for example, ions and γ-rays has been found
to enhance fiber/matrix adhesion without use of catalyst [37, 38]. The high energy
creates active sites in the crystal lattice while increasing surface roughness.

High energy Ar+ ion irradiation (0.6–1.4 keV) showed increased carbonyl peak
and broadened-OH peak of Fourier-transformation infrared spectroscopy (FTIR)
increasing polarity and H-bond formation at CF interface [39]. A 0.30 MGy dose of
Co60 γ -ray irradiation has been reported to increase surface roughness of CF [40].

12.1.3.5 Low Energy Electron Beam Irradiation (EBI) Method

On the other hand, this study focuses on surface activation by applying a light electron
(e−) charge by homogeneous low potential electron beam irradiation (EBI) to CF
surface to increase adhesion with polymer matrix. EBI has a proven track record of
improving many materials [23–25, 41, 42] and is relatively easy method that does
not use atoms or a catalyst. Moreover, EBI does not require chemical treatment of
the CF. Large areas, such as LED TV screens can be treated. When EBI activates
the CF surface, it decreases the dangling bond density in the hexagonal graphite
structure as evidenced by a decrease in electro spin resonance (ESR) spectroscopy
peak intensity [41, 42]. CF is reported to naturally contain dangling bonds [41, 42].
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The EBI is reported to enhance crack resistance and increase tensile fracture stress
and elasticity, increasing ductility strengthening the CF itself [41, 42].

EBI has been successfully used to increase strength of [metal/CF
insert/thermoplastic polymer] joints where CF, acting as the connecting insert
between metal and polymer, was directly irradiated with EBI [15, 16]. Activating CF
cross-weave insertswithEBIprior to dipping into thermoplasticABS resin is reported
to increase tensile strength (σ b) in [Ti/EBCF/ABS] joints 2.1 times higher than that
of untreated, [Ti/CF/ABS], and 9.1 and 4.2 times higher than that without CFs,
mainly of glue [Ti/Glue/ABS] and no glue [Ti/ABS], respectively [15]. Similarly, in
[Ti/EBCF/PC] joints, σ b was raised 3.0 times higher than untreated [Ti/CF/PC] [16].
EBI activation of the CF surface is effective since it generates increased charge site
distribution at theCF surface homogeneously theCFbeing a strong conductor of elec-
tricity. The increased charge probably travels over the entire CF surface contributing
to successful bonding with polymers. Nucleation sites are enhanced increasing fric-
tion force at CF/TP polymer interface, thereby preventing CF pullout, resulting in
improved tensile strength. Moreover, in the vacuum during EBI residual trace gasses
(O2, H2O(g) and N2) are assumed to act to create weak Van derWalls attractive forces
at the polymer/CF interface probably adding to the enhancement

12.1.4 Evaluation of CF/Polymers of Epoxy, as Well as ABS,
PC and PP

The conventional carbon fiber reinforced polymer (CFRP) of thermoset epoxy resin
matrix with high strength is generally applied to the blades of wind power generators
and bodies of airplanes. Strengthening carbon fiber [41, 42] and its reinforced poly-
mers [15, 16, 43–46] has been investigated. However, the long-term solidification of
epoxy-CFRP with high strength [43, 44] is a serious problem in preparing them. To
shorten the solidification term in production process, thermoplastic polymers [45,
46] are useful, since the solidification term of inexpensive polypropylene (PP) [47]
is tremendously shorter (1/10) than that of expensive epoxy.

On the other hand, the adhesive force of sizing film of CFs to epoxy matrix with
full entangled contact is extremely larger than that of PP thermoplastic polymers
matrix with partial contacts at heterogeneous nucleation sites. In addition, PP is a
meandering (branched) polymer with its –CH3 side chains and probably generates
spontaneous nano-scale rough interfacewithCF. Based on the rough interface, partial
contact and low adhesive force of PP, the typical decreasing of strength from epoxy
to PP mainly corresponds to decreasing the nano-contact area sites from smoother
to coarser at CF/polymer interface.

To examine the effect of contact sites of PP with CF, tensile strengthening of
CF reinforced thermoplastic PP with sizing film, and with removed sizing film is
investigated.We expand on our study froma previous paper [47], wherewe found that
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the sizing film has been effective preventing CF pullout, resulting in strengthening
CFRTP [47].

Therefore, our purpose is to: (1) confirm sizing film provided by the factory on
CFs improves bending strength σ b over those with removed sizing film; (2) demon-
strate applying EBI treatment to sized CF surfaces prior to assembly and hot-press
can improve σ b; and (3) demonstrate the EBI raises the σ b of removed sizing film
samples, about as much as improvement by sizing over removed sizing film. This
is in a layered carbon fiber reinforced thermoplastic polymer (CFRTP) composite
composed of 3 cross-weave CF cloth sheets between 4 polypropylene (PP) mats,
[PP]4[CF]3 (55 vol%-CFs).

12.2 Experimental Procedures

12.2.1 Materials and Removing Sizing Film from CF

Carbon fiber (CF) was TR3110M provided by Mitsubishi Rayon Ltd. Tokyo, and
thermoplastic polymer polypropylenewasBC06Cprovided byNovatec, fromNissho
Ltd. Tokyo. All provided CF cross-weave cloths contained their initial nano-thick
polymer sizing film coating from the factory whose specific chemical name is propri-
etary. To make the “removed sizing,” or “sizing film free” (SFF) samples, CF cloths
(6.8 g) were dipped for 20 min (2 dips of 10 min each) in acetone (100 mL, 019–
00353: Wako Pure Chemical Industries, Ltd, Osaka) at room temperature, as shown
in Fig. 12.1. Since solutes of nano-thickness polymer film coated on CF are elimi-
nated by 20 min-dipping in acetone, the peaks can be detected for acetone solution
in proton-NMR (AVANCE500, Neutron Magnetic Resonance, Shimazu, Kyoto).

To confirm removal of polymer sizing film, Fig. 12.2 shows 1H-NMR analysis
results of dipping CFs in acetone for 10 min, and an additional 10 min [47]. The
20 min total dipping mostly annihilates all the 1H-NMR δ peaks. These include high
intensity peaks at approximately δ = 1.6 and 3.7 ppm, medium intensity peaks at 6.7
and 7.2 ppm, and several low intensity peaks as shown in Fig. 12.5. This data shows
20 min soak in acetone can mostly, if not completely eliminate the sizing film on CF.

Fig. 12.1 Schematic
drawing of dipping sized
carbon fiber in acetone at
room temperature
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Fig. 12.2 NMR analysis
results of sized carbon fibers
dipping in acetone for
10 min and additional 10 min
to make the “sizing film
free” samples

Note we did not add sizing film to the provided CFs.We only removed the present
sizing film coated by the factory. A portion of the samples was not dipped in acetone
as a control and are referred to here as “sizing film” samples. Those dipped in acetone
are referred as “removed sizing film” or “sizing film free” (SFF) samples.

12.2.2 Composite Fabrication

Here, for the “sizing film free carbon fiber” (SFF-CF) samples, fabrication was as
follows: Step 1: CF cross-weave was dipped in 100 mL acetone for 20 min total
(2 dips of 10 min each) as described above. Step 2: CFs were dried at RT. Step 3:
Laminated assembly was carried out 3 CF cross-weave plies were inserted between
4 PP mats to make [PP]4[CF]3 layup specimens. Step 4: Composite fabrication was
performed by hot-press (IMC-185A, Imoto Machinery Co., Ltd) under 4.0 MPa at
473 K for 1 min after pre-heating for 8 min, as shown in Fig. 12.3 [47].

Figure 12.4 illustrates the resulting 55 vol%-carbon fiber reinforced thermoplastic
polypropylene (PP-CFRTP) specimens with 3 cross-weave CF cloth sheets between
4 polypropylene (PP) mats, [PP]4[CF]3 whose dimensions are: 80, 10 and 2 mm.

Fig. 12.3 Layered CFRTP
specimen geometry
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Fig. 12.4 Hot-press and
heating machine (Type
IMC-185A)

12.2.3 Bending Tests and Sample Characterizations

To test for strength, three-point bending tests were carried out at room tempera-
ture with an IMADA Co., Ltd. DPU-50 N/MX-500 N/GA-10 N tester illustrated
in Fig. 12.5 [48]. Practical distance between marked points on specimen, chuck
length and head speed was 40 mm, 20 mm and 1.0 mm/min, respectively. Bending
stress-strain curves of the CFRTP with and without coated sizing polymer film were
obtained by using crosshead displacement and confirmed by using a video recording
device. Samples were also characterized by nuclear magnetic resonance (NMR) and
electron spin resonance (ESR) [47].

Evaluating the accumulative probability of strength (Pf) is a convenient method
of quantitative analyzing experimental values and in industry and is often employed
in statistical quality control (QC). Pf is expressed by the following equation which
is a generalized form of the median-rank method: [49].

Pf = (i − 0.3)/(Ns + 0.4) (12.1)

Here, N s and i are total number of samples, and rank order integer of bending
strength of each sample, from weakest to strongest. In this case, N s = 5 hence when
the i value is 3, its corresponding Pf value is 0.50.
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Fig. 12.5 Schematic
illustration (a) and
photograph (b) of bending
test setup

12.3 Results and Discussion of PP Reinforced by CF
with and Without Sizing Film

12.3.1 Improvement Evaluation of Bending Strength
from Sizing by Removing Sizing Film from CF

Experimental results in Fig. 12.6 confirm sizing film improvement of bending
strength, σ b 36% from 38 to 52 MPa at median-accumulative probability, Pf =
0.50 over those with removed sizing film, in the layered PP [PP]4[CF]3 samples.
Figure 12.7 shows the σ b improvements (36% from 38 to 52 MPa at median-
accumulative probability, Pf = 0.50) over the samples with and without sizing film.
Moreover, as expected Fig. 12.7 illustrates σ b is higher for the sized CF than that
of the removed sizing film at all Pf. We do not recommend removing epoxy sizing
film. This is just to illustrate improvement of sized CF specimens over those with
removed sizing film.
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Fig. 12.6 Bending
stress-strain curves at
medium accumulative
probability (Pf) of 0.50 for
CFRTP samples constructed
with PP matrix and 55 vol%
CF with and without sizing
film prior to assembly and
hot-press

Fig. 12.7 Bending strength
(σ b) at each accumulative
probability (Pf) for PP
matrix CFRTP with CFs
sized (filled circle) and
removed sizing film (circle)

12.3.2 Morphological Changes Related to Pullout,
Delamination and Thickness Reduction Induced
by Sizing Film

Figure 12.8 shows optical photographs and schematic drawings of bending fractured
PP-CFRTP samples with (a) and without (removed) sizing film (b). Both sizing and
sizing film free samples split into three parts. The later of sizing film free CFs (b) are
apt to undergomicrodamage as pullout in the formofCF–PPdebonding accompanied
by larger-scale damage of CF–PP ply delamination and fiber separation extending at
least 8mm from the loading point zone. On the other hand, the former of the presence
of sizing film (a) largely prevents fiber pullout with large-scale delamination confined
in the loading point zone to 2 or 3 mm.

Unexpectedly, optical observation revealed mean thickness (2.223 mm) of sizing
film freeCF reinforce PP ([PP]4[CF]3) samples is 192μmlarger than that (2.031mm)
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Fig. 12.8 Photograph and
schematic drawing of
bending fractured CFRTP
samples of PP reinforced by
CF sized (a) and removed
sizing film (b)

of the sized CFs (see Fig. 12.8). This indicates the sizing film actually reduces the
laminate sample thickness.
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12.3.3 Morphological Discussion Related to Delamination,
Pullout and Thickness Reduction Induced by Sizing
Film

Figure 12.9 illustrates the adhesive sizing film probably penetrates into the micro-
dents of roughness of CFs with high wetting and molecular bonding. Although weak
resistance to pullout of laminate assembly of sizing film free (SFF)-CF and PP can
be explained by its pint contacts of PP/CF (see Fig. 12.9a), the strong resistance
to pullout of laminate assembly of sized CF cross sheets and PP mats is induced
by both plain contacts filling into nano-dents on the CF surface with the SF and
copolymerization generated by entangling with SF and PP polymers (see Fig. 12.9b).

The removed sizing samples being thicker than the sized can be explained by
the PP not impregnating into the CFs without the sizing film. This is probably why
considerable CF pullout and delamination occurred easily from PP, as shown in
Fig. 12.8b. Namely, the CF with sizing film firmly impregnates with PP due to
copolymerization, since mean thickness of CFRTP compressive samples reinforced
by commercially used sizing CF is 8% smaller than that by CF removed sizing films.
Therefore, the volume reduction (8.6%) of CFRTP (see Fig. 12.8) is direct macro-
scopic evidence sizing of CFs improves pullout resistance, hence, strengthening the
CFRTP (see Figs. 12.6 and 12.7).

PP with low density has the large free volume generated by side chains. When
the PP/SF entangling occurs (see Fig. 12.9b), the thickness reduction of laminate
assembly of PP mats and CF cross sheets can be explained (see Fig. 12.8a).

Fig. 12.9 Schematic
illustration for a SF free and
bare CF/PP joints with point
contacts and b sized
CF-SF/PP joint with
CF/SF-plain contacts and
SF/PP copolymerization
before (a′, b′) and after (a,
b) hot pressing
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12.3.4 Nano-scale Discussion Related to Entangling
of Sizing Polymer Fiber and Matrix PP Polymers

Since the CF sizing film apparently improves the bending strength, it acts to
strengthen the CFRTP. Figure 12.9 illustrates the mechanism in which the sizing
typically increases resistance to CF pullout and ply delamination by entangling with
the PP by molecular force, along with copolymerization being well adhered to the
CF with sizing film.

On the other hand, the density of PP (~0.90 g/cc) is lower than polyethylene
(PE) (~0.95 g/cc). The lower density of PP is brought about spontaneous interspaces
of polymers induced by the –CH3 side chains as illustrated in Fig. 12.10. Although
polyethylene (PE) polymers are constricted by principal chains, PP polymers contain
–CH3 side chains along the main chains. With removed sizing film, this probably
makes spontaneous larger interspaces in the thermoplastic PP (Fig. 12.10), resulting
in easyfiber pullout induced by a relatively small number of point contact sites against
the PP/CF interface. Moreover, the PP probably gets twisted and contorted more that
of straight polymers of PE resulting in poor adhesion. The C–H atoms of the PP have
low wettability with the CFs. Also, compared with epoxy, the thermoplastic PP by
itself has no oxygen groups to adhere efficiently to the CF.

Therefore, our data quantitatively shows the degree to which the typically applied
sizing film prevents the ply delamination and CF pullout from PP, with its adhesion
to CF; and sizing film adhesion to PP occurring by plain contact and entangling with
molecular bonding near nano-scale interface enhancing sizing polymer/PP adhesion
over that without sizing film.

Fig. 12.10 Schematic
structure of polypropylene
(PP) showing meandering
methyl group branches
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12.4 Successful Countermeasure of CF Pullout from PP
Matrix in CFRTP Strengthened by CF Activated
by EB-Irradiation

12.4.1 Principal of CF Activated by EB-Irradiation

Weconfirmed by quantification decreasing the adhesive strength from sizing polymer
to PP against the CF (see Figs. 12.6 and 12.7) results in easy fiber pullout. When one
of the authors, Y. Nishi, was an invited Prof. staying in Ecole Central Lyon, Prof.
M. Salvia showed that the dendritic crystalline (hard segment) grew on the carbon
fiber (CF) in nylon-6, as shown in Fig. 12.11a. Hence, for this study, although the
CF is completely wrapped by plain contact with thermoset epoxy polymer, the initial
crystalline heterogeneously nucleates at point contacts of CF surface prior to the
crystalline growth in thermoplastic PP because of its low wettability to CF. Thus,
plies easily delaminate and CF pulls out occurs easily from the PP matrix.

As shown in Fig. 12.12, the activation energy of ideal homogeneous nucleation is
the maximum, when the spherical crystalline nucleation before growing the dendrite
often occurs at bulk inside with homogeneously distribution in supercooled liquid
[50]. At this time, the supercooled liquid with short range order convert to the
hard segments with long range order at the solidification interface. As shown in
Fig. 12.10b, to improve the delamination and pullout resistivity, the nucleation
frequency is improved by activation on CF surface. The surface activation and
randomization have been studied for metallic and ceramic glasses by shot peening
[51, 52] and EBI (homogeneously low potential electron beam irradiation) [53],
respectively.

Fig. 12.11 Schematic
illustration of crystalline
nucleation and growth in
polymer on carbon fiber
a untreated and b activated
by EB-irradiation
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Fig. 12.12 Schematic
illustration of changes in
Gibb’s free energy (�G)
against crystalline radius
(r) with activation energy
(�Gf) at critical radius (rc)
of heterogeneous nucleation
of crystalline, that is,
polymer hard segment on CF
catalyzer untreated, and
lowered �Gf activated CF
EB-irradiated in polymer
matrix, together with ideal
homogeneous nucleation
curve

TheCFs are also strengthened by optimal dose of EB-irradiation [41, 42]. Optimal
dose of EBI is reported to activate the CF’s three sp3 orbital σ and one π bonds to
enhance the resistance to pullout in PEEK matrix of CFRTP [54], as well as even
diamond with for four sp3 orbital σ bonds to improve the wetting and mist-resistance
of diamond [55]. Namely, the EB-irradiation often cuts both σ and π bonds and
generates the active terminated carbon atoms. When they contact to PP polymers,
they decrease both activation energy and critical radius of crystalline nucleation,
as shown in Fig. 12.12. As shown in Fig. 12.11b, several crystalline sites should
nucleate on the CF surface in the form of point contacts, expecting to strengthen the
PPmatrix in CFRTP resulting in high resistance to ply delamination and the CF pulls
out occurs easily from the PP matrix.

12.4.2 Condition of Electron Beam Irradiation

Figure 12.13 illustrates the schematic drawing of EB-irradiation apparatus. The CFs
cloth sheet was homogeneously irradiated by an electron-curtain processor (Type
CB175/15/180L, Energy Science Inc., Woburn, MA, Iwasaki Electric Group Co.,
Ltd., Tokyo) prior to assembly with PP and hot-press [15, 16, 41, 42, 48, 56–59].
This was by linear electron beam gun with low energy through a titanium thin film
window attached to a 240 mm diameter vacuum chamber. A tungsten filament in
the vacuum was used to generate the electron beam at a low energy condition, with
acceleration potential (VAcc: keV) of 170 keV and the irradiating current density (I)
of 0.089 A × m−2.

Although the electron beam is generated in a vacuum, the irradiated sample is
kept under protective nitrogen gas N2(g) at atmospheric pressure. Distance between
sample and window was 25 mm. To prevent oxidation, residual concentration of O2

was kept below 300 ppm in the vacuum chamber. The constant flow rate of N2(g)



12 Improvements of Strength of Layered Polypropylene Reinforced … 295

Fig. 12.13 Schematic
drawing of EB-irradiation
apparatus

was set at 1.5 L/s and 0.1 MPa N2(g) pressure. Each irradiation dose (0.0432 MGy)
was applied for only a short time (0.23 s) to avoid excessive heating of the sample;
the temperature of sample surface remained below 323 K just after irradiation. The
sample in the aluminum plate holder (0.15 × 0.15 m) was transported on a conveyor
at a constant speed of 10 m/min. The sheet EBI was applied intermittently; one
sweep going one way is 0.0432 MGy. Repeated irradiations to both side surfaces of
the samples were used to increase the total irradiation dose. To keep sample from
overheating, the interval condition of 30 s was applied between each sweep. The
irradiated dosage was proportional to the irradiation current (I, mA) and number of
irradiations (N), whereas it was inversely proportional to the conveyor speed (S, m/
min).

Irradiation dose was controlled by integrated irradiation time for each sample.
Here, irradiation dose was corrected by using an FWT nylon dosimeter of RCD
radiometer film (FWT-60-00: Far West Technology, Inc. 330-D South Kellogg
Goleta, California 93117, USA) with an irradiation reader (FWT-92D: Far West
Technology, Inc. 330-D South Kellogg Goleta, California 93117, USA). The dose
was 0.0432 MGy at each irradiation. Based on the mean density (ρ: kg × m−3) and
irradiation potential at the specimen surface (V: keV), the penetration depth (Dth: m)
of EBI is expressed by the following equation [54, 60].

Dth = 66.7V5/3/ρ (12.2)

Using the principal form of Eq. (12.1), specimen surface electrical potential (V )
was mainly dropped by the Ti window (�VTi) as well as N2 gas atmosphere (�VN2).

V = 170 keV − �VTi − �VN2 (12.3)
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The specimen surface electrical potential, V, was estimated to be 129.6 keV from
the acceleration potential (VAcc = 170 keV), the 10μm thickness (TTi) of the titanium
window (density: 4540 kg × m−3), and the 25 mm distance between the sample and
the window (TN2 ) in the N2 gas atmosphere (density: ρN2 = 1.13 kg m−3):

�VTi = TTi/DthTi × 170 keV = TTiρTi/
[
66.7 × (170 keV)2/3

]

= (
10−5 m

) × (
4540 kgm−3)/

[
66.7 × (170 keV)2/3

] = 22.2 keV (12.4)

�VN2 = TN2/Dthi N2 × VTi = TN2ρN2/
[
66.7 × (VTi)

2/3]

= (
25 × 10−3 m

) × (
1.13 kgm−3

)
/
[
66.7 × (170 − 22.2 keV)2/3

]

= 15.2 keV (12.5)

Since the dropped potential values were 22.2 keV due to the Ti window and
15.2 keV due to the N2 gas atmosphere, respectively, the specimen surface electrical
potential, V, is obtained to be 132.6 keV using following calculation:

V = 170 keV − 22.2 keV − 15.2 keV = 132.6 keV (12.6)

Based on Eq. (12.3) and density (1760 kg m−3) of CF, the penetration depth,
Dth of electron beam estimated was 123 μm. Since the CF’s diameter was 6 μm
the electron beam is assumed to activate throughout the entire thickness deceasing
dangling bond density [60].

12.4.3 Results of Effects of EB-Irradiation Directly to Sized
and SF Free CFs on Bending Strength of [PP]4[CF]3
CFRTP Samples

Figure 12.14 shows applying 0.30MGy-EBI dose under protectiveN2(g) atmosphere
directly to sizing film free CF cross sheet prior to laminate assembly with PP mats
prior to hot-press increased the bending strength σ b at median-accumulative prob-
ability (Pf = 0.50) 45% from 38 to 55 MPa of the [PP]4[CF]3 sample. In addition,
Fig. 12.14 shows by applying EBI doses between 0.043 and 0.43MGywas increased
substantially, namely doses of 0.043, 0.13, 0.22, 0.30 and 0.43 MGy increased σ b

from 38 to above 50 MPa.
Likewise, applying 0.22 MGy-EBI dose under protective N2(g) atmosphere

directly to sized CF cross sheet prior to laminate assembly with PP mats prior to
hot-press increased the bending strength σ b 6% from 52 to 55 MPa at median Pf of
the [PP]4[CF]3 sample. Therefore, optimal EBI dose for the SF free (0.30 MGy) and
sized (0.22 MGy) CF samples resulted in the same optimum σ b of 55 MPa which
may represent a theoretical maximum. Interestingly, with EBI treatment, samples
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Fig. 12.14 Changes in
bending strength (σ b) at
medium accumulative
probability (Pf) of 0.50
against irradiation dose of
electron beam to
commercially used sized
(triangle) and sizing film free
(filled triangle) CFs
reinforced PP

with removed CF sizing can apparently be the same bending strength as that factory
sizing.

However, without careful testing for loading composite parts, it is not recom-
mended to remove sizing film from CFs because the composite could be severely
weakened. Nevertheless, with optimal EBI condition, strengthening the adhesion
force increases interfacial friction force between CF and the difficult to adhere ther-
moplastic for both sized and SF free CFs to prevent ply delamination and fiber
pullout in the CFRTP, resulting in increasing bonding strength σ b over that of the
untreated to become a viable process for practical applications.

12.5 Discussion: EB-Irradiation

The increase in bending strength σ b of [PP]4[CF]3 CFRTP samples laminate
assembly composed with PP untreated and EBI activated CFs sheets sized and
removed SF free CF can be explained by increase in density of chemical bonding
points contacts surface area at the fiber/matrix interface, as shown in Fig. 12.11. This
is apparently accompanied by increased heterogeneous nucleation sites of dendritic
crystal hard segments from the sized and SF free CFs surfaces as found on other
thermoplastic polymer nylon-6 by Prof. M. Salvia. The EBI increases resistance to
fiber pullout reducing CF/PP delamination between and within plies and confines
the damage area along specimen length as shown in Fig. 12.8.

Moreover, dangling bonds spontaneously exist in CF itself [46]. CF is reported to
be strengthened by EBI by annihilation of dangling bonds in the graphitic hexagonal
structure often enhancing elasticity of CF [46]. The CF strengthening probably also
contributes to bending strength increase of the [PP]4[CF]3 CFRTP samples.
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12.5.1 CFRTP Samples with CF Removed Sizing Film

For the [PP]4[CF]3 CFRTP samples removed sizing film, before EBI, trace gas
molecules of nitrogen, oxygen and water (N2, O2, H2O) from the outside atmo-
sphere should co-exist in the CF/PP interfacial spaces in the form of CF–[H2O,
N2, O2]–PP weak molecular bonds. However, the resulting slight attractive forces
generated are not sufficient to create strong CF/PP adhesive force. Consequently, low
interfacial mechanical friction from fewer point contacts results in low resistance to
CF pullout and delamination from PP, resulting in the weak σb for CFRTP with
untreated CF with SF free. However, by applying the optimal dose of 0.30 MGy-
EB-irradiation to the CFs removed SF (see Fig. 12.14), the maximum σ b (55 MPa)
of CFRTP can be obtained and is explained by maximum density of strong cova-
lent bond formation of direct (CF:C:C:PP) and indirect contacts (CF:N:N:PP and
CF:C:O:C:PP) at heterogeneous crystal nucleation sites on CF/PP interface induced
by EBI-irradiation under protective N2 atmosphere, together with negligible weak
molecular bonding created by impurity gas molecules CF–[H2O, N2, O2]–PP.

12.5.2 CFRTP Samples with Sized CF

For the sized [PP]4[CF]3 CFRTP samples, the σ b being raised to the maximum of
55 MPa (see Fig. 12.14) by applying the optimal 0.22 MGy-EBI can be explained
by generation of maximum number of the strong covalent bonds of both direct
(CF/SF:C:C:PP) and the N2 and O2 assisted indirect contacts (CF/SF: N:N:PP and
CF/SF: C:O:C;PP) formations at heterogeneous crystal nucleation sites on PP/SF
interface induced by EBI-irradiation under protective N2 atmosphere in addition to
the weak molecular bonding created by impurity gas molecules CF/SF–[H2O, N2,
O2]–PP.

12.5.3 Comparison of CFRTP Samples Removed SF
and Sized CF

Contribution of strength of CFRTP samples with sized CF untreated increase by
weak molecular bonding is probably higher than that with SF free CF untreated (see
Fig. 12.7). Most importantly, the strong oxygen bonding is enhanced by the EBI
mostly creating active dangling bonds with the oxygen groups in the sizing film on
the CF surface.

To compare, the CFRP samples with CF removed SF apparently need a higher
EBI dosage (0.30 MGy) than that with sized CF (0.22 MGy) to reach the optimum
σ b of 55 MPa, as shown in Fig. 12.14. This is probably due to the higher resistance
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to irradiation damages of bare CF removed SF requiring higher activation to reach
the optimum than that of SF.

12.5.4 Irradiation Damage Induced by Higher EBI Doses

For the SF free samples, the σ b decay at higher 0.43MGy-EBI dose can be explained
by excess irradiation damage [14, 16] causing disordering of graphite hexagonal
structure in CFs. For the sized CF samples, the σ b decay from additional EBI dose
from 0.30 to 0.43 MGy can be explained by irradiation damage in the form of
excess dangling bond formation [14] of sizing film. Therefore, carefulness is highly
recommended to adjust for optimal dose of EBI to CFs when using for practical
purposes.

Note we did not add sizing film to the provided CFs.We only removed the present
sizing film coated by the factory when we received the CFs to investigate its effect.
We do not recommend removing sizing film since it will weaken the composite.
Nevertheless, with optimal EBI condition, strengthening the adhesion increases the
interfacial friction force to prevent fiber pullout and delamination in the CFRTP,
resulting in increasing the σ b over that of the untreated to become a viable process
for practical applications.

12.6 Summary

Stronger thermoplastic carbon fiber reinforced thermoplastic polymers (CFRTPs)
have always been desired for lightweight and easily formable load-bearing parts due
to their recyclability and shorter processing time with high concern for the environ-
ment. However, one of the problems has been that they typically have weak adhesion
at the fiber/matrix interface. Therefore, we began by giving the reader a thorough
literature background on recent state-of-the-art CF surface treatments. Following
this, we experimentally quantified increase in bending strength in a thermoplastic
polypropylene CFRTP samples with CF sized over removed SF. Next, was employed
a novel process of applying low voltage electron beam irradiation (EBI) directly to
the CFs sized and removed SF prior to lamination assembly and hot-press. Samples
were a layered CFRTP composite composed of 3 cross-waveCF cloth sheets between
4 polypropylene (PP) mats [PP]4[CF]3 (55 vol%-CFs).

1. Experimental results confirmed SF improvement of bending strength, σ b 36%
from 38 to 52 MPa at median-accumulative probability, Pf = 0.50 over the SF
free in the layered [PP]4[CF]3 samples. The σ b was higher for the sized than that
of the SF free at all Pf.
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2. Fracture analysis showed both sized and SF free samples split into three parts. As
expected, the SF was found to reduce delamination, CF separation and pullout
considerably from damage area along the specimen length more than 11–4 mm.

3. Unexpectedly, optical observation revealed mean thickness (2.223 mm) of SF
free [PP]4[CF]3 samples were 192 μm larger than that (2.031 mm) of the sized
CFs indicating SF actually reduces laminate sample thickness. Strengthening
mechanism is probably the result of: Sizing film polymer penetrating into CF
surface roughness creating increased wetting and plain contact with molecular
bonding (also on smoothCF surfaces) and formation of entanglement and copoly-
merization of sizing film polymer and PP reducing free volume. Moreover, the
sizing film polymers act to replace the inert –CH3 groups of PP at the CF surface
with active O groups along with wetting any CF surface roughness increasing
bonding sites to increase strength.

4. For sized samples, the novel process of applying EBI (0.22 MGy) to sized
CFs under protective N2 atmosphere prior to lamination assembly and hot-
press improved σ b (Pf = 0.50) 6% from 52 to 55 MPa at median Pf of
0.50. The improvements of sized CFs treated by EBI in N2 were explained by
increasing strong chemical bonds (CF–SF: C:C :PP, CF–SF: N:N :PP and CF–

SF: C:O:C :PP (from the sizing) at adhesive interface with entangling different
polymers of PP and SF, larger than that of untreated with weak molecular bonds
(CF–[O2, N2, H2O]–PP) at CF/PP rough interfaces.

5. Likewise, for CFRTP samples with SF free CF, applying 0.30 MGy-EBI to CF
surfaces improved σ b (Pf = 0.50) a larger 45% from 38 to 55 MPa. Improve-
ments of CFs with and without SF treated by EBI in N2 gas can be explained
by generation of maximum density of strong covalent bond formation of direct
(CF: C:C :PP) and indirect contacts (CF: N:N :PP) at CF/PP interface induced
by EBI-irradiation under protective N2 atmosphere with negligible weak molec-
ular bonding created by impurity gas molecules CF–[H2O, N2, O2]–PP. More-
over, increasing the number of heterogeneous crystal nucleation sites on the CF
surface by the EBI can also play a role to prevent CF pullout.

6. Interestingly, the CFRP samples with CF removed SF apparently need a higher
EBI dosage (0.30MGy) than thatwith sizedCF (0.22MGy) to reach the optimum
σ b of 55MPa, as shown in Fig. 12.14. This is probably due to the higher resistance
to irradiation damages of bareCF removed SF requiring higher activation to reach
the optimum than that of SF.

7. In summary, we demonstrated optimal EBI dose can raise bending strength of
[PP]4[CF]3 CFRTP composite samples with removed sizing polymer film to that
of the sized.Moreover, optimumEBI dose to carbon fiber with andwithout sizing
film can raise σ b. However, higher doses damage the composite lowering σ b so
carefulness is always highly recommended to adjust for optimum EBI dose for
different conditions.

8. Note, we did not add sizing film to the provided CFs. We only removed the
present sizing film coated by the factory when we received the CFs to investigate
its effect. We do not recommend removing sizing film since it will weaken the
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composite. Nevertheless, with optimal EBI condition, strengthening the adhesion
force increases the interfacial friction force to prevent ply delamination and fiber
pullout in the CFRTP, resulting in increasing the σ b over that of the untreated to
become a viable process for practical applications.
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Chapter 13
Photomechanical Response
of Amorphous Carbon Nitride Thin
Films and Their Applications
in Light-Driven Pumps

Masami Aono and Tomo Harata

13.1 Introduction

Actuators are an important means of transferring energy from one of its many forms
into mechanical motion for use in devices, such as pumps and sensors. There-
fore, microactuators are the primary drive units in micro-electromechanical systems
(MEMS). There are various types of microactuators, including electrostatic [1–3],
piezoelectric [4, 5], magnetic [6, 7], and thermal [8, 9].

Light-driven actuators, which can convert light energy into mechanical energy,
have attracted considerable attention due to their many advantages, which include the
possibility for wireless control and the miniaturization of devices. The use of MEMS
with light-driven actuators in medical and space applications is very promising, with
high potential for future growth because the MEMS could be controlled remotely
without external wires for power supply. Light-driven actuators could also contribute
to smaller and lighterMEMS,without the need for a battery. Therefore, exploring new
materials with optomechatronic properties is highly desirable for the development
of light-driven actuators.

Certain organic materials, such as azobenzenes and spiropyrans, are known to
undergo reversible photoinduced deformation. For example, azobenzene-containing
materials macroscopically change their shape under UV irradiation because of
the isomerization of azobenzene [10–12]. This organic material generally shows
a reversible macroscopic deformation originating from the trans–cis photoisomer-
ization of azobenzene moieties [10] induced by light irradiation at two different
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wavelengths, such as UV and visible light and UV and heat. Cviklinski et al. [13]
reported that azobenzene liquid crystal elastomers contract under UV light irradia-
tion, which is accompanied by stress. The response time required for deformation is
relatively slow, generally up to several minutes in length. Therefore, rapid response
as well as high output power needs to be achieved to realize device applications;
however, the stability of the azobenzene liquid crystal elastomers under long-term
light irradiation is not yet clear.

The photomechanical response using spiropyrans has reported a combination of
photochromism of the spiropyrans and charge transition into hydrogels [14]. The
photochromism involves the photoinduced generation of a significant dipole in the
merocyanine. Such charge generation in hydrogel matrices will alter their osmotic
potential, and hence allow a photomechanical response. Incorporation of spiropyrans
into gel structures can be used for the fabrication of photo-controlled liquid flow
micro-fluidic manifolds [15] and reversible micro-fluidic valves [16]. Recently, a
hydrogel walker based on spiropyran that can reversibly swell and contract when
submerged in water or subjected to cycles of white-light irradiation has also been
reported [17].

Although the photomechanical properties are less common in inorganic mate-
rials, certain piezo-ceramics are well known. Pb(1−x)Lax(ZryTi(1−y))(1−x/4)O3 (PLZT)
ceramics have high potential as photomechatronic materials due to the emergence
of mechanical strain under UV-light irradiation, which is caused by a photostrictive
effect arising from the combination of the photovoltaic effect and the piezoelectric
effect [18, 19]. Although PLZT exhibits long-term photostability, the output power
boost associated with an increase in size is limited. TlInSe2 [20] andAs2S3 [21] show
an irreversible response. Volume expansion of As2S3 induced by photon irradiation
leads to an increase in the defect density.

For carbon-related materials, carbon nanotubes (CNTs) embedded in polymer
films [22] have been reported to undergo considerable photoinduced deformation,
originating from the photothermal properties of CNTs. Photoinduced deformation
of CNTs on a polymer film has also been reported [23], while the deformation can
be attributed to the photothermal effects of CNTs and a difference in the thermal
expansion coefficients between CNTs and the polymer film. The time constant of the
photomechanical response was reported to be about 0.5 s, which shows a very fast
response.

In 2012, we accidentally discovered a photomechanical response in amorphous
carbon nitride (a-CNx) films when we were studying the photoconductivity of a-CNx

films [24]. In the photoconductivity study, delamination of the films by visible-light
irradiation was observed. Furthermore, the delamination was prevented by using a
thinner substrate and a bending of the sample species was then obtained, as shown in
Fig. 13.1. a-CNx films exhibit a compressive stress nature [25]. For example, a-CNx

bent toward the substrate side under visible-light irradiation when deposited on an
ultra-thin SiO2 substrate or a flexible substrate, such as a polymer film and cellulose
nanopapaer [26]. Based on the results of several experiments, the delamination was
attributed to photoinduced phenomena. The response is reversible at any wavelength
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Fig. 13.1 Displacement of
the free edge of an
a-CNx /SiO2 specimen. The
a-CNx film was deposited at
300 °C by reactive radio
frequency magnetron
sputtering. White excitation
light, provided by a Xe lamp,
was used

in the visible-light region and thermal effects are relatively insignificant. A detailed
analysis of these experiments is presented in this study.

13.2 Methods

13.2.1 Synthesis of Amorphous Carbon Nitride Films

Amorphous carbon nitride thin films are a carbon-related material based on amor-
phous carbon (a-C) and diamond-like carbon (DLC). A variety of depositionmethods
have been presented, such as chemical vapor deposition (CVD), sputtering, and laser
ablation. The films are categorized into two types, depending on raw materials:
hydrogenated and hydrogen-free carbon nitrides.

Hydrogenated amorphous carbon nitride films, a-CNx:H (also described as a-
C:N, DLC:N, and ta-C:N) are synthesized from CH4, C2H6, and/or NH3 gases [27–
29]. On the other hand, hydrogen-free carbon nitride films, a-CNx, are grown from
bulk carbon sources and pure nitrogen gas. These two types of films differ in their
maximum nitrogen concentration, chemical bonding states, as well as physical and
chemical properties. Thus, amorphous carbon nitrides possess a wide range of char-
acteristics; e.g., the electrical conductivity spans 10 orders of magnitude from 103 to
10–13 S/cm for amorphous carbon nitrides prepared by various deposition processes
[30].

In this study, a-CNx films were prepared from a graphite target and pure nitrogen
using reactive radio frequency (RF) magnetron sputtering. The deposition setup is
shown in Fig. 13.2. Standard conditions of a-CNx deposition were as follows: the
nitrogen gas pressure was 0.12 Torr, the RF power (frequency 13.56MHz) was 85W,
and the substrate temperature was 300 °C. The targeted thickness of the deposited
films was about 1 μm. The thickness of the films was determined by field-emission
scanning electron microscopy (Hitachi, S-4500).



306 M. Aono and T. Harata

Fig. 13.2 Schematic image
of the deposition system
(reactive radio frequency
magnetron sputtering)

13.2.2 Measurements

Photoinduced deformation was determined by measuring the bending curvature of
an a-CNx film/substrate system under illumination. The specimen was an a-CNx

film on either a Si(100) or a SiO2 substrate. A standard size of the substrate for
photoinduced deformation measurements was 2 mm × 20 mm × 0.05 mm. One end
of the specimenwas clamped and the displacement of the other free endwasmeasured
with an optical-cantilever technique, as shown in Fig. 13.3. The probe beam was a
He–Ne laser light (λ = 633 nm). The photoinduced deformation was estimated by
the difference between the positions of laser spots on a bare substrate without a-CNx

films and a sample of a-CNx films deposited on a substrate. A position-sensitive
detector (PSD; Hamamatsu Photonics S3931) was used to detect the displacement.
A positive PSD signal indicates displacement toward the film side of the sample.
A 150 W Xe lamp was used as the excitation light. A water filter was employed to
remove IR irradiation from the Xe lamp. The measurement was performed at room
temperature (about 20 °C). The temperature of the samples during illumination was
monitored using an IR camera (NEC, TH9100 Pro), with a resolution of 0.02 °C.

Fig. 13.3 Schematic image
of a photoinduced
deformation measurement
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a-CNx films in general exhibit a wide variety of bonding configurations through
sp1, sp2, and sp3 hybridizations. These various bonding states were determined using
X-ray photoelectron spectroscopy (XPS), Fourier transform infrared spectroscopy
(FTIR), and Raman spectroscopy.

13.3 Photoinduced Deformation of a-CNx Films

13.3.1 Effects of Bonding States

The chemical bonding states found in a-CNx are similar to those in a-C. In the
sp3 configuration, carbon forms four σ

′
bonds with other carbon atoms, such as

in diamond. The sp2 configuration of carbon is found in aromatic rings and chain
structures, e.g., graphite and polymers. The sp1 configuration is rare in C–C bonding.

Several research groups have reported the bonding configuration of nitrogen in
carbon nitrides [31–33]. Nitrogen forms three σ bonds, with the remaining two elec-
trons in a lone pair. Nitrogen at a four-fold coordinated substitutional site, N4

+, uses
four electrons in σ bonds with the remaining unpaired electron available for doping.
A variant of this site is the N4

+-C3
− pair [31]. The remaining configurations corre-

spond to π bonds. Nitrogen can substitute carbon in aromatic rings. Thus, nitrogen
is bonded to three neighbors in six-fold and a five-fold rings. The other variants of π

bonding are double bond units, with nitrogen being two-fold coordinated. The triple
bond with an isolated lone pair acts as a termination of the amorphous networks.
A wide range of physical properties, including electrical and mechanical properties,
determines the bonding configuration. For example, Silva et al.. [33] have shown that
nitrogen only acts as a dopant in certain configurations. a-CNx with high hardness
exhibits a large fraction of sp3 bonding. One of the predicted crystalline structures
of carbon nitrides, β-C3N4, which is well known as a super hard material, is formed
from only sp3 C–N bonds [34].

The distribution of bonding configurations in a-CNx films depends on the deposi-
tion conditions. Thus, we prepared 13 samples under various deposition conditions:
Six samples grown at different temperatures RT to 600 °C, four samples grown at
different RF powers from 50 to 170 W, and three samples grown at different gas
pressures of 0.12, 0.50, and 0.80 Torr. In the present films, the nitrogen concentra-
tion and bonding configurations were estimated from XPS spectra and FTIR spectra,
respectively, while the size of graphitic clusters was estimated from Raman spectra.
It has been shown that the deposition temperature affects the growth of graphitic
networks in carbon nitrides [35].

Due to normalization of the sample size and photon number, photoinduced stress
was adopted as ametric in this study. First, the photoinduced stress,σ p,was calculated
from the photoinduced deformation, using the following equation [36]:
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σp = ED2δy

3(1 − ν)L2d
(1)

where d and D are the thicknesses of the films and the substrate, respectively. E and
v are the Young’s modulus and Poisson ratio of the substrate, respectively. L is the
distance from the free end of the sample to the PSD. Subsequently, the absorption
coefficient of the films was considered in σ p, because the optical bandgap is different
in each film. The normalized photoinduced stress, σ p´, was given by the following
equation:

σ
′
p = σp × ∫α(λ)dλ (2)

where α is the absorption coefficient of the films and hυ is photon energy of the
incident light.

Figure 13.4 shows normalized photoinduced stress (σ p´) of all films. The resulting
σ p´ of the samples grown at different temperatures, RF powers, and gas pressures
is shown by circles, triangles, and squares, respectively. Figure 13.4a shows σ p´
depending on the nitrogen concentration (x = N/C) obtained from XPS spectra. σ p´
increases up to x = 0.5, and then decreases. x decreases with increasing deposition

Fig. 13.4 Photoinduced stress (σ p
´) of a-CNx films prepared under different deposition conditions

as a function of a nitrogen concentration, b C=N/C–N bonding ratio obtained from XPS spectra,
c intensity ratio of D and G peaks in Raman spectra, and d fraction of triple bonds obtained from
FTIR spectra. The resulting σ p

´ of the films grown at different temperatures, RF powers, and N2
gas pressures is shown by circles, triangles, and squares, respectively
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temperature, as shown by circles in Fig. 13.4a. On the other hand, x increases and
σ p´ decreases with increasing gas pressure, as shown by squares in Fig. 13.4a.

From FTIR spectra, the intensity ratio between two peaks attributed to isonitrile
and nitrile structures, which are centered at 2178 cm−1 and 2220 cm−1, respectively,
is proportional to the fraction of C≡N triple bonds in the sample [37]. These triple
bonds act as a termination bond in amorphous networks. Single bonds (C–C and
C–N) and double bonds (C=C and C=N) appear as a broad absorption band, between
roughly 1000–1700 cm−1. The intensity ratios of the peaks related to C≡N triple
bonds to the broad-band related to single and double bonds for all samples are plotted
inFig. 13.4c.σ p´ increaseswith the fraction of triple bonds in the amorphous network.

From Raman spectra, the ID/IG ratio, which correlates to the size of graphite
clusters in the films, was obtained. The excitation light was an Ar+ laser (532 nm).
The ID/IG ratios were calculated from the intensity ratios of the D peak to the G
peak in Raman spectra. The G peak is located at around 1584 cm−1 and reflects the
bond-stretching mode of all pairs of sp2 bonding including the structures of rings
and chains. The D peak is located at around 1360 cm−1 and strongly reflects the
breathing mode of six-fold rings [38, 39]. The Raman spectra were decomposed into
the G and D peaks with a mixture of Gaussian–Lorentzian functions. As a result,
the ID/IG ratio increases with increasing deposition temperature. This indicates that
the size of graphite clusters in the a-CNx films increases with increasing deposition
temperature. On the other hand, the cluster size is less affected by the gas pressure
and RF power. Figure 13.4d shows the dependence of σ p´ on the ID/IG ratio; σ p´
decreases with increasing ID/IG ratio. This means that large graphite clusters hinder
photoinduced deformation.

With decreasing x and increasing graphitic components, the surface temperature
of a-CNx films under illumination increases. This is due to a decrease in optical
bandgaps, i.e., an enhancement of photothermal conversion efficiencies [40]. On the
other hand, the photoinduced deformation increases upto x = 0.5, then decreases
depending on the graphite cluster size. Thus, the photoinduced deformation does
not correspond exactly to the rate of increase in surface temperature caused by the
irradiation. Consequently, the photoinduced deformation is mainly a direct response
to light energy.

Although themechanismofphotoinduceddeformation in a-CNx filmshas not been
elucidated yet, the existence of theC–N triple bonds is necessary for the displacement
and small graphite cluster sizes play an important role for the displacement.

13.3.2 Effects of Substrate Materials

The photoinduced deformation is determined by the mechanical properties of
substrate materials. In this section, the effects of substrate materials on photoinduced
deformation are discussed.

Figure 13.5 shows the photomechanical responses of a-CNx films deposited on
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Fig. 13.5 PSD signal
intensity variation of a-CNx
films of various thicknesses
deposited on 0.05 mm-thick
Si substrate. The a-CNx film
thicknesses (df ) were 418,
712, and 1448 nm

0.05 mm-thick Si substrates. The a-CNx films were deposited at 300 °C. The thick-
nesses of the films were 418, 712, and 1448 nm. A displacement of the free edge of
the sample corresponds to the PSD signal intensity. The response coincidents with
the light irradiation pattern. ThemaximumPSD signals increases linearly, alongwith
increasing film thickness. If the substrate thickness decreases in an otherwise iden-
tical a-CNx film, the photoinduced deformation drastically increases. In the present
case, the limiting substrate thickness below which deformation can be observed is
about 0.1 mm for Si. A rapid response can be obtained using thinner substrates [40].

The largest photoinduced deformation was observed in a-CNx films deposited at
300 °C [41]. The deformation if an a-CNx/SiO2 specimen was found to be twice
that of an a-CNx/Si specimen, due to a difference in the mechanical properties of
the substrate materials. By considering the mechanical properties of the substrate
materials, the photoinduced stress σ p of a-CNx/SiO2 and a-CNx/Si were calculated
from the deformation to be 23.2 MPa and 18.0 MPa, respectively. This difference in
σ p is due to the difference thermal diffusion coefficients of the Si and SiO2 substrates.
The photoinduced deformation increases by about 1.3% per 1 °C due to thermal
effects [41].

Understandably, macroscopic response has been observed in a-CNx films
deposited on a flexible substrate, such as a polymer film and cellulose nanopaper
[26]. Figure 13.6 shows a ring made from an a-CNx film deposited at RT on cellulose
nanopaper. The a-CNx film moves to the outside of the ring. Upon irradiation with a
He–Ne laser (λ = 633 nm), the ring opens owing to the photoinduced deformation
of the a-CNx film.
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Fig. 13.6 Ring-opening motion of an a-CNx film deposited on cellulose nanopaper. The film is
outside the ring and is illuminated by He–Ne laser light from the left side

13.3.3 Stability of Photoinduced Deformation

As mentioned in the introduction, organic molecules that show photoinduced defor-
mation would be decomposed by long-term light exposure. For inorganic materials
such as hydrogenated amorphous silicon (a-Si:H) films and chalcogenide glasses, an
increase in the defect density caused by light irradiation has been reported [21, 42,
43]. Therefore, we investigated the photoinduced deformation of a-CNx films under
irradiation.

To investigate the stability of photoinduced deformation, a-CNx films were
deposited at 300 °C, and then irradiated with pulsed excitation light. The pules period
(frequency) was 60 s (0.017 Hz), while the total irradiation time was about 60 min.
Figure 13.7 [44] shows some of the experimental results for an a-CNx/SiO2 specimen
under pulsed white-light irradiation. The variability of the bending response was less
than 1% and the bending of the a-CNx/SiO2 specimen could be repeated at least 120
times. Furthermore, delamination and cracking of the film were not observed. The
shapes of N 1 s and C 1 s XPS spectra of a-CNx films before and after light irradiation
seemed to be the same, that is, the bonding states were hardly changed. The N/C

Fig. 13.7 PSD signal
intensity variation for an
a-CNx /SiO2 specimen under
pulsed white-light irradiation



312 M. Aono and T. Harata

Fig. 13.8 PSD signal
intensity variation for an
a-CNx /SiO2 specimen under
continuous white-light
irradiation for 500 min

ratios, which were 0.54 and 0.52, respectively, were also almost the same before and
after light irradiations.

The reversible response was confirmed in a long-term irradiation test carried out
for 500 min, as shown in Fig. 13.8. The effect of thermal drift was removed in this
data. The range of PSD signal intensity in the long-term irradiation test (Fig. 13.8)
was three times lower than that in the pulsed irradiation test (Fig. 13.7), which is due
to a difference in the distance between the PSD and the specimen in both tests. The
chemical bonding states were not significantly changed by irradiation. In addition,
as evidenced by electron spin resonance (ESR) results, no increase in the defect
density of the a-CNx films was observed after white-light irradiation for long periods
of time. This long-term stable performance of a-CNx films is one of their advantages
for application as light-driven microactuators.

13.4 Light-Driven Pump Using a-CNx Films

Alight-driven pumpwas fabricated by coating a-CNx on aSiO2 substratewith a thick-
ness of 10μm.Thediaphragmusing aSiO2 substratewas labeled as device-I.Because
a large photoinduced motion is obtained from the pump, poly(ethylenenaphthalate)
films (PEN films) were also used as a substrate. PEN films have excellent plasma
resistance, thus, the films have been widely used as substrates of transparent
conducting thin films deposited by sputtering.[45–47]. The thicknesses of PEN
films used here were about 12 and 25 μm. The diaphragms using these two films
were labeled as device-II and -III, respectively. The body of the pump, except the
diaphragm, was made of quartz glass. The hole was 5 mm in diameter and 50 μm in
depth, as shown in Fig. 13.9a. A semiconductor laser was used to provide irradiation
at a wavelength of 375 nm. A schematic image of the measurement system is shown
in Fig. 13..

A pumping motion was implemented for all of the diaphragms. The films were
deposited at RT, which is lower than the glass transition temperature of the PEN films
[45]. Figure 13.10 shows the displacement of the center of the diaphragm in device-I
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(a) (b)

Fig. 13.9 Schematic image of a light-driven pump using an a-CNx diaphragm (a) and the associated
measurement apparatus (b). The body of the pump, except the diaphragm, wasmade of quartz glass.
The hole was 5 mm in diameter and 50 μm in depth

Fig. 13.10 Pumping motion
of a-CNx diaphragms. The
films were deposited on a
SiO2 substrate (10 μm) and
PEN films (12 and 25 μm) at
RT

irradiated with a frequency of 0.1 Hz. The fluctuation of the diaphragm coincides
with the light irradiation pattern.

Figure 13.11 shows the dependence of the displacement amplitude on the chop-
ping frequency of the light. The pumping action in all devices was limited to below
10 Hz. This frequency limit is due to the design of the pump, i.e., the diaphragms
were probably not fixed well on the body of the pump. The displacement of the
diaphragm in device-I was lower than those in device-II and -III for frequencies up

Fig. 13.11 Dependence of
the displacement of a-CNx
diaphragms on the chopping
frequency of the light
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to 1 Hz. Compared with device-I, the displacement of the diaphragm in device-II
was 5 times larger at 0.05 Hz.

13.5 Conclusions

Amorphous carbon nitrides are a class of carbon materials with fascinating prop-
erties. In this study, we examined the photomechanical response of hydrogen-free
amorphous carbon nitride (a-CNx) films deposited by reactive sputtering.

The maximum deformation was achieved in the films with a relatively high
nitrogen concentration and small graphite cluster size. Thus, the existence of C–
N bonds is necessary for photoinduced deformation and the graphite cluster size also
plays an important role. In addition, the photoinduced deformation is determined by
the mechanical properties of the substrate material. Based on the long-term irradi-
ation test results, no photodegradation was observed in a-CNx films deposited on
substrates.

Finally, light-driven pumps were fabricated using a-CNx deposited on PEN
and SiO2 substrates, while the pumping motion was observed at light chopping
frequencies up to 10 Hz.
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Chapter 14
Nanostructured Carbon-Based Electrode
Materials for Supercapacitor
Applications

Katlego Makgopa, Letlhogonolo F. Mabena, Cheslin G. Brink,
Given N. Chauke, Malesela D. Teffu, Kwena D. Modibane,
and Mpitloane J. Hato

14.1 Introduction

The environmental concerns accompanied by extreme air pollution and climate
change, oil crisis that began as far as 1973, as well as the limited availability of
fossil fuels have greatly affected the world’s economy and ecology [1, 2]. Recent
technological developments and increasing concern over the sustainability and envi-
ronmental impact of conventional fuel usage have motivated nations, governments,
technology providers, and academic societies to strive for the prospect of producing
clean, sustainable power in substantial quantities from renewable energy sources
[3]. Renewable energy often provides energy in four important areas: electricity
generation, air and water heating/cooling, transportation and rural (off-grid) energy
services. As much as renewable energy resources (illustrated in Fig. 14.1a) show
to be the escalating solution towards the uprising cruelty to the environment, a key
obstacle in renewables is the technical difficulties of electricity storage and trans-
mission [4, 5]. It has been projected that with proper intensive research progress and
long-term research plan, by the year 2040, there should be a proper infrastructure
concerning the use of renewable energy (illustrated in Fig. 14.1b). Hence, the market
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Fig. 14.1 a Overview of renewable energy sources and b indicative roadmap of future energy
scenario [6]

for energy storage applications becomes an integrated critical component in clean
energy development and sustainability.

Electrochemical energy storage systems (EES) have gained much attention as a
valuable proposition for improving the reliability and overall use of the advantages
of renewable energy resources [7]. Thus far, electrochemical energy storages (EES)
in the form of batteries and supercapacitors (SCs) are widely used for powering
the now-global portable electronics in our society and for the electrification of the
transportation sector (i.e. hybrid electric vehicles, HEVs). Therefore, in considering a
reliable, stable, and sustainable large-scale use of renewables, supercapacitors (SCs),
and batteries have to play a fundamental role in advanced and highly efficient energy
storage and management. Lithium-ion batteries (LIBs) are known to store a large
amount of energy as high as 150 Wh kg−1, but are confined to their low power
density (below 1.0 kW kg−1) and poor cycle life (usually less than 1000 cycles)
[7, 8]. As compared to batteries, electrochemical capacitors (ECs) vastly known as
supercapacitors (SCs) have demonstrated to be the competing measures with regards
to storing energy output that can be delivered at a faster rate without the loss of the
device efficiency [9]. SCs have enjoyed the benefits of being utilized as a mediator
that bridge the gap between conventional capacitors (that display great power output
but limited energy storage output) and batteries (with great energy storage output but
limited power deliverance). Due to the abovementioned characteristics, SCs are a
preferred electrochemical energy storage device of choice in a range of applications
that requires uninterrupted ultra-power output. The advantages of SCs arise from
their energy storage mechanism, which involves physical storage of energy through
dielectric polarization or electric double layer of ions and electrons as proposed
by Helmholtz model and further confirmed by the well-known Stern model (that
describes the electrode/electrolyte interface (surface phenomenon)). Fundamentally,
there are two types of charge storage mechanisms involved in SCs, viz: (i) “electro-
chemical double-layer capacitors” (EDLCs) that use carbonaceous materials as the
main electrode materials for SCs [7, 10] and (ii) “pseudocapacitors” (PCs) that use
metal oxides or conducting polymers as the main electrode materials for SCs [11,
12]. The operation mechanism of the EDLC involves the non-Faradaic separation
of charges at the “double-layer” (i.e. electrode/electrolyte interface), best described
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by the Helmholtz and Stern models as shown in Fig. 14.2, while PCs involves fast
Faradaic, redox reaction of electroactive materials at the electrode/electrolyte inter-
face [7, 13]. As much as the two-mentioned storage mechanisms of SCs have been
classically known for this type of EES device, the third storage mechanism known
for the “hybrid-supercacitors” (HSCs) has been discovered in order to improve the
performance of the SC device. In hybrid-supercacitors (HSCs), the storage mech-
anisms resulting from the EDLCs and the PCs are combined, where both the non-
Faradaic separation of charges and the fast Faradaic, redox reaction of electroactive
materials at the electrode/electrolyte interface occurs simultaneously.

The performance comparison of various energy storage devices is known as
Ragone plot as shown in Fig. 14.3. The plot shows the power and energy densi-
ties comparison of various energy storage and conversion devices. From the Ragone
plot, it can be seen that batteries usually exhibit higher energy densities as compared

Fig. 14.2 Overview of a energy storage mechanism of the SCs electrode/electrolyte interface and
b the potential distribution in a Helmholtz double-layer

Fig. 14.3 Ragone plots for
various electrochemical
energy storage systems



320 K. Makgopa et al.

to SCs while suffering from low power densities. On the other hand, SCs display
greater power densities with lower energy densities as compared to batteries. In
most cases, the electrode materials used in EDLCs are carbon materials such as acti-
vated carbons, graphene, onion-like carbons, and carbon nanotubes while PCs use
redox-activematerials such as polymeric complexes such as polyaniline, polypyrrole,
and poly(3,4-ethylenedioxythiophene) and metal oxides such as ruthernium oxide,
manganese oxide. Hybrid capacitors (HCs) incorporate the EDLC and PC materials
that results in the use of the synergy between non-Faradaic and Faradaic storage
mechanisms. The hybrid capacitors are thought to give the next generation of high-
performance supercapacitor devices due to the enhanced energy storage obtained by
these devices [14, 15].

Most packaged SCs devices are two-terminal systems and can be either symmetric
or asymmetric depending on the arrangement of the electrodes. The former involves
two similar electrodes (i.e. material type, thickness, mass, etc.) sandwich together,
whereas the latter is made of two electrodes with different electrode materials and
compositions. Inmost cases, carbonmaterials such as activated carbon are used as the
negative electrode while polymeric complexes and metal oxides or the composites
as positive electrode. Under these conditions, of course, an overall evaluation of the
two-electrode system (without the utilization of a reference electrode) is obtained
while providing vital electrochemical information such as energy densities and power
densities that are not easily obtainable using data collected at individual electrodes in
three-electrode cells (reference electrode included). Nevertheless, many researchers
still opt for the three-electrode system, since its measurements allow one to have
fundamental informative on the behaviour of the electrode of an SCs device [16].

14.1.1 Energy Storage Mechanisms in EDLCs

The construction of SCs is similar to that of batteries in the sense that they consist of
two electrodes immersed in an electrolyte, with an ion permeable separator located
between the electrodes [17]. SCs based on electrochemical double-layer capaci-
tance (EDLC) are electrical energy storage devices that store and release energy by
nanoscopic charge separation at the electrochemical interface between an electrode
and an electrolyte. The electrostatic charge storing allows reversible ion adsorption
from the electrolyte onto active material that is electrochemically stable and has a
high surface area [18, 19]. Charge separation occurs upon polarization at the elec-
trode–electrolyte interface producing the double-layer capacitance. Helmholtz first
defined this energy storage mechanism in 1879 as shown in Fig. 14.4a. Gouy and
Chapman later modified the Helmholtz model upon the extensive consideration of
a continuous distribution of cations and anions in the electrolyte solution which is
driven by thermal motion referred to as the diffuse layer (see Fig. 14.4b). Later,
Stern combined the Helmholtz model with the Gouy–Chapman model that showed
two regions of ion distribution: the inner region called the compact layer or Stern
layer and the outer region called the diffuse layer (see Fig. 14.4c) [7, 16].
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Fig. 14.4 Models of the electrical double layer at a positively charged surface in the aqueous
electrolyte: a the Helmholtz model, b the Gouy–Chapman model, and c the Stern model [7]

Several factors that the Helmholtz model (i.e. the diffusion of ions in the solution
and the interaction between the dipole moment of the solvent and the electrode)
and Gouy–Chapman model (i.e. it is insufficiency for highly charged double layers)
could not take into account led to Stern’s discovery of his model. The two layers in
Stern model are equivalent to two capacitors in series (i.e. CH (Helmholtz layer) and
CD (diffuse layer)) and from these two layers; the total capacitance of the electrode
(CDL) can be calculated using the following equation:

1

CDL
= 1

CH
+ 1

CD
(14.1)

Determination of EDL capacitive performance of the electrode is influenced by
the following factors: (i) the electric field across the electrode, (ii) types of the
electrolyte ions, (iii) solvent in which the electrolyte are dissolved in, and (iv) the
chemical affinity between the adsorbed ions and electrode surface. By applying
an electric potential difference between the electrodes in the EDLC, the positive
charge carriers, protons, in the positively polarized electrode are balanced by an
equal number of negative anions at the electrode/electrolyte interface, while cations
electrically balance the holes stored in the negatively polarized electrode. Since there
are no redox reactions taking place at the EDLC electrodes due to the electrostatic
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charge storage, this mechanism allows very fast energy uptake and delivery inter-
preted as high power performance. Also, this energy storage mechanism also allows
for a large amount of cycling due to the reversibility of the process. However, as a
consequence of the electrostatic surface charging the mechanism of the EDLC suffer
from a limited energy density [20–23].

14.1.2 Energy Storage in Pseudocapacitors (PCs)

Pseudocapacitors differ from the EDLCs by the means of its energy storage mecha-
nism, where it makes use of some electro-sorption processes, fast redox reactions on
the surface of the electrodes with the electrolytes and intercalation of ions through
a porous electrode material. In contrast to the double-layer capacitance generated
from the potential dependence of surface density and electrostatically (non-Faradaic)
storing of charges, pseudo-capacitance arises from thermodynamic conditions and is
due to charge acceptance (q) and voltage change (V ). The accumulation of electrons
on the surface of the electrode is due to the Faradaic process where the electrons
produced transferred across the electrode–electrolyte interface [16, 24, 25]. This
process is similar to the charging and discharging processes that occur in batteries
[26]. Three distinguished Faradaic processes happen in pseudocapacitors, namely
reversible adsorption of electrons (adsorption–desorption), redox reactions of transi-
tion metal oxides, and reversible electrochemical doping and un-doping of polymer-
based electrodes [16, 27]. Electron adsorption–desorption pseudocapacitance results
from a reversible process where ions are deposited on the surface of the electrode,
creating a monolayer that gives rise to Faradaic charge transfer. Some of the psudo-
capacitive electrode materials such as manganese-based SCs have been highlighted
from the literature [12].

14.1.3 Energy Storage in Hybrid Capacitors (HCs)

The other two relevant parameters of a capacitor apart from the capacitance are
its energy and power densities discussed in detail in the coming sections. Since
EDLCs gives such a high-power output as compared to the pseudocapacitors while
the latter is capable of high energy output, a high energy and high power density at
high rates are not simultaneously achievable by either one of the two storage mech-
anism (i.e. EDLCs or pseudocapacitors). Therefore, to achieve high performance,
hybrid capacitors integrate both energy storage mechanisms of the two stated mech-
anisms in their operation synergistically. Hybrid capacitors utilize both the Faradaic
and non-Faradaic processes to store charges [27–29]. Hybrid capacitors are recog-
nizable in three classes, namely composite, asymmetric, and battery-type hybrids
[30]. These types of capacitors are tailored to meet the following requirements for a
high-performanceECs, namely good electron conductivity, highly accessible specific
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Fig. 14.5 Schematic representation of a charged asymmetric or battery-like electrochemical
capacitor [23]

surface area, and efficientmass transport [27]. Themost common design of the hybrid
capacitor typically consists of a battery-type electrode (e.g. a faradic or intercalating
metal oxide) and an EDLC-type electrode (high surface area carbon) as represented
schematically in Fig. 14.5.

14.2 Evaluation of Electrochemical Energy Storage
Performance in SCs

As explained above, the concepts of an electrochemical capacitor is derived from
the EDLCs that consist of two porous electrode materials which are in direct contact
with the current collector and separated by a porous separator impregnated with an
electrolyte solution. These two porous electrodes of the SCs are equivalent to two
capacitors connected in series as illustrated in both Helmholtz and Stern models. The
resulting capacitance (C) obtained after polarization of electrodes by applying poten-
tial difference (voltage) between them can be expressed according to the following
equation:

1

Ccell
= 1

C+
+ 1

C−
(14.2)

where Ccell, C+, and C− are the capacitance (in Farad = Coulomb/Volt) of the
resulting device or cell, of the positive electrode, and of the negative electrode,
respectively. The capacitance (Ccell) evaluated from the cyclic voltammetry (CV) as
well as from the slope of the discharge curve of the galvanostatic charge–discharge



324 K. Makgopa et al.

(GCD) profile is obtained by using Eq. (14.3).

Ccell (F) = i

�V/�t
(14.3)

where i (A) is the applied current, �V/�t (V s−1) the slope of the discharge curve
after the initial iR drop. In a symmetrical system where the two electrodes (posi-
tive and negative electrode) are similar with similar morphological and electronic
properties (C+ = C−), the cell capacitance (Ccell), from Eq. (14.2), will therefore be
defined according to the following equations:

Ccell = Ce

2
(14.4)

where Ce = C+ = C–.
From Eq. (14.4), the electrode capacitance is calculated using the following

equation:

Ce = 2Ccell (14.5)

For better comparison between different electrode materials of SCs devices, it is a
common practice to provide a specific capacitance,which is related to the capacitance
of one single electrode, Ce,sp (F g−1). Hence, dividing Eq. (14.5) by the mass of the
single electrode, Eq. (14.6) is used to calculate the specific capacitance:

Ce,sp
(
F g−1) = 2Ccell

me
(14.6)

where Ce,sp is the measured specific capacitance of each electrode in F g−1 (Ce/m),
and me (g) is the mass of the single electrode.

The value of a single electrode derived from a three-electrode (half-cell) measure-
ment will be higher than the actual cell capacitance obtained from a two-electrode
(full-cell) measurement.

For a symmetric cell, the specific (gravimetric) capacitance of the two electrodes
(Csp) is given by:

Csp
(
F g−1

) = 4Ccell

M
(14.7)

whereM is the total mass of the active materials of the two electrodes (i.e.M = 2me

since the weight of each electrode is the same). The multiplier of 4 only adjusts the
capacitance of the cell and the combined weight of two electrodes to the capacitance
and mass of a single electrode [22, 31].

The other two relevant parameters of a capacitor apart from the Csp are its energy
and power density [32]. The energy (E) stored in a capacitor is related to the charge
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(Q) at each interface and the potential difference between the two plates. Therefore,
energy is directly proportional to the capacitance as shown by the following equation:

Esp
(
Whkg−1) = CcellV 2

2M
(14.8)

where M (kg) is the mass of the ECs and V (V) is the maximum voltage of elec-
trochemical stability. The maximum power of the device is calculated using the
following equation:

Pmax
(
Wkg−1

) = V 2

4RsM
(14.9)

The internal resistance Rs is calculated from the voltage drop at the beginning of
a discharge curve and is shown by the following equation:

Rs (�) = �VIR

2i
(14.10)

where �VIR is the voltage drop between the first two points from the start of the
discharge curve.

For the evaluation of an asymmetric cell, Eqs. (14.2)–(14.10) are used; nonethe-
less, before they are implemented to the asymmetric cell, the “mass-balancing” from
the three-electrode experiment should be performed by acquiring the electrochemical
performance for each electrode. In the symmetric supercapacitor, the applied voltage
is split equally between the two electrodes due to the use of the same material having
the same composition in each electrode. However, in the asymmetric supercapaci-
tors, the voltage split is dependent on the capacitance of the active material in each
electrode of the two electrodes. The capacitance is usually related to the mass and
the measured specific capacitance of the active material [33]. Thus, to split voltage
equally, the mass balance between the two electrodes must be optimized using the
following relationship: q+ = q–, where q+ means the charges stored at the positive
electrode and q– means the charges stored at the negative electrode. The following
equation is used to express the stored charge:

q = Csp · m · �V (14.11)

or:

m+
m−

= Csp−

Csp+
× �V−

�V+
(14.12)

where m, Csp and �V represent the mass, specific capacitance, and potential range
obtained from the charging/discharging process of three-electrode configuration of
the individual positive and negative electrode, respectively.
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14.3 Carbon-Based Electrode Materials for SC
Applications

Tremendous progress made in nanoscience and nanotechnology brought inspiration
for further development of technologies in electrochemical energy storage, which has
made nanostructured materials an increasingly important approach for electrochem-
ical energy storage such as SCs [34, 35]. Due to the intrinsic properties that occur at
the electrode/electrolyte interface of a SC device, the understanding ofmaterials used
for fabricating the device is of great importance especially for the enhancement of
the electrochemical performance of the device. A critical aspect of nanotechnology
in SCs, is to reach a compromise between specific surface area (to ensure high capac-
itance) and pore-size distribution (to permit easy access for the electrolyte) in order
to develop a highly effective SC device that can be used in wider applications [36].
Nanomaterials that have the length scale in the order of 2–100 nm have received
special interest due to their scientific impact as well as their impending applications
that is derived from their intriguing electrical, magnetic and catalytic properties [37,
38]. As compared to the bulk active electrode materials, the nanomaterials display
more excellent electrochemical activity, such as greater capacitance, larger surface
areas owing to their high surface area to volume ratio and relatively good conduc-
tivity. Hence, nanomaterials have vast potential application in the electrochemistry
field. The most widely used active electrode materials in SCs are carbon nanomate-
rials, transition metal oxides and conducting polymers. This chapter is intended to
explore the carbon nanomaterials as the main focus for the development of EDLCs.

Carbon is one of the most abundantly available and structurally diverse materials
and is the choice material for several industrial applications. Most current commer-
cial EDLCs employ porous carbons as the active electrode material. The intensive
use of this material is due to its excellent properties such as its higher specific surface
area (~2000 m2 g−1), non-toxicity, high chemical stability, natural abundance, and
its excellent electronic conductivity. Carbon nanomaterials comprise a wide range
of allotropic forms and carbon and occur in various micro-textures including more
or less ordered structure due to the degree of graphitization and a variety of dimen-
sionality from 0 to 3D. There are also different forms of carbon such as powders,
fibres, foams, fabrics.

Various array of carbon allotropes which have been explored and used in electro-
chemical energy storage systems (SCs) include onions-like carbon (OLC), carbon
nanotubes (CNT), activated carbon (AC), carbide-derived carbon (CDC), graphene,
graphene oxide, and templated carbons. These carbons are characterized as either
porous or nonporousmaterials. Porous carbons (i.e. AC, CDC, and templated carbon)
are characterized by high specific surface area (SSA) and pore volumes. These prop-
erties often lead to high gravimetric and volumetric capacitances in electrochemical
capacitors. In contrast, nonporous carbons (i.e. carbon nanotubes (CNT), graphene,
carbon black (CB), and onions-like carbon (OLC) have displayed limited inner
porosities [18, 25, 39–42]. Although nonporous carbonsmay lack the specific surface
area (SSA) compared to their porous counterparts (except single-layer graphene or
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SWCNTs), they have shown to possess high conductivities due to high degree of
graphitization. This chapter focusses on four types of carbon allotropes (i.e. activated
carbon (AC), carbon nanotubes (CNTs), graphene and onion-like carbons (OLCs)),
and their application in SCs.

14.3.1 Activated Carbons (ACs)

In supercapacitor, electrodes are typicallymade of high surface area activated carbons
with micropores (<2 nm), mesopores (2–50 nm), and macropores (>50 nm). The
process employed to increase carbon surface area and porosity from a carbonized
organic precursor is referred to as “activation” . The resulting group of these mate-
rials is referred to as activated carbons (AC). Activated carbon can be manufactured
from various carbonaceous raw materials such as coal, coconut shell, apricot shell,
pines wood through carbonization and activation of organic molecules. Figure 14.6
displays some of the synthetic route used in the synthesis of activated carbon from
various precursors. A developed specific surface area of greater than 2000 m2 g−1,
including a controlled distribution of pores during the activation process, can be
reached during carbon activation [43]. Activation opens up the pores in carbon
precursor, thus creating additional porosity which results in an improved surface
area. A control over the resulting porosity together with pore-size distribution is
manipulated by varying the carbon precursor and activation conditions (i.e. tempera-
ture, gaseous environment, and time). Two well-known general categories of carbon
activation include thermal activation (also referred to as physical activation) and
chemical activation [44].

Thermal activation of carbon precursor requires controlled gasification, generally
at temperatures that are between 700 and 1100 °C in the presence of suitable oxidizing
agents that are gases such as carbon dioxide (CO2), steam, air, or even mixtures of
these gases [47]. The oxidizing atmosphere, during gasification process, is the one
responsible for an increased pore volume and surface area of the carbon precursor
as it creates carbon “burn-off” while also eliminating volatile pyrolysis products. An
increased burn-off of the carbon precursor yields a high degree of activation. Never-
theless, the extent of carbon activation can also be achieved by the additional activity
resulting from a decrease in carbon strength, reduced yield, lower density, and the
widening of pores. The second category, chemical activation, is different from the
thermal activation by the fact that it is usually carried out at temperatures that are
slightly lower (~400–700 °C) [48]. Chemical activation also involves certain chem-
ical agents such as phosphoric acid (H2PO4), zinc chloride (ZnCl2), and potassium
hydroxide (KOH) to achieve dehydration. In this type of activation, post-activation
washing of the carbon product is usually required to remove residual reactants as
well as any inorganic contaminant that originates from the carbon precursor (or
the ones introduced during activation). Activated carbons with exceptionally high
surface area materials (>2500 m2 g−1) were prepared and reported in the literature
[49]. Figure 14.7 shows the morphological and spectroscopic characterization of the
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(a)

(b)

Fig. 14.6 Synthetic route of AC from a coal [45] and b pine cone [46]

as-prepared NOPC-SD-x.
There are several studies on activated carbons (ACs) as the electrode materials

for the EDLCs due to its high surface area. This type of carbon material can be
readily obtained commercially or synthesized in the laboratory for various research
activities. In 2003, Lozano-Castelló et al. reported a specific capacitance as high as
220 F g−1 from a KOH-activated carbon with a large surface area more than 2000 m2

g−1 in a three-electrode system [49]. Yuan et al. at around 2005 successfully incorpo-
rated nanometre-scale amorphous particles of NiO on activated carbon to synthesize
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Fig. 14.7 A representation
of a a SEM images of (a1,
a2) NOPC-SD-700, (b1, b2)
NOPC-SD-800, (c1, c2)
NOPC-SD-900; TEM
images of (d, e, f)
NOPC-SD-800 at different
magnifications; and mapping
of (g1, g2, g3, g4) of
NOPC-SD-800, b nitrogen
adsorption/desorption
isotherms, (b) pore-ize
distributions, (c) XRD
patterns and (d) Raman
spectra for NOPC-SD-x,
c schematic illustration of
NOPC-SD-x prepared from
soybean dreg [50]

NiO/AC nanohybrid that exhibited specific capacitance value of about 194 F g−1

[51]. In 2010, Xu et al. showed that the use of apricot shell as a carbon source
can significantly improve supercapacitive performance of EDLCs with maximum
specific capacitance of about 339 F g−1 [52]. As much as the information arising
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from calculating maximum specific capacitance is of great importance, other crit-
ical parameters in SC are energy density and power density. In order to improve the
energy density of the capacitive electrodematerials, one of the factors that needs to be
altered is the cell voltagewhere the electrolyte solution is electrochemically stable. In
most cell fabrication of a SC device, mostly organic or ionic liquid is used. Neverthe-
less, these electrolytes come with the environmental concerns during disposal, thus
making an aqueous electrolyte the sole choice when safety is considered. One of the
effective ways to increase cell voltage is by developing an asymmetric SCs, which
consist of a battery-type Faradic electrode (as energy source) and a capacitor-type
electrode (as power source) while not deviating from the use of aqueous electrolyte.
In 2010, a high voltage symmetric carbon/carbon SCdevicewas built using aNa2SO4

as aqueous electrolyte solution. The device displayed an excellent cycle life during
thousands of cycleswithmaximumvoltage value as high as 1.6V. The desired voltage
was due to the fact that the potential of the positive electrode is beyond the oxida-
tion potential of water, thus AC being the one oxidized [53]. In 2015, Rodento et al.
prepared activated carbons made by the chemical activation of natural renewable and
olive pits from the olive oil displaying an effect if temperature on the supercapacitive
performance. The gravimetric capacitance increased from 176 to 218 F g−1 when
increasing the activation temperature to 800 °C [54]. By the year 2016, nitrogen was
used as a dopant to form N-doped AC for supercapacitor application.

TheN-AC electrodematerial exhibited an improved electrochemical performance
with maximum specific capacitance of 185 F g−1 and the capacitance retention of
86% [55]. Later, Mao et al. demonstrated the effect of co-doping between nitrogen
and oxygen on the energy storage capability of AC [56]. The huge-surface area
functionalized carbons (HSAFCs) electrode material contained a substantial oxygen
and nitrogen content and exhibited specific capacitances of 474 F g−1 at 0.5 A g−1

and 285 F g−1 at 100 A g−1 in an aqueous 2 M KOH solution. The electrode also
displayed the energy density of 24.4 Wh kg−1 at 223 W kg−1 and 7.3 Wh kg−1 at
9.4 W kg−1 and cyclability of 93% capacitance retention after 10,000 cycles [56].
Furthermore, a high-content nitrogen (1.58 at.%) and oxygen (11.41 at.%)-activated
carbon electrode material were studied as shown in Fig. 14.8. As a result, the N/O
co-doped hierarchical porous carbon derived from waste soybean dregs displays a
superior specific capacitance of 321.1 F g−1 at the current density of 1 A g−1, high
rate capability of 249.7 F g−1 at 30 A g−1 and excellent cycling durability of 99.5%
at 1 A g−1 after 10,000 cycles using 6 M KOH electrolyte. An excellent energy
density that reach as high as 22.1 Wh kg−1 at the power density of 875.0 W kg−1 in
two-electrode system using EMIMBF4 electrolyte.

14.3.2 Carbon Nanotubes (CNTs)

Carbon nanotubes (CNTs) are one of carbon allotropesmade of the cylindrical nanos-
tructure of carbon molecules with novel properties that make them useful in a wide
variety of applications in the field of nanotechnology, electronics, optics, and other
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Fig. 14.8 Electrochemical properties of NOPC-SD-x measured in three-electrode system using
6 M KOH solution: a CV curves of NOPC-SD-x at a scanning rate of 5 mV s−1; b GCD curves
of NOPC-SD-x at a current density of 1 A g−1; c specific capacitance of NOPC-SD-x at different
current densities from 1 to 30 A g−1; d Nyquist plots; e, f GCD curves of NOPC-SD-800 at current
density from 1 to 30 A g−1; g, h CV curves of NOPC-SD-800 at different scan rates from 5 to
200 mV s−1; and i cyclic stability of NOPC-SD-800 for 10,000 cycles at current density of 1 A g−1

[50]

fields of material science. They are sp2 hybridized form of carbon atoms made from
graphene/graphite sheets that are rolled into cylindrical shaped seamless tubes and
capped at the endwith fullerene-type hemispheres. There are twomain types ofCNTs
with high structural perfection, namely single-walled carbon nanotubes (SWCNTs)
and multi-walled carbon nanotubes (MWCNTs). In essence, SWCNTs are strips of
a single-layer graphene sheet that is rolled around a hollow central core forming
a tube-like structure with a nanoscale diameter (~1 nm), whereas MWCNTs are
made up of two or more layers of graphene sheet rolled up in a similar fashion as
SWCNTs. The discovery of carbon nanotubes (CNTs) dates back to 1950s though
the theory was not clear at that time. In 1991, Sumio Iijima of NEC reported multi-
walled CNTs synthesized from a carbon arc discharge, and two years later at around
1993, Sumio Iijima and Donald Bethume (from IBM) worked independently and
found single-walled CNTs [57, 58]. Carbon nanotubes (CNTs) can be classified by
the manner in which the graphitic backbone consisting of the sp2 carbon atoms is
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rolled and be described by the two indices (n, m) in a shorthand notation. The prop-
erties of the CNTs depend on the atomic arrangement, the diameter and length of
the tubes and the morphology. The atomic structure of CNTs is described using the
tube chirality (or helicity) and the angle of chirality. The chirality angle measures the
extent of the twist within the tube [59]. Various synthetic methods used to synthesize
CNTs are illustrated in Fig. 14.9. The chirality angle property results in the single-
walled CNT being able to be differentiated into zig-zag and armchair as shown in
Fig. 14.9b. Regarding the roll-up vector, the zig-zag carbon nanotube is described
as (n, 0) and the armchair carbon nanotube as (n, n). Carbon nanotubes have been
widely synthesized using various techniques such as arc discharge [57], laser ablation
[60], high-pressure carbon monoxide disproportionation [61] and chemical vapour
deposition (CVD) [62]. Carbon nanotubes can be functionalized at the surfaces with
functional groups such as carboxylic acid (–COOH) and sulphonic acid (–SO3H)
to give functionalized carbon nanotubes (f -CNTs where f = –COOH or (–SO3H))
[63].

The tubular structures of CNTs can be clearly seen under both scanning and
transmission electron microscope. Figure 14.10A–D shows the morphological and
spectroscopic characterization of the synthesized carbon nanotubes with Fig. 14.10D
representing (a) FTIR, (b) Raman, (c) optical image indicating the dispersion and
(d) XRD, of pristine CNTs and functionalized CNTs. The FTIR spectra of showed a
peak at ~1636 cm−1 corresponding to the stretching vibrations of the carbon–carbon
double bonds (i.e. –C=C– bond stretch). The appearance of an additional peak in
functionalisedCNTs at ~1742 cm−1 (–C=Ostretch) and reduction in relative intensity
of –C=C– stretch peak differentiate between the pristine CNT to the functionalised
CNT and thus confirms the successful oxidation and introduction of carboxylic acid
(i.e. –COOH) groups on CNTs backbone. Also, the difference between the pristine
CNT can be observed on Raman spectra analysis (Fig. 14.10D (b)), which shows
that the ID/IG ratio is significantly higher for functionalised CNTs as compared
to the pristine CNTs indicating that large number of defects have been introduced
upon functionalization. Hence, there is great dispersion of CNTs (Fig. 14.10D (c))
polar solvent such as water. By XRD peak analysis (Fig. 14.10D (d)), the effect
of functionalisation can be revealed by observing any peak shift. In this case, the
structure remained unaffected by functionalization [66].

Owed to its intrinsic properties fine-tuned, CNT has found its path as the energy
storage electrode material in SCs application [67, 68]. By the year 1999, already
work was done on CNT, and its electrochemical capacitive performance reported
[69]. Frackowiak et al. reported on the pure electrostatic attraction of ions of a pure
multi-walled CNT as well as quick pseudo-Faradaic reactions on the functional-
ized multi-walled CNT, detected upon varying surface functionality of the CNT.
The specific capacitance values obtained varied from 4 to 135 F g−1 (depending on
the type of nanotubes and their post treatments) [70]. In 2005, Du et al. reported a
thin film formed using multi-walled CNTs. This electrode material displayed a high
packing density and local alignment with an electrical double-layer performance that
remained almost rectangularCVat a high scan rate of 1000mVs−1. This performance
led to fast rate capability with a high specific power density of about 30 kW kg−1
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Fig. 14.9 Representation of a currently used methods for CNTs synthesis [64], b graphene sheet
rolled up to show different chirality of the single-walled CNTs, c functionalization of CNTs [65]
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(c)

Fig. 14.9 (continued)

[71]. The tremendous performance of CNT as SCs electrode material continued with
time without any disappointment, and by the year 2010, Izadi-Najafabadi and co-
workers designed a high energy and power performance SCs by operating at the
higher voltage range of 4 V in organic electrolyte using single-walled CNT. Their
results were a consequence of the combination of high surface area and electrochem-
ical doping that enabled them to achieve an improved specific capacitance around
160 F g−1 while simultaneously enhancing the specific energy density to more than
50 Wh kg−1 [72]. Due to the good conductivity of CNTs, these nanomaterials have
been employed in several fabrications of composites with other potential electrode
materials for SCs applications. In 2014, the experimental results by Li et al. indicated
that the incorporation ofmetal oxideswithCNTs results in an improvedpseudocapac-
itive performance. The CNT/MnO2 composite displayed high specific capacitance
of 201 F g−1. The assembling of an asymmetric electrochemical capacitor using
the CNT/MnO2 composite as positive electrode and activated carbon (AC) as nega-
tive electrode demonstrated that the as-prepared electrode can cycle reversibly in a
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Fig. 14.10 Representation of A SEM, B low and C high magnification TEM, images of CNTs. D
Representation of (a) FTIR, (b) Raman, (c) optical image indicating the dispersion, and (d) XRD,
of pristine CNTs and functionalized CNTs

voltage of 0–1.5 V and give a high energy density of 13.3Wh kg−1 at a power density
of 600W kg−1 [73]. To increase the potential use of CNT in SCs, the electrochemical
enhancementmethod followedby annealing at different temperatures in air to add and
adjust the redox-active functional groups on freestanding CNT films was explored.
The method resulted in functionalized freestanding CNT films, which were used
as positive electrodes, and assembled with freestanding CNT/MoO3-x as negative
electrodes to fabricate carbon nanotube-based solid-state asymmetric supercapaci-
tors (ASCs) as shown Fig. 14.11. The device displayed excellent electrochemical
performance with a high volumetric capacitance of 3.0 F cm−3, energy and power
density of 1.5 mWh cm−3 and 4.2 W cm−3, respectively [74].

Zhang et al. reported on the development of a high-performance composite elec-
trode material made of hierarchical, porous interlaced ultra-thin Zn and Ni co-
substituted Co carbonate hydroxides (ZnNiCo-CHs) nanosheets branched on N-
doped CNT arrays (titled: C@ZnNiCo-CHs) grown directly on a nickel foam current
collector [75]. The main feature in their work is that the mesoporous and large open
spaces of the interlaced ultra-thin ZnNiCo-CHs nanosheets provided a more active
sites for redox reactions that facilitated fast mass transport whereas the self-standing
N-doped CNT arrays offered a large surface area that also promoted fast electron
transport, thus enhancing the stability. The device displayed a high energy density
of 70.9 Wh kg−1 at a power density of 966 W kg−1 while maintaining a capacity
retention of 91% after 20,000 cycles at 20 A g−1 when fabricated in a two-electrode
asymmetric system with C@ZnNiCo-CHs as positive electrode and an N-, S co-
doped rGOs as a negative electrode [75]. Recently, Yang et al. demonstrated the effect
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Fig. 14.11 A Representation
of (a) fabrication procedure,
(b) SEM image, (c) enlarged
cros section SEM image of
the functionalized
freestanding CNT films. B
(a) XPS spectrum of sample
200. (b) O/C ratio and
functional groups content for
sample with and without
annealing. C The
electrochemical performance
of the ASC device. (a) CV
scans at rates from 10 to
100 mV/s. (b) Galvanostatic
charge/discharge curves. (c)
Volumetric capacitance
versus current density. (d)
Ragone plot of the ASC
device compared with other
solid-state devices. (e)
Nyquist plot and (f) cycle
life [74]

of combining the properties of two carbon allotropes to form a freestanding elec-
trodematerial that exhibits an improved electrochemical performance usingCNTand
rGO [76]. The freestanding carbon nanotubes/reduced graphene oxides (CNTs/rGO)
hybrid films were synthesized via the simple vacuum filtration and thermal reduction
methods and its electrochemical properties investigated in KOH and in Et4NBF4/AN
electrolyte, respectively. The CNTs/rGO hybrid films displayed a maximum specific
capacitance of 221 F g−1, a 71% capacitance retention, and an excellent cycle life
in 1 M KOH electrolyte and 174 F g−1 and good rate capability in Et4NBF4/AN
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electrolyte, under three-electrode systems. Upon fabricating the freestanding elec-
trode to design a symmetric supercapacitor (CNTs/rGO//CNTs/rGO), the device
demonstrated a maximum specific capacitance of 24 F g−1 at a high current density
of 1 A g−1, also showed a promising energy density of 20.8 Wh kg−1 at a power
density of 1.27 kW kg−1, and an excellent cycle life of 86.1% capacitance retention
after 5000 cycles [76]. All the findings proved that the use of CNT-based materials
can generate suitable electrodes for fast energy storage, which may be applicable to
creating an efficient and robust electrode materials for other energy-related devices.

14.3.3 Graphene and Graphene Oxide

Graphene is one-atom-thick, two-dimensional (2D), sp2 hybridized allotrope of
carbon with its atoms arranged in a honeycomb crystal lattice that has a hexagonal
pattern (see Fig. 14.12a)which possess a broad range of extraordinary properties [77].
There are many theoretical reports on graphene but in 2004 Geim and Novoselov,
for the first time isolated a one-atom-thick crystallites from the bulk graphite and
this outstanding work saw them winning the prestigious award, Nobel Price, in 2010
[78, 79]. Since then, graphene has emerged as one of the most exciting material for
research in the last few years [80]. The extraordinary properties of graphene include a
high theoretical specific surface area (2630 m2 g−1), high Young’s modulus (~1 TPa)
entailing strong mechanical strength [81]. Several methods have been developed
for the synthesis of graphene, such as mechanical exfoliation of graphite, chemical
vapour deposition (CVD), unzipping of carbon nanotubes, also through reduction
of graphene oxide, etc. (see Fig. 14.12b) [82]. Amongst those various methods, the
chemical method via reduction of graphene oxide (see Fig. 14.12c) has been consid-
ered since it provides a scalable approach to synthesizing graphene and has been
widely utilized to synthesize chemically derived graphene also known as reduced
graphene oxide (rGO) [83]. The chemical method involves the oxidation of graphite,
to graphene oxide (GO) using the Hummers method [84] or the modified Hummers
method [17] then after, the obtained GO is then reduced using reducing agents such
as hydrazine solution, sodium borohydride (NaBH4), or any other reducing agents
[85, 86].

Kim et al. showed how the porosity and interlayers of graphene can be manip-
ulated to produce a porous functionalised graphene and reduced graphene oxide
(rGO). Figure 14.13AshowsSEMimages of the functionalized graphene and reduced
graphene oxide with their respective TEM images. The GO was synthesized chem-
ically via the modified Hummers method and annealed at moderate temperature to
produce functionalized graphene, whereas reduced graphene oxide was prepared by
annealingGOat high temperature (~800 °C). Bothmaterials displayed similar porous
morphology, as indicated by FE-SEM and HRTEM analyses (see Fig. 14.13A). The
reduced graphene oxide displayed minimal functional groups as compared to func-
tionalised graphene. A structural elucidation of graphene can be observed and be
compared with other carbon allotropes using various spectroscopic techniques as
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Fig. 14.12 a Mother of all
graphene forms. Graphene is
a 2D building material for
carbon material of all other
dimensionalities. It can be
wrapped up into 0D
buckyballs, rolled into 1D
nanotubes or stacked into 3D
graphite. b A process flow
chart of Graphene synthesis
[87]. c Methods used for the
formation of graphene–NP
hybrids and different
structures of (a)
graphene-encapsulated NPs,
(b) graphene-wrapped NPs,
(c) NPs anchored to GSs, (d)
mixed graphene–NP
structures, (e) graphene–NP
sandwich structures, and (f)
graphene–NP layered
hybrids [88]

shown in Fig. 14.13B–E. Similar tomost carbon allotropes, few-layer graphene (esti-
mated number of layers: 2–3), display the D and G bands at 1360 and 1580 cm−1,
respectively. To investigate the amount of structural defect and disorder of graphen-
ated materials, the intensity ratio of D band over G band (ID/IG) is used. For the
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Fig. 14.13 A Images (a) and (b) are FE-SEM and HRTEM images of the functionalized graphene,
respectively. Images (c) and (d) are FE-SEM and HRTEM images of the reduced graphene oxide,
respectively [90]. B The Raman scattering spectra and C the XRD spectra of few-layer graphene,
graphite nano-particle, grapheneoxide nano-particle, carbonblacknano-particle, and charcoal nano-
particle [89].D TGA, E XPS of GO and rGO F (a) photographs of GO and rGO dispersed in water,
(b) TEM and (c) HRTEM image of rGO [33]

few-layer graphene, Kim et al. found the ID/IG value of 0.06 and also using the 2D
band observed at 2670 cm−1 which showed an intensity ratio of I2D/IG of 0.9.

Those values were compared to the values observed from graphite nano-particles
and graphene oxide nano-particles having the ID/IG value of 0.08 and 0.8, respective.
The Raman spectra of both carbon black and charcoal nano-particles displayed the
relatively broad G bands indicating the amorphous graphite phase (see Fig. 14.13B).
Kim et al. used XRD in order to show the crystallinity of the carbon-based mate-
rials as shown in Fig. 14.13C. The observed results complemented very well with
the results from the Raman spectroscopy. They showed expected graphitic peaks
observed both in oxidized and non-oxidized carbon backbone [89]. The stability and
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the carbon connectivity were well observed from the results obtained in TGA and
XPS, respectively, as shown in Fig. 14.13D–E. The design of such porous electrode
structures is expected to be advantageous for electrochemical reactions, because they
enable greater penetration of the electrolyte into the interior of the electroactivemate-
rials [33]. Figure 14.13F shows variations in dispersion of GO and rGO dispersed in
water, (b) TEM, and (c) HRTEM image of rGO.

Due to the high theoretical specific surface area, graphene has found attention as
a potential electrode material for SCs application [33, 91, 92]. However, graphene
sheet has a high tendency of restacking during electrode formation due to strong
π–π interactions between neighbouring layers. This interaction leads to a significant
decrease in the surface area, consequently resulting in lower specific capacitance
values. Several measures such as decoration of graphene sheets with pseudocapaci-
tive materials (i.e. transition metal oxides and conducting polymers) and functional-
ization of graphene (with chemical moieties such as carbonyl and hydroxyl groups)
that ultimately prevents the restacking of graphene has been employed [52, 93]. The
advantage of the above approach is that the surface area of graphene can be maxi-
mally accessed, thus improving the specific capacitance through the non-Faradaic
contribution of graphene and also the Faradaic contribution of the pseudocapacitive
materials and chemical moieties [94]. In 2008, Stoller et al. reported a specific capac-
itance as high as 135 F g−1 and 99 F g−1 from a graphene in aqueous (KOH) and
organic (TEABF4/AN) electrolytes, respectively [17]. Wang et al. in 2009 managed
to improve the specific capacitance value of graphene by chemical treatment of GO
and obtained the value of about 205 F g−1 in aqueous electrolyte [95]. In 2012,
El-Kady and his co-workers showed that graphene can be synthesized via an easy
method such as burning a disc coated with GO with laser and the obtained graphene
(rGO) resulted with an improved specific capacitance of about 276 F g−1 in ionic
liquid (EMIMBF4) as an electrolyte. The LSG synthesis and their electrochemical
performance are shown in Fig. 14.14 [96].

In 2014, Qi et al. reported a remarkable specific capacitance of about 704μF cm−2

for a 3D few-layered graphene (FLG) grown by plasma-enhanced chemical vapour
deposition [97]. Later, doping of graphene with nitrogen became of much interest
due to the fact that it improves the overall conductivity and SC properties of the
devicewhile also enhancing the pseudo–capacitance by the fast and reversible surface
redox processes. Sahu et al. developed a cheap and easy process for synthesizing
heavily nitrogen-doped graphene (NDG) from non-mulberry silk cocoon membrane
(Tassar, Antheraea mylitta) by pyrolyzing the cocoon at 400 °C in argon atmosphere
and investigated its performance in a SC device. Our results suggest that NDG
obtained from cocoon has improved SC performance [98]. The improved perfor-
mance is due to the high electronegativity of nitrogen that forms dipoles on the
graphene surface. These dipoles consequently enhance the tendency of graphene to
attract charged species to its surface. This is a green and clean synthesis approach
for developing electronic materials for energy applications. In order to meet the
demand of high-performance electrode materials for SCs, scientists continued to
strive to design and develop a new class of electrode materials with superior electro-
chemical performance. In 2018, Yang et al. used a simple hydrothermal method to
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Fig. 14.14 A Schematic illustration of the fabrication of laser-scribed graphene-based elec-
trochemical capacitors and B–G evaluation of the performance of an LSG electrochemical
capacitor

synthesize a composite material made of NiCo2S4-anchored on graphene nanosheets
(NiCo2S4/GNS). Benefiting from the synergistic effect of graphene and NiCo2S4,
the composite electrode material exhibited an outstanding electrochemical perfor-
mances, with a high specific capacitance of 1063 F g−1 at current density of 2 A g−1

and excellent cycling performance that maintained 82% of the initial capacitance
value after 10,000 cycles. They further fabricated an asymmetric supercapacitor
(ASC) using NiCo2S4/GNS as positive electrode and nitrogen-doped graphene as
negative electrode. The fabricated ASC delivered a remarkable energy density
of 54.6 Wh kg−1 at a power density of 350.8 W kg−1 [99]. Recently, Jadhav
et al. designed a SC device made of manganese dioxide/reduced graphene oxide
composite for high-performance solid-state SCs [100]. Their cost-effective and
simple hydrothermal method successfully formed MnO2 of nanorods with tunnel
structure having a width of 20–40 nm dispersed on the rGO surface. The rGO/MnO2

nanocomposite electrode exhibited higher specific capacitance of 759 F g−1 at the
current density of 2 A g−1 and demonstrated highly reversible and symmetric capac-
itive characteristics when operated at a cell potential of 0.9 V in Na2SO4 electrolyte.
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Furthermore, the SC device fabricated demonstrated a reliable charge storage perfor-
mance and stored a maximum specific energy density of 64.6 Wh kg−1 and high
specific power density of 15 kW kg−1 when using gel electrolyte in a symmetric
configuration [100]. All the observed literature results demonstrated the magnifi-
cent electrochemical performance and the promise of the use of graphene, graphene
oxide, and their composites materials as a potentials choice in making high-power
and high-energy SCs device with promising wide practical applications.

14.3.4 Onion-Like Carbons (OLCs)

Onion-like carbon (a highly disordered and defective with sp2 hybridization
consisting of multiple concentric fullerene-like carbon shells) is an emerging carbon
nanomaterial that has begun to attract major research interest in energy storage
and conversion. Onion-like carbons (OLCs) were discovered long ago (i.e. before
fullerenes and carbon nanotubes) but remained unpopular, and thus, theywere poorly
investigated. OLCs also known as carbon nano-onions (CNOs) are another type
of carbon allotrope that are made up of spherical carbon shells that resemble the
concentric-layered structure of onion, hence the origin of their name. OLCs range
from the diverse sizes of the concentric shells, from the nested fullerenes to small
(<100 nm) polyhedral nanostructures. The knowledge of OLCs dates back to 1980
when Sumio Iijima saw isolated single layers of hexagonal nets of carbon atoms
formed inside the shells of the graphitised carbon particles from the carbon black
using a transmission electron microscope [101]. At the time, it was rather difficult
to synthesize OLCs in a bulk form but instead was mostly observed as a by-product
from the synthesis of carbon black. In late 1992, Ugarte and co-workers showed a
precise mechanism of producing the spherical graphitic structure by focussing an
electron beam on an amorphous carbon sample where OLCs are observed forming
in situ. The onion-like rings grewunder an electron beamwhen the amorphous carbon
began to curl due to graphitization, and the graphitic structure then closes on itself
after being exposed to an electron beam for sufficient time. The curving and closure
of the carbon onion structure occur as to minimize the surface energy of the newly
formed edge planes of graphite [102]. The method used by Urgate and co-workers
to synthesize the OLCs with the diameter of ~45 nm and other synthetic methods
explored in previous years was not adequate to produce bulk quantities of OLCs
[103–108]. To achieve large-scale production of OLCs, Kuznetsov and co-workers
in 1994 proposed and applied the vacuum annealing technique to prepare a large-
scale production (gram quantities) of OLCs by graphitization of nanodiamond (ND)
precursors at a temperature between 1000 and 1800 °C [109, 110]. This approach
became a very useful method to prepare OLCs with a diameter of 6–8 nm. At around
2001, Sano and co-workers used a similar method to vacuum annealing and produced
exceptionally large quantities (in tons) of OLCs (with a diameter of 4–36 nm) by
annealing in inert gases to transform nanodiamond [111]. The conversion of nanodi-
amond to OLC can be represented using a molecular dynamics (MD) simulation
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(see Fig. 14.15A). Using a representation of the MD simulation, a nanodiamond
particle, to cause the outer layers of the nanodiamond to convert to graphitic carbon,
an increase in temperature from ~700 to 1700 °C and above is required especially
to converts the whole particles to an OLC particles (see Fig. 14.15B, C) [112]. The
OLC particles start to polygonize when exposed to the highest annealing tempera-
tures (≥200 °C) due to their structure becomingmore ordered [42]. The particles size
of the OLCmade from the vacuum annealing of nanodiamond precursor adopts more
or less similar size of the ND; hence, in general, a 5 nm in diameter ND produces an

Fig. 14.15 A Typical features of carbon onions. B Transformation from nanodiamonds to carbon
onions by annealing shown using transmission electron micrographs and their optical images. C
Properties of nanodiamond-derived carbon onions dependent on the synthesis temperature. D X-
ray diffractograms of nanodiamond and carbon onions synthesized at different temperatures in an
argon atmosphere. E Raman spectra of nanodiamond-derived carbon onions synthesized in argon
measured with a 532 nm laser [114]
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OLC particles in the range of 5–10 nm and their structural elucidation can be differ-
entiated using XRD and Raman just like any carbon materials (see Fig. 14.15D, E)
[113].

The structural properties of the OLC differ significantly due to the method and
conditions of synthesis as well as the nature of the carbon precursor used. In general,
the specific surface area (SSA) of the OLC derived from the vacuum annealing of the
nanodiamond (in temperatures between 1200 and 1800 °C) ranges between 400 and
600 m2 g−1. The specific surface area of the OLC entirely depends on the density
of the material and the surface of the particles since there is no accessible internal
porosity of the material [115].

Onion-like carbon (OLC) in particular show notable performance in high-power
applications, due to their external surface which is completely accessible for fast
ion adsorption and desorption [115–117]. Due to their small size of typically below
10 nm, the large external surface area, and high conductivity, onion-like carbons
(OLCs) are used for electrochemical capacitor applications. OLCs gained interest
as energy storage material in EDLCs at around 2006 and 2007 when investigated in
both aqueous and organic electrolytes [118, 119]. Due to the inaccessibility of the
internal pores of the OLCs, scientist developed a way of penetrating through the rigid
structure of the OLC by activating it using chemical activation technique [120]. In
2007, Portet et al. [119] showed that the OLCs are capable of delivering remarkable
electrochemical properties. In their work, they showed that a SC device made of
OLC can deliver a high power density of about 63 kW kg−1, the maximum specific
capacitance of ~40 F g−1 at the lower current density and ~30 F g−1 at higher current
density. The stability of the OLCs tested made it clear that these materials can be
useful when it come to the overbearing of both high current densities and voltages
which is of great deal for industrial applications [121]. Due to the above reason,
in 2010, Pech et al. constructed a micro-SCs system using interdigital onion-like
carbon electrodes and compared to other SCs system of the same length scale [122].
The micro-SCs system was able to operate efficiently at extremely higher scan rates
of ~100 V s−1 and hence, show much faster performance compared to other pure
EDLCs systems that run at the scan rates at around 1 V s−1 and below. The power
performance of the SCs made from the OLC electrodes became 10× greater than
that of SCs made from activated carbon (AC) electrodes. But the energy density of
the OLC device constantly became lower than that of the activated carbon due to the
low specific surface area of the OLCs compared to the activated carbon [42, 122].
The curvature effect of OLCs has been demonstrated to be of positive gain towards
energy storage as the particle sizes of the OLCs decreases. Thus, the reason many
scientists prefers the nano-onions (with small diameters and particle sizes) derived
from the vacuum annealing of the nanodiamond for electrochemical capacitors [115,
123, 124]. In 2013, Gao et al. demonstrated that the increase of the OLC porosity
in outer shells through chemical activation results in an improved electrochemical
performance of the SCs system. A maximum specific capacitance of 122 F g−1,
the remarkable high power density of 153 kW kg−1 and excellent energy density
of 8.5 Wh kg−1 was achievable after OLC activation [120]. Due to the relatively
high conductivity of the OLC observed from the smooth flow of electrolyte ions
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on its surface area and the high rate capability reported in the literature, scientist
began to explore this material as conductive additives to replace carbon black [116,
125]. In 2015, Zeiger et al. presented a comprehensive study on the influence of
the synthesis atmosphere on the structure and properties of nanodiamond-derived
OLCs synthesized at 1300 and 1700 °C in high vacuum or argon flow as shown in
Fig. 14.16 [126]. In their work, they showed that the high vacuum annealing yielded
OLC with nearly perfect spherical shape (see Fig. 14.16A). They also observed that
there is an increase in surface area of the OLCs which was caused by a decrease in
particle density when transitioning from sp3 to sp2 hybridization. The OLCs from
annealing nanodiamonds in flowing argon were highly interconnected by few-layer
graphene nanoribbons which helped in improving the electrical conductivity. The
OLCs synthesized in argon flow at 1700 °C showed a specific capacitance of 20 F
g−1 at the extremely high current density of 20 A g−1 and 2.7 V cell voltage and
which is an improvement of more than 40% compared to the OLC synthesised via
vacuum annealing. The OLC synthesised at the temperature of 1300 °C in argon
flow displayed similar effect with a 140% higher capacitance at the extremely high

Fig. 14.16 A TEM images comparison of OLCs synthesised in argon and in vacuum condition. B
Raman spectra of the OLC samples (a, b), the combination of carbon onions and graphite flakes
(c), and XRD image of OLC (d). C Cyclic voltammograms (a), capacitance dependent on the
scan rate and capacitance retention for different scan rates (b), galvanostatic cycling using different
current densities (c), and long-time voltage floating test with the charge efficiency (charge/discharge
capacitance) at a rate of 0.5 A/g (d) [126]
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current density of 20 A g−1 as compared to the vacuum annealed OLC [126]. The
results obtained assured the effects of the synthetic route in designing highly stable
OLC electrode materials that can be utilised in high-power output SC device.

In order to improve the energy density of OLC, this material have been used to
make composites with other capacitive materials such as conducting polymers and
transition metal oxide [32, 127, 128]. The as-synthesized OLC-PANi composites
have demonstrated a remarkable specific capacitance of 640 F g−1 in symmetric
two-electrode system and a stable rate capability even after 10,000 cycles [129].
Makgopa et al. presented a study on the pseudocapacitive properties of birnessite-
type MnO2 grafted on highly graphitized onion-like carbon (OLC/MnO2) as shown
in Fig. 14.17 [40]. The OLC/MnO2 nanohybrid exhibited a large specific capacitance
of 295 and 323 F g−1 at high current density of 1 A g−1 for the Pt disc and Ni foam,
respectively, in a three-electrode configuration.When they fabricated the nanohybrid
in a symmetrical two-electrode device, the electrode continued displaying a large
specific capaciatance of 254 F g−1, a specific energy density of 5.6 Wh kg−1, and

Fig. 14.17 A Comparison of SEM images (a, c) and TEM images (b, d) of OLC and OLC/MnO2
nanohybrid. The inset is the corresponding SAED pattern of (d). B Comparison of (a) Raman
spectra, (b) X-ray diffraction pattern, and (c) FTIR spectra of OLC and the OLC/MnO2 nanohybrid.
C (a) Comparative cyclic voltammograms, (b) comparative galvanostatic charge–discharge curves,
for OLC and OLC/MnO2, (c) CVs at different scan rates for OLC/MnO2 and (d) comparative
galvanostatic charge–discharge curves for OLC and the OLC/MnO2 nanohybrid at different current
densities. D Nyquist plot for the OLC/MnO2 before and after 50 h voltage-holding experiments
[130]
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an excellent high power density of 74.8 kW kg−1. The device displayed excellent
capacity retention when subjected to voltage-holding (floating) experiments for 50 h.

In 2017, Makgopa et al. demonstrated the OLCs have the ability to drastically
improve the pseudocapacitive performance of the non-conductive tetragonal haus-
mannite Mn3O4 [28]. The OLC/Mn3O4 nanohybrid electrode material demonstrated
higher electrochemical performance (in terms of specific capacitance and rate capa-
bility as energy storage devices) compared to the pure Mn3O4 when fabricated
as a symmetric pseudocapacitor device. The nanohybrid exhibited higher specific
capacitance of 195 F g−1, specific energy of 4.3 Wh kg−1 and power density of
52 kW kg−1, and these results were greatly improved as compared to other carbon
nanohybrid materials reported in their studies. The OLC/Mn3O4 nanohybrid was
further explored as high voltage asymmetric pseudocapacitor, and the electrochem-
ical performance was enhanced with maximum energy densities of 19 Wh kg−1 at
the current density of 0.1 A g−1 and a power density of 45 kW kg−1 at the current
density of 10 A g−1. These high performance of the OLC-based nanohybrid was
ascribed to the combined unique intrinsic properties of the OLC (i.e. high electrical
conductivity, highly accessible outer surface, and large interparticle pore volumes)
[28].

Recently, Singh et al. fabricated a micro-supercapacitor using nitrogen-doped
OLCs using the three-dimensionally interconnected nanoporous gold as a current
collector [131]. Their research was aimed in assisting the faster growth of the micro-
electronics industry and consumer’s demand for tiny, portable electronic devices.
They used a simple two-step process of thermal evaporation followed by dealloying
and electrophoretic deposition for preparing the electrode materials (NP-G/N-OLC).
The NP-G/N-OLC micro-supercapacitor device exhibited an areal capacitance of
1.16 mF cm−2 (related to the gravimetric capacitance ~259 F g−1), maximum energy
density and power density obtained of 0.16 μWh cm−2 and 24.87 μW cm−2 at
the scan rate of 10 mV s−1 and 200 mV s−1, respectively. The NP-G/N-OLC
micro-supercapacitor also displayed good cyclic stability with nearly 80% capac-
itance retention up to 10,000 cycles [131]. Their results demonstrated that the
use of nitrogen-doped OLC provide a promising future to the development of
micro-supercapacitors devices.

14.4 Summary and Future Prospect

Nanostructured carbon materials with their interesting properties such as good
stability, good cyclibility, good electrochemical response, excellent conductive,
extraordinary surface area have proven themselves as attractive electrode materials
for energy storage applications since they can be easily synthesized from various
synthetic route even though their synthesis and application is still restricted to the
lab-scale production. It is also evident that significant progress has been made in
SCs applications, using the carbon nanomaterials (having various micro-textures and
wide availability) as electrode materials, which have generated worldwide attention
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in these energy storage/conversion devices due to the need to resolve high demands
for clean and sustainable energy followed by the fact that fossil fuels have shown
potential threat to the environment and thereby deemed unreliable. The advantages
of SCs systems account to their high power density, high efficiency, and long life
expectancy. The key factors that command the choice of carbon materials for SC
electrodes include the controlled pore size, high electrical conductivity, high surface
area, interconnected pore structure, good wettability towards the electrolyte and the
presence of electrochemically stable surface functionalities. Great progress has been
made in the use of carbon nanomaterials where the improved energy storage capa-
bility is achieved by designing electrode materials that combines the electric double-
layer (EDL) capacitancewith the highly reversible pseudo-capacitance, such asmetal
oxides and conducting polymers. The greatest challenges in the development of SCs
technology is still the relatively high cost when compared to other energy devices.
Therefore, research should be directed towards the development of carbon materials
with high charge capacity while maintaining minimum charge/solution resistance in
a cost-effective way. Synthesis that does not involve additional activation process
to obtain high density carbon or composite materials would be beneficial while the
high rate capability and long cycle life is not sacrificed. As research advances and
improvements continue to be made, it is certain that the future held for SCs is an
auspicious one especially when carbon nanomaterials are employed in the designing
of the device.

Acknowledgements KM, LFM, KDM, andMJHwould like to thank the National Research Foun-
dation (NRF-Thuthuka) (Grant Nos. 117984, 118113, and 117727), Tshwane University of Tech-
nology, South Africa, Sasol Inzalo Foundation, University of Limpopo (Research Development
Grants R202 and R232), South Africa, for financial support. Conflict of Interest: We declare there
are no conflict of interest.

References

1. S. Jacobsson, A. Johnson, The diffusion of renewable energy technology: an analytical frame-
work and key issues for research. Energy Policy 28, 625–640 (2000). https://doi.org/10.1016/
S0301-4215(00)00041-0

2. P. Poizot, F. Dolhem,Clean energy new deal for a sustainableworld: fromnon-CO2 generating
energy sources to greener electrochemical storage devices. Energy Environ. Sci. 4, 2003
(2011). https://doi.org/10.1039/c0ee00731e

3. J. Aghaei,M.I. Alizadeh, Demand response in smart electricity grids equippedwith renewable
energy sources: a review. Renew. Sustain. Energy Rev. 18, 64–72 (2013). https://doi.org/10.
1016/j.rser.2012.09.019

4. K.B. Hatzell, M. Boota, E.C. Kumbur, Y. Gogotsi, Flowable conducting particle networks in
redox-active electrolytes for grid energy storage. J. Electrochem. Soc. 162, A5007–A5012
(2015). https://doi.org/10.1149/2.0011505jes

5. O. Ellabban, H. Abu-Rub, F. Blaabjerg, Renewable energy resources: current status, future
prospects and their enabling technology. Renew. Sustain. Energy Rev. 39, 748–764 (2014).
https://doi.org/10.1016/j.rser.2014.07.113

https://doi.org/10.1016/S0301-4215(00)00041-0
https://doi.org/10.1039/c0ee00731e
https://doi.org/10.1016/j.rser.2012.09.019
https://doi.org/10.1149/2.0011505jes
https://doi.org/10.1016/j.rser.2014.07.113


14 Nanostructured Carbon-Based Electrode Materials … 349

6. Z. Gao, Y. Zhang, N. Song, X. Li, Biomass-derived renewable carbon materials for elec-
trochemical energy storage. Mater. Res. Lett. 5, 69–88 (2017). https://doi.org/10.1080/216
63831.2016.1250834

7. F. Béguin, V. Presser, A. Balducci, E. Frackowiak, Carbons and electrolytes for advanced
supercapacitors.Adv.Mater.26, 2219–2251 (2014). https://doi.org/10.1002/adma.201304137

8. M.M. Thackeray, C. Wolverton, E.D. Isaacs, Electrical energy storage for transportation—
approaching the limits of, and going beyond, lithium-ion batteries. Energy Environ. Sci. 5,
7854 (2012). https://doi.org/10.1039/c2ee21892e

9. A. Burke, H. Zhao, Review of the present and future applications of supercapacitors in electric
and hybrid vehicles. Inst. Transp. Stud. (2014)

10. A. Ghosh, Y.H. Lee, Carbon-based electrochemical capacitors. ChemSusChem 5, 480–499
(2012). https://doi.org/10.1002/cssc.201100645

11. G. Wang, L. Zhang, J. Zhang, A review of electrode materials for electrochemical superca-
pacitors. Chem. Soc. Rev. 41, 797–828 (2012). https://doi.org/10.1039/c1cs15060j

12. K. Makgopa, P.M. Ejikeme, K.I. Ozoemena, Nanostructured manganese oxides in superca-
pacitors, inNanomaterials in Advanced Batteries and Supercapacitors. ed. byK.I. Ozoemena,
S. Chen (Springer, Cham, 2016), pp. 345–376

13. B.E. Conway, V. Birss, J.Wojtowicz, The role and utilization of pseudocapacitance for energy
storage by supercapacitors. J. Power Sources 66, 1–14 (1997). https://doi.org/10.1016/S0378-
7753(96)02474-3

14. A.T. Chidembo, K.I. Ozoemena, B.O. Agboola, V. Gupta, G.G. Wildgoose, R.G. Compton,
Nickel(II) tetra-aminophthalocyanine modified MWCNTs as potential nanocomposite mate-
rials for the development of supercapacitors. Energy Environ. Sci. 3, 228 (2010). https://doi.
org/10.1039/b915920g

15. M. Toupin, T. Brousse, D. Belanger, Charge storage mechanism of MnO2 electrode used in
aqueous electrochemical capacitor. Chem. Mater. 16, 3184–3190 (2004)

16. B.E. Conway, Electrochemical Supercapacitors Scientific Fundamentals and Technological
Applications (1999)

17. M.D. Stoller, S. Park, Y. Zhu, J. An, R.S. Ruoff, Graphene-based ultracapacitors. Nano Lett.
8, 3498–3502 (2008). https://doi.org/10.1021/nl802558y

18. Y. Zhai, Y. Dou, D. Zhao, P.F. Fulvio, R.T. Mayes, S. Dai, Carbon materials for chemical
capacitive energy storage. Adv. Mater. 23, 4828–4850 (2011). https://doi.org/10.1002/adma.
201100984

19. L.L. Zhang, X.S. Zhao, Carbon-based materials as supercapacitor electrodes. Chem. Soc.
Rev. 38, 2520–2531 (2009). https://doi.org/10.1039/b813846j

20. G. Pandolfo, F. Hollenkamp, Carbon properties and their role in supercapacitors. J. Power
Sources 157, 11–27 (2006). https://doi.org/10.1016/j.jpowsour.2006.02.065

21. S. Bose, T. Kuila, A.K. Mishra, R. Rajasekar, N.H. Kim, J.H. Lee, Carbon-based nanostruc-
tured materials and their composites as supercapacitor electrodes. J. Mater. Chem. 22, 767
(2012). https://doi.org/10.1039/c1jm14468e

22. D. Qu, D. Qu, H. Shi, H. Shi, Studies of activated carbons used in double-layer capacitors. J.
Power Sources 74, 99–107 (1998)

23. F. Béguin, E. Frackowiak, Supercapacitors: Materials, Systems and Applications (Wiley,
Weinheim, 2013)

24. T. Brezesinski, J. Wang, S.H. Tolbert, B. Dunn, Ordered mesoporous alpha-MoO3 with iso-
oriented nanocrystalline walls for thin-film pseudocapacitors. Nat. Mater. 9, 146–151 (2010).
https://doi.org/10.1038/nmat2612

25. L. Bai, D.A. Harrington, B.E. Conway, Behavior of overpotential—deposited species in
Faradaic reactions—II. ac impedance measurements on H2 evolution kinetics at activated
and unactivated Pt cathodes. Electrochim. Acta 32, 1713–1731 (1987). https://doi.org/10.
1016/0013-4686(87)80006-3

26. S. Liu, S. Sun, X.-Z. You, Inorganic nanostructured materials for high performance electro-
chemical supercapacitors. Nanoscale 6, 2037–2045 (2014). https://doi.org/10.1039/c3nr05
403a

https://doi.org/10.1080/21663831.2016.1250834
https://doi.org/10.1002/adma.201304137
https://doi.org/10.1039/c2ee21892e
https://doi.org/10.1002/cssc.201100645
https://doi.org/10.1039/c1cs15060j
https://doi.org/10.1016/S0378-7753(96)02474-3
https://doi.org/10.1039/b915920g
https://doi.org/10.1021/nl802558y
https://doi.org/10.1002/adma.201100984
https://doi.org/10.1039/b813846j
https://doi.org/10.1016/j.jpowsour.2006.02.065
https://doi.org/10.1039/c1jm14468e
https://doi.org/10.1038/nmat2612
https://doi.org/10.1016/0013-4686(87)80006-3
https://doi.org/10.1039/c3nr05403a


350 K. Makgopa et al.

27. C.Z. Yuan, B. Gao, L.F. Shen, S.D. Yang, L. Hao, X.J. Lu, F. Zhang, L.J. Zhang, X.G. Zhang,
Hierarchically structured carbon-based composites: design, synthesis and their application
in electrochemical capacitors. Nanoscale 3, 529–545 (2011). https://doi.org/10.1039/c0nr00
423e

28. K. Makgopa, K. Raju, P.M. Ejikeme, K.I. Ozoemena, High-performance Mn3O4/onion-like
carbon (OLC)nanohybrid pseudocapacitor: unravelling the intrinsic properties ofOLCagainst
other carbon supports. CarbonN.Y.117, 20–32 (2017). https://doi.org/10.1016/j.carbon.2017.
02.050

29. C. Yu, Y. Wang, J. Cui, D. Yu, X. Zhang, X. Shu, J. Zhang, Y. Zhang, R. Vajtai, P.M. Ajayan,
Y. Wu, MOF-74 derived porous hybrid metal oxide hollow nanowires for high-performance
electrochemical energy storage. J. Mater. Chem. A 6, 8396–8404 (2018). https://doi.org/10.
1039/c8ta01426d

30. N. Choudhary, C. Li, J. Moore, N. Nagaiah, L. Zhai, Y. Jung, J. Thomas, Asymmetric super-
capacitor electrodes and devices. Adv. Mater. 29 (2017). https://doi.org/10.1002/adma.201
605336

31. M.D. Stoller, R.S. Ruoff, Review of best practice methods for determining an electrode mate-
rial’s performance for ultracapacitors. Energy Environ. Sci. 3, 1294–1301 (2010). https://doi.
org/10.1039/c0ee00074d

32. M. Zhi, C. Xiang, J. Li, M. Li, N. Wu, Nanostructured carbon-metal oxide composite elec-
trodes for supercapacitors: review. Nanoscale 72–88 (2012). https://doi.org/10.1039/c2nr32
040a

33. Y. Chen, X. Zhang, D. Zhang, P. Yu, Y. Ma, High performance supercapacitors based on
reduced graphene oxide in aqueous and ionic liquid electrolytes. Carbon N. Y. 49, 573–580
(2011). https://doi.org/10.1016/j.carbon.2010.09.060

34. P. Simon, Y. Gogotsi,Materials for electrochemical capacitors. Nat.Mater. 7, 845–854 (2008).
https://doi.org/10.1038/nmat2297

35. K.Xie, B.Wei, Nanomaterials for stretchable energy storage and conversion devices. Nanosci.
Technol. 159–191 (2016). https://doi.org/10.1007/978-3-319-32023-6_4

36. H. Jiang, T. Zhao, C. Li, J. Ma, Hierarchical self-assembly of ultrathin nickel hydroxide
nanoflakes for high-performance supercapacitors. J. Mater. Chem. 21, 3818–3823 (2011).
https://doi.org/10.1039/c0jm03830j

37. C. Burda, X. Chen, R. Narayanan, M.A. El-Sayed, Chemistry and properties of nanocrystals
of different shapes. Chem. Rev. 105, 1025–1102 (2005)

38. Y. Tan, L. Meng, Q. Peng, Y. Li, One-dimensional single-crystalline Mn3O4 nanostructures
with tunable length and magnetic properties of Mn3O4 nanowires. Chem. Commun. (Camb.)
47, 1172–1174 (2011). https://doi.org/10.1039/c0cc00978d

39. F.W. Richey, B. Dyatkin, Y. Gogotsi, Y.A. Elabd, Ion dynamics in porous carbon electrodes
in supercapacitors using in situ infrared spectroelectrochemistry. J. Am. Chem. Soc. 135,
12818–12826 (2013). https://doi.org/10.1021/ja406120e

40. K. Makgopa, P.M. Ejikeme, C.J. Jafta, K. Raju, M. Zeiger, V. Presser, K.I. Ozoemena,
A high-rate aqueous symmetric pseudocapacitor based on highly graphitized onion-like
carbon/birnessite-type manganese oxide nanohybrids. J. Mater. Chem. A 3 (2015). https://
doi.org/10.1039/c4ta06715k

41. M. Liu, W.W. Tjiu, J. Pan, C. Zhang, W. Gao, T. Liu, One-step synthesis of graphene
nanoribbon-MnO2 hybrids and their all-solid-state asymmetric supercapacitors. Nanoscale
6, 4233–4242 (2014). https://doi.org/10.1039/c3nr06650a

42. J. McDonough, Y. Gogotsi, Carbon onions: synthesis and electrochemical applications.
Electrochem. Soc. Interface 22, 61–66 (2013)

43. E. Frackowiak, F. Béguin, Carbon materials for the electrochemical storage of energy in
capacitors. Carbon N. Y. 39, 937–950 (2001). https://doi.org/10.1016/S0008-6223(00)001
83-4

44. K.Kierzek, E. Frackowiak, G. Lota, G.Gryglewicz, J.Machnikowski, Electrochemical capac-
itors based on highly porous carbons prepared by KOH activation. Electrochim. Acta 49,
515–523 (2004). https://doi.org/10.1016/j.electacta.2003.08.026

https://doi.org/10.1039/c0nr00423e
https://doi.org/10.1016/j.carbon.2017.02.050
https://doi.org/10.1039/c8ta01426d
https://doi.org/10.1002/adma.201605336
https://doi.org/10.1039/c0ee00074d
https://doi.org/10.1039/c2nr32040a
https://doi.org/10.1016/j.carbon.2010.09.060
https://doi.org/10.1038/nmat2297
https://doi.org/10.1007/978-3-319-32023-6_4
https://doi.org/10.1039/c0jm03830j
https://doi.org/10.1039/c0cc00978d
https://doi.org/10.1021/ja406120e
https://doi.org/10.1039/c4ta06715k
https://doi.org/10.1039/c3nr06650a
https://doi.org/10.1016/S0008-6223(00)00183-4
https://doi.org/10.1016/j.electacta.2003.08.026


14 Nanostructured Carbon-Based Electrode Materials … 351

45. L. Li, F. Sun, J. Gao, L.Wang, X. Pi, G. Zhao, Broadening the pore size of coal-based activated
carbon: via awashing-free chem-physical activationmethod for high-capacity dye adsorption.
RSC Adv. 8, 14488–14499 (2018). https://doi.org/10.1039/c8ra02127a

46. H. Zhao, B. Xinga, C. Zhang, G. Huang, Q. Liu, G. Yi, J. Jia, M. Ma, Z. Chen, C. Zhang,
Efficient synthesis of nitrogen and oxygen co-doped hierarchical porous carbons derived from
soybean meal for high-performance supercapacitors. J. Alloys Compd. 766, 705–715 (2018)

47. M.J. Bleda-Martínez, J.A. Maciá-Agulló, D. Lozano-Castelló, E. Morallón, D. Cazorla-
Amorós, A. Linares-Solano, Role of surface chemistry on electric double layer capacitance
of carbon materials. Carbon N. Y. 43, 2677–2684 (2005). https://doi.org/10.1016/j.carbon.
2005.05.027

48. M.J. Bleda-Martínez, D. Lozano-Castelló, E. Morallón, D. Cazorla-Amorós, A. Linares-
Solano, Chemical and electrochemical characterization of porous carbon materials. Carbon
N. Y. 44, 2642–2651 (2006). https://doi.org/10.1016/j.carbon.2006.04.017

49. D. Lozano-Castello, D. Cazorla-Amoros, A. Linares-Solano, S. Shiraishi, H. Kurihara, A.
Oya, Influence of pore structure and surface chemistry on electric double layer capacitance in
non-aqueous electrolyte. Carbon N. Y. 41, 1765–1775 (2003). https://doi.org/10.1016/S0008-
6223(03)00141-6

50. Y. Zhou, J. Ren, L. Xia, Q. Zheng, J. Liao, E. Long, F. Xie, C. Xu, D. Lin, Waste soybean
dreg-derived N/O co-doped hierarchical porous carbon for high performance supercapacitor.
Electrochim. Acta 284, 336–345 (2018). https://doi.org/10.1016/j.electacta.2018.07.134

51. G.H. Yuan, Z.H. Jiang, A. Aramata, Y.Z. Gao, Electrochemical behavior of activated-carbon
capacitor material loaded with nickel oxide. Carbon N. Y. 43, 2913–2917 (2005). https://doi.
org/10.1016/j.carbon.2005.06.027

52. B. Xu, Y. Chen, G. Wei, G. Cao, H. Zhang, Y. Yang, Activated carbon with high capacitance
prepared by NaOH activation for supercapacitors. Mater. Chem. Phys. 124, 504–509 (2010).
https://doi.org/10.1016/j.matchemphys.2010.07.002

53. L.Demarconnay, E.Raymundo-Piñero, F. Béguin,A symmetric carbon/carbon supercapacitor
operating at 1.6V by using a neutral aqueous solution. Electrochem. Commun. 12, 1275–1278
(2010). https://doi.org/10.1016/j.elecom.2010.06.036

54. E. Redondo, J. Carretero-González, E. Goikolea, J. Ségalini, R. Mysyk, Effect of pore
texture on performance of activated carbon supercapacitor electrodes derived from olive pits.
Electrochim. Acta 160, 178–184 (2015). https://doi.org/10.1016/j.electacta.2015.02.006

55. B. Li, F. Dai, Q. Xiao, L. Yang, J. Shen, C. Zhang, M. Cai, Nitrogen-doped activated carbon
for a high energy hybrid supercapacitor. Energy Environ. Sci. 9, 102–106 (2016). https://doi.
org/10.1039/c5ee03149d

56. N.Mao, H.Wang, Y. Sui, Y. Cui, J. Pokrzywinski, J. Shi,W. Liu, S. Chen, X.Wang, D.Mitlin,
Extremely high-rate aqueous supercapacitor fabricated using doped carbon nanoflakes with
large surface area andmesopores at near-commercial mass loading. Nano Res. 10, 1767–1783
(2017). https://doi.org/10.1007/s12274-017-1486-6

57. S. Iijima, Helical microtubules of graphitic carbon. Nature 354, 56–58 (1991). https://doi.org/
10.1038/354056a0

58. S. Iijima, T. Ichihashi, Single-shell carbon nanotubes of 1-nm diameter. Nature 363, 603–604
(1993)

59. E.T. Thostenson, Z. Ren, T.-W. Chou, Advances in the science and technology of carbon
nanotubes and their composites: a review. Compos. Sci. Technol. 61, 1899–1912 (2001).
https://doi.org/10.1016/S0266-3538(01)00094-X

60. H. Jiangtao, T.W. Odom, C.M. Lieber, Chemistry and physics in one dimensions: syntesis
and properties of nanowires and nanotubes. Acc. Chem. Res. 32, 435–445 (1999)

61. M.J. Bronikowski, P.A.Willis, D.T. Colbert, K.A. Smith, R.E. Smalley, Gas-phase production
of carbon single-walled nanotubes from carbonmonoxide via the HiPco process: a parametric
study. J. Vac. Sci. Technol. A Vac. Surf. Film 19, 1800 (2001). https://doi.org/10.1116/1.138
0721

62. J. Liu, S. Fan, H. Dai, Recent advances in methods of forming carbon nanotubes. MRS Bull.
29, 244–250 (2004). https://doi.org/10.1557/mrs2004.75

https://doi.org/10.1039/c8ra02127a
https://doi.org/10.1016/j.carbon.2005.05.027
https://doi.org/10.1016/j.carbon.2006.04.017
https://doi.org/10.1016/S0008-6223(03)00141-6
https://doi.org/10.1016/j.electacta.2018.07.134
https://doi.org/10.1016/j.carbon.2005.06.027
https://doi.org/10.1016/j.matchemphys.2010.07.002
https://doi.org/10.1016/j.elecom.2010.06.036
https://doi.org/10.1016/j.electacta.2015.02.006
https://doi.org/10.1039/c5ee03149d
https://doi.org/10.1007/s12274-017-1486-6
https://doi.org/10.1038/354056a0
https://doi.org/10.1016/S0266-3538(01)00094-X
https://doi.org/10.1116/1.1380721
https://doi.org/10.1557/mrs2004.75


352 K. Makgopa et al.

63. B.O. Agboola, J. Pillay, K. Makgopa, K.I. Ozoemena, Electrochemical characterization
of mixed self-assembled films of water-soluble single-walled carbon nanotube-poly(m-
aminobenzene sulfonic acid) and iron(II) tetrasulfophthalocyanine. J. Electrochem. Soc. 157,
F159 (2010). https://doi.org/10.1149/1.3481410

64. J. Prasek, J. Drbohlavova, J. Chomoucka, J. Hubalek, O. Jasek, V. Adam, R. Kizek, Methods
for carbon nanotubes synthesis—review. J. Mater. Chem. 21, 15872–15884 (2011). https://
doi.org/10.1039/c1jm12254a

65. R. Sitko, B. Zawisza, E. Malicka, Modification of carbon nanotubes for preconcentration,
separation and determination of trace-metal ions. TrAC—Trends Anal. Chem. 37, 22–31
(2012). https://doi.org/10.1016/j.trac.2012.03.016

66. W. Khan, R. Sharma, P. Chaudhury, A. Siddiqui, P. Saini, Synthesis of carboxylic function-
alized multi wall carbon nanotubes and their application for static charge dissipative fibers.
Int. J. Nanomater. Nanotechnol. Nanomed. 1, 025–028 (2016)

67. C. Liu, H.-M. Cheng, Carbon nanotubes for clean energy applications. J. Phys. D Appl. Phys.
38, R231–R252 (2005). https://doi.org/10.1088/0022-3727/38/14/R01

68. M.F.L. De Volder, S.H. Tawfick, R.H. Baughman, A.J. Hart, Carbon nanotubes: present and
future commercial applications. Science 339, 535–539 (2013). https://doi.org/10.1126/sci
ence.1222453

69. R.Ma, J. Liang, B.Wei, B. Zhang, C. Xu, D.Wu, Study of electrochemical capacitors utilizing
carbon nanotube electrodes. J. Power Sources 84, 126–129 (1999). https://doi.org/10.1016/
S0378-7753(99)00252-9

70. E. Frackowiak, K. Metenier, V. Bertagna, F. Beguin, Supercapacitor electrodes from multi-
walled carbon nanotubes. Appl. Phys. Lett. 77, 2421 (2000). https://doi.org/10.1063/1.129
0146

71. C. Du, J. Yeh, N. Pan, High power density supercapacitors using locally aligned carbon
nanotube electrodes. Nanotechnology 16, 350–353 (2005). https://doi.org/10.1088/0957-
4484/16/4/003

72. A. Izadi-Najafabadi, S. Yasuda, K. Kobashi, T. Yamada, D.N. Futaba, H. Hatori, M. Yumura,
S. Iijima, K. Hata, Extracting the full potential of single-walled carbon nanotubes as durable
supercapacitor electrodes operable at 4 V with high power and energy density. Adv. Mater.
22, 235–241 (2010). https://doi.org/10.1002/adma.200904349

73. L. Li, Z.A. Hu, N. An, Y.Y. Yang, Z.M. Li, H.Y. Wu, Facile synthesis of MnO2/CNTs
composite for supercapacitor electrodes with long cycle stability. J. Phys. Chem. C 118,
22865–22872 (2014). https://doi.org/10.1021/jp505744p

74. X. Xiao, T. Li, Z. Peng, H. Jin, Q. Zhong, Q. Hu, B. Yao, Q. Luo, C. Zhang, L. Gong, J.
Chen, Y. Gogotsi, J. Zhou, Freestanding functionalized carbon nanotube-based electrode for
solid-state asymmetric supercapacitors. Nano Energy 6, 1–9 (2014). https://doi.org/10.1016/
j.nanoen.2014.02.014

75. Q. Zhang, Z. Liu, B. Zhao, Y. Cheng, L. Zhang, H.H. Wu, M.S. Wang, S. Dai, K. Zhang,
D. Ding, Y. Wu, M. Liu, Design and understanding of dendritic mixed-metal hydroxide
nanosheets@N-doped carbon nanotube array electrode for high-performance asymmetric
supercapacitors. Energy Storage Mater. 16, 632–645 (2018). https://doi.org/10.1016/j.ensm.
2018.06.026

76. Z. Guang, Y. Ning, N. Liu, S. Dong, F. Shou, T. Yong, P. Gao, Z. Qiang, Supercapacitors
based on free-standing reduced graphene oxides/carbon nanotubes hybrid films. SN Appl.
Sci. (2019). https://doi.org/10.1007/s42452-018-0059-y

77. A.K. Geim, K.S. Novoselov, The rise of graphene. Nat. Mater. 6, 183–191 (2007). https://doi.
org/10.1038/nmat1849

78. K.S. Novoselov, A.K. Geim, S. Morozov, D. Jiang, Y. Zhang, S. Dubonos, I. Grigorieva, A.
Firsov, Electric field effect in atomically thin carbon films. Science 306, 666–669 (2004).
https://doi.org/10.1126/science.1102896

79. The Nobel Price in Physics 2010 (n.d.)
80. Y. Huang, J. Liang, Y. Chen, An overview of the applications of graphene-based materials in

supercapacitors. Small 8, 1805–1834 (2012). https://doi.org/10.1002/smll.201102635

https://doi.org/10.1149/1.3481410
https://doi.org/10.1039/c1jm12254a
https://doi.org/10.1016/j.trac.2012.03.016
https://doi.org/10.1088/0022-3727/38/14/R01
https://doi.org/10.1126/science.1222453
https://doi.org/10.1016/S0378-7753(99)00252-9
https://doi.org/10.1063/1.1290146
https://doi.org/10.1088/0957-4484/16/4/003
https://doi.org/10.1002/adma.200904349
https://doi.org/10.1021/jp505744p
https://doi.org/10.1016/j.nanoen.2014.02.014
https://doi.org/10.1016/j.ensm.2018.06.026
https://doi.org/10.1007/s42452-018-0059-y
https://doi.org/10.1038/nmat1849
https://doi.org/10.1126/science.1102896
https://doi.org/10.1002/smll.201102635


14 Nanostructured Carbon-Based Electrode Materials … 353

81. T.J. Booth, P. Blake, R.R. Nair, D. Jiang, E.W. Hill, U. Bangert, A. Bleloch, M. Gass,
K.S. Novoselov, M.I. Katsnelson, A.K. Geim, Macroscopic graphene membranes and their
extraordinary stiffness. Nano Lett. 8, 2442–2446 (2008). https://doi.org/10.1021/nl801412y

82. S. Russo, M.F. Craciun, T. Khodkov, M. Yamamoto, M. Koshino, S. Tarucha, Graphene—
Synthesis, Characterization, Properties and Applications (Intech Open Acess, 2011)

83. C. Li, G. Shi, Three-dimensional graphene architectures. Nanoscale 4, 5549 (2012). https://
doi.org/10.1039/c2nr31467c

84. J. William S. Hummers, R.E. Offeman, Preparation of graphitic oxide. J. Am. Chem. Soc. 80,
1339 (1958). https://doi.org/10.1021/ja01539a017

85. D.R. Dreyer, S. Park, C.W. Bielawski, R.S. Ruoff, The chemistry of graphene oxide. Chem.
Soc. Rev. 39, 228–240 (2010). https://doi.org/10.1039/b920539j

86. C.K. Chua, M. Pumera, Chemical reduction of graphene oxide: a synthetic chemistry
viewpoint. Chem. Soc. Rev. 43, 291–312 (2014). https://doi.org/10.1039/c3cs60303b

87. M.S.A. Bhuyan,M.N. Uddin,M.M. Islam, F.A. Bipasha, S.S. Hossain, Synthesis of graphene.
Int. Nano Lett. 6, 65–83 (2016). https://doi.org/10.1007/s40089-015-0176-1

88. A. Jana, E. Scheer, S. Polarz, Synthesis of graphene-transition metal oxide hybrid nanopar-
ticles and their application in various fields. Beilstein J. Nanotechnol. 8, 688–714 (2017).
https://doi.org/10.3762/bjnano.8.74

89. Y.-H. Lin, C.-Y. Yang, S.-F. Lin, G.-R. Lin, Triturating versatile carbon materials as saturable
absorptive nano powders for ultrafast pulsating of erbium-doped fiber lasers. Opt. Mater.
Express 5, 236 (2015). https://doi.org/10.1364/OME.5.000236

90. H. Kim, K.Y. Park, J. Hong, K. Kang, All-graphene-battery: bridging the gap between
supercapacitors and lithium ion batteries. Sci. Rep. 4, 1–8 (2014). https://doi.org/10.1038/
srep05278

91. Y.Wang,Y.Wu,Y.Huang, F.Zhang,X.Yang,Y.Ma,Y.Chen, Preventinggraphene sheets from
restacking for high-capacitance performance. J. Phys. Chem. C 115, 23192–23197 (2011).
https://doi.org/10.1021/jp206444e

92. Z. Bo, X. Shuai, S. Mao, H. Yang, J. Qian, J. Chen, J. Yan, K. Cen, Green preparation of
reduced graphene oxide for sensing and energy storage applications. Sci. Rep. 4, 4684 (2014).
https://doi.org/10.1038/srep04684

93. S.D. Perera, M. Rudolph, R. Mariano, N. Nijem, J.P. Ferraris, Y.J. Chabal, K.J. Balkus Jr.,
Manganese oxide nanorod–graphene/vanadium oxide nanowire–graphene binder-free paper
electrodes for metal oxide hybrid supercapacitors. Nano Energy (2013)

94. B. Xu, S. Yue, Z. Sui, X. Zhang, S. Hou, G. Cao, Y. Yang, What is the choice for superca-
pacitors: graphene or graphene oxide? Energy Environ. Sci. 4, 2826 (2011). https://doi.org/
10.1039/c1ee01198g

95. Y. Wang, Z. Shi, Y. Huang, Y. Ma, C. Wang, M. Chen, Y. Chen, Supercapacitor devices based
on graphene materials. J. Phys. Chem. C 113, 13103–13107 (2009)

96. M.F.El-Kady,V.Strong, S.Dubin,R.B.Kaner, Laser scribingof high-performanceandflexible
graphene-based electrochemical capacitors. Science (80-) 335, 1326–1330 (2012)

97. J.L. Qi, X.Wang, J.H. Lin, F. Zhang, J.C. Feng,W.-D. Fei, A high-performance supercapacitor
of vertically-oriented few-layered graphene with high-density defects. Nanoscale 7, 3675–
3682 (2015). https://doi.org/10.1039/C4NR07284G

98. V. Sahu, S. Grover, B. Tulachan, M. Sharma, G. Srivastava, M. Roy, M. Saxena, N. Sethy,
K. Bhargava, D. Philip, H. Kim, G. Singh, S. Kumar, M. Das, R. Kishore, Heavily nitrogen
doped, graphene supercapacitor from silk cocoon. Electrochim. Acta 160, 244–253 (2015)

99. X. Yang, H. Niu, H. Jiang, Z. Sun, Q. Wang, F. Qu, One-step synthesis of NiCo2S4/graphene
composite for asymmetric supercapacitors with superior performances. ChemElectroChem
5, 1576–1585 (2018). https://doi.org/10.1002/celc.201800302

100. S. Jadhav, R.S. Kalubarme, C. Terashima, B.B. Kale, V. Godbole, A. Fujishima, S.W.
Gosavi,Manganese dioxide/reduced graphene oxide composite an electrodematerial for high-
performance solid state supercapacitor. Electrochim. Acta 299, 34–44 (2019). https://doi.org/
10.1016/j.electacta.2018.12.182

https://doi.org/10.1021/nl801412y
https://doi.org/10.1039/c2nr31467c
https://doi.org/10.1021/ja01539a017
https://doi.org/10.1039/b920539j
https://doi.org/10.1039/c3cs60303b
https://doi.org/10.1007/s40089-015-0176-1
https://doi.org/10.3762/bjnano.8.74
https://doi.org/10.1364/OME.5.000236
https://doi.org/10.1038/srep05278
https://doi.org/10.1021/jp206444e
https://doi.org/10.1038/srep04684
https://doi.org/10.1039/c1ee01198g
https://doi.org/10.1039/C4NR07284G
https://doi.org/10.1002/celc.201800302
https://doi.org/10.1016/j.electacta.2018.12.182


354 K. Makgopa et al.

101. S. Iijima, Direct observation of the tetrahedral bonding in graphitized carbon black by high
resolution electron microscopy. J. Cryst. Growth 50, 675–683 (1980)

102. D. Urgate, Curling and closure of graphitic networks under electron-beam irradiation. Nature
359, 707–709 (1992)

103. B. Xu, S.-I. Tanaka, Formation of giant onion-like fullerenes under Al nanoparticles by
electron irradiation. Acta Mater. 46, 5249–5257 (1998). https://doi.org/10.1016/S1359-645
4(98)00221-3

104. A.G. Nasibulin, A. Moisala, D.P. Brown, E.I. Kauppinen, Carbon nanotubes and onions from
carbon monoxide using Ni(acac)2 and Cu(acac)2 as catalyst precursors. Carbon N. Y. 41,
2711–2724 (2003). https://doi.org/10.1016/S0008-6223(03)00333-6

105. Y. Yang, X. Liu, X. Guo, H. Wen, B. Xu, Synthesis of nano onion-like fullerenes by chemical
vapor deposition using an iron catalyst supported on sodium chloride. J. Nanopart. Res. 13,
1979–1986 (2011). https://doi.org/10.1007/s11051-010-9951-0

106. T.Cabioc’h,M. Jaouen, E. Thune, P.Guérin,C. Fayoux,M.Denanot, Carbon onions formation
by high-dose carbon ion implantation into copper and silver. Surf. Coat. Technol. 128–129,
43–50 (2000). https://doi.org/10.1016/S0257-8972(00)00655-1

107. M.Bystrzejewski,M.H. Rummeli, T. Gemming,H. Lange, A.Huczko, Catalyst-free synthesis
of onion-like carbon nanoparticles. New Carbon Mater. 25, 1–8 (2010). https://doi.org/10.
1016/S1872-5805(09)60011-1

108. M. Zhao, H. Song, X. Chen,W. Lian, Large-scale synthesis of onion-like carbon nanoparticles
by carbonization of phenolic resin. Acta Mater. 55, 6144–6150 (2007). https://doi.org/10.
1016/j.actamat.2007.07.013

109. V.L. Kuznetsov, A.L. Chuvilin, Y.V. Butenko, I.Y. Mal’kov, V.M. Titov, Onion-like carbon
fromultra-disperse diamond. Chem. Phys. Lett. 222, 343–348 (1994). https://doi.org/10.1016/
0009-2614(94)87072-1

110. V.L. Kuznetsov, Y.V. Butenko, V.I. Zaikovskii, A.L. Chuvilin, Carbon redistribution processes
in nanocarbons. Carbon N. Y. 42, 1057–1061 (2004). https://doi.org/10.1016/j.carbon.2003.
12.059

111. N. Sano, H. Wang, M. Chhowalla, I. Alexandrou, G.A.J. Amaratunga, Nanotechnology:
synthesis of carbon “onions” in water. Nature 414, 506–507 (2001)

112. L. Hawelek, A. Brodka, S. Tomita, J.C. Dore, V. Honkimäki, A. Burian, Transformation of
nano-diamonds to carbon nano-onions studied by X-ray diffraction and molecular dynamics.
Diam. Relat. Mater. 20, 1333–1339 (2011). https://doi.org/10.1016/j.diamond.2011.09.008

113. M.E. Plonska-Brzezinska, L. Echegoyen, Carbon nano-onions for supercapacitor electrodes:
recent developments and applications. J. Mater. Chem. A 1, 13703 (2013). https://doi.org/10.
1039/c3ta12628e

114. M. Zeiger, N. Jäckel, V.N. Mochalin, V. Presser, Review: carbon onions for electrochemical
energy storage. J. Mater. Chem. A 4, 3172–3196 (2016). https://doi.org/10.1039/c5ta08295a

115. J.K. McDonough, A.I. Frolov, V. Presser, J. Niu, C.H. Miller, T. Ubieto, M.V. Fedorov, Y.
Gogotsi, Influence of the structure of carbon onions on their electrochemical performance in
supercapacitor electrodes. Carbon N. Y. 50, 3298–3309 (2012). https://doi.org/10.1016/j.car
bon.2011.12.022

116. D.Weingarth,M.Zeiger,N. Jäckel,M.Aslan,G. Feng,V. Presser,Graphitization as a universal
tool to tailor the potential-dependent capacitance of carbon supercapacitors. Adv. Energy
Mater. 4, 1–13 (2014). https://doi.org/10.1002/aenm.201400316

117. Y. Wang, S.F. Yu, C.Y. Sun, T.J. Zhu, H.Y. Yang, MnO2/onion-like carbon nanocomposites
for pseudocapacitors. J. Mater. Chem. 22, 17584–17588 (2012). https://doi.org/10.1039/c2j
m33558a

118. E.G. Bushueva, A.V. Okotrub, P.S. Galkin, V.L. Kuznetsov, S.I. Moseenkov, Electrochemical
supercapacitors based on carbonmaterials, inNanocarbonNanodiamondConference, pp. 11–
15, St. Petersburg, Russia (2006)

119. C. Portet, G. Yushin, Y. Gogotsi, Electrochemical performance of carbon onions, nanodia-
monds, carbon black and multiwalled nanotubes in electrical double layer capacitors. Carbon
N. Y. 45, 2511–2518 (2007). https://doi.org/10.1016/j.carbon.2007.08.024

https://doi.org/10.1016/S1359-6454(98)00221-3
https://doi.org/10.1016/S0008-6223(03)00333-6
https://doi.org/10.1007/s11051-010-9951-0
https://doi.org/10.1016/S0257-8972(00)00655-1
https://doi.org/10.1016/S1872-5805(09)60011-1
https://doi.org/10.1016/j.actamat.2007.07.013
https://doi.org/10.1016/0009-2614(94)87072-1
https://doi.org/10.1016/j.carbon.2003.12.059
https://doi.org/10.1016/j.diamond.2011.09.008
https://doi.org/10.1039/c3ta12628e
https://doi.org/10.1039/c5ta08295a
https://doi.org/10.1016/j.carbon.2011.12.022
https://doi.org/10.1002/aenm.201400316
https://doi.org/10.1039/c2jm33558a
https://doi.org/10.1016/j.carbon.2007.08.024


14 Nanostructured Carbon-Based Electrode Materials … 355

120. Y. Gao, Y.S. Zhou,M.Qian, X.N. He, J. Redepenning, P. Goodman, H.M. Li, L. Jiang, Y.F. Lu,
Chemical activation of carbon nano-onions for high-rate supercapacitor electrodes. Carbon
N. Y. 51, 52–58 (2013). https://doi.org/10.1016/j.carbon.2012.08.009

121. C. Portet, J. Chmiola,Y.Gogotsi, S. Park,K.Lian, Electrochemical characterizations of carbon
nanomaterials by the cavity microelectrode technique. Electrochim. Acta 53, 7675–7680
(2008). https://doi.org/10.1016/j.electacta.2008.05.019

122. D. Pech, M. Brunet, H. Durou, P. Huang, V. Mochalin, Y. Gogotsi, P.-L. Taberna, P.
Simon, Ultrahigh-power micrometre-sized supercapacitors based on onion-like carbon. Nat.
Nanotechnol. 5, 651–654 (2010). https://doi.org/10.1038/nnano.2010.162

123. J. Huang, B.G. Sumpter, V. Meunier, G. Yushin, C. Portet, Y. Gogotsi, Curvature effects
in carbon nanomaterials: exohedral versus endohedral supercapacitors. J. Mater. Res. 25,
1525–1531 (2010). https://doi.org/10.1557/JMR.2010.0195

124. G. Feng,D. Jiang, P.T.Cummings, Curvature effect on the capacitance of electric double layers
at ionic liquid/onion-like carbon interfaces curvature effect on the capacitance of electric
double layers at ionic liquid/onion-like carbon interfaces. J. Chem. Theory Comput. 8, 1058–
1063 (2012). https://doi.org/10.1021/ct200914j

125. N. Jäckel, D.Weingarth, M. Zeiger, M. Aslan, I. Grobelsek, V. Presser, Comparison of carbon
onions and carbon blacks as conductive additives for carbon supercapacitors in organic elec-
trolytes. J. Power Sources 272, 1122–1133 (2014). https://doi.org/10.1016/j.jpowsour.2014.
08.090

126. M. Zeiger, N. Jäckel, D. Weingarth, V. Presser, Vacuum or flowing argon: what is the best
synthesis atmosphere for nanodiamond-derived carbon onions for supercapacitor electrodes?
Carbon N. Y. 94, 507–517 (2015). https://doi.org/10.1016/j.carbon.2015.07.028

127. L.L. Zhang, S. Zhao, X.N. Tian, X.S. Zhao, Layered graphene oxide nanostructures with
sandwiched conducting polymers as supercapacitor electrodes. Langmuir 26, 17624–17628
(2010). https://doi.org/10.1021/la103413s

128. K. Lota, V. Khomenko, E. Frackowiak, Capacitance properties of poly(3,4-
ethylenedioxythiophene)/carbon nanotubes composites. J. Phys. Chem. Solids 65, 295–301
(2004). https://doi.org/10.1016/j.jpcs.2003.10.051

129. I. Kovalenko, D.G. Bucknall, G. Yushin, Detonation nanodiamond and onion-like-carbon-
embedded polyaniline for supercapacitors. Adv. Funct. Mater. 20, 3979–3986 (2010). https://
doi.org/10.1002/adfm.201000906

130. K. Makgopa, P.M. Ejikeme, C.J. Jafta, K. Raju, M. Zeiger, V. Presser, K.I. Ozoemena,
A high-rate aqueous symmetric pseudocapacitor based on highly graphitized onion-like
carbon/birnessite-type manganese oxide nanohybrids. J. Mater. Chem. A 3, 3480–3490
(2015). https://doi.org/10.1039/c4ta06715k

131. B.K. Singh, A. Shaikh, R.O. Dusane, S. Parida, Nanoporous gold–nitrogen–doped carbon
nano-onions all-solid-state micro-supercapacitor. Nano-Struct. Nano-Obj. 17, 239–247
(2019). https://doi.org/10.1016/j.nanoso.2019.01.011

https://doi.org/10.1016/j.carbon.2012.08.009
https://doi.org/10.1016/j.electacta.2008.05.019
https://doi.org/10.1038/nnano.2010.162
https://doi.org/10.1557/JMR.2010.0195
https://doi.org/10.1021/ct200914j
https://doi.org/10.1016/j.jpowsour.2014.08.090
https://doi.org/10.1016/j.carbon.2015.07.028
https://doi.org/10.1021/la103413s
https://doi.org/10.1016/j.jpcs.2003.10.051
https://doi.org/10.1002/adfm.201000906
https://doi.org/10.1039/c4ta06715k
https://doi.org/10.1016/j.nanoso.2019.01.011


Chapter 15
Nanostructured Carbon-Based Materials
for Fuel Cell Applications

Letlhogonolo Fortunate Mabena, Katlego Makgopa,
Annie Stephanie Tanko-Djoubi, Kwena Desmond Modibane,
and Mpitloane Joseph Hato

15.1 Background

15.1.1 Fuel Cells

There is concern regarding the depletion of the fossil-fuel resources and the destruc-
tion of the environment accompanied with drastic climate changes, researchers have
now derived attention on looking for an alternative clean, sustainable, highly effi-
cient energy conversion and storage technologies/systems [1, 2]. Fuel cell technolo-
gies become a tangible and promising path in solving challenges associated with
energy conversion until today because of their high power density production of
about 2293 mW m−2 [3]. It is one of the most promising clean efficient, sustainable
energy conversion and to a significant diminution of the environment pollution. It
can directly convert fuel into electricity with a high efficiency [4].

Fuel cells (FCs) are electrochemical devices that convert chemical energy stored
in fuel molecules (hydrogen, methanol, ethanol, formic acid and many more) into
electricity via electrochemical reactions on the interface of electrode and electrolyte.
Fuel cells have advantages over other systems because of their high electrical effi-
ciency and fuel flexibility [5]. There are several types of fuel cell that have been
developed and categorised according to fuels and nature of their electrolytes. Fuel
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cells have been known in sciences field for more than 150 years and brought attention
and curiosity in the years of 1800. They had become the subject of many works and
development during the years of 1900. Sir William Groves created the first fuel cell
in 1839. Groves first experiment was based on decomposition of water into hydrogen
and oxygen using electricity and called this process electrolysis. He could then notice
after the experiment that by inversing the process, he could generate electricity and
water [6]. Therefore, he placed two platinum electrodes in a solution of sulphuric
acid, which acted as electrolyte, and the other two ends sealed in two containers fed
with hydrogen and oxygen, a current was produced between the electrodes with the
presence of water in the containers [7, 8].

15.1.2 Types of Fuel Cells

Different types of fuel cell have been developed after the discovery of the Grove’s
fuel cell. They are similar in most cases as they generate power through various
reagentmaterials, electrolytes, efficiencies and practical applications, amongst others
sources of energy. Classifications of themost common types of fuel cell include alka-
line fuel cells (AFCs), proton-exchange membrane fuel cells (PEMFCs), phosphoric
acid fuel cells (PAFCs), solid oxide fuel cells (SOFCs), direct methanol fuel cells
(DMFC), direct ethanol fuel cells (DEFC) and direct formic acid fuel cell (DFAFC)
[9]. However, these fuel cells were very expensive to manufacture. It was not until
the 1990s that a commercial fuel cell was launched. Some of the parameters and the
reaction mechanisms of the fuel cell systems described are shown in Table 15.1 [8,
10, 11].

15.1.3 Fuel Cell Components and Concepts

Fuel cells are electrochemical conversion devices that produce electrical energy and
heat directly by a controlled chemical reaction. They produce energy efficiently and
with no handful gases, as compare to conventional sources of energy; fuel cells
produce energy as long as the fuel is supplied. The basic elements in the fuel cell are
electrolyte and two electrodes anode and cathode as schematically shown in Fig. 15.1.
The electrodes are separated from each other by an electrolyte. The temperature
allows hydrogen to split into its constituent electrons and protons on electrode (the
anode) in a fuel cell. The electrons flow out of the anode, migrate to cathode through
an external circuit, while the protons diffuse through an electrolyte to the cathode.
Both the electrons and protons reactwith oxygen on the cathode to produce electricity
and the only by-product water [11–14].
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Table 15.1 Table of different fuel cells and their reaction mechanism [8, 10, 11]

Fuel cell Electrolyte Charge
carriers or
mobile
ions

Operating
temperature (°C)

Electrochemical
reactions

References

PAFC H2PO4 H+ 150–220 Anode: H2 → 2H+

+ 2e−
Cathode: 1/2O2 +
2H+ + 2e− →
H2O

[8, 11]

AFC KOH OH− 120–250 Anode: H2 +
2OH− → 2H2O +
2e−
Cathode: 1/2O2 +
2e− + H2O →
2OH

[8, 11]

SOFC Yttria
stabilized
zirconia (YSZ)

O− 800–1000 Anode: H2 + O2−
→ H2O + 2e−
Cathode: 1/2O2 +
2e− → O2−

[8, 11]

MCFC Li2CO3, and
K2CO3 and/or
Na2CO3

CO3
2− 600–700 Anode: H2 +

CO3
2− → CO2 +

H2O + 2e−
Cathode: 1/2O2 +
CO2 + 2e− →
CO3

2−

[8, 11]

PEMFC Polymer
membrane
(Nafion®)

H+ 60–100 Anode: 2H2 →
4H+ + 4e−
Cathode: 2O2 +
4H+ + 4e− →
2H2O

[10, 11]

DMFC Polymer
membrane
(Nafion®)

H+ 64–100 Anode: CH3OH +
H2O → CO2 +
6H+ + 6e−
Cathode: (3/2)O2
+ 6H+ + 6e− →
3H2O

[11]

15.1.3.1 Anode Component

The anode component of the fuel cell is where the catalytic oxidation reaction occurs
and the electrons generating power is formed. The rate-determining step of the half-
cell reaction at the anode is the adsorption of hydrogen by the catalyst. In principle,
the fuel (generally hydrogen) is provided at the anode. The hydrogen fuel releases
electrons and creates protons after been catalysed. These electrons are conducted to
an external circuit and protons to the cathode. The general half reaction of hydrogen
fuel that takes place at the anode is.
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Fig. 15.1 Schematic diagram of fuel cell components, comprised of an electrolyte, an anode and
a cathode. The overall chemical reaction is H2 + 1/2 O2 → H2O. Anode and cathode reactions
given are appropriate only for oxide ion conducting electrolytes. The reactions would be modified
for electrolytes with different mobile ions, but the general principle remains unchanged [16]

2H2 → 4H+ + 4e− (15.1)

Desired anode component should be highly conductive, chemically and thermally
stable, highly porous structure and highly compatible with other material in order to
enhance the fuel cell performance [5, 15]. The anode component is directly connected
to the electrolyte.

15.1.3.2 The Electrolyte Component

The electrolytes are ranged from ceramics, polymer to acid salts. The importance
thing in an electrolyte solution is the charge carrier that it possesses. Themost diverse
charge carriers are the O2− and H+ ions due to their high conductivity. Generally,
when hydrogen is used as fuel in the cell, a proton conductor is generated in the
electrolyte system. While, when hydrocarbon is the fuel, an oxygen ion serves as
conductor. From these conductors, oxide ions conductor is preferable due to direct
electro-oxidation of CO to CO2 which limits the anode catalyst to be affected [17].
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Electrolytes must possess a backbone, which provides chemical stability, should be
highly conductive and always hydrated in order to function, its most important role
is that it should be very thin, dense and work as a barrier to minimise resistance and
prevent diffusion and combustion of both gases [5, 15].

15.1.3.3 The Cathode Component

The cathode known as the positive part of the fuel cell is where the oxygen reduction
reaction takes place. The cathode is fed of oxygen gas and has a contact layer with
electrolyte. The importance of this electrode in the operating cell is to transports both
the electrons from the external circuit, which later react with the oxygen present to
generate water and transport oxide ions through the electrolyte to the anode in fuel
cell. Similar to the anode and electrolyte, cathode electrode catalyst needs certain
properties in order to improve the fuel cell performance. Cathode should be able to
provide good electrical contact with other components, should have high electrical
conductivity, porous structure, thermally stable andmost importantly been unreactive
with the electrolyte [5, 15]. For a continuous operating system, the electrons and
protons produced at the anode react with the present oxygen to formwatermolecules.
The reaction happening at the cathode is shown below [11].

O2 + 4H+ + 4e− → 2H2O (15.2)

Cathodic oxygen reduction plays an essential role in producing electricity and is
a major limit to the cell performance.

15.2 Characteristics of the Fuel Cells

The key performance measure of a fuel cell is the voltage output as a function of
electrical current density drawn as shown in Fig. 15.2. In the polarisation curve,
high power densities and high efficiencies result when gas diffusion and electron
transport through the electrolytes are slow, electrocatalysis at the electrodes is swift,
the conductivity of each of the components, particularly, the electrolyte, is high, and
mass diffusion through the porous electrodes is narrow. Therefore, the ideal fuel cell
electrolyte is not only highly conducting, but also impermeable to gases, electron-
ically resistive and chemically stable under a wide range of conditions. Moreover,
the electrolyte must exhibit sufficient mechanical and chemical integrity so as not
to develop cracks or pores either during manufacture or in the course of long-term
operation [18].

The demands on both fuel cell electrodes are more extreme than those on the
electrolyte. The ideal electrode must transport gaseous (or liquid) species, ions and
electrons; and, at the points where all three meet, the electrocatalysts must rapidly
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Fig. 15.2 Schematic of a fuel cell polarisation curve, with contributions of various overpotentials
as indicated by the shaded regions. The power density (dotted line) is the product of the cell voltage
and current density [18]

catalyse electro-oxidation (anode) or electro-reduction (cathode). Hence, the elec-
trodes must be porous, possess high surface area and electronic and ionic conduc-
tivity, as well as electrochemical activity. It is rare for a single material to fulfil all
of these functions, consequently a composite electrode, of which the electrocatalyst
is one component, is often utilised. Thus, the relative contribution of each overpo-
tential and how it varies with current density depend on the fuel cell type and the
materials used therein. In order to maintain a sufficiently high power density, or a
sufficiently high cell voltage, for a given current density, it is necessary to minimise
overpotentials. Crossover effects can be reduced by an appropriate choice of the elec-
trolyte material, specifically one with minimal-to-no electronic conductivity, and by
optimising its fabrication so as to obtain high density membranes with low porosity.

15.3 Material in Fuel Cells Applications

The principal reactions in a fuel cell are oxidation of the fuels on anode and the
oxygen reduction on cathode. Noble metals and noble metal oxides have been most
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commonly used as electrocatalysts for these processes.However, they still suffer from
multiple competitive disadvantages, including their low selectivity, poor durability
and negative environmental impact [12].

Amongst the noble metal nanocatalysts for anode and cathode reactions, plat-
inum (Pt) exhibits the highest electrocatalytic activities for electro-oxidation of small
organic fuels on the anode and the oxygen reduction on the cathode. However, the
use of platinum limits the application of fuel cells because of its self-poisoning after
the strong CO adsorption on the surface of Pt during oxidation of small organic
fuels [19]. On the other hand, platinum electrode, been the most trusted catalyst in
fuel cell, is at the origin of the crossover of fuel from anode to cathode. Finally, the
high-cost and less abundant Pt hinds the wide commercialisation of fuel cells [20,
21]. Therefore, to obtain ideal electrocatalysts for fuel cells with high and efficient
catalytic performance and low price, researchers have turned up to look for a novel
structured catalyst.

15.4 Carbon-Based Nanomaterial

Carbon is one of themost abundant elements on earth and is generally used as support
material for metal nanoparticles catalysts in low-temperature fuel cells [22]. Carbon
nanostructures are versatile carbons, and it has been proved composites derived from
carbon can be applied in energy conversion and storage [22, 23]. Carbon with its
allotropic characteristics and its unique properties such as physical, chemical, elec-
tronic and mechanical can form numerous nanomaterials depending on its atomic
arrangement as shown with few examples in Fig. 15.3, [24]. Carbon nanomaterials
are ranged from zero to three-dimensional structures. 0D describing quantum dots
and spheres, 1D consists of tubes, fibres and wires, 2D corresponds to films, and
3-D are to monolithic carbon systems [13]. Over the past several decades, significant
progress has been made in developing carbon materials for catalytic and electrocat-
alytic applications. The range of these applications of nanostructured carbonmaterial
depends on specific properties, morphology, structure and crystallinity which are all
determined by the synthesis techniques [13, 25].

Carbon nanomaterials are found to be the best candidates for electrocatalysts and
supports not only for the above properties but also for their electrical conductivity to
extend the three-phase boundary of the catalyst layer, their ability to support metal
catalyst particles and their potential to be modified for specific function [25]. They
also exhibits good stability in basic and acidicmedia as compared to noncarbonmate-
rials, such as alumina,metal oxides, electronically conductive polymers, carbides and
nitrides [20]. In addition, carbon can be recycled and does not generate huge amounts
of solid waste. Catalysts supported on carbon nanomaterial have shown numerous
interests because they produce fine distribution and uniform dispersion of catalyst
particles. Finally, they also help to hinder the sintering or agglomeration of catalyst
particles [8].
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Fig. 15.3 Schematic illustration of the different types of carbon structure [12]

Therefore, the development of carbon nanomaterial in order to meet varieties of
applications is imminent. Numerous classes of carbon nanomaterial with different
carbon bonding such as sp1, sp2 and sp3 have been tailored and investigated in order
to meet the demands of suitable catalyst support for fuel cells.

15.4.1 Carbon Black

Carbon black was among the earliest carbon-based supports used in fuel cell applica-
tions. It has been exploited extensively owed to its high availability, low cost and high
mesoporous structure and because of its wide range of applications [25–27]. Pt and
carbon black are the current popular catalyst and catalyst-support materials in fuel
cells due to their high electrocatalytic activities during fuel cell reactions [28]. Since
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the 1990s, carbon black materials have been widely used as catalyst supports for Pt
and Pt-alloy catalysts in PEMFCs. Presented in Table 15.2 is the characteristics of
various carbon types, including a number of carbon blacks reported in the literature
[29]. The most commonly used carbon support materials for Pt and Pt-alloy catalysts
in PEMFCs are Vulcan XC-72, Black Pearls 2000 and Ketjen all of which have high
surface areas (>100 m2 g−1) and good electrical conductivity (>1 S cm−1).

Similarly, to most carbon material, the carbon black is activated before being used
as a catalyst suporpt to increase metal dispersion and its catalytic activity. There
are two ways to activate the carbon materials. Chemical activation, also known as
oxidative treatment, this method can be achieved using various oxidants such as
hydrogen peroxide, nitric acid or ozone gas. The chemical treatment of the carbon
surface leads to the loss of basic surface sites and the formation of acidic surface sites.
The increasing number of oxygen groups on the carbon support materials enhances
the dispersion of the catalyst nanoparticles besides increasing the performance of
fuel cells. The second method, the physical activation or a thermal treatment of the
carbon is accomplished under inert atmosphere at 800–1100 °C or in air/steam at
400–500 °C, with the aim to remove the impurities present on the carbon surface
[22].

Carbon blacks are produced by “furnace black” heating carbon-containing mate-
rials, especially hydrocarbons in inert atmosphere, or acetylene process. The former
being the mainly used due to costs and availability. Acetylene black has a low surface
area over the other types of carbon black, which results in small amount of the
catalyst loading and therefore decrease the fuel cell performance. In the “furnace
black” process, the heating treatment techniques such as furnace, thermal and channel
methods are used [29, 30]. Owing to the nature of the sourcematerials, heat treatment
is used (250–500 °C) to remove impurities from the formed carbon. Carbon black
consists of spherical particles (diameter less than 50 nm) that may aggregate and
form agglomerates (250 nm diameter). The carbonaceous particles have paracrystal-
lite structures comprising of parallel graphitic layers with 0.35–0.38 nm interplanar
spacing. The processes produce carbon black with different properties and pores
size as illustrated in Fig. 15.4 [31, 32]. Many kind of carbon black, e.g. Vulcan
XC-72R, Ketjen carbon black, black pear 2000 and acetylene black are obtained
after synthesis [25, 33]. The specific morphology of carbon black depends on the
starting material and the heating treatment procedure. For high-performance anode
and cathode, carbon black should possess a mesoporous structure surface. Small
pores such as micropores do not load high amount of metal catalyst in the carbon
black surface.

Additionally, the micropores structures decrease the surface area of the support
leading to an increase of the electrical resistance. The catalyst deposits in the primary
pores (areas between singular particles) do not participate in the performance of the
electrochemical reactions due to the low penetration of the catalysts into these pores.
In general, the smaller the pores size distribution, the higher the surface area of the
support [25, 34] (Fig. 15.4).

Carmo and co-workers obtained high electrocatalytic performance for both
PEMFC and DMFC using PtRu/C–H2O2. This performance was achieved because
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Table 15.2 Various carbon support materials and their typical characteristics [29]

Carbon support Supplier Surface area (m2

g−1)
Particle size (nm) Conductivity

(S cm−1)

Carbon black

Denka black
AB

Denkikagaku
kogyo

58 40 4

Exp. sample
AB

Denkikagaku
kogyo

835 30 >1

Shavinigan AB Gulf oil 70–90 40–50 >1

Conductex 975
FB

Columbian 250 24 >1

Vulcan
XC-72R FB

Cabot 254 30 2.77

Black pearls
2000 FB

Cabot 1475 15 >1

3950 FB Mitsubishi
Kasei

1500 16 >1

Ketjen EC
300 J

Ketjen Black
International

800 30–40 4

Ketjen EC
600JD

Ketjen Black
International

1250 35–40 10–100

Hollow
graphite
spheres

– >1000 200 >1

Carbon
nanotubes

– 50–1000 1–5 μm 0.3–400

Graphene – >2000 10–20 nm 103–104

Carbon
nanofiber

– 50–1000 30–100 μm 200–900

Carbon
nanocoils

– 115 50–100 nm 30–180

Ordered
mesoporous
carbons

– 600–2800 1–20 mm 0.3 ×
10−2–1.37

Carbon
aerogels

– 100–1100 0.05–40 μm 25–100

Carbon xerogel – 460–720 5–46 μm 55 ± 1

Carbon
nanocage

– 1276 10–50 nm 813

Carbon
nano-onions

– 2–1200 10–45 nm 1–10

Carbon
nanohorn

– 300–400 40–50 nm 4.95–7.07

AB acetylene black; FB oil-furnace black
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Fig. 15.4 Simulation of the carbon black characterisation [35]

of the good interaction between both the catalyst and the carbon black support
that results in good dispersion of the metal catalyst [27]. In 2015, in the same
approach, Berber et al. [36] confirmed high performance and durability of the
PEMFC. During the experiment, Pt and polybenzimidazole-coated carbon black
to form were both used as metal catalyst and support, respectively. The fabricated
CB/PyPBI/Pt produced a power density of 375mW/Cm2 and a remarkable durability
of 500,000 accelerated potentials resulting in a high fuel cell performance.

Xia et al. [37] prepared GO-reflux and Ag/GO composites for comparison. The
preparation procedure of Ag/GO was the same as that to prepare the Ag/GO/C
except without adding Vulcan XC-72 carbon black. TEM analysis was carried out to
characterise the morphology and the dispersion of Ag particle in the Ag/GO colloid
and the Ag/GO/C composite as shown in Fig. 15.5. TEM image in Fig. 15.5a, b
shows the representative images of the Ag/GO colloid prepared at 100 °C, in which
the black spheres are Ag particles and theGO is transparent. It can be seen that the Ag
nanoparticles are uniformly dispersed on GO. The histogram for the Ag particle size
distribution of the Ag/GO and Ag/GO/C based on statistics on around 200 particles,
the average Ag particle size is about 6.9 nm and 12.9 nm, respectively. Compared
with the Ag colloid, the Ag particle size in the Ag/GO/C composite is larger. The
larger Ag particle size in the presence of Vulcan XC-72 carbon black was possibly
caused by electrochemical Ostwald ripening driven by the particle size-dependent
work function and standard electrode potential of Ag.

As shown in Fig. 15.5c, compared with the Ag/GO composite, the onset poten-
tial and the half-wave potential (E1/2) of the ORR over the Ag/GO/C composite
shift positively from 0.702 V to 0.826 V and 0.560 V to 0.696 V, respectively. The
diffusion-limited ORR current density increases considerably from 1.09 mA cm−1
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Fig. 15.5 The synthesis procedure for the Ag/GO/C composite. TEM images of a Ag/GO colloids
and b Ag/GO/C, c ORR polarisation curves of GO-reflux, Ag/GO and Ag/GO/C composites
coated rotating GC electrodes at 1600 rpm in 0.1 M NaOH saturated with O2. Scanning rate:
10 mV s−1. d Background cyclic voltammograms of GO-reflux, Ag/GO and Ag/GO/C composites
coated rotating GC electrodes in 0.1 M NaOH saturated with N2 [37]

over the Ag/GO to 5.10 mA cm−1 over the Ag/GO/C. The positive shift of the onset
potential and the half-wave potential for the ORR shows the superior activity of the
Ag/GO/C.

The electrochemical surface area (ECSA) of Ag for Ag/GO/C is 92.65 m2/g
calculated based on the reduction peak of silver oxide at around 1.04 V during the
negative scanning in the background cyclic voltammogram (seeFig. 15.5b), assuming
a coulombic charge of 400 μC cm−2. However, ECSA of Ag for the Ag/GO is not
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calculated due to the negligible reductive peak. The high ECSA for the Ag/GO/C
indicates that the three-dimensional structure constructed by GO and carbon spheres
greatly increased the exposed silver active sites. Therefore, the Ag/GO/C composite
shows enhanced ORR activity comparing with Ag/GO.

Habibi et al. [38] prepared palladium nanoparticles/nanostructured carbon black
composite (PdNPs/NCB) by a chemical reductionmethod using sodium borohydride
as a reducing agent. The composite was supported on the carbon–ceramic electrode
(CCE). Figure 15.6a shows the surface morphology of the bare CCE. As seen in this
image the surfaces of the bare CCE is dense, scaly and consist of platelets, defined
by the layer structure of graphite. Figure 15.6b displays a typical SEM image of
NCB, demonstrating that NCB, Fig. 15.6c shows the SEM image of PdNPs/NCB
composite. The white visible spots are believed to be PdNPs lying on the NCB
surface. In order to obtain the acceptable scientific information about the PdNPs

Fig. 15.6 SEM images of a CCE, b NCB, c PdNPs/NCB, d EDX analysis of PdNPs/NCB, and
g cyclic voltammogramof formic acid oxidation onPdNPs/NCB/CCE (curve a), PdNPs/CCE (curve
b) and NCB/CCE (curve c) in 0.5 M H2SO4 + 1.0 M formic acid solution at room temperature.
Inset: cyclic voltammogram of PdNPs/NCB/CCE electrocatalyst in 0.5 M H2SO4 (without formic
acid) at scan rate of 50 mV/s [38]
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on the NCB surface, SEM-energy dispersive X-ray-analysis (SEM/EDX), HRTEM
and XRD experiments were carried out as illustrated in Fig. 15.6d–e. The obtained
modified electrode, PdNPs/NCB/CCE, was used as an efficient electrocatalyst for
the oxidation of formic acid. Electrochemical techniques including cyclic voltam-
metry and chronoamperometry were applied for electrocatalytic investigations, and
it was found that the PdNPs/NCB/CCE was catalytically more active than the Pd
nanoparticles supported on the CCE without NCB (PdNPs/CCE) [38].

The effect of some experimental factors was also studied and optimum conditions
were suggested. The obtained results show that the PdNPs/NCB/CCE has satisfac-
tory stability and reproducibility for electro-oxidation of formic acid when stored
in ambient conditions and improved electrocatalytic activity in continued cycling
which make it more attractive for formic acid fuel cell applications.

The other researchers believe that the use of CB-based FC catalyst is a promising
way to obtain high energy as compare to traditional CBs because of their large
applications in housings and automobiles [36]. Another reasons of the used of carbon
black in fuel cell applications are firstly, its low price over CNTs and graphene.
Secondly, its agglomerate structure results in uniform dispersion of themetal catalyst
particles and high interaction with the catalyst layer and finally even at low electrical
conductivity as compare to graphite, carbon blacks are able to keep more electrolytes
[39, 40].

Even though carbon blacks possess a number of excellent qualities as an elec-
trocatalyst support, they are still facing some challenges such as poor corrosion
resistance. This is due to their highly amorphous structure with is prone to corrosion
during oxidation reaction [10]. This issue can be overcome through graphitisation
techniques at high temperature and the use of carbon-free electrode [10, 41]. In addi-
tion, CB utilisation has tendency for oxidation at the potential of ORR. When used
as support, the oxidation of CB can cause agglomeration and loss of metal nanopar-
ticles, resulting in a decrease of the electrochemical surface area and activity of the
electrocatalysts [42]. Furthermore, in carbon black, the metal nanoparticles catalyst
sometimes stuck in the pore of the carbon black support leading to poor dispersion
and distribution of the catalyst and therefore reduce the cell activities [43].

15.4.2 Carbon Nanofibers

Since the discovery of carbon nanofibers (CNFs) by Russian scientists in 1952, the
explorationof these carbonnanomaterials has been conducted.This ismainly because
of their unique properties including high mechanical strength, electric conductivity,
high aspect ratio and surface area which make them suitable in several fields of mate-
rials technology, including supported catalysts for energy conversion [19, 44, 45].
CNFs are also produced by various chemical vapour deposition (CVD) techniques.
CNFs are synthesised in the same way as CNTs, whereby carbon-containing gases
is decomposed, but in this case, carbon is decomposed on transition metal particles
surface such as Ni, Co, Fe and many more [44, 46, 47].
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Fig. 15.7 Different types of carbonnanofibers sorted by the orientation of graphite stacks.aPlatelet;
b tubular; c herringbone [22]

There are three classes of carbon nanofibers as shown in Fig. 15.7; platelet where
β, is 90°, Herringbone with β less than 90° and tubular where β is 0°.With β been the
angle between the fibre growth axis and the graphene layers. The tubular CNFs (T-
CNT) are also known as carbon nanotubes [44, 46, 48]. The additional to the previous
types of carbon nanofibers, helical CNFs, twisted and stacked-cup CNFs can also
be formed [49]. The type and the pore size of the CNFs after synthesis determine
the fuel cell performance. Twisted CNFs in fuel cell, especially in proton exchange
membrane (PEM), have proved to be very useful. For instance, Yuan and Ryu [46]
in 2004 investigated the fuel cell performance of twisted and straight CNFs against
CNTs. The performance showed that twisted CNF have rough, puckered surfaces
that can bend easily thus creates more sites and open ends to facilitate incoming
particle metal on the CNFs surface.

In summary, carbon nanofiber materials with small diameter and rougher surface
have the best fuel cell performance [46]. According to Xi-Zhao and co-workers, the
structure of the carbon nanofiber plays also an important role in the performance of
the cell. For instance, in 2011, they have successfully deposited Pt on platelet-CNFs
for PEMFs. The results showed high performance of the fuel cell [48]. Additionally,
Li and others had used stack-cup CNFs supports as a mean to decrease the amount
of expensive platinum catalyst in the cell. This reduction of platinum loading was
because stack-cupCNFs are able to retain their electrical conductivity [33]. CNFs and
other carbon nanomaterials are modified through different processes, which is very
crucial during the electrocatalytic reactions. This then incorporate reactive groups,
allowing metal deposition onto the substrate without any active reagents needed.
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The modified CNF plays various roles in fuel cell applications depending on the
quantity; nature of reagent used and processes techniques. High amount of oxygen
functional groups loaded can alter the surface of the catalyst supports by decreasing
the CNF conductivity leading to low cell performance [50]. Soundararajan et al.
[51] deposited on CNF network Pt and Pt–Ni nanoparticles using electrochemical
depositionmethod at various cycle numbers such as 40, 60 and 80. Nanostructured Pt
or (Pt–Ni) and its structure were characterised using FE–SEM as shown in Fig. 15.8.
The SEM image of bare CNF network shows horizontally aligned nanofibers. The
alloy nanoparticles were found to deposit in a well dispersed manner over the CNF
network.

Fig. 15.8 a–e FE–SEM images of a bare CNF. b Pt40/CNF. c Pt–Ni40/CNF. d Pt–Ni60/CNF and
e Pt–Ni80/CNF [48]
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Fig. 15.9 Linear sweep voltammograms (a) and cyclic voltammograms (b) of charge transfer
resistance (% of Rct) of (a) bare CNF (b) Pt40/CNF (c) Pt–Ni40/CNF (d) Pt–Ni60/CNF and (e)
PtNi/80/CNF catalyst electrodes [51]

The electroactivity shown in Fig. 15.9, showed a highest performance for the Pt–
Ni80/CNF catalyst electrode at a sweep time of 80 with a lower charge transfer
resistance of 94 �-cm2. This is because of the increased Ni to Pt atomic ratio
and the decrease in particle size with the increase of deposition cycle number. The
results reported in this paper indicate that the performance of Pt–Ni80/CNF for the
ethanol electro-oxidation is better than that of the pure Pt40/CNF, PtNi40/CNF and
PtNi60/CNF in catalytic activity [51].

Highly active and cost-effective FeCo-incorporated CNF electrocatalysts for the
ORR in alkaline ethanol fuel cellswas studied and characterised using SEMandXRD
as shown in Fig. 15.10. It is also clear that the nanoparticle size distribution is not
uniform; however, the XRD analysis confirmed the presence of two characteristic
diffraction peaks, which can be assigned to conventional graphitic carbon and a
mixture of the metallic phases (Fe and Co) in the FeCo-CNF. Most Fe and Co
metals embedded in the carbon fibres were then used to stabilize the incorporation of
nitrogen and oxygen species more effectively, rather than participating in the ORR
[52].

Through a comparison with a commercial Pt/C catalyst, the FeCo-CNF shows
potential to replace costly Pt-based catalysts in alkaline ethanol fuel cells, in terms of
comparable electrocatalytic activity and high selectivity for the ORR with a remark-
ably good ability to avoid ethanol crossover problem. Illustration in Fig. 15.11,
featureless voltammetric profiles over the potentialwindow forFeCo-CNFandmetal-
free CNF were observed as compared to commercial Pt/C. However, FeCo-CNF
shows a significantly enlarged capacitive current over the entire potential window
compared to metal-free CNF and commercial carbon black. CNF electrode and
commercial carbon black showa two-step, two-electron process for oxygen reduction
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Fig. 15.10 a and b SEM and c TEM images of FeCo-CNF with magnified inset, respectively.
d XRD patterns of FeCo-CNF and metal-free CNF, respectively [52]

with an onset potential of about −0.3 and −0.2 V, respectively, FeCo-CNF exhib-
ited a very comparable electrocatalytic activity-favoring a one-step, four-electron
pathway for the ORR [52].

15.4.3 Carbon Nanotubes

Carbon nanotubes (CNTs) are the one-dimensionalmanifestation and are constructed
from a rolled-up sheet of graphene, have been a great deal of attention since their
discovery by Ijima in 1999 [49, 53]. CNTs reportedly have extremely high surface
areas, large aspect ratios of greater than 1000 and remarkably high mechanical
strength of 400 times greater than steel. The tensile strength of CNTs is 100 times
greater than that of steel, and the electrical and thermal conductivities approach those
of copper [54].

CNTs as shown in Fig. 15.12 appear in several forms including single-
walled carbon nanotubes (SWCNT) and multi-walled carbon nanotubes (MWCNT)
depending on the orientation and the number of layers being formed during their
synthesis. The SWCNT has a single layer ranged in a random form and MWCNT
is consisted of multiple layers (about 250) and are orientated in coaxial stacked
graphene sheets [49, 53]. Carbon nanotubes can be rolled in different forms as shown
in Fig. 15.12a–c. When rolled in simple layer, it is called single walled, while two or
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Fig. 15.11 a CVs of as-synthesised FeCo-CNF, metal-free CNF, commercial Pt/C and Vulcan
carbon black in 0.1 M KOH at a scan rate of 50 mV s−1. b LSVs of as-synthesised FeCo-CNF,
metal-free CNF, commercial Pt/C, and Vulcan carbon black in O2 saturated 0.1MKOH at a rotation
rate of 1600 rpm. c Rotating disc voltammograms recorded for FeCo-CNF in an O2 saturated 0.1 M
KOH at a scan rate of 5 mV s−1. d Koutecky–Levich plot at −0.6 V. The experimental data were
obtained from (c) and the lines are linear regressions [52]

Fig. 15.12 Basic structures of a single-walled, b double-walled, and c multi-walled CNTs [55]

multiple layer, it is called double or multiple walled. Or carbon nanotubes are found
in different forms such as single, double and multi-walled [55–57].

The bonding of the graphene sheets ends produces three different types of CNTs
helicities, and it determines the electrical properties of the nanotubes as shown in
Fig. 15.13. Chirality also describes the angle of the nanotube’s hexagonal carbon-
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Fig. 15.13 Diagram showing zigzag, armchair and chiral carbon nanotubes [59]

atom lattice. There twomain conducting helicities are armchair helicitywhich exhibit
metallic properties and zigzag helicity, which may be semiconducting, and the third
one is chiral helicity [49, 58]. Generally, carbon nanotubes have either metallic or
semiconductive properties [39]. CNTs with their unique 1D molecular geometry of
a large surface area coupled with their excellent electrical properties have become
significant materials for the engineering of electrode surfaces where the development
of electrochemical devices such as fuel cells with region-specific electron-transfer
capabilities is of principal importance.

CNTs are synthesised from the electrocatalytic decomposition of carbon consti-
tuted solids or gases molecules. The carbon nanotubes are grown through different
methods having chemical vapour deposition (CVD), arc-discharge evaporation and
laser ablation as three main techniques (Fig. 15.14) [60]. The first approach is a
promising technique, even though it produces a wide range of (MWCNTs), and the
later approaches can produce extremely thin SWCNTs [39].

These synthesis techniques also have a great role to play on the CNTs electrocat-
alytic performance. For instance, bundled CNTs do not improve the activity in the
fuel cell applications. Therefore, specific synthesis parameters are to be considered
when making carbon nanotubes as catalyst for fuel cell applications. CNTs gener-
ally exhibit inner diameters of 3–15 nm, outer diameters of 10–50 nm and lengths
of 10–50 μm. These morphologies parameters, the unique surface areas of carbon
nanotubes of about 250 m2 g−1, together with electrical and mechanical proper-
ties also make them excellent candidates for fuel cell catalyst supports [2, 58, 62].
CNTs as the supports to anchor well-dispersed particles, it should be modified. The
modification of the surface of these supports can be performed through noncovalent
or covalent treatment methods. The noncovalent method is based on incorporating
surfactants from strong acid. The covalent modification incorporates long alkyl and
polymer chains. Noncovalent functionalization is preferable because after modifica-
tion treatment theCNTs structure and original properties remain unchanged [63]. The
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Fig. 15.14 Currently used methods for synthesising carbon nanotubes (CNTs) [61]

technique does not only keep the original properties of CNTs but also fix numerous
organic linkers or functional groups (carboxyl, hydroxyls and carbonyls) on the
CNTs surfaces, which favour the deposition of incoming metal catalyst leading to
fuel cell enhancement [58]. In this same way, Lee and other researchers in 2006 [47]
studied the deposition of small platinum size on functionalised CNT. The results
showed high ORR activity as compared to electrocatalysed deposition reaction of
non-functionalised CNT-supported Pt metal catalyst.

In another study, the nanocomposite of expandedgraphite andmulti-walled carbon
nanotubes (EG-MWCNT) was used as the catalyst supporter owing to its large elec-
trode area. Palladium nanoparticles (Pd NPs) electrodeposited on the EG-MWCNT
were employed as the electrocatalysts. As shown in Fig. 15.15, electrochemical
activity and double-layer capacitances of the Pd-NP/EG-MWCNT electrocatalysts
with differentEG-to-MWCNTmass ratioswere investigated to optimise their compo-
sitions. Electrocatalytic oxidation of alcohols (methanol, ethanol, ethylene glycol),
carboxylic acids (formic acid) and aldehydes (formaldehyde) was studied in alka-
line media [2]. However, one limitation of CNTs is their poor interaction with other
nanomaterials that end up reducing their properties and abilities [53].

15.4.4 Graphene

One of the recent revolutionary carbon materials used in fuel cell is graphene. Since
its discovery in 2004, graphene sparked scientific research in the community. This is
due to its remarkable features such as electrical conductivity, mechanical strength,
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Fig. 15.15 Cyclic voltammograms in 5 mM [Fe3(CN)6]3−/4− + 0.1 M KCl solution (a) and 0.1 M
KCl solution (c) at the scan rate of 100 mV s−1. b Variation of oxidation peak currents of 5 mM
[Fe3(CN)6]3−/4− as a function of the square roots of the scan rates. d Variation of the capacitive
currents in 0.1 M KCl at the potential of 0.6 V as a function of scan rates. The electrodes are EG,
EG-MWCNT andMWCNT coated GCEs. The mass ratios of EG toMWCNTs are varied from 2:1,
1:1 to 1:2 [2]

thermal conductivity and super-high specific surface area of about 2600 m2 g−1 [64].
Graphene is a nanomaterial arranged into a two-dimensional (2D) layer of carbon
atoms with sp2 hybridisation that are connected in a hexagonal lattice structure [65].
The production and processing of graphene appears to be more feasible, compared to
CNTs andother carbonmaterials.Graphene has been studies in numerousmechanical
experiments and has appeared to be the strongest material on earth [65]. Graphene,
also known as the mother of all types of graphite, is considered as the basic block of
all king of carbon materials in different dimensions, 0D fullerenes, 1D nanotubes,
2D graphene and 3D graphite and diamond [60].

Graphene is commonly synthesised by two different types of approach, viz. top-
down and bottom-up as shown in Fig. 15.16. In top-down approach, the stacked
sheets of graphite are broken apart to yield single graphene sheets,whereas bottom-up
methods involve synthesising graphene from other carbon containing sources.

For top-downmethods separating the stacked sheets, means that the van derWaals
forces that hold the layers together must be destroyed. Two main types of graphene
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Fig. 15.16 Schematic presentation of top-down and bottom-up methods used for the formation
of graphene–NP hybrids and different structures of a graphene-encapsulated NPs, b graphene-
wrapped NPs, c NPs anchored to GSs, d mixed graphene–NP structures, e graphene–NP sandwich
structures, and f graphene–NP layered hybrids [66]

materials can be obtained from this process. The graphene oxide known as single-
layer graphene is decorated with oxygen functional groups which are synthesised
via oxidative exfoliation by either the Brodie, Staudenmaier, or Hummers method,
or some variation of these methods [67]. The second type is reduced graphene oxide
(rGO), obtained through hydrothermal processes or by using reducing agents such
as hydrazine, sodium borohydride, aluminium hydride and ammonium hydroxide
for the dispersion of the graphene platelets [68, 69] (see Fig. 15.16). Reduction of
graphene oxide via thermal treatment has also been reported to be an efficient and
low-cost method [67, 68]. Key challenges in this area is effectively separating the
layers of graphite without damaging the sheets, and preventing re-agglomeration
of the sheets once the layers have been exfoliated. For bottom-up approach such
as ark discharge, chemical vapour deposition. high levels of graphitization must be
stimulated to produce material of good quality; the processes involved are usually
simple and generally require high temperatures. However, the material produced can
contain higher levels of defects than observed for top-down methods. In addition to
forming graphene nanosheets, bottom-up methods can also be used to form large
area graphene films via growth on certain substrates [70]. Of these graphitic groups,
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pristine graphenehas distinctive properties, large surface area supports that are crucial
in enhancing the fuel cells performance [39]. The 3D structure has a cross-linked
network, large specific surface area follows by porous nanostructures resulting in
high interaction with the metal particle and therefore enhances its electrocatalytic
activity, especially in alkaline media of direct methanol fuel cell [64].

As compared to CNTs, graphene synthesis methods are simpler. Another advan-
tage of graphene over CNTs is that graphene surface is free of impurities. The impuri-
ties onCNTsdecrease their electrochemical properties [71].Both chemical properties
of graphene and the dispersion of themetal nanoparticles catalyst on graphene depend
on the layer number of graphene. Lee et al. [72] used Raman spectroscopy techniques
to elucidate the issue whereby three samples of single, bi- and tri- layer of graphene
were used. This was achieved by looking at the ratio of the D band intensity over
the G band intensity (ID/IG) values. The ratio values decreased as the number layer
of graphene was increasing indicating that single-layer graphene possess numerous
oxygen functional groups resulting in high active single-layer graphene as compare
to bi- and tri-layer [72]. Another concern of using graphene as support is to see
how it could improve the fuel cell performance. In 2015, Liu et al. deposited Pd
metal nanocatalyst on 3DGA graphene support. It happened that the electrocatalytic
performance was high due the specific surface properties of graphene. Other factors
such as small size and well dispersion of Pd nanoparticles on 3DGA are also consid-
ered. The facile synthesis of the present Pd/3DGA nanocomposites showed superior
electrocatalytic performance towards methanol oxidation reaction [64]. Researchers
have been investigated the interaction between the metal and graphene aiming to
improve the unique electronic and magnetic properties of graphene through doping
in order to meet different fuel cell applications [73].

15.4.5 Doped Carbon Material

In recent years, many researchers have focused on development of heteroatom
carbon-based catalyst in order to activate carbon-containing material that will
promote the interaction between the metal catalyst, and they are used in fuel cells
[74]. Heteroatom doping of carbon nanostructures is one of the approaches that may
induce intrinsic catalytic activity in these materials. In addition, such introduction of
guest elements into the hexagonal carbon skeleton provides strong nucleation sites,
which facilitate the stabilization of nanostructures on their surface [75]. There are
many types of heteroatoms nitrogen (N), boron (B), phosphorus (P), sulphur (S) and
many more that are used for doping carbon materials. Doping with heteroatoms is
changing the physical and chemical behaviour of the carbon material resulting in
new state and possibilities material. The doping or functionalising of carbon edges
sheets with heteroatoms occurs without damaging the carbon basal plane which can
change the carbon work function and impart solubility and catalytic activity [4, 75].

These dopants improve the electrocatalytic activity for oxygen reduction due to
the high interaction between the π electrons of carbon and the lone pair electrons



15 Nanostructured Carbon-Based Materials for Fuel Cell Applications 381

from heteroatom dopants [20, 76]. Of the types of heteroatoms, nitrogen is the most
trusted and used because its small atomic size is identical to that of carbon atom [75].

15.4.5.1 Nitrogen-Doped Carbon Materials

Currently, many researchers are looking towards producing better electrocatalysts
with various modifications. One such modification involves doping carbon material
that is preferable for use as a support for metal catalysts and transition metals due
to their low cost, high electrical conductivity stability, long-lifetime and ability to
enhance oxygen reduction reaction (ORR) activity [77]. Chemical doping is impor-
tant factors in tailoring the properties of carbon materials, which has been proved
effective nitrogen the doping of CNTs and has greatly broadened their applications
[78].

Similar to CNTs when a nitrogen atom is doped into graphene, three common
bonding configurationswithin the carbon lattice, includingquaternary-N (or graphitic
N), pyridinic-N and pyrrolic-N are observed as shown in Fig. 15.17c [80]. The
types of configurations in carbon atoms are generally determine by XPS as shown
by example in Fig. 15.17a, b. The different N configurations incorporated in the
graphitic structure demonstrates the diverse catalytic activities towards ORR due to
their different electronic structures [81]. Nitrogen anchors in carbonmaterial changes
the electronic properties of the support by making it denser. The higher density of
the catalytic sites on the carbon surface provides better electrochemical performance
[81, 82].

The nitrogen atom in the carbon structure brings the lone pair electron. This then
interacts strongly with the π-electrons of carbon material and facilitates dispersion
process. Moreover, nitrogen doped on carbon also reduces COads on Pt by increasing
the catalyst poison tolerance [9]. Nitrogen-doped carbon nanomaterials have there-
fore received increasing attention as effectivemetal electrocatalysts promising poten-
tial catalystsmaterial forORRbecause it also offers great electrical conductivity [49].
Graphene is a zero-gap semiconductor; thus, the band structure of graphene consists
of twobands as valence and conductionband.Therefore, in graphenenitrogen, doping
is one of the effective ways for modification of the electrical structure of graphene
and suppressing the density of graphene states near the Fermi energy (Fm) level, end
in opening of gap between the valence and conduction band [83].

Numerous experiments regarding nitrogen doping have been done in fuel cells
area, Mabena et al. [75] reported the use of the nitrogen-doped carbon nanotubes
(N-CNTs) prepared via thermal chemical vapour deposition (CVD), as support for
ruthenium (Ru) nanoparticles. The amount of Ru deposited on N-CNTs was varied
between 0 and 10 wt%. The activity of the prepared nanocatalysts towards the ORR
was characterised using the rotating disk electrode and voltammetry techniques.
The ORR activity was higher at low concentrations of Ru on N-CNTs. The four-
electron pathway of ORR was more favourable on 2Ru/N-CNTs and 5Ru/N-CNTs
than 10Ru/N-CNTs [75].
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Fig. 15.17 a C 1 s spectrum for N-doped graphene. The deconvolution using Doniach–Sunjic
line shape analysis shows b N 1 s XPS spectrum for N-doped graphene showing three different
nitrogen configurations. c. The atomic configuration showing pyridinic-N, pyrrolic-N and graphitic-
N (quaternary N) as well as graphene lattice and vacancies. XPS measurements were carried out at
an angle of 45° with respect to the sample normal [79, 80]

Wei et al. [83] reported nitrogen-doped and pristine graphene, at the ambient
conditions after measuring fifty devices. Amazing and notable features of N-doped
graphene were observed in comparison to the pristine graphene. Pristine graphene
displays a good conductivity and a linear Ids − V ds behaviour representing good
ohmic contacts between the Au/Ti pads and the graphene. V g decreases as Igs is
increased gently and the neutrality point is reached at 15–20Vdemonstrating aP-type
behaviour and as comparing pristine graphene with the nitrogen-doped graphene,
N-graphene also shows relative lower conductivity with greater on/off ratio [83].
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15.4.5.2 Other Heteroatom-Doped Carbon Material

Numerous heteroatom-dopedgraphitic carbons besideN-dopedhave also beendevel-
oped as charge extraction materials or metal-free catalysts to replace noble metal
catalysts for low-cost renewable generation and storage of clean energy [4]. Recent
advances in this exciting field are stated below. Boron has been incorporated into
graphite [84] carbon fibre diamond graphene [85] and SWCNHs by various methods
including thermal post-treatments with boric acid [86] or boron oxide introduction as
a co-dopant after plasma etching, such as in CBNfilm production or chemical vapour
deposition frombenzene and boron trichloridemixtures [87]. Figure 15.18 represents
the boron atoms successfully doped into the graphene framework. Boron was shown
to alter the growth mode of nanocarbons and simultaneously increase their electro-
chemical stability and oxidation resistance, enabling their use as catalyst supports
and electrodes in intermediate temperature fuel cells [87]. Zhen-hua Sheng et al.
showed that boron atoms, with strong electron-withdrawing capability, are doped
into graphene frameworks forming boron doped graphene (BG) via a catalyst-free
thermal annealing approach in the presence of boron oxide. Due to its particular
structure and unique electronic properties, the resultant BG exhibits excellent elec-
trocatalytic activity towards ORR in alkaline electrolytes, similar to the performance
of Pt catalysts. In addition, the non-metallic BG catalyst shows long-term stability
and good CO tolerance superior to that of Pt-based catalysts. These results demon-
strate that the BG, as a promising candidate in advanced electrode materials, may
substitute Pt-based nanomaterials as a cathode catalyst for ORR in fuel cells [88].

Furthermore, it was found thatN-doped nanocarbons co-dopedwith the secondary
heteroatoms such as boron, sulphur or phosphorus (B, S, or P) is able to further
enhance their ORR activity [74, 88–94]. Sulphur atoms are of particular interest as
they were found to easily replace the C atom when co-doping with N, the S is also
interesting due to similar electronegativity and van der Waals radius to carbon and
the superior than the N while having two loan pair electrons. For N and P co-doped
catalysts, phosphorous exhibits a larger atomic size but a lower electronegativity

Fig. 15.18 Schematic diagram of Boron hetero-doped graphite [88]
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relative to C, which can create defects on the carbon surface-induced active sites for
oxygen adsorption during the ORR [95].

Various studies were conducted to gain advantage insight into the synergistic
effect of heteroatoms in co-doping as well as the role of each dopant in the enhance-
ment of the electrocatalytic activity. The oxygen reduction reaction (ORR) activity
of the doped helical graphene nanoribbons (GNRs) measured in both alkaline and
acidic electrolytes, compared with the state-of-the-art platinum/carbon (Pt/C) elec-
trocatalysts have been reported [96]. The nitrogen/sulphur hetero-doped graphene
nanoribbons (CNx/CSx-GNRs) with helically unzipped structures have shown highly
efficient ORR activity that is comparable to Pt/C in onset potential, exchange current
density, four-electron pathway selectivity, kinetic current density andmethanol toler-
ance. The nitrogen/sulphur hetero-doped graphene greatly contribute to the develop-
ment of precious metal-free carbon nanomaterials as electrocatalysts in the cathode
of alkaline and proton-exchange membrane fuel cells [96].

In another study, nitrogen and sulphur were co-doped in porous carbon (DPC)
as illustrated in Fig. 15.19. Using less hazardous one-step process from a single
precursor, DPC was synthesised and investigated as promising cathode electrocat-
alyst in the half-cell study for ORR in acidic environment. The improved half-cell

Fig. 15.19 Schematic illustration of the synthesis procedure of Pt/G and Pt/BGs electrocatalysts
procedure [87]
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performance for DPC comparable to commercial Pt/C were attributed to the syner-
gistic effect of the improved mass transfer, which is owed to porous high surface
area carbon and increased active sites attributable to heteroatom doping [87].

J. C. Li et al. developed a low-cost method to synthesise SWCNT@NPC as a
bifunctional oxygen reaction catalyst, because of its unique structure and N, P co-
doping, the material shows excellent ORR and OER performance (Fig. 15.20a–c).
Based on the experimental results and discussion, a possible schematic was put
forward as an electrocatalytic model for the reversible oxygen reaction processes
on SWCNT@NPC (Fig. 15.20d). SWCNT facilitates electron transfer while porous
carbons acted as activematerials withN, P co-doping sites for theORR andNDoping
sites for the OER [89].

Fig. 15.20 a Galvanostatic charge–discharge cycling curves of SWCNT@NPC and Ir/C + Pt/C in
the rechargeable Zn-air batteries bORR and cOER polarisation curves of SWCNT, SWCNT@NC,
SWCNT@PCandSWCNT@NPCd schematic for electrocatalyticmodel forOERandORRprocess
electron transfer facilitation on NP co-doped carbon nanotubes [89]
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15.5 Conclusions

Fuel cells have drawn much attention from scientists because they are both envi-
ronmentally and highly efficient energy devices. The performance of the fuel cell
depends on the reaction rate, which is directly related to the catalyst for the reac-
tion. The ORR of the cathode-side reaction is the primary influencing factor of the
performance of the fuel cell. Currently, platinum (Pt) is the most popular catalyst
material for ORR. However, the material cost of the Pt catalyst and its susceptibility
to poisoning are the main disadvantages. Recent studies indicated that the Pt catalyst
contributes around 34% of fuel cell stack costs. It is possible to reduce the manufac-
ture expenses of fuel cell by improving the structural design. The only way to reduce
the material cost is to develop high performance and inexpensive ORR catalysts to
replace the Pt catalyst. Therefore, this chapter presented the significant influence of
different carbon nanomaterials on the fuel cells and their overall performances. The
carbon-based electrocatalyst holds a strong potential as high-performanceORR/OER
catalyst in fuel cell applications. Carbon is found in dramatically different formswith
varying micro-textures. The diverse morphologies make it an attractive material that
is widely used in in a large range of electrochemical fuel cell applications. Carbon
increases the availability of the electrocatalysts and mass transfer of the reactants.
The carbon materials in fuel cells are favoured due to their properties, high volume,
surface area ratio, tensile strength and resistance to corrosion. Moreover, carbon is
an electron-conducting material with a sufficiently high electrical conductivity to
favour the flow of electrons between the electrodes and the catalyst. However, in
order to prepare high-performance carbon electrocatalysts, a better understanding of
catalytic mechanism is required. A combination of both experimental and theoretical
approach would be of high importance in searching the active centres and studying
the basic science behind the electrocatalysis. Then, new synthetic and strategies must
be developed to precisely control the atomic location, content, and the distribution
of the catalytic active centres in carbon-based catalysts.
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