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Preface

The 2nd International Conference on Emerging Trends and Advances in Electrical
Engineering and Renewable Energy (ETAEERE-2020) which was held at Kalinga
Institute of Industrial Technology (KIIT), Deemed to be University, Bhubaneswar,
Odisha , from 5 to 6 March 2020 brings together the latest research in smart grid,
renewable energy and management, electronics, communication, computing, sys-
tems, control and automations. The aim of the conference was to provide a platform
for researchers, engineers, academicians and industry professionals to present their
recent research works and to explore future trends in various areas of engineering
and management. The conference also brings together both novice and experienced
scientists and developers, to explore newer scopes, collect new ideas and establish
new cooperation between research groups and exchange ideas, information, tech-
niques and applications in the field of electrical, renewable energy, electronics and
computing.

The aim of this book volume, i.e. Advances in Smart Grid and Renewable
Energy, is to introduce smart grid and renewable energy and also to make under-
stand non-electrical engineering student to those aspects of electrical engineering
that are likely to be most relevant to his or her professional career. The objective of
this book series is to make aware of the recent advancement in the field of electrical
and renewable energy by introducing practical case studies reports and research
findings. The combined theme of Advances in Smart Grid, Renewable Energy and
Management is that to incorporate the scientific findings and recent trends in the
field of electrical, smart grid and renewable energy.

Our sincere thanks to School of Computer Engineering and School of Electrical
Engineering of KIIT Deemed to be University for the combined effort for making
this ETAEERE-2020 as a successful event, and we would like to record our
appreciation to the whole committee members of ETAEERE-2020. We are also
thankful to all the participants and our keynote speakers, who have presented
scientific knowledge and foresight scope for different tracks.

We have received more than 450+ research articles, and thanks to our
peer-reviewing team for selecting quality papers for each volume. The participants
have presented their work in four main tracks, i.e. systems, control and

xi



automations, smart grid, renewable energy and management, electronics, commu-
nication and computing and advanced computing.

We would also like to acknowledge our technical partners, i.e. Sikkim Manipal
Institute of Technology, India, and Baekseok University, South Korea, for the
continuous technical support throughout the journey. Sikkim Manipal Institute of
Technology (SMIT) deserves a special mention, for holding the first edition of
ETAEERE-2016 and proving a collaborative opportunity to host ETAEERE-2020
at KIIT University.

Dr. Pradeep Kumar Mallick
KIIT Deemed to be University, India

Dr. Akash Kumar Bhoi
Sikkim Manipal Institute of Technology

Sikkim Manipal University, India
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An Overview of Various Control
and Stability Techniques
for Power-Sharing in Microgrids

Aneesh A. Chand, Kushal A. Prasad, F. R. Islam, Kabir A. Mamun,
Nallapaneni Manoj Kumar, and K. Prakash

1 Introduction

Today, the conventional AC grid is based on large-scale power generation, and the
major source of energy is exhaustive fuels such as diesel, coal and gas. Demand for
electricity is increasing exponentially, leading to lower grid stability and reliability
[1–3]. To meet the demand of power generation, new options open up in terms
of renewable energy generation [4]. The effective involvement of various RERs-
based generation results into many advantages like better environmental policies,
lowers fossil-fuel-based generation, bidirectional power flow and utility end active
participation.

The service gridfinds difficulty to connect directly to distributed generators (DGs),
which comprises of photovoltaic (PV) panel, wind turbine, hydro, storage devices,
microturbines and fuel cells, as shown in Fig. 1; therefore, the need for the microgrid
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Fig. 1 Schematic representation of different DGs

arises [5]. Another most significant reason for establishing the concept of DGs is that
they can respond to load demand at their place that it refers to as local generation [6,
7]. This interface consists of an energy storage, low distribution voltage consisting
of DG and load units. DG units allow microgrid to play a major role as compared
to classical generator. They possess a high degree of controllability and operability,
thus maintaining the stability of power network [8].

The microgrid concept is essentially a dynamic system that integrates multiple
DGs and uniform loads at distribution voltage level [9]. The intermittent characteris-
tics ofDGswhich defy the power quality, stability, frequency andvoltagemanifest the
requirement for new planning and operation approaches for microgrids [10]. Conse-
quently, conventional optimization methods in new power systems have a critical
concern in the operation of the microgrid.

Additionally, many literatures have also provided a large number of control strate-
gies, as shown in Fig. 2, designed to quantify disturbance rejection, tracking of

Fig. 2 Techniques of primary control [10]
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inverter output (i.e., voltage and current) and power quality [10, 11]. Communica-
tion and non-communication are the two-classical control methods of load sharing
in DG units: Communication control-based methods are summarized as condensed
control, master and slave inverter control and dispersed control [12–15], whereas
the non-communication control-based methods are classical droop control [16–19],
virtual scheme-basedmethod [20–23] and create- and reward-basedmethod [24–26].

This paper tries to show the strategies to control the DG unit with grid forming
when different control and load-sharing methods of inverters are applied to micro-
grid. Section 2 gives an outline of the different communication control methods.
In Sect. 3, different types of non-communication control methods are presented.
Section 4 focuses on discussion prospects. Finally, Sect. 5 gives conclusion on the
different methods of droop control.

2 Communication Control Methods

The primary control aims to properly regulate the voltage and share loads. Also,
without using a secondary control, the amplitude of output frequency and voltage
are near close to their ratings. But these control methods involve the communication
link between the modules, which ultimately affect the cost of the whole system.
Types of communication control methods are:

2.1 Central Limit Control (CLC)

Figure 3 shows the methods that are discussed in [12], which involves common
synchronization signals and current sharing modules. A phase-locked loop (PLL)
circuit is equalized between the output voltage, frequency and synchronization

Fig. 3 Schematic for central limit control
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signals. Each module also monitors the average current to achieve the same
distribution.

The key benefit of such technique is that current sharing in both a steady and
a transient state is continuous. Moreover, there is a centralized controller in this
technique which restricts the system expansion. To achieve synchronization between
the modules [12], high-bandwidth communication lines are required for the current
transient through the converters; thus, this approach significantly increases reliability.

2.2 Master and Slave Inverter Control

With this kind of control method, the inverter is connected in parallel with the starting
module acting as a master inverter. The master inverter is responsible for parallel
control, while the other inverters act as slave inverter [10, 11]. Figure 4 depicts the
schematic diagram for the master/slave scheme with a central controller. Through
this control scheme, it is noticed that it has a good performance in power-sharing
[12]. Once the master inverter fails, the improved control operation will switch to
another inverter, becoming the new master. Therefore, parallel operation of such
inverter would not get affected, but the drawback of this method is that the output
current overshoot takes place during transients, and hence, transient performance is
not good.

Fig. 4 Schematic diagram for master/slave scheme with central controller [13]
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2.3 Average Current Sharing

Regardless of the master/slave control technique, there is no central unit in this
method. Actually, this scheme requires a voltage synchronization and current sharing
bus. A control signal is shared between DGs by voltage and current reference [12,
13]. In this approach, one converter is assigned to be master unit that operates in
controlled voltage mode to establish the DC bus voltage, while the other converters
are configured as slave converters operating in a current-controlled mode.

2.4 Peak-Value Current Sharing

For AC bus during the islanding condition, a dual-loop voltage controller with a
converter is used to regulate the voltage. In this context, there is a proportional-
resonant controller (PR) used for an internal and external current and voltage control
loop, respectively,whereas other power converters are equippedwith a current control
loop in PR controller [12, 13].

2.5 Circular Chain Control

This control strategy as its name indicates is the scheme that DG interfaces are
connected together in the form of circular chain. According to Arani et al. [12], all
inverters form the chain and each inverter follows the inductive current of itself and
the earlier inverters. In this control method, each inverter’s output current and voltage
are regulated by the outer voltage control loop and the inner current control loop,
respectively.

2.6 Angle Droop Control

With conversational angle droop control, the active and reactive power is controlled
by the amplifier and frequency of the voltage. Small angles can change the power-
sharing of themicrogrid betweenDGs [12–14]. Therefore, each inverter in themicro-
grid is responsible to change its angle according to its active output power. This
control method can be modified for active and reactive power control in the micro-
grid in terms of the network characteristics. While implementing the angle droop
control appears to be more difficult than standard droop control, the systems which
use this technique can achieve greater stability margins.
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2.7 Dispersed Control

The dispersed control is generally applied to converters connected in parallel [13–
16]. In this type of control, the average current is shared. No central controller is used
in each inverter, and every module is symmetric. There is also a good management
of regulating and power-sharing, but there is no link between inverters. This debases
the adaptability and repletion of the system. More conflicts are in this type of system
since the number of parallel segments and connection line distances is increased.

3 Non-communication Control Methods

The control techniques that function with non-communications for control of elec-
tricity sharing are based on the droop concept [19, 20] Connecting remote inverters is
often essential without communication. It can avoid the heavy costs and complexity
and enhance supervision, system redundancy and reliability specifications [22, 25–
27]. Moreover, because the plug and play function of the modules enable one unit
barred to stop the system as a whole, it is less hard to stretch such a machine. Thus,
communication strains, especially for lengthy distances and excessive investment
costs, are often avoided.

3.1 Classical Droop Control

The classical droop control is also known as the primary control. The fundamental
concept is to reduce the frequencywhen active power is increased and imitate the role
of a synchronous generator. If the inverter’s output impedance is especially efficient
and reactive, then [12]:

Pi = EiV sin α

X
(1)

Qi = EiV cosα − V 2

X
(2)

where E is the converter voltage amplitude; X is the coupling impedance; a is the
angle of converter voltage; Pi andQi are the active and reactive powers, respectively;
and V is the voltage amplitude in PCC.

The Pi and Qi are particularly dependent on the power angle and voltage ampli-
tude, respectively. With reference to Eqs. 1 and 2, the following assumption can be
drawn and the characteristic droop control for P − ω and Q − E is shown in Fig. 5.

A classical droop control block diagram is presented in Fig. 6.
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Fig. 5 Characteristic droop control for P − ω and Q − E [10]

Fig. 6 Block diagram of classical droop control

As the classical droop control method is trustworthy, however, there are some
disadvantages:

• Absence of multiple control targets.
• Instead of highly inductive line impedance, there should be mixed resistive and

inductive line impedance as in microgrids.
• In microgrid, the voltage is overall not variable; therefore, it is hard to share

reactive powerwithin parallel inverters, and it can also produce circulating reactive
current.

• This method only examines fundamental values and does not deal with voltage
and current harmonics.

For minimizing above limitation, following methods are discussed in [22, 28].

• Voltage Real Power Drooping or Frequency Reactive Power Boosting:
Droop/boost control method provides enhanced act [25–29] for controlling large
resistive transmission line ofACmicrogridwith lowvoltage. But thismethod fully
depends on the parameters of the system, which naturally decreases its utilization.

• Droop-Based Method on Complex Line Impedance: Issues like line impedance
reliance, inaccurate P or Q law and sluggish transient response cannot be
addressed or solved in classical droopmethod. In [29], when considering the influ-
ence of complex impedances, the controls solve the connected active and reactive
power ratio, provide excellent dynamics and are more useful when the elements
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of the line impedance and inductance resistance (X ≈ R) in MV microgrids are
comparable.

• Power angle-based droop control method: The phase angle of this distributed
source voltage corresponds to the widely used system timing so that the energy
requirements are shared between DGs [27]. With this method, a proper load
sharing betweenDGs is achievedwithout a steady-state frequency drop. However,
in the case of synchronization of native control boards, there is no defect in the
processor crystal clock (digital), and the frequency differs slightly from that of
every inverter and thus increases system instability.

• The droop control based on voltage is one of P/V type control methods. This
strategy demonstrates band control of the AC microgrid islanded type steady
energy [27]. It fully utilizes the voltage variable that is permitted. By linking
the P/V droop control to Pdc, the voltage limit breach can be prevented if
the continuous energy band is overflowing. However, this technique of control
requires microsources to readily dispatch power. This control technique requires
a multi-stage controller that impacts the system frequency.

3.2 Virtual Scheme-Based Method

Virtual impedance line droop control is a standard droop controller that does not give
the proper reactive power distribution between parallel-associated inverters under a
line impedance imbalance. The difference in the reactive power-sharing of an AC
microgrid thus poses an important issue. Some experiments have been conducted
via a quick control loop which copies the impedance in the row in Fig. 7 [10–13] to
implement the virtual impedance in the droop control strategy.

The virtual impedance of output is selected primarily for the lead impedance of
the line [21]. A summing strategy in this line permits the selection of the virtual
impedance, to accomplish an adjusted share of reactive power if the voltage from
each inverter is lowered to the AC bus [21–24].

Fig. 7 Virtual impedance loop-based droop control
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The estimation of virtual impedance is reduced using the summation method
which reduces voltage control. Once the output voltage exceeds that of overline
voltage, reactive power-sharing is improved.

3.3 Create- and Reward-Based Methods

The classical droop control includes a few issues to be understood, such as line
impedance reliance, incorrect power-sharing and moderate transient reaction [25–
27]. Therefore, variations in the traditional droop control have been suggested to
address these issues.

Figure 8 depicts the adaptive droop control which is proposed to extensively keep
up the voltage magnitude with precise reactive power-sharing [25]. With the model,
the most extreme reactive power Qmax is drawn from every unit and contrasted with
a reference amount of reactive power Qref. Once the reactive power is maximized,
it is not exactly with the reference value, and then it is after the traditional Q/E
drop that the voltage amplitude is applied. To obtain a desired voltage amplitude,
the distinction between the output reactive power Q and the Qref is used as an added
value.

With the powerful droop control technique, the classical voltage droop can be
modified as:

�E = E − E∗ = nP (3)

where �E is zero for grid-connected mode, while the active power in islanded
mode cannot be zero, hence, leading �E not be zero. Another issue is noticed when
a change in load occurs that makes the voltage drop. The low voltage drop can
be accomplished by choosing a lower droop coefficient. For quick reaction, it is
required to choose a larger value for droop consistency. Changing E∗−Vo by means

Fig. 8 Block diagram of closed-loop system with adaptive droop control
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Fig. 9 Block diagram of powerful droop control

of a certain path through vital hypothesis, control regulation can achieve the voltage
decrease.

This system is an expert in utilizing the enhanced droop controller exhibited
in [26], and the approach is otherwise called powerful droop control. This control
approach shown in Fig. 9 alters the droop condition by deducting the inverter output
voltage RMS from the set point of voltage. In the perspective of the drop and
load impact, this strategy remedies the voltage drop. In addition, the load tension
is maintained in the rated value, but the reactivity share is poor.

4 Discussion

As discussed before, it was presumed that each of the proposed control procedure has
its own particular qualities, favorable circumstances, disadvantages and applications.
The droop control operation is mainly based on restricted system status estimates.
These variables allocated to the DG totally and repeat themselves since they retain
a strategic distance for a secure assignment from the fundamental communication
interface. Conversely, there are some drawbacks in classical droop control.

Distinctive varieties, like virtual scheme-based method and create- and reward-
based method, have been suggested in researches to overcome the constraints of
classical droop control. To add to this, the methods based on the virtual scheme
can give precise sharing of reactive power between parallel-associated DG inverters.
But this control technique presents a few constraints, such as lowering the voltage
regulation and increasing in no load voltage.

Create- and reward-based scheme offers brilliant voltage regulation and reactive
power-sharing. But these strategies result in load harmonic sharing and poor active
power. Generally, for AC microgrid the central control procedures are to give an
account of the conclusive points that can resolve the given issues:
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Table 1 Possible benefits and drawbacks of communication-based control

Communication-based control

Concentrated control Master/slave control Distributed control

Benefits Continuous power-sharing
in steady and transient
conditions
Control frequency and
regulation of voltage

Easily recuperate output
voltage
Continuous power-sharing
in steady and transient
conditions

Symmetrical for every
module
Continuous power-sharing
with constant voltage
supply

Drawbacks Communication with high
bandwidth
Low expandability and
reliability

During transient’s stage, it
has high current overshoot
Communicate with high
bandwidth
Low redundancy

Require bus
communication
Degrade the system’s
modularity

• Stability issue
• Harmonic load sharing
• Settlement within frequency and active power-sharing
• Integration of sustainable power source assets.

However, the possible benefits and drawbacks of communication and without
communication-based control methods are shown in Tables 1 and 2, respectively.

5 Conclusions

This chapter shows a comprehensive study on DG unit load-sharing control tech-
niques. The work contains droop methods which demonstrate improved efficiency in
terms of additional services like impedance of the system, harmonic energy sharing
and the appropriate voltage and energy control. In view of the discussion depends
upon the survey, the varieties of the droop control procedure remove the basic draw-
backs of the classical droop control (i.e., impact of the impedance imbalance on active
and reactive power-sharing and frequency deviation). The survey also reveals that
changing a single control technique for all applications or improving one variety’s
deficiency in classical droop control is alarming. Nevertheless, it is well understood
that various variants of the droop controlmethod are able to solve their own limitation
and improve the microgrid’s overview and performance.
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Table 2 Possible benefits and drawbacks of non-communication-based control

Benefits Drawbacks

Conventional and variants on droop control

Conventional frequent
droop control

Implementation can be
achieved without
communication
More flexibility, expandability
and modularity

Poor harmonic sharing with slow
dynamic response
Low frequency and voltage
regulation
Physical parameters need to be
considered

VPD/FQB droop control Good for high resistive
transmission lines
Communication is not required

Physical parameters need to be
considered
Poor frequency & voltage
regulation

Complex line impedance Decoupled active and reactive
controls
Better regulated voltage

Line impedances need to be
considered

Angle droop control Improved regulated frequency Need GPS signals
Low power-sharing

Droop control with
constant power band

Micro-source characteristic
and specification are
considered
Operates with MPPT and
functions with certain range
Energy usage is more
efficiently
Limits low voltage limit issue

Dispatched abilities are required
for micro-source
Require multi-stage controllers
and impact on system
effectiveness

Virtual structure-based method

Virtual output impedance
control

Physical parameters are not
concerned
Good system stability and
power-sharing

Voltage regulation is not
guaranteed
Controller requires relatively
high bandwidth

Enhanced virtual
impedance control

Able to manage both linear and
nonlinear loads in
power-sharing
Mitigates the PCC harmonic
voltage

Communicate with
low-bandwidth
Physical parameters need to be
considered

Virtual frame
transformation method

Decoupled active and reactive
power controls

Difficult to achieve same angle of
transformation for all DGs,
physical parameters need to be
considered

Constructed and compensated-based method

Adaptive voltage droop
control

Good voltage regulation
Better power-sharing and
system stability under heavy
load condition

Physical parameters need to be
considered

(continued)
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Table 2 (continued)

Benefits Drawbacks

Synchronized reactive
power compensation

Good power-sharing
performances
No need to consider the
physical parameters

Low synchronized
communication bandwidth

Droop control-based
synchronized operations

Good power-sharing
performances
No need to consider the
physical parameters
Robust to communication
delay

Low synchronized
communication bandwidth

Q − V dot control method Like conventional droop
control

It requires initial conditions
Limits the steady-state solutions
Quick destabilization

Common variable-based
control method

Constant reactive
power-sharing
No need to consider the
physical parameters

Difficult to get constant voltage
due to long distance

Signal injection method Can handle both linear and
nonlinear loads
No need to consider the
physical parameters

Contains harmonic distortion in
voltage
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Performance Analysis of Lead Acid
Batteries with the Variation of Load
Current and Temperature

M. Achyut Raj Tilak, Umamani Subudh, and Debani Prasad Mishra

1 Introduction

It is ordinarily believed that sustainable power source will assume a significant job
for future power age. Be that as it may, the inquiry is the reason we consider it
as a future power age source together with ordinary vitality sources. The vitality
request is expanding with the development of populace.We accept that this awesome
development of vitality can’t be met with conventional vitality framework alone
without unequivocally expanding weight on sustainable power source. Thus, in this
circumstance, battery is considered as conspicuous stockpiling gadget. Again, as to
unwavering quality and cost of independent or matrix associated PV (photovoltaic)
control frameworks, stockpiling battery speaks to principle, significant and costliest
segment. So, battery is a vital segment in regard of generally speaking PV framework
execution and financial investigation for the framework.

2 Battery

There are various sorts of battery-powered battery which can be utilized as capacity
gadget of independent sun-oriented PV frameworks like Lead corrosive, Li-particle,
Ni–Cd, Ni–Mh battery and so forth [1]. Among them Lead corrosive battery is the
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innovation of decision for most of the PV frameworks. Although there are execution
confinements which brings about unnecessary substitution costs, work-place word
relatedwellbeing and security issues andoperational support issues.As lead corrosive
batteries are generally utilized in various nations including Bangladesh, so in this
paper execution of battery under various load conditions and variable temperature
has been read for lead corrosive batteries.

3 Parameters Affecting Performance of Battery

As battery is a significant segment, we should think about its proficiency and the
parameters which are answerable for corrupting the presentation of this stockpiling
gadget. The corruption of battery limit for the most part relies upon territories under
charging/releasing stages, DOD (Depth of Discharge) of the battery, introduction to
the drawn out times of low release and normal temperature of the battery over its
lifetime. Among these, two significant parameters to be specific charging current and
burden current and temperature are talked about here.

3.1 Effects of Charging Current and Load Current

The charging or releasing flows influence the battery limit. On the off chance that the
release current is high, at that point the measure of vitality that can be separated is
decreased and the battery limit is low. This happens as the important parts required for
the response to happen needmore time to achieve their status for synthetic responses.
Again if release current is low, more vitality can be separated from the battery and
the battery limit is higher. So profundity of release and evaluated battery limit is
firmly influenced by the charging and burden current rate.

In the event that we amass in Fig. 1, we can see that if release rate is high, span
of release of battery is low and the other way around. Again it is likewise valid in

Fig. 1 Terminal voltage versus duration of discharge
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the point of view of terminal voltage, at high release rate, terminal voltage lessens
rapidly.

3.2 Effects of Temperature

The standard rating for battery is considered at room temperature of 25 °C. The
battery temperature ought to be amended by applying a temperature remuneration
coefficient if working temperature is other than 25 °C (Table 1).

Temperature and battery limit keep up an opposite relationship. At the point
when temperature goes down limit of the battery diminished. What’s more, the limit
increments with increment in temperature. The beneath diagram speak to how the
lead corrosive battery limit fluctuate over years with working temperature. Here we
can see, at having fever of 35 °C the battery will convey more than its appraised limit
yet their life is moderately short where at 15 °C, lifetime increments with buildup in
limit (Fig. 2).

In this way, high temperature will build limit, abbreviate life, increment interior
release rate with the expansion of charging current. Then again, by bringing down
temperature, limit will diminish yet life of the battery will increment. Limit at lower
temperature diminishes the accessible battery limit by 0.5% per F [2].

Table 1 Coefficients of temperature compensation

Temperature (°C) −20 −10 0 10 20 25 30 40

Coefficient of compensation for 7200 min
discharge

0.58 0.72 0.83 0.91 0.98 1 1.02 1.05

Fig. 2 Battery capacity versus battery age
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4 Battery Equivalent Model

As we previously referenced, battery is the key part for sustainable power source
frameworks. What’s more, there are various parameters which break down battery
limit and its lifetime. Presently to see this parameter well, we need to test the battery.
Be that as it may, testing a battery takes a few hours and great number of testing parts
like reasonable battery charger, stopwatch, voltmeter, ammeter and so on [3]. To
decrease this long testing time and measure of physical testing segments, electrical
battery identical circuit model is important and battery execution can be reenacted
through reproduction programming. So with the end goal of limit assurance and
ideal part choice, displaying and recreations of battery framework are created to
anticipate the battery execution. There are number of battery identical scientific
models accessible for reproduction purposes like Thevenin battery model, Coppetti
model, third request model, fourth request model and so forth portrayed in Refs.
[4, 5].

In this investigation, we utilized a model which depicted in Ref. [6], which is built
utilizing the Sims cape model library Lead AcidBattery_lib. In this model, proposed
condition contains a few parameters that must be distinguished. This recognizable
proof can be disentangled by thinking about a portion of the parameters as constants.
In Ref. [7] this parameters and conditions are characterized. It has been demon-
strated that this model was equipped for giving precise reenactment results at a quick
recreation speed.

4.1 Battery Model Structure

The battery model was intended to acknowledge contributions as present and
surrounding temperature individually. Also, the yield is voltage, SOC and electrolyte
temperature.

A battery model is demonstrated as follows (Fig. 3).
It contains three significant squares which is appeared in Fig. 4.

Fig. 3 Block diagram of battery model
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Fig. 4 Circuit for equivalent battery representation

1. Thermal model
Warm model square speaks to encompassing and battery electrolyte tempera-
ture. It is accepted that cooling is principally through regular convection and the
warming is essentially conformed to the battery due to charging and releasing
periods of the battery.

2. An equivalent circuit model
This structure comprised of two fundamental parts: a primary branch which
approximated the battery elements under most condition and a parasitic branch
which represented the battery conduct toward the finish of the charge. This battery
equal circuit speak to one cell of the battery.
Every proportionate circuit dependedonnonlinear conditions as found inRef. [7].
Various parameters and states are incorporated into these non-straight conditions
and the parameters rely upon observationally decided constants.

3. Block model for simulation of Charge and capacity of battery
This square tracks the battery’s ability, condition of charge (SOC), profundity of
charge (DOC) and so on.
The battery ismimicked to see the impact of corrosive battery by differing current
and temperature utilizing this battery model.

5 Battery Simulation

To evaluate battery limit is a test due to variable parameters of battery. To guarantee
whether a battery is completely energized or completely released is hard to survey.
So these challenges ought to be mulled over during the laboratory testing process.
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The model as talked about in the past area speaks to the model of a cell of a battery.
So on the off chance that we need to mimic a 12 V battery, we should associate 6
bits of 2 V battery cell hinders in arrangement. The underlying estimation of SOC
and DOC are taken as 20% and the last worth is considered as 80% to rearrange the
battery demonstrating in charging and releasing states. As we previously referenced,
to watch the impact of charging/load current and temperature variety we utilized
MATLAB Simscape model [8, 9].

5.1 Variation of Charging and Discharging Current

In this investigation, we reenact a lead corrosive battery determined as ostensible
voltage of 12 V, ostensible limit of 20 Ah, and charging and releasing rate C/10. So
our charging and releasing current is 2 A. Here, battery was first released under 2 A
steady burden and afterward charged under 2 A consistent current to carry the battery
to the underlying condition of charge. This is demonstrated Fig. 5.

Corresponding to the charge cycle, the terminal voltage, SOC, DOC and
Temperature are shown in Fig. 6.

These figures uncover that the cell terminal voltage at the main period of release
process is equivalent to 2.15 V (along these lines, for a 12 V battery, terminal voltage
will be 12.9 V). SOC and DOC both are equivalent to 80%. At the point when we
place a heap, SOC and DOC begin to diminish until the cell voltage is 2.11 V and the
estimations of SOC and DOC boiled down to 67% and 65% separately. At that point
the battery is charged again until the cell voltage is equivalent to 2.18 V (For a 12 V
battery, it is 13.1 V) and both SOC and DOC were 80%, a slight increment in the
estimations of SOC and DOC. On account of electrolyte temperature, we considered
the room temperature of 25 °C as appeared in Fig. 6.

Fig. 5 Cycle of charging
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Fig. 6. Recreation results of lead corrosive battery 20 AH battery

5.2 Variation of Temperature

From the outset we increment the encompassing temperature 25–40°C. For this
temperature extend, following changes happened in SOC and DOC For this situation
additionally, introductory estimation of Terminal voltage, SOC and DOC stayed
same. At the point when we set a heap, SOC and DOC began to diminish however
this time the estimation of SOC and DOC is 76% and 75% separately while at 25C it
was 67% and 65% individually. So increment in temperature builds the limit. Again
the estimation of SOC and DOC is additionally expanded subsequent to reviving the
battery. While at 25 °C, the estimation of SOC and DOC were 82%, here the worth
expanded to about 86% (Fig. 7).

Presently in the event that we decline the temperature from 25 to 0 °C, for this
situation when we set a heap the estimation of SOC and DOC is diminished, as for
temperature at 40 °C. For this condition, the estimation of SOC was 46% and the
estimation of DOC is just 43%. So we can see that this worth is a lot of lower than
the underlying estimations of SOC and DOC at 25 °C. So decline in temperature
diminishes the limit which can be seen through Fig. 8.
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Fig. 7 Simulation results for variety of temperature from 25 to 40 °C

6 Conclusions

Lead corrosive battery is being utilized worldwide in independent or nano/scaled
down matrix sun-oriented PV frameworks. Whatever the PV framework is little or
enormous, battery is one of the key variables to understand an effective framework.
So the parameters which influence the battery execution have been contemplated
in this paper. So the battery execution was basically considered with the variety of
encompassing temperature and burden current. During release cycle of the battery,
terminal voltage, SOC, DOC parameters decrease significantly. Additionally variety
of temperature above and beneath 250 °C has been contemplated through the repro-
duction programming. Increment of temperature above 250 °C shows increase for
both SOC and DOC while the terminal voltage of the battery nearly continued as
before. Bringing down temperature underneath 250 °C, both SOC and DOC dimin-
ishedwith no considerable change in terminal voltage. Sowe presented the Simscape
instances of lead corrosive battery and utilized this guide to mimic the lead corrosive
battery in context of burden current and temperature. Also, the recreation with this
battery model is totally continuous reproduction. So with this recreation strategy,
one can anticipate significant variety in the parameters of a battery without under
going into tedious battery tests.
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Fig. 8 Simulation results for diminishing temperature from 25 to 0 °C
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Effect of Loss of Load Probability Due
to Power Transformer Derating Factor
on Smart Grid Reliability

T. Bharath Kumar and M. Ramamoorty

1 Introduction

One of themost essential electrical transmission and distribution systems equipment,
the transformer. The power transformer’s capital investment is large in transmission
and distribution substations, relative to the other elements. Periodic maintenance and
continuous monitoring are essential to boost rating of power transformers. Trans-
former failures result in large financial loss, additional maintenance expenses and
major interruptions [1, 2]. Amassive power loss will arise in the related transmission
and delivery systems because of the failure of the transformer. The assessment of
the operational life of the transformers is therefore a famous subject of attention
[1–14]. The frequent source of transformer failure is overloading and can happens in
numerous forms, like continuous, irregular, due to several reasons, including sched-
uled or emergency contingencies [3]. The breakdown of the transformer could also
be due to longer overloading, thus it is necessary to foresee the available capacity of
the transformer to regulate the load. Over time, different authors have presented the
derailment of the transformer on the source of harmonics in the load current, unbal-
anced conditions for long duration of time and overburdening load conditions [4–6].
Njafi et al. [6] have proposed, a derating factor based on the effect of unbalanced
voltages and load currents on the current rating of each phase. Several models and
standards for transformer operating conditions including overloading factors, oper-
ating temperatures, etc. have been published over the years [7–17]. In the year 2010,
Jawad Faiz et al. have illustrated the issues with top oil temperaturemeasurement and
suggestedmodifications for the existing IEEEmodel for temperature rise as the same
does not adequately represent the changing nature of temperature. However, they did
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not take up the computation of derating factor or reliability assessment. It should be
noted that IEEE standards include even the effect of altitude on tank temperature.
Hence, it can be seen that tank temperature is indeed influenced by various climatic
and geographical parameters and different approaches have been suggested to model
the same [5].

The value of the transformer is significantly impacted by the variability in the
temperature of the tank, which depends on the load, atmospheric temperature, wind
speed and the allowable maximum oil temperature [7–14]. The heat losses (I2R
losses) are caused by the load which is related the oil temperature. I2R losses are
more prevalent and are liable for oil temperature relative to other losses that rely
on the voltage connected and frequency which are reasonably constant. Most of the
I2R losses in a given transformer rely on the respective connected load [15–17].
Rating of the transformer is calculated by the permitted oil temperature of the tank
and is limited to 80 °C to avoid chemical dissociation of oil (IS 2026). Thus, the
change among the top oil high temperature (80 °C) and thermal reading of the tank
determines the allowable amount of I2R losses that, in turn gives rise toward the
allowable rating of the given transformer [17]. The discrepancy in temperature �T
(=80-Tank temperature) determines the allowable amount of the connected load.

�T = M
(
I 2R

)
(1)

where M relies on oil thermal resistance. Both M and R (Winding Resistance) are
believed as stable during the operation.

Therefore

I =
√

�T

MR
(2)

i.e, Transformer Rating = (V × I )α
√

�T (3)

Wind is an important atmospheric factor that directly affects the transformer tank
temperature. However, wind speed is not considered by anyone in estimating the
tank temperature or derating factors thus far. Several wind speed estimation models
and their wide spread usage in reliability assessment of power generation have been
reported in many research articles. Again, these wind speed estimation models have
not been used for transformer derating or probability assessment. Since transformer
tank temperature is dependent on atmospheric temperature and wind speed, it is
desirable that proper models have to be used for estimating these parameters and
then use them for further analysis such as reliability assessment.

Keeping in mind the above said aspects, simplistic models for forecasting wind
speed and temperature have been proposed. By adopting the proposed methodology,
the wind velocity in the transformer location, atmospheric temperatures are projected
for next day to determine the temperature of the tank and to estimate the new reduced
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rating of the transformer. Subsequently, reliability analysis is carried out by evalu-
ating LOLE. This method is simple compared to methods proposed in [3–6] and is
based on forecasted temperature of the atmospheric and wind velocity.

The recommended approach in this paper focuses on finding the expected value
of new rating factor of the given power transformer based on calculated value of
tank temperature, from the forecasted values of atmospheric temperature and the
behaviour of the wind velocity. Therefore, forecast of these two attributes for the
future is based on the recorded data of the past one typical week. Once the derating
factor is known, the LOLE is computed from time to time. The connected load
variation is assumed to have a normal distribution and using its cumulative probability
curve the loss of expected load is evaluated using the predicted transformer available
capacity. The following section describes the procedure adopted. Section 2 explains
about Data Collection andModelling and Sect. 3 deals with the evaluation of derating
factor based on the temperature of the tank. Assessment of loss of load probability
is discussed in Sect. 4. Sections 5 and 6 deal with results and conclusion.

2 Data Collection and Modeling

Hourly atmospheric data over one week is collected and then values of wind velocity
in the location of transformer, thermal reading of the tank and atmospheric temper-
ature in the same location for the following week have been forecasted based on
the recommended models. In fact, the temperature of the tank is high in comparison
to the atmospheric temperature. The theory is that whenever the temperature in the
transformer location and the wind velocity are measured to be high, discrepancy in
atmosphere and the temperature of the tank is smaller. Therefore, the atmospheric
temperature recorded to be high and wind speed is small, then deviation among the
atmosphere and the temperature of the tank is high. It specifies that a relationship
within wind speed, temperature of the tank and the atmospheric temperature. Wind
speed in location has a major influence on the temperature of the tank, depending on
the weather conditions. The temperature of the tank is believed to be uniform over
its surface.

To forecast the specific day wind speed with available source of the historical
data, the wind speed per hour (Qn) on any nth day is computed by making use of
the average wind speed (Qo) meant for the specific hour of the subsequent week and
corresponding standard deviation (σ ) with constant (Bn) as indicated by [17].

Qn = Qo + σ Bn (4)

Thus, an average wind speed of one week is used to test the essence of wind speed
and constant Bn in Eq. (4) in lieu of certain hour of nth day has presumed as second
order polynomial. The hourly details of weather data analysed in this paper is shown
in Table 1.
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Table 1 Weather and transformer data

Day Wind velocity
(km/h)

Atmospheric
temperature
(°C)

Tank
temperature
(°C)

An for wind
speed

An for
atmospheric
temperature

Mon 13.5 43.2 55.0 −5.019 −3.002

Tue 15.0 45.3 52.4 −1.254 −0.550

Wed 16.5 46.1 48.2 2.509 0.383

Thus 16.0 43.9 49.5 1.254 −2.183

Fri 14.7 47.9 53.6 −2.007 2.483

Sat 16.5 44.0 47.8 −2.509 −2.066

Sun 16.3 50.0 51.2 2.007 4.933

Bn = r0 + r1Y + r2Y
2 (5)

where Y indicates day number and r0, r1, r2 are the related constants for each day.
The forecast of wind speed in the transformer location and atmospheric temper-

ature at the same location on the 8th day for a given hour, the data for the last one
week on wind speed, tank temperature and atmospheric temperature for a given hour
are acquired from the 220 kV substation. The expected 8th day derating factor for
the substation power transformer is computed from the available data. Wind velocity
is estimated on the 8th day using Eq. (4) by the known A8. The average wind speed
from the historical data, standard deviation is estimated with weekly wind speed
data for hour under consideration and using Eq. (4), the constants B1 to B7 for the
specific hour in a week are evaluated and by using Eq. (5) constants r0, r1, r2 are
computed through error minimising while calculating Bn. Through such data, the
transformer locational 8th day wind speed per hour is calculated by means of the
earlier premeditated coefficients r0, r1, r2. Theweekly average locational wind speed
and its standard deviation are expected to be the same for the 8th day of the given
hour.

Forecast methods for wind speed and atmospheric temperature by Eqs. (4) and
(5) are the same and the forecasted values are verified by the data composed by
MOSDAC, India. The thermal reading of the tank as well as the atmospheric temper-
ature of historical data and the corresponding constants in Eq. (4) are calculated and
shown in Table 1. Hourly measurements of wind speed plus surrounding tempera-
ture are made in the vicinity of the power transformer location. Wind speed in the
analysis and locational atmospheric temperature are assumed as independent and
uncorrelated, and the temperature of the tank depends on these two parameters. As
indicated in the following Eq. (6).

Tt = (C1Q) + (C2TA) + C0 (6)

where
T t = Temperature of the tank.
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Q = Wind Speed.
T a = atmospheric temperature.
The available historical data of the coefficients (C1, C2, C0) are computed to

minimise the error among the measured, computed values of the given transformer
tank temperature. Therefore, forecasted data of wind speed, atmospheric temperature
of 8th day are estimated by using the constants C1, C2, C0. As the temperature of
the tank depends on the speed of the wind and the atmospheric temperature, which
vary from time to time. Also, observed that forecast of the temperature of the tank
from historical records is not accurate compared to the abovementionedmethod. The
proposed method to measure thermal reading of the tank for the 8th day is followed.

The values of C1, C2, C0 are computed from the historical data are −2.5983,
0.1037 and 86.2418. The forecasted wind speed, atmospheric temperature of the 8th

day are 15.64 km/h, 47.12 °C. Using Eq. (6), the tank temperature of the power
transformer on 8th day is computed to 50.483581 °C.

3 Transformer Derating Factor

The 8th day tank temperature per each hour is estimated on the basis of the last week
and power transformer rating consider in this analysis is regularly influenced by
losses. Most of the heat losses in the operational power transformer are attributed to
copper windings and the residual losses are greatly less than I2R losses [9]. A number
of factors, such as atmospheric temperature, oil temperature, and wind speed, affect
the temperature of the tank. The top oil temperature of the transformer must be held
at 80 °C to prevent dissociation of the oil under all circumstances. In this article, only
I2R losses are considered to influence the thermal readings alteration amongst the oil
and tank and thus the rating formula for the power transformer has been provided by
Eq. (7). The new derating factor formula is derived from the fore mentioned analysis.
The proposed derating factor along with the accessible MVA rating for the power
transformer are formulated in Eq. (7).

F =
√

top oil temperature − tank temperature

nominal top oil temperature − nominal tank temperature

=
√

�T

�Tnominal
= Ipermissible

Inominal
= New rating

Nominal Rating

Rnew = F × RNominal (7)

where, Rnew, RNominal are new rating and nominal rating of the power transformer
and thermal readings of the oil and transformer tank are 80 °C, 45 °C respectively. For
the operation of the recommended solution, a 100MVA power transformer operating
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Table 2 New derating factor for each day

Day No. Tank temperature (°C) Derating factor (K) New rating of the transformer (MVA)

1 58.00 0.91932 91.932

2 52.40 0.88010 88.010

3 48.20 0.95319 95.319

4 49.50 0.93350 93.350

5 53.60 0.86849 86.849

6 47.80 0.95916 95.916

7 48.50 0.94866 94.866

on average load of 80 MW 0.8 power factor is used to estimate the derating factor.
The derating factor and new rating of the power transformer are shown in Table 2.

4 Probabilistic Reliability Assessment

As mentioned earlier, the transformer rating is changed due to the variation in tank
temperature and hence the nominal load may not be met. From the proposed method-
ology, the new rating of the transformer is calculated. In general, the load is not
constant and has probabilistic variation with a specified average and standard devi-
ation. With the new derating factor, the loss of load expected (LOLE) is computed
as explained below. The loads are assumed to follow the normal distribution. The
probability density function of the normal distribution shall be determined by the

P(x) = 1√
2πσ 2

e− (x−μ)2

2σ2 (8)

where μ, σ are the average mean and standard deviation.
The load is assumed to take average value of 100MVA and the standard deviation

of 0.1 in lieu of the specified hour. It is expected that forecasted derating factor of the
givenpower transformer for 8th daybymeansof the forecasted averages ofwind speed
and the atmospheric temperature remains same. With the expected value of derating
factor of transformer for the 8th day and the load variation in MVA with its average
value of 100 MVA with a standard normal distribution of 0.1, probability of loss of
load is computed as follows. With the derated transformer rating of 91.83 MVA, any
load above this value cannot be met.

According to the theory of probability, the load can vary between (X − 2σ ) to (X +
2σ ) with a confidence limit of 95%. So the load will vary between 80 and 120 MVA.
In some cases, the derating of the transformer is less than the lower limit of the load,
then load above the derating of the transformer give LOLE. In the probability density
curve of Fig. 1, the probability of load being less than 0.9183 is given by P1 equal
to the area under the curve up to X = 0.9183.
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Fig. 1 LOLE probability
calculation
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P1 =
0.9183∫

0

P(x)dx (9)

Similarly, the area under the curve up to 120 MVA which is the maximum load
is P2 given by

P2 =
1.2∫

0

P(x)dx (10)

The difference P2 − P1 is the loss of load probability (LOLE) due to change in
tank temperature and this is shown by the shaded area in Fig. 1. The loss of load
probability (LOLE) for this case is 0.32199. The LOLE without considering the
limits of load variation is given in the following equation.

LOLE = 1 −
0.9183∫

0

P(x)dx (11)

The effect of variation in σ the standard deviation of load on the LOLE is shown
in Fig. 2 and observed that it is exponentially decaying with variation in standard
deviation.

5 Results and Discussion

In this article, a novel derating factor to the power transformer is derived based
on the forecasted thermal readings of the transformer tank. Figure 1 demonstrates
the variations of the given power transformer rating due to tank temperature. The
probability of loss of load expected (LOLE) is chosen as reliability indices and is
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Fig. 2 Variation of additional LOLE probability with standard deviation

evaluated in this paper. The wind velocity, atmospheric temperature and tank temper-
ature are predicted based on hourly data of past one week. Thereafter the calculation
of derating factor of the power transformer is explained. The LOLE probability is
also evaluated by assuming that loads follow a normal probability distribution. The
variation of LOLEwith standard deviationwas investigated. The proposed analysis is
very beneficial to take decisions by the power system operator to maintain reliability.
In case of smart grids, the LOLE due the derating of the transformer effects the local
power demand. The experience of the proposed transformer derating factor helpful
in planning of alternative source of generation to meet the demand. The presented
methodology is also increases the penetration of the distributed generators in the
local smart grid region.

6 Conclusion

This paper proposes an evaluation of the derating factor for power transformer due to
variation of temperature and the consequent probability of LOLE. The power trans-
former rating variations due to the temperature are investigated. A simple method
of prediction of tank temperature is illustrated and proposed predictive models are
validated with the actual recorded atmospheric data. Based on predicted values, the
derating factor for the power transformer and loss of load probability are calculated
assuming normal probability distribution for the connected load.
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DGA and AI Technique for Fault
Diagnosis in Distribution Transformer

Satyabrata Sahoo, Kantipudi V. V. S. R. Chowdary, and Swagat Das

1 Introduction

For reliable operation and uninterrupted power supply, regular condition monitoring
of the power transformer is necessary. Sudden failure of the power transformer causes
severe economic loss in terms of cost of transformer and disruption in power supply.
If the condition of the transformer is estimated earlier, then it can be replaced to
decreased load condition instead of sudden failure [1]. Dissolve gas analysis has
now become the traditional method for transformer fault diagnosis. The dissolved
gas analysis gives the concentration of different gases present and, therefore, types
fault can be predicted based on the concentration of gas. For the fault prediction
from the DGA output, various methods are available, such as key gas method, IEC
three ratio methods, ANN, and fuzzy logic. But due the variability of DGA data
according to the rating and operational condition of transformer, it is not an easy task
for the traditionalmethods to identify the faults. Some faults are unpredictable by IEC
ratio method and ANN suffers from the problem of over fitting. But since the fault
prediction of transformer is a classification task, then special classification tool such
as SVM is used for this purpose was originally designed for binary classification.
We arranged each binary classification in a decision tree manner for our overall
fault diagnosis of transformer [2]. Its classification accuracy does not depend on
the number of features of the input data. SVM gives better result than ANN and
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IEC methods due to its better generalization ability and structural risk minimization
principle [3].

2 Support Vector Machine

Support vectormachines (SVMs) is amachine learningmethod introduced byVapnik
in 1995which ismostly used for pattern recognition problems. SVMperforms pattern
recognition by using support vectors which is a decision surface between two classes
determined by some training data samples [4]. SVMworks on the principle of struc-
tural riskminimizationwhile the traditional pattern recognitionmethods are based on
empirical risk minimization. In empirical risk minimization, the performance of the
training data set is optimized while in structural risk minimization, the probability of
misclassification is minimized [5]. SVMworks on the principle of maximummargin
of separation between two classes of data. As shown in Fig. 1. Consider a training
data set {XI , yI }Ni=1 where XI is the input data for the ith sample and yI is the target
output data. XI ∈ Rn And yI ∈ {−1,+1}. The decision surface equation that does
the separation in the form of hyper plane is given by

WTX + b = 0.

where ‘w’ is a variable weight vector, ‘x’ is the input vector, and ‘b’ is the bias. For
the maximum margin between the two classes of data, the weight vector ‘w’ should
be minimum which forms the quadratic programming problem as, 1

2 |w|2.

Subjected to yI
(
wTxi + b

) ≥ 1

For linearly non-separable case, the slack variable εi is introduced and quadratic
programming problem becomes,

Minimization
1

2
|w|2 + C

N∑

i=1

εi

Subjected to yI
(
wTxi + b

) ≥ 1 − εi , i = 1, 2 . . . N

Fig. 1 Svm classification by
optimal hyper plane
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where ‘C’ is called regularization parameter and it keeps the balance between the
number of non-separable points and the complexity of the machine.

Using Lagrange multiplier ∝i , the constrained optimization problem becomes,
Maximization

Q( ∝ ) =
N∑

i=1
∝i − 1

2

N∑

i=1

N∑

J=1
∝i∝ j yi y j

(
xTi · x j

)
[6]

Subject to (1)
N∑

i=1
∝i yi = 0

(2) 0 ≤∝i≤ c
for i = 1, 2 . . . N

The optimal value of weight vector ‘w’ is given by,

w0 =
N∑

i=1

∝0 yi xi

The decision-boundary function given by,

f (x) = sign
∑

yi ∝i k
(
xi x j

) + b

The various types of kernel functions that can be used for SVM classification are

Linear kernel k
(
xi , x j

) = (
xTi · x j

)

RBF kernel k
(
xi , x j

) = exp
(
−γ

∥∥xi − x j

∥∥2
)

Polynomial kernel k
(
xi , x j

) = (
xTI x j + 1

)P

Gaussian kernel k
(
xi , x j

) = exp

(
− 1

2σ 2

∥
∥xi − x j

∥
∥2

)

3 Fault Classification Process

Faults in transformers can be identified according to the gases generated due to the
heating of oil in dissolved gas analysis and the gases that are predominant at various
temperatures are hydrogen (H2), methane (CH4), ethylene (C2H4), ethane (C2H6),
acetylene (C2H2), carbon monoxide (CO), and carbon dioxide (CO2), but we are
considering five gases such as hydrogen, methane, ethylene, ethane, and acetylene
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for our fault classification [7]. The Key gas method detects five states of transformer
such as partial discharge and corona, electric arcing, thermal fault at low temperature,
over heating of oil and sparking, normal condition which are to be determined from
the concentration of these five characteristic gases.

4 Algorithm

Step-1: Concentration of the five characteristic gases is given as input to the svm1.it
will detect fault and normal condition. SVM1 needs highest accuracy than others
since it is at the top level of the binary tree classification [8].

Step-2 After a data has been detected as fault condition, then, it is given as input
to SVM2 which will detect whether it is a heating fault or discharge fault.

Step-3 If the data is classified as discharge fault, then it is given as input to SVM3
which will detect whether it is a high energy electric arc fault or low energy partial
discharge and corona fault.

Step-4 If the data is classified as heating fault, then it is given as input to SVM4
which will detect whether it is a overheating and sparking fault or thermal heating
low temperature.

All the above description and the binary tree structure for fault classification are
represented in Fig. 2.

Fig. 2 Binary decision tree
for SVM classification
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5 Result and Discussion

90 oil testing samples are taken from research laboratory of NIT Hamirpur and
from different research papers. SVM is trained with 60 samples and tested with 30
samples. This experiment was done by using classification learner app in MATLAB
R2016a.After training the data, the accuracy of the different types of SVM is verified.
Configuration matrix of that SVM is selected which gives the maximum accuracy
and imported for the predictions of new testing data. The predictions for new data
is done by using function ‘yfit = trained Classifier.predictFcn(T)’. First, SVM is
trained and tested to classify between the fault condition and normal condition. It is
trained with 30 numbers of samples with fault condition and 30 numbers of samples
with no-fault condition. Then, 15 numbers of data samples are used to test first SVM
and all the data samples are classified correctly. Second SVM is trained and tested
to classify between the heating fault and arc fault. It is trained with 15 numbers of
samples with heating fault condition and 15 numbers of samples with discharge fault
condition. Then 15 numbers of data samples are used to test second SVM and out
of which 14 data samples are classified correctly. Third SVM is trained and tested
to classify between electric arcing fault and partial discharge and corona fault. It is
trained with 8 numbers of samples with electric arcing fault condition and 7 numbers
of samples with partial discharge and corona fault condition. Then, 10 numbers of
data samples are used to test fourth SVM and all the data samples are classified
correctly.

Fourth SVM is trained and tested to classify between overheating fault and thermal
heating at low temperature fault. It is trained with 8 numbers of samples with over-
heating fault condition and 7 numbers of samples with thermal heating at low temper-
ature fault. Then 10 numbers of data samples are used to test third SVM and out of
which 9 data samples are classified correctly. The overall binary tree is tested with
26 DGA samples and 24 samples are classified correctly. Hence, the accuracy of the
overall binary tree was 92%.

The following gases have been considered for the ‘2D’ representation of the output
of each SVM, on the basis of fault detection by key gas method [9].

Fault condition and no-fault condition are classified by first SVM (SVM-1). Out of
the five characteristic gases, any two gases can be considered to get the desired output.
Here, hydrogen (H2) and acetylene (C2H2) have been considered to get the desired
output. For SVM-1, linear SVM gives maximum accuracy; hence, configuration
matrix of linear SVM has been imported for prediction of new testing sample as
shown in Figs. 3, 4 and 5.

SecondSVM(SVM-2) classifies betweenheating fault and discharge fault.Hence,
methane (CH4) and acetylene (C2H2) have been considered out of the five charac-
teristic gases to get the desired output. For SVM-2, medium Gaussian SVM gives
maximum accuracy; hence, configurationmatrix ofmediumGaussian SVMhas been
imported for prediction of new testing samples as shown in Figs. 6, 7 and 8.

Third SVM (SVM-3) classifies between electric arcing fault and partial discharge
and corona fault. Here, hydrogen (H2) and acetylene (C2H2) gas concentrations have
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Fig. 3 Training output of
svm1

Fig. 4. Configuration matrix
of svm1

Fig. 5 Kernel functions of
svm1
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Fig. 6 Training output of
svm2

Fig. 7 Configuration matrix
of svm2

Fig. 8 Kernel functions of
svm2
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been considered to get the desired output. C2H2 is the predominant gas for arcing
in oil and H2 is the predominant gas for partial discharge and corona. For SVM-3,
fine Gaussian SVM gives maximum accuracy; hence, configuration matrix of fine
Gaussian SVM has been imported for prediction of new testing samples as shown in
Figs. 9, 10 and 11.

Fourth SVM (SVM-4) classifies between overheating fault and thermal heating
at low temperature fault. Hence, acetylene (C2H2) and ethylene (C2H4) have been
considered to get the desired output. Ethylene is the predominant gas for overheating
of oil. For SVM-4, linear SVMgivesmaximumaccuracy; hence, configurationmatrix
of linear SVM has been imported for prediction of new testing samples as shown in
Figs. 12, 13 and 14.

In Table 1, the code in the output represents for incipient faults are:

1. No-fault condition/Normal condition (NF).

Fig. 9 Configuration matrix
of svm3

Fig. 10 Kernel functions of
svm3
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Fig. 11 Training output of
svm3

Fig. 12 Kernel functions of
svm4

Fig. 13 Training output of
svm4
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Fig. 14 Configuration
matrix of svm4

Table 1 Comparisons of results with IEC and ANN

Input test data for fault diagnosis IEC-Based
fault

SVM/ANN-based fault
classification

Actual
fault

CH4 C2H6 C2H4 C2H2 SVM ANN

239 27.5 5.5 25.5 85 LE LE LE HE

128 106 11.5 153 223 HE HE HE HE

36 24 0 24 21 HE LE HE LE

49 12 0.3 4 4.8 HE NF NF LE

172 336.5 172.5 821 37 HT HT HT HT

162.5 224 45.5 497 12.5 HT HT HT HT

27.5 88 40.5 62 0.2 LT LT LT LT

178 259 40 62 0.2 LT LT LT LT

4.5 3 2.5 10.5 2.7 NF NF NF ND

3.5 5 5.5 10.5 2.5 NF NF NF ND

157 127 34 96 0 ND LT LT LT

650 53 34 20 0 ND LE LE LE

2. High thermal heating fault/Overheating fault (HT).
3. Low thermal heating fault/Thermal heating at low temperature fault (LT).
4. High energy discharge fault/Electric arc fault (HE).
5. Low energy discharge fault/Partial discharge and Corona fault (LE).

Some samples of the output results are shown in Table 1 [10]. Out of 12 samples,
two samples (sample no. 11, 12 of Table 1) are not detectable and three samples
(Sample no. 1, 3, 4) are misclassified by IEC ratio method [11]. Nine samples are
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classified by artificial neural network, while correct number of samples classified by
SVM was 11.

6 Summary/Conclusion

In this paper, distribution transformer fault diagnosis is done by using support vector
machine. Binary tree SVM structure is represented for fault diagnosis of distribution
transformer. Fuzzy logic is unable tomodify the generated rule basewith the changing
practical system that is for non-separable and nonlinear data [12]. However, in ANN,
this limitation is eliminated as they are very good at learning, but ANN suffers from
the problem of over fitting, hence have less generalization ability and gives limited
accuracy to fault diagnosis. To avoid all these problems, a new AI technique that
is support vector machine which is a special classification tool has been applied to
classify the different types of faults in transformer fault diagnosis. The test result
shows that SVM approaches have higher diagnostic accuracy than neural network
and IEC ratio methods due to its better generalization ability and it can classify non-
separable data by using regularization parameter and nonlinear data by using kernel
function.
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Application of Improved Indirect Matrix
Converter in Multipower Supply System
for Driving Multiple Loads
Independently

N. Lavanya

1 Introduction

For practical applications such as variable speed drives, wind power generation
systems and many domestic applications require AC/AC power converters [1].
Among all the various AC/AC converter topologies present, the frequently used
converter is traditionalAC/DC/ACconverterwith a common energy storage elements
at the DC link [2, 3]. The major limitation of this converter is the presence of large-
sized electrolytic capacitor at the DC link which is used for the purpose of filtering
and to also store energy for short period. The reliability of the converter is mainly
affected by this capacitor due to its premature failures.

This limitation of conventional AC/DC/AC converter can be overcome by using
improved IMCsupplying power to variable loads at different frequencies at the output
stage.

The IMC is utilized to convert constant AC input to variable voltage variable
frequency (VVVF) output and to maintain unity power factor (UPF) at its input
fundamental current. IMC is advantageous over other AC/AC converters, since the
DC link has no presence of energy storage elements unlike conventional AC/DC/AC
converter, also its ability to supply power to variable loads which are operating
independently at different voltages and frequencies compared to that of direct
matrix converter (DMC), and has high voltage transfer ratio with less commutation
problems.

IMC consists of two stages for AC/AC power conversion, as shown in Fig. 1, the
input stage, i.e., rectification stage and output stage is inversion stage.

The control of input and output stages is independent on each other for IMC but
for DMC it is not due to its single-stage conversion. This feature enables the IMC to
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Fig. 1 Block diagram of proposed IMC

connect to number of output stages from the virtual DC link and each output stage
operates at different voltages and frequencies.

One of the major drawbacks of conventional IMC is minimum voltage transfer
ratio and it is limited to 86.6%. Research has been carried out to overcome this
issue but different techniques, like over-modulation, connecting mains transformer,
converter/inverter with Z-source, make the system costly and require extra compo-
nents which in turn make the system bulkier and also the overall system efficiency
is affected. Hence, the voltage transfer ratio can be increased automatically with the
help of improved IMC (without using more components or switches).

The DC output voltage of IMC with conventional control referred in [4, 5] is
produced by using both first maximum phase-to-phase input voltage and second
maximum input phase-to-phase voltage for a given sampling period. The main draw-
back of this type of IMC is the DC output voltage that has high ripples which give
more switching losses at both the stages of IMC, the output voltage of IMChas distor-
tions and there are commutation problems at the input stage. All these limitations
can be overcome by using the improved IMC. The input stage of improved IMC
uses largest positive line-to-line voltage at each instant to produce maximum DC
voltage thereby increasing the voltage transfer ratio. At the input stage of improved
indirect matrix converter, a maximum DC voltage is produced which has low ripples
and also, the output stage has less voltage distortions and with minimum switching
losses, compared with conventional IMC. Also, the input fundamental current for
both the IMCs is at unity power factor for bidirectional power flow.
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This paper analyses the performance of the proposed IMC [6–8] for the following
cases:

1. IMC by using two separate output stages at different frequencies and voltages is
used to supply power to two passive loads.

2. IMC by using two separate output stages, first output stage is used for the squirrel
cage induction motor (SCIM) speed control, by using Volt/Hertz control and the
other output stage is connected to static load.

The paper is organized into following sections. Sect. 2 deals with the improved
control technique used at the input and output stages of IMC. The performance of this
IMC for the case-1 is analysed in Sect. 3.1. Section 3.2 deals with case-2. Last section
deals with the conclusions drawn. All the above-mentioned cases are analysed and
compared by using both simulation results as well as hardware results.

2 Operation of Improved IMC

Figure 1 shows the topology of improved IMC, which consists two independent
stages, i.e. input (which converts AC to DC) stage which consists of six bidirectional
switches (Sap − Scn) and output (which converts DC to AC) stage six unidirectional
switches. The main function of the input stage of the proposed IMC is to produce
maximum positive DC output voltage. Also, the output voltages of this IMC are
synthesized by the control algorithm at the output stage. The output stage control
is based on the reference voltage vector control (by using Space vector pulse width
modulation). The switching modulation strategies of the input stage and the output
stage are independent. Equation (1) gives the three-phase input voltages as:

va = Vp sinωt; vb = Vp

(
sinωt − 2π

3

)
; vc = Vp

(
sinωt + 2π

3

)
(1)

where Vp is the peak value of the input supply voltage and ω is its angular frequency.
Improved IMC: Here, with use of largest positive line-to-line input voltages in

each sector, a maximum DC voltage is produced. The maximum DC voltage is Vcb

in sector-1, which is obtained by switching ON, the switches Scp and Sbn . For the
remaining sectors, the DC-link line-to-line voltages are shown in Table 1.

The output of the input stage of proposed IMC produces maximum DC voltage
with less ripples as compared to conventional IMC.

The switching times for conventional IMC at the output stage are given by Eq. (2).

T ′
A = TA

T R
p

Ts
, T ′

B = TB
T R
p

Ts
, T ′′

A = TA
T R
n

Ts
,

T ′′
B = TB

T R
n

Ts
and TZ = Ts − (TA + TB) (2)
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Table 1 Sectorwise DC
voltages at input stage

Identification of different
sectors

θ in DC-link voltage (Vpn)

1 −π
6 to π

6 (Vc − Vb) = Vcb

2 π
6 to π

2 Vab

3 π
2 to 5π

6 Vac

4 5π
6 to 7π

6 Vbc

5 7π
6 to 3π

2 Vba

6 3π
2 to −π

6 Vca

where T R
p and T R

n are the switching times for the upper (p-group) switches and the
lower (n-group) switches of the input stage.AndTA,TB andTZ are the corresponding
dwell times of the output stage. Similarly, for the improved IMC, new switching times
at the output stage are given by

T ′
A = TA

2
, T ′

B = TB
2

, T ′′
A = TA

2
, T ′′

B = TB
2

, and

TZ = Ts − (TA + TB). (3)

It can be observed from Eq. (3), that the switching times for the output stage of
improved IMC are simple and also independent to input stage control unlike for the
switching scheme used in conventional IMC given by Eq. (2). This new switching
times reduce the voltage distortions with low switching losses at the output stage
[6–8].

2.1 Experimental Setup

The experimental setup for improved IMC is as shown in Fig. 2. This setup is divided
into the following parts:

(1) Power circuit: There are 24 IGBT (FGA25N120) switches, HCPL316J gate
driver circuit, a three-phase variac andLC-filters present at both the stages of IMC. (2)
Signal conditioning unit This signal conditioning unit consists of three (LV25-SP2)
voltage and current (LA25-P) transducers at the input stage, one voltage transducer
at DC link and six voltage (LV20-P) and six current (LA25-P) transducers at output
stages of proposed IMC. (3) Controller To implement the control technique for the
input side of IMC, SVM technique for output side of IMC and firing pulses to IGBT
switches, an interface based on Spartan-6 (XC6SLX25) FPGA board is used.
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Fig. 2 Hardware setup of proposed IMC

3 Performance IMC in Multipower Supply System to Drive
Multiple Loads

3.1 Performance of IMC to Drive (with Two Output Stages)
Two Static Loads

The block diagram of proposed IMC is shown in Fig. 1. By using three-phase variac,
the input supply phase voltage to the IMC is set to 140V, 50 Hz and two output stages
are used to drive two passive loads at variable voltages and variable frequencies. Both
the output stages of IMC operate with same control scheme but the reference voltage
VR varies both in magnitude and frequency (ωr), since the output stage uses two
different load voltages for the specified magnitude and frequencies.

Output stage-1 feeds to R-L load (R = 237 �, L = 120 mH) at 60 Hz and 115 V.
Similarly, output stage-2 feeds power to another R-L load (R = 240 �, L = 45 mH)
at 40 Hz and 100 V. Figure 3 shows the simulation results and hardware results of
the input side voltage and current for the IMC with improved control. Figures 4
and 5 show the output stage-1 and output stage-2 voltage and current waveforms,
respectively.

3.2 Performance of IMC Feeding (With Two Output Stages)
to SCIM for Speed Control and Static Load

There are different methods used for the inductionmotor speed control based on both
steady state as well as dynamic state equivalent circuits. Out of all the speed control
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Fig. 3 Input side phase voltage and current of proposed IMC
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Fig. 5 Output stage-2 phase voltage (THD = 3.54%) and current (THD = 1.35%) at 40 Hz

methods V /f control is used widely in various applications because it provides wide
range of speed control for both variable and constant torque loads and also ensures
fairly constant air gap flux so that magnetic saturation will not take place. The circuit
topology of the proposed IMC for this application is also shown in Fig. 1, where
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Table 2 Experimental results
of V /f control

S. No. Output voltage
(line–line) volts

Frequency (Hz) N rpm

1 77.9 10 275

2 110.0 14 386

3 125.5 16 441

4 141.2 18 496

5 157.6 20 552

6 189.6 26 717

7 236.4 30 828

8 269.3 34 938

9 301 38 1048

10 317.8 40 1104

output stage-1 is fed to SCIM for speed control and output stage-2 is driving passive
load at 45 Hz.

To analyse the SCIM speed control for the proposed IMC, Volt/Hertz control
method is used. The SCIM speed is controlled by varying both output voltage and
frequency of the IMC through change of reference voltage VR and its frequency (ωr)
while maintaining the V /f ratio constant.

The steady-state speed response of the IM is shown in Table 2.
Here, the simulation results and hardware results are compared when SCIM is

running at 1100 rpm. Figure 6 shows the simulation results as well as the hardware
results of fundamental input voltage and fundamental input current of the proposed
IMC, which is at UPF. Figure 7 shows the simulation and experimental results of
output stage-1 connected to SCIM, and Fig. 8 shows the simulation results and
hardware results of output stage-2 (phase voltage and current) at 45 Hz frequency.
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Fig. 6 Input phase voltage and current of proposed IMC
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Fig. 8 Output stage-2 phase voltage and current at 45 Hz

4 Conclusion

Application of improved indirect matrix converter (IMC) in multipower supply
system for driving multiple AC loads (static and/or dynamic) independently with
single AC supply is presented and analysed. The experimental setup for the proposed
IMC is implemented in the laboratory, and it is tested for different operating condi-
tions. Both the simulation and hardware results are presented and also the input
fundamental current of proposed improved IMC is at unity power factor.

Acknowledgements The funding support is given by DST (Government of India) under Women
Scientist-A scheme. The Project File No: SR/WOS-A/ET-1035/2014.

Appendices

Output LCfilter parameters: L= 5mH,C = 4µF;Machine parameters:Rs = 1.85�;
Rr = 3 �; L ls = 0.01H; L lr = 0.01H; Lm = 0.16 H; 4 poles.
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Incorporation of Distributed Generation
Resources for Three-Area Load
Frequency Control Optimized Tilted
Integral Derivative Controller

Sunita Pahadasingh, Chitralekha Jena, and Chinmoy Ku. Panigrahi

1 Introduction

Generally, load changes continuously in power systemwhich leads greater mismatch
between the real power and demand. This major unbalance causes wide difference in
nominal frequency and interconnected power and which can be controlled by LFC.
Themain objective ofLFC is tominimize the error using suitable controller to achieve
zero steady-state error. The conventional units such as thermal, hydro, gas and nuclear
are already studied in various research papers [1–4]. In last decade, distributed gener-
ation (DG) gained greater attention towards an interconnected power system which
is environment friendly and meet the augmented power demand. Various research
papers describe the coordination of DG and renewable energy resources to this LFC
system [5, 6]. The coordination of conventional and distributed generated resources
has deliberated byHussain et al. [7] which consists of wind turbine generator (WTG),
fuel cell (FC), battery energy storage system (BESS), aqua electrolyzer (AC) and
diesel engine generator (DEG). AE uses a part of WTG power for production of
hydrogen gas and that is further used in fuel cell having low pollution and better
efficiency [6, 8]. Raju et al. [6] studied the coordination of DG applied in area 1
with the thermal and hydro units. Generally, BESS and DEG are used for load level-
ling and deficit power supplies to this system, respectively. Advent of HVDC to this
existing AC line enhances the power system stability [9] that means of low frequency
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oscillation. Implementation of secondary controller to LFC system has been studied
by many researchers to damp out the oscillations. Simple structure and robustness
characteristics of PID controller make it popular feedback control in the process
industry applications. But, it may causes saviour damage in the system performance
due to peak overshoot and large settling time in transient period. This constraint is
conquered by a new generalized PID controller called TID controller [10, 11] which
is applied. In this era of computational revolution, more and more heuristic methods
for optimization are evolving. Various fields of studies have been explored with these
types of optimization techniques. In LFC, many techniques such as firefly algorithm
[3, 5], differential evolution (DE) [4], flower pollination (fp) [5], bacterial foraging
optimization (BFO) [12], grey wolf optimization (GWO) [13] and teaching-learning-
based optimization (TLBO) [14, 15] are used for optimization of controller variables.
In [15], fuzzy PID controller applied to two area system optimized by TLBO was
depicted by Sahu. For optimization, it is very necessary to tune the controller param-
eters properly because improper tuning may lead to either increase of computational
time or reaches to local optimum.Considering this fact, a new optimization technique
is introduced which does not require algorithm-specific parameters and only requires
controlling parameters. Since this algorithm carries parameter free optimization, it is
simple in nature and more effective due to faster convergence characteristics. Hence
it was widely motivated by researchers to use their areas.

2 Power System Model

Implementation of DG and conventional units for LFC system is discussed here. The
modelling of three-area LFC system with controller is shown in Fig. 1 [16] which
consists of thermal and hydro power unit with a SLP of 1% applied in control area 1.
This is the hybrid system, in which area 1 is incorporated with thermal plant and DG
resources such as WTG, FC, AE, BESS and DEG. The area 2 and area 3 consist of
thermal generation and hydro units, respectively. The transfer function model of DG
resources is shown in Fig. 2 [16]. At first, area control error (ACE) is taken as input
to the PID controller in each area. Then, this ACE signal is applied to TID controller.
Area control error can be expressed as in Eq. (2–4) [17]:

ACE1 = �P12 + B1�w1 (2)

ACE2 = �P21 + B2�w2 (3)

ACE3 = �P31 + B3�w3 (4)

�P12,�P21, �P31 are the tie-line power fluctuations of respective areas.
B1,B2,B3 are the frequency biasing coefficient of respective areas.
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Fig. 1 Modelling of three-area LFC system using TID controller with DG system

Fig. 2 Transfer function model for DG sources
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Fig. 3 Structural diagram of TID controller

2.1 Controller Design

In this paper, a TID controller is used for the tuning of system parameters with the
help of optimization techniques. It consists of proportional, integral and derivative
gain with tilted component of transfer function 1

Sn . The system frequency is fed back
to achieve zero steady-state error. This controller is simpler to design and less effected
to parameter variations. The basic structural diagram of TID controller is shown in
Fig. 3 [10]. Performance of optimization process generally depends on the objective
function in time domain form. Here, ITAE is used as objective function because of
small overshoot and oscillations. Mathematical expression of ITAE function is

f =
∫

|�F1 + �F2 + �F3 + �Ptie| · t · dt (5)

2.2 Methodology

Teaching-learning-based optimization is proposed for this system which was first
introduced by Rao et al. There are two basic modes of learning (i) teacher phase
by teacher’s own experience (ii) learner phase through communication with other
learners. TLBO algorithm steps are:

(a) Initialization: randomly generating the population size NP and dimension D in
order of [N P × D].

(b) Teacher phase: Calculating the mean value of the subjects that has assigned to
a teacher in the class room. For particular subject, mean result of learners is
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Xmean = [m1,m2, . . . ..mD] (6)

(c) A random number r is defined in range [0, 1]. The difference between learner’s
mean result and corresponding teacher result for a particular subject can be
expressed as

Xdiff = r · (X teacher − (TFXmean)) (7)

TF is the teaching factor to be changed 1 or 2 randomly and is expressed as

TF = round[1 + rand(0, 1)] (8)

(d) Then, the updated value of existing population can be expressed as

Xnew = X + Xdiff (9)

(e) If Xnew is better than X , then accepted the elements of Xnew, otherwise accepted
the elements of X .

(f) Learner phase: in this stage, a learner increases his\her knowledge by interacting
with other experienced learners. Then, randomly selected two learners named
as Xi and X j such that i �= j .

Xnew =
{
Xi + r · (

Xi − X j
)
f (Xi ) < f

(
X j

)
Xi + r · (

X j − Xi
)

otherwise
(10)

where f (X) is the value of objective function. This the end of learner phase.

3 Simulation Results

Three areas, in which area 1 is formulated with DG sources and thermal units, area 2
for thermal and area 3 for hydro units, are designed in this paper using SIMULINK.
SLP of 1% is also applied to area 1. At first, the proposed system is considered
with TID controller which parameters (Kp, Ki and Kd) are optimized by DEPSO
algorithm. This is happened through numerous simulations by taking 20 number
of population and dimension of 12 with 20 numbers of iteration. The objective
function is performed by ITAE method. Then, these controller parameters are opti-
mized by TLBO algorithm by numerous simulations. At last, the simulation results
are compared for this system with these two optimization techniques. The simu-
lation results are shown in Figs. 4, 5, 6, 7, 8 and 9. Since the TLBO is liberated
of algorithm-specific parameters, it performs better than previous one in terms of
stability.
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Fig. 4 Variance of frequency for area 1

Fig. 5 Variance of frequency for area 2
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Fig. 6 Variance of frequency for area 3

Fig. 7 Interchange power P12 deviations
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Fig. 8 Interchange power P23 deviation

Fig. 9 Interchange power P13 deviation

The dynamic performance features such as overshoot (Max), undershoot (Min)
and settling time (T s in seconds) are discussed in Table 1 for TID and PID controller.
Similarly, the performance values of the proposed systems are mentioned for TLBO
and DEPSO algorithm in Table 2. DEPSO and TLBO are given in Table 3 as the
gain values of TID controller are optimized by both mentioned which is done by
extensive simulations.
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Table 1 Performance values of frequency and tie power variations of different controllers

Model Range Performance values

TID Dynamic
data

Ts F1 F2 F3 Tie12 Tie21 Tie31

Min 3.403 −9.5631 −2.6631 −4.0612 −3.4748 −0.9129 −1.7037

PID Max 4.7192 1.0802 1.8118 1.6194 2.1341 3.5942

Dynamic
data

Ts F1 F2 F3 Tie12 Tie21 Tie31

Min 5.230 −9.9058 −3.6599 −4.4058 −3.7622 −1.2127 −1.7892

Max 5.5944 1.4350 2.4994 2.3246 3.2341 4.0291

Table 2 Performance values of frequency and tie power variations of different algorithms

Algorithm Range Performance values

TLBO Dynamic
data

Ts F1 F2 F3 Tie12 Tie21 Tie31

Min 3.403 −9.5631 −2.6631 −4.0612 −3.4748 −0.9129 −1.7037

Max 4.7192 1.0802 1.8118 1.6194 2.1341 3.5942

DEPSO Dynamic
data

Ts F1 F2 F3 Tie12 Tie21 Tie31

Min 4.335 −9.9496 −4.2029 −4.4584 −3.7421 −1.1730 −1.8504

Max 6.7286 2.1800 2.5399 1.7187 2.3864 4.1229

4 Conclusion

In this study, a comparison of two optimization techniques has implemented in LFC
of three-area multi-source configuration with DG functional to area 1. Controlled
parameters of TID are optimized by TLBO which is finer as compared to DEPSO in
termsof stability. ThepresenceofHVDClinkdefinitely picks up the systemdynamics
for settling time, overshoot and undershoot response. The controlled parameters of
TID controller are more suitable to assure the objective of LFC. Fractional-order
controller with advanced optimization technique can be applied to this proposed
system further.
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Appendix

Subscript referred to area (i) = 1, 2 and 3.
Nominal system frequency f = 60 Hz; Steam turbine time constant (Tti) = 0.3 s;

reheater time constant and gain (Tri) and (Kri) = 10 s and 0.5; generator gain (Kpi)
= 120 Hz/pu MW; time constant (Tpi) = 20 s; Tie-line interchange (Tij MW/rad) =
0.086 pu; inertia constant (Hi ) = 5 s;

Speed regulation parameter (Ri )=2.4 puHz/MW;bias coefficient (Bi )=0.425pu
MW/Hz;

Gain of Wind turbine generator (KWTG); AE (KAE);
FC (KFC); DEG (KDEG) and BESS (KBESS) are = 1; 0.002; 0.01; 0.0003 and −

0.0003 respectively.
Time constant of wind turbine generator (TWTG); AE (TAE)); FC (TFC); DEG

(TDEG); BESS (KBESS) are 1.5 s, s; 0.5 s; 4 s; 2.0 s and 0.1 s respectively.
Starting time of hydro (Tw) = 1 s; HVDC link gain and time constant of HVDC

(Khvdc and Thvdc) are 1.1 and 0.2 s; Gains of electric governor Kp, Ki ,Kd = are 1.5
and 4.
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Balanced Scorecard and Its Application
Through Strategic Management
Perspective in Real Estate Industry

Sushil Kumar Pareek and Samrat Kumar Mukherjee

1 Introduction

The modern era’s competitiveness has strongly engulfed the entire business canvas
in terms of human resources management, internal process, customer management
and financial management. A strategic planning becomes critical to business success
because it directs and guides, where the organization to go and how it is going to
get there. The best strategic plan encompasses the vision, mission, objective and
outside of the box thinking. It promotes a rudiment action plan of an organization
to accomplish the organizational goals. Despite numerous tools used to assess the
strategic plans of an organization, the most dynamic and vibrant tool adopts by all
corporations across the globe is the “balanced scorecard (BSC)”. It is a tool used in
strategic planning, human resources management and structuring business actions
according to the organization’s vision, mission, objective and strategy. The specialty
of BSC is that it focuses both financial and non-financial approaches of the business
through categorization of the four perspectives, namely financial, customer, internal
process, learning and growth. Thus, the performance of the organization is measured
effectively without compromising the standards. In a study [1], researchers formu-
lated the set of measures that balance both the financial and operational systems,
which is named as balanced scorecard. The heart of balanced scorecard lies upon
the balancing operational system such as customers, internal process, learning and
growth with the financial perspective.
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The very first outlines the background, problem statement, purposes, significance,
limitation and scope of the study for the real estate company.

The second discusses the literature reviews on the balanced scorecard and its
four perspectives. Similarly, the third outlines the research design where it describes
the methods and methodology for collecting data. The fourth discusses the various
models that analyze each perspective of the BSC in real estate. It outlines the various
models used for analyzing the BSC such as 7s strategic planning tools of McKinsey,
Value Chain Management of Michael Porter, Bloomfield Matrix, Functional Double
Looping and Theory Z Plus which have been used.

For instance, the Theory Z propounded by Halifax implies the concept of cause
and effect relationship in the BSC but forgoes the societal outlook apart from their
CSR which is being narrowed in today’s business environment.

Similarly, it discusses the industry and environmental scanning of the company,
which has the direct impact on the company’s strategic plan and execution. Finally,
it highlights the findings and analysis part

• To develop a strategic plan using the balanced scorecard as road map for a real
estate company.

• To determine the comprehensive measurement instruments for real estate
company within the balanced scorecard.

• To ensure that the measurement tools are aligned with the vision, mission, goal
and objectives of real estate company.

2 Literature Review

In the changing phase of the business environment, the elite personality and the
influential figure do not suffice the functional aspect of the business. The presence of
strategy that interlinks both the manager and subordinates and bond the relationship
informally had been the most awaited corporate strategy that business firm must
adopt in the present world. The performance measurement should not be limited
to subordinates but to the higher executive levels as well because the loopholes
and business leakages can have diversified origins not simply to the lower levels or
subordinates.

All relevant literature reviews on performance measurement tool BSC have been
emphasized in this section to support the very topic. The review covers all different
aspects of the arguments and statements of the different scholars, researchers and
academicians. The consultants have explored numerous insights and opinions from
the past articles based on its analysis and findings on the particular subject, which
they referred in their papers.

Moreover, the gap arises from different opinions of the authors that have been
also stated and cited to furnish the arguments pointed out by various authors on BSC
and its perspectives. Likewise, most of the literature reviews have been stressed on
BSC and its four perspectives with referring to the performance management tool of
the organization.
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Some articles [12] sate “performance measurement, as the process of quantifying
the efficiency and effectiveness of past action”. A majority of the businesses in the
world had taken the past failure as a barrier that will impede business to excel further.
The lack of formulating strategy to cope with past failure will cascade the business
inefficiency and ineffectiveness.

The rigidity of the organization to adapt the change faces much more born issues
than others because organizational change as an implementation of an idea, procedure
and process, that is new [7].

Hence, the new approach has taken the shape of binding the relationship between
the manager and the employees, for that a balanced performance measure is required
[17]. So, it is a duty of managers in organizations to spend their energy and resources
to identify some way for improvement, thriving of their institutions instead of
securing the status quo [11].

The traditional ways of viewing the business performance were confined to the
measures such as return on investment and earnings per share as the measurement
system. Thesemeasures canmislead and put sluggish to the possible further enhance-
ment of growth and innovations of the business. The strategy that will put an equal
amount of emphasis in both financial and operational system is required. Thus, the
idea of balanced scorecard was born that takes equal and unbiased emphasis in both
financial and operational system. Some scholars [8] emphasized on the balanced
measure that focuses on both the financial perspective and the operational perspec-
tives like customers, internal process, growth and learning. This balanced scorecard
helps companies in looking, moving and forward instead of backward [8]. Since its
inception, the business environment was floated with the application and boosted
with balanced scorecard as the strategic tools and faced some meager in its daily
application.

To overcome certain drawbacks of the balanced scorecard, the modern approach
to these strategic tools was required. The modern balanced scorecard is inclusive of
other complimenting tools while originality conceptual part remained intact and had
witnessed the evolving of balanced scorecard in recent times [6].

3 The Key Perspectives of Balanced Scorecard

3.1 Financial Perspective

In the BSC, the first and foremost metric covers the financial perspective. This finan-
cial perspective refers to the financial health as mandated by stakeholders. It repre-
sents the firm long-term goals and deriving superior return based on return on invest-
ment [9]. The financial perspective functions as the guiding principle and detects
certain flaws in the company if the financial target is not made. The financial quad-
rant measures the profitability from the shareholders’ perspective and growth from
the company’s point of view. In many traditional approaches, the finance was used
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extensively as performance measurement and is weighted+A to determine the busi-
ness excellence. The flaw and excellence in financial perspective should be looked
at its root cause rather than fortifying the financial aspects.

The BSC shows that financial quadrant is dependent upon other three quadrants
and does not exist individually [2]. In financial perspective, the measure must have
significant and easy reference to the firm to interpret it vividly. The measures such
as operating income, sales growth and return on investment have to be specific
cover under the financial perspective of the BSC [5]. Similarly, other scholars also
suggested financial measures such as profit margin, revenue growth, cash flow, net
operating income, ROI, revenue per employee, market capitalization, earnings per
share and return on equity are vital for financial measurement. The measurement
differs from firm to firm owing to their usability and convenience, as not all firms
follow the same standardized measurement system.

3.2 Customers’ Perspective

The customers represent the epitome of any successful business as the business
environment depends on directly to the customer. The lack of insight and strategy
to keep customer aligned with the business result in collapse and other some tragic
history. Therefore, the customer perspectives depict the relationship with the firm.
The customers’ concernmust be streamlined into four categories such as time, quality,
performance, and service and cost [15].

The focus of this perspective should be articulating consumers’ values and
embodying their satisfaction that will result in increased market share, new customer
acquisition, customer retention and finally customer profitability [10]. Alternatively,
in many of the businesses, they use most genuine customer measures that suffice to
their functional aspect and how they are with business. The customer measures are
inclusive of the survey of customer satisfaction, the number of customer complaints,
the number of shipments return due to poor quality, warranty repair cost, customer
response time and time taken from order to delivery [5].

Earlier, the focus of business was designed for profit-making organization where
the customers are referred as a source of profit and interest of an organization, but
in the modern business environment, the approach had been very holistic due to the
evolution of non-governmental organization to use this approach [14]. Overall, the
customers’ perspectives indicate how customers are aligned with our products and
their quality.

3.3 Internal Business Process

It focuses mainly on the internal processes that have the direct impact on the
customers’ satisfaction and financial objective as required by the firm for their
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sustainability and how it would be looked by the outsiders. Some studies [16] indi-
cated that the internal process functions as an integral process in the organizations,
and such it promotes customer’s satisfaction and profitability of the organization
through identification of relevant products and services for customers and profit of
the firm through finalizing key processes that influence these outcomes.

In today’s business scenario, it has made an improvement over the existing oper-
ation with the inclusion of short wave of value creation and the long wave of value
creation. Nevertheless, the firm should go with an entirely new product as it is the
driver for the long wave of value creation, which might bring financial gains to a firm
provided it is endorsing the customer grievances. Generally, the internal perspective
uses measures such as material efficiency variance, the ratio of good output to the
total output, manufacturing lead time, the rate of material scrap loss and labor effi-
ciency variance. Despite these measures are very effective parameters to show the
effectiveness and efficiency of a firm, some other researchers [4] suggested to use
othermeasures such as production capacity, labor productivity,machine productivity,
material usage, setup efficiency, manufacturing time, inventory levels, product flaws
and new product introductions.

The recent focus of the internal process depends directly on the process, decision
and actions instituted by the organization that links to the customer performance
index and the profitability of the firm [8].

The decision confronting the customers’ ethics, values and their culture should
be discarded as many firms in the world failed due to lack of their adequate process,
decision and actions. This perspective requires the tentative actions of evaluating
current operation process, improving existing operations and looking for indie at
ways of strategy that give maximum support to the customers [1].

3.4 Learning and Growth

The final quadrant in the perspective of balanced scorecard includes learning and
growth perspective which emphasizes how an organization can continue to improve
and add value. The improvement in the organization from the perspective of learning
and growth relates to aligning to business and sustaining for a longer period while
the adding value refers to the customers’ and stakeholders’ satiety. The measures
of learning and growth perspective include processes such as an introduction of
various new products, the timeframe required to introduce new features, a number
of new patents applied or technological improvements. The future success of the
organization is also highly dependent on employee relations and a typical balanced
scorecard, and thus, it also includes satisfaction of employee, training and turnover
of employee [2, 1].

In the modern business environment, this perspective classified broadly as human
capital, informational capital and finally organization capital. The human capital
refers to the skills, talents and knowledge of the company’s employees while the
information capital relates to information system, company’s database, networks and
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technological infrastructure. Finally, organization capital shows company’s culture,
leadership, the alignment of people to the strategic goals and the employees to share
knowledge [1]. This perspective also allows the organizations to constantly review
on the job relocation, implement job incentives for employees, provide short- and
long-term training and finally inhibit long-term prospect from that employee [13].

Furthermore, the employee relation can be asses through Organizational Stress
ScreeningTool (ASSET). TheASSETmodelwas developed by researchers [3]which
can be used as an initial screening tool to help organizations assess relations.

3.5 The Major Mandates of Business Organizations

1. Revenue generation for its growth and development.
2. Sustainable development in an environmentally and socially friendly manner.
3. To build national capacity (human resource development, technical skills,

responsible corporate) through the transfer of managerial and technical skills.
4. To explore, prospect and develop strategies as directed.
5. To support domestic industries by supplying rawmaterials at a competitive price.

4 Strategic Matrix Design on Balanced Scorecard

The strategic theme translates the real estate organization’s vision and policy into a set
of measurable targets, and course of action also provides alternative course of action.
It is the framework for a strategic measurement where the areas of excellence have
been identified based on 7s and VCMmodels. The category’s objectives are based on
qualitative or quantitative objectives. However, this will help management to evade
those imprudence measures by starting with objectives and assess to define what the
real estate company really wants to target and then followed by the relevant measures
to evaluate their objectives. In these ways, unnecessary actions will be replaced by
proper action, followed by corporate objective, which is geared up with the help
of their core values. Horizontal shows the important success factors, a key result
area and key performance indicators, and the vertical represents BSC categorized by
four perspectives: financial, customer, internal, and learning and growth. We have
developed the matrix where we can figure out how four perspectives are interlinked
with important success factors, a key result area and key performance indicators in
order to accomplish its corporate objectives.

Corporate objectives are depicted in a manner in order to make everyone working
in an organization and can comprehend, and with the support of BSC, it maintains
the link from the strategy formulation to the strategy execution. Key performance
indicators are experimental measurements, which reproduce the important success
factors of company and help in defining andmeasuring progress towards its corporate
objectives. KPI also shows a set of measures that focus a key result area to improve
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performance aspects, which are most critical factors for the present and upcoming
success of an organization.

4.1 Financial Perspective

In financial perspective, focus on improving revenues, reducing cost and increasing
productivity, improving asset utilization and decreasing risk can provide the essential
connections across all four scorecard perspectives and to corporate objectives. It is
also highlighted to achieve financial performance, which is a critical success factor.

4.2 Customer Perspective

In this perspective, companies identify their respective clients and market segment.
It also signifies the sources that provide revenue component to company’s financial
objectiveswhich automatically linked to corporate objectives. The customer perspec-
tive facilitates companies to align their core customer outcome measures to targeted
customers and market segments.

4.3 Internal Business Perspective

Under this perspective, improving quality, reducing waiting times, maximizing
yields, improving distribution and services in their process system, increasing inno-
vation and R&D, and lower costs as a key result area for improvement in their
business processes would be defined and measured. In this process, the head of the
department will have information on how well their business is running and whether
its products and services to match customer requirements (corporate objectives) so
that they should explore based on improving the internal process and functions of
the organization.

4.4 Learning and Growth Perspective

Perspective includes individual training for corporate self-improvement and corpo-
rate cultural attitudes. In the current scenario, there is a rapid change of technology,
which has become essential for workers in a continuous learning mode. The learning
and growth represent the crucial foundation for the success of any organization.
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4.5 Bloomfield Matrix

The purpose of designing such matrices is to establish a bond between the areas of
excellence (the strategic theme) in business and four perspectives of BSC. Besides,
the vision and mission of the real estate company are the essential parts of deter-
mining strategic themes because these statements provide a qualitative and quantita-
tive objective,measure, target, action and alternative course of action.All the strategic
themes used here are derived from 7s and VCM models because these models build
the foundations entire holistic views of operating the business in the market.

The below given model depicts the application of balanced scorecard through
strategic Bloomfield Matrix with critical success factor, key result areas and key
performance indicators in alignment withVMGObased on Strategic theme, Strategy,
Structure, System, Shared value skill, Style, Staff (7s) andValue ChainManagement.
The below givenmodel is useful in working out the long-term strategy of a real estate
company in viewof all four quadrants of balanced scorecard for efficient and effective
organization.

5 Conclusion

To conclude, this study qualitatively explores various models, approaches and tools
to furnish, support and rejuvenate the very purposes and objectives of the topic that
are to design a strategic roadmap usingBSC and every instrument of BSC to establish
a link with a vision and mission of a real estate company.

This study highlights the basic foundations, guidelines and rudimentary elements
that are required for the development of strategic plan using the BSC. From each
perspective of the BSC, the topmost priorities have been selected by the respon-
dents to indicate that these guidelines are necessary for the management to steer
real estate company forward in a strategic way. These models and guidelines will
direct management to adopt the BSC in all three departments of the company as the
alignment; strategic framework guides its decision for better adoption. The various
models such a Bloomfield Matrix, Functional Double Looping, Theory Z Plus, 7s
and VCM really analyze, link, direct and supervise the management’s decision in
terms of a strategic development plan. Moreover, the vision and mission have been
interlinked with the strategic themes and BSC for matching the strategy of the real
estate company. The study indicates that the company has to concentrate more on
customer acquisition and customer relation. Likewise, the study revealed that the
most financial measures needed are liquidity ratio, net profit margin and shareholder
value while for the internal business process, the procurement, inward and outwards
logistics are the topmost factors required for the company. Finally, for learning and
growth, the factors like job control and research time are required for the real estate
company, and this is how the management is being guided.
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Indeed, the BSC is a performance measurement tool, where it critically analyzes
the fourmajor quadrants of the businesswhichwill help themanagement to determine
effective strategies in connection with the changing business environments. Thus, the
management can respond to the changing economic climate through changing the
weights of the quadrants of each BSC.
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Boost Converter with Generalized
Quadratic Boosting Cell with Reduced
Capacitor Voltage Stresses

Adyasha Acharya, Lipika Nanda, Tapas Roy, and Banishree Misra

1 Introduction

The advanced electrical technology is mostly depended on the renewable energy
sources like solar PV, wind turbine, fuel cells, etc., whose output are insufficient for
high voltage applications [1]. The conventional boost converter is the best solution
for these mentioned problems, but the maximum voltage gain (occurring at 90% of
duty ratio) of boost converter is practically not feasible to implement [2]. Various
other issues like switch and capacitor voltage stresses also tend to deteriorate the
converters efficiency. The solution of such demerits are the newly derived topologies
like cascaded boost converter [3–8], quadratic boost converter [9], multidevice boost
converter [10], modified quadratic converters [1, 2, 10–13], etc. A cascaded boost
converter steps up the voltage without wide variation in duty ratio, but decreases
the overall efficiency of converter due to multiple switching losses [3]. A quadratic
boost converter is proposed [9] for high voltage gain applications and reduced power
loss due to single switch. The switch and capacitor voltage stresses are the main
problems in quadratic boost topology, that was solved by the application of a capac-
itor–inductor–diode (CLD). In paper [10], the CLD cell is added to a multidevice
boost converter such that a highest voltage gain and minimal voltage stress across
switch are obtained but due to extra switch the losses increases. In paper [11], a
new quadratic boost converter is introduced that is much better in terms of reduced
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capacitor voltage stress on comparison with quadratic boost topology but the input
current is discontinuous in nature. In paper [12], the topology-I attains a high output
voltage gain at low duty ratio reducing the discontinuous input current, but it requires
extra inductors and capacitors. In this paper, the quadratic cell [11] has been gener-
alized. The general structure consists of a number of quadratic cells. The advantages
are: (1) the voltage gain varies by selecting appropriate number of quadratic cells
and duty ratios. These provides more flexibility to produce an appropriate output
voltage for a specific application. (2) the stress voltage across the buffer capaci-
tors is decreased as compared to other topologies at a same duty ratio. The paper
is organized as follows: (Sect. 2) Quadratic boosting cell and converter, (Sect. 3)
Generalized quadratic boosting cell, (Sect. 4) Proposed converter operating mode,
(Sect. 5) Theoretical comparison, (Sect. 6) Simulation result, (Sect. 7) Capacitor
voltage stresses comparison results, and (Sect. 8) Conclusion.

2 Quadratic Boosting Cell and Converter

Figure 1 shows the boost converter that contains a switch, a diode, two passive
elements that is an inductor that stores or releases energy and a capacitor that filters
the output voltage. The output voltage is controlled by controlling the duty cycle.
The obtained expression of output voltage is given in Eq. (1):

V0 = Vin

(1− d)
(1)

The maximum voltage gain of boost converter is practically difficult to achieve,
followed by other issues like switch and capacitor voltage stresses that deteriorate
the efficiency of converter. In Fig. 2, a quadratic boosting structure [11] is shown that
consists of a capacitor C, two diodes (D1, D2) and two inductors (L1, L2). Inductors
charge in parallel manner during switch on mode and discharge in serial manner
during switch off mode. Adding single boosting cell (n = 1) in place of the inductor
L in a boost converter shown in Fig. 3, the output voltage gain expression is given in

L

Vin S

D

C0 R V0

Fig. 1 Conventional boost converter



Boost Converter with Generalized Quadratic Boosting … 81

Fig. 2 Basic boosting cell

L1
D1

C1 L2

D2

Fig. 3 Boost converter with
single quadratic boosting cell
(n = 1) L1

C

D2

L2

Vin S

D

C0 R V0

D1

Eq. (2):

V0

Vin
= 1

(1− d)2
(2)

3 Generalized Quadratic Boosting Cell Structure

Addition of an extra capacitorC2, inductorL3 and two diodes (D3,D4) to the boosting
cell forms, two quadratic boosting cell structure (n= 2) as shown in Fig. 4 and output
voltage gain is given in Eq. (3):

V0

Vin
= 1

(1− d)3
(3)

Similarly, addition of another capacitor C3, inductor L4 and diodes (D5, D6) in
the previous structure shown in Fig. 4 forms a three quadratic boosting cell structure

Fig. 4 Two quadratic
boosting cells (n = 2)

L3C2

D4L2

L1

C1

D1 D2

D3
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Fig. 5 Three quadratic
boosting cells (n = 3)

L3

L2

L1

C2

C1

D1 D2

D3 D4

D5

C3 L4

D6

Fig. 6 n quadratic boosting
cells

L3

L2

L1

C2

C1

D1 D2

D3 D4

D5

C3 L4

D6

Dn2

Cn Ln2

Dn1Ln1

(n = 3) shown in Fig. 5 and the voltage gain is given in Eq. (4):

V0

Vin
= 1

(1− d)4
(4)

Therefore, on addition of n number of capacitors, inductors, and diodes in same
manner, n number of quadratic boosting cell structure are developed as shown in
Fig. 6 and the generalized voltage gain expression is given in Eq. (5). Hence, the
output voltage gain is dependent on the number of quadratic boosting cells.

V0

Vin
= 1

(1− d)n+1
(5)

4 Proposed Converter and Operating Modes

The proposed converter with a generalized quadratic boosting cell structure (n = 3)
is shown in Fig. 7. First cell contains two inductors (L1, L2), capacitor C1 and two
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Fig. 7 Proposed converter L4

L3

L2

L1

C3

C2

C1

Vin
S

RC0

D1

D2

D3

D4

D6

D5 D7

V0Boosting cell

Extended cell(n=3)

diodes (D1, D2). Second cell contains two inductors (L3, L2), capacitor C2, and two
diodes (D3, D4). Third cell contains two inductors (L4, L3), capacitor C3 and two
diodes (D5, D6). All the components in the proposed converter are considered ideal
(Fig. 7).

Mode 1: In model, the switch is on as shown in Fig. 8. Diodes (D1, D3, D5, D7)
are reverse biased and diodes (D2, D4, D6) are forward biased. The inductor L1 get
charged from supply V in, inductor L2 is charged from capacitor C1, and similarly,
inductors L3 and L4 get charged from capacitors C2 and C3. So the inductor currents
(IL1, IL2, IL3, IL4) rise linearly as shown in Fig. 9. Hence, it is observed that inductors
(L1, L2) and (L3,L4) charge parallely and the capacitor C0 discharges energy to load.

Mode 2: In mode 2, the switch is off as shown in Fig. 10. Diodes (D1,D3,D5,D7)
are forward biased and diodes (D2,D4,D6) are reverse biased. The inductors (L1, L2)

Fig. 8 Proposed converter
when (s = on)

S

C3

L1

L
2

L3

L4

C0
R

Vin

C1

C2

V0

IL1+IL2

IL1

IL3+IL2+IL1
IL4

Iin

I0

Fig. 9 Inductor currents
waveforms
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Fig. 10 Proposed converter
when (s = off)

C0
R

C3

L3

L2

L1

C1

Vin

C2

S

IC3

IC2

IC1

Iin

IC0

I
0

L4

V0

discharge in serial manner and inductor currents (IL1, IL2) fall linearly. Similarly, the
inductors (L3, L4) also discharge serially and inductor currents (IL3, IL4) fall linearly
as shown in Fig. 9 supplying energy to capacitor C0 and load. Applying volt sec
balance to inductor voltage equations, we get following capacitor voltage equations:

VC1 =
⌊
Vin × d

(1− d)

⌋
; VC2 =

[
Vin × d

(1− d)2

]
; VC3 =

[
Vin × d

(1− d)3

]
;

[
V0 = Vin

(1− d)4

]

After applying charge secondbalance in capacitor currents, the value of inductance
(L = 4) obtained is as follows:

L1 = Vin × d(1− d)4

2 fs I0
; L2 = Vin × d(1− d)2

2 fs I0
; L3 = Vin × d

2 fs I0
; L4 = Vin × d

2 fs I0(1− d)2

5 Theoretical Comparison

The proposed converter is compared with existing converters as shown in Table 1
on various parameters. The obtained output voltage gain of proposed converter is
highest as compared to existing converters for same duty ratio. It is observed that the
voltage gain of the proposed converter depends on the number of quadratic boosting
cell structure for an appropriate duty ratio.

Figure 11 shows the dependency of output voltage gain on the number of quadratic
boosting cell structure (n) for a range of duty ratio (d). It is observed that the output
voltage gain keeps on increasing as the number of boosting cells (n) increases.

The proposed converter is compared with cascaded boost converter on the basis of
voltage stresses across each capacitor for different ranges of duty ratio considering
the same output gain. Figure 12 shows the reduced capacitor stress voltage (VC1) of
proposed converter as compared to the capacitor stress voltage (VC1) of cascaded
converter. Similarly, Fig. 13 shows the reduction in capacitor voltage stress (VC2)
of proposed converter as compared to the capacitor voltage stress (VC2) of cascaded
converter. Finally, Fig. 14 shows the reduction in capacitor voltage stress (VC3) of
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Table 1 Theoretical comparison of different converters with proposed topology

Converters Boost Quadratic boost Cascaded boost Topology-I [12] Proposed
converter

Output gain V0 = Vin
1−d V0 = Vin

(1−d)2
V0 = Vin

(1−d)4
V0 = Vin

(1−d)3
V0 =

Vin
(1−d)4

Switches 1 1 4 1 1

Frequency fs fs fs fs fs

Capacitors 1 2 4 3 4

Inductors 1 2 4 3 4

Diodes 1 2 4 5 7

VC1 – VC1 = Vin
(1−d)

VC1 = Vin
1−d VC1 = Vin

1−d VC1 =
Vin×d
1−d

VC2 _ VC2 = Vin
(1−d)2

VC2 = Vin
(1−d)2

VC2 = Vin×d
(1−d)2 VC2 =

Vin×d
(1−d)2

VC3 _ _ VC3 = Vin
(1−d)3

_ VC3 =
Vin×d
(1−d)3

Fig. 11 Variation in output
voltage gain withn quadratic
boosting cell for a range of
duty ratio
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Fig. 12 Reduction in
capacitor voltage stress of
proposed converter than the
capacitor voltage stress of
cascaded boost converter
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Fig. 13 Reduced in
capacitor voltage stress
(VC2) of proposed converter
than the capacitor voltage
stress (VC2) of cascaded
boost converter
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Fig. 14 Reduced in
capacitor voltage (VC3)
stress of proposed converter
than capacitor voltage stress
(VC3) of than cascaded boost
converter

Proposed converter
Cascaded boost
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proposed converter as compared to the capacitor voltage stress (VC3) of cascaded
converter.

6 Simulation Results

The proposed converter is designed using following specifications given in Table
2 to determine the values of inductance (L = 4) and finally, simulated in

Table 2 Parameters to
design the proposed converter

Parameters Values

Input voltage (V in) 30 V

Output voltage (V0) 480 V

Duty ratio (d) 0.5

Switching frequency ( fs
)

5 kHZ

Power (P) 500 W

Input current (I in) 16.66 A

Output current (I0) 1.041 A

Load resistance (R) 460 �
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MATLAB/SIMULINK platform. Hence, the calculated values of inductance (L =
4) from following parameters are obtained. The standard values of capacitors (C1 =
C2 = C3 = 470 µF) are selected.

L1 = Vin × d(1− d)4

2 fs I0
= 30× 0.5× (1− 0.5)4

2× 5000× 1.041
= 0.09 mH

L2 = Vin × d(1− d)2

2 fs I0
= 30× 0.5× (1− 0.5)2

2× 5000× 1.041
= 0.36 mH

L3 = Vin × d

2 fs I0
= 30× 0.5

2× 5000× 1.041
= 1.44 mH

L4 = Vin × d

2 fs I0(1− d)2
= 30× 0.5

2× 5000× 1.041× (1− 0.5)2
= 5.769 mH

The simulated diagram of proposed converter is shown in Fig. 15 and various
outputs like output voltage (V0), output current (I0), switch stress voltage (VSW),
inductor currents(IL1, IL2, IL3, IL4) are obtained as follows (Figs. 17, 16, 22, 18, 19,
20, and 21).

Fig. 15 SIMULINK diagram of proposed converter
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Fig. 16 Output current (I0)
waveform

t

I0
I0=0.96 A

Fig. 17 Output current (V0)
waveform

t

V0=444.5V
V0

Fig. 18 Inductor current
(IL1) waveform where upper
limit inductor current (IL11
= 36 A) and lower limit
inductor current (IL12 =
6.6 A)

t

IL1

IL11=36 A

IL12=6.6 A

Fig. 19 Inductor current
(IL2) waveform where upper
limit inductor current (IL21
= 18.1 A) and lower limit
inductor current (IL22 = 3 A)

IL2

IL21=18.1 A

IL22=3 A

t

Fig. 20 Inductor current
(IL3) waveform where upper
limit inductor current (IL31
= 9.1 A) and lower limit
inductor current (IL31 =
1.5 A)

IL3

IL31=9.1 A

IL32=1.5 A

t
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Fig. 21 Inductor current
(IL4) waveform where upper
limit inductor current (IL41
= 4.4 A) and lower limit
inductor current (IL42 =
0.6 A)

t

IL4

IL41=4.4A

IL42=0.6A

Fig. 22 Voltage across
switch (V sw)

Swi
tch
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ess(

V sw)

t

Vsw=444.1 V

7 Capacitor Voltage Stresses Comparison

A comparative analysis between the proposed converter and the cascaded boost
converter on the basis on capacitor voltage stresses of each capacitor is performed in
MATLAN/SIMULINK and different simulation results are obtained. It is observed
that the capacitor voltage stresses(VC1, VC2, VC3) in proposed converter as shown
in Figs. 23, 25 and 27 is much reduced as compared to the capacitor voltage stresses
(VC1, VC2, VC3) shown in Figs. 24, 26 and 28 of a cascaded boost converter for same
duty ratio (d = 0.5).

Fig. 23 Capacitor voltage
stress (VC1) across proposed
converter is reduced

t

VC1=27V
VC1

Fig. 24 Capacitor voltage
stress (VC1) across cascaded
boost converter

t

VC 1=58V
VC 1
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Fig. 25 Capacitor voltage
stress (VC2) across proposed
converter is reduced VC2=55V

t

VC2

Fig. 26 Capacitor voltage
stress (VC2) across cascaded
boost converter

t

VC 2=117VVC2

Fig. 27 Capacitor voltage
stress (VC3) across proposed
converter is reduced

t

VC3=110VVC3

Fig. 28 Capacitor voltage
stress (VC3) across cascaded
boost converter

t

VC 3=235V

VC 3

8 Conclusion

A complete simulation of the proposed converter with generalized structure of
quadratic boosting cell (n= 3) is performed inMATLAB/SIMULINK. The proposed
converter shows an increase in its output voltage gain even at a low duty ratio justi-
fying the dependency of output voltage gain on number of quadratic boosting cells.
Also reduction in voltage stresses is mainly observed across the capacitors when the
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proposed converter is compared with the cascaded boost converter for same duty
ratio (d = 0.5). This feature reduces the capacitor voltage ratings well as cost of
the capacitors utilized in proposed converter. The hardware implementation of the
proposed converter needed to be accomplished in the near future to verify its merits
and effectiveness.
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Performance Analysis of Transistor
Clamped H-Bridge Multi-reference
Multi-level Inverter for Standalone PV
System

Siddheswar Kar, Ranjeeta Patel, and Sarat Kumar Mishra

1 Introduction

Due to the rapid rate of rise in population and swift modernization, the electric energy
requirement has gone up manifold causing a higher demand to produce electricity
from non-conventional sources [1]. Among the non-conventional energy sources, the
photovoltaic (PV) modules have been gaining popularity as they provide a pollution-
free environment [2]. They have an edge over other renewable sources due to fewer
maintenance requirements, lower cost of operation and cleanliness [3]. The advent of
power electronic converters has added more flexibility to the use of solar energy [4].
The atmospheric conditions like temperature and solar radiation are highly unpre-
dictable which affects the performance of the solar PV systems. Further, there is
a need to track the load variations under the inherently changing solar conditions.
Hence, for optimum power extraction during all hours of the day with varying condi-
tions of atmosphere, MPPT algorithms have been developed. Because maximum
power operation of the PV arrays causes increase in efficiency as well as decrease
in outlay of the system [5, 6]. Solar energy is converted into an electrical DC supply
with the help of a PV cell. Hence, a standalone PV system requires an inverter to
convert DC into AC. The main disadvantage of an inverter is its harmonic content
at the output. It put impacts on the distribution network; i.e., it degrades the quality
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of supply and increases the losses. Among inverters, a multi-level one is better for
PV applications because it has a number of advantages: (i) lower total harmonic
distortion (THD) and (ii) low switching losses; still, the levels of inverter affect
the harmonic content [7–11]. The TCHBMLI is chosen here due to its own advan-
tages of less number of switching devices usage, and hence, less switching loss out
of various familiar multilevel inverters like flying capacitor type, diode clamped,
and cascaded H-bridge inverters. The transistor clamped MLI needs equal number
of power devices as the inverter level or less [12–21]. Hence, the usage of power
devices is reduced to nearly half of the power devices required by other topologies.
An analysis is made on the performance of a grid-interactive PV system fed from
5-level and 7-level inverter, and the efficiency of the system has been assessed [22].
In this paper, a detailed analyis has been presented to decide the better one between
the single-phase 5-level and 7-level TCHBMLIs for standalone PV system on the
basis of lower total harmonic distortion (THD) and filter size requirements. The
multi-reference switching scheme is used for generating switching pulses for the
power devices being used for transistor clamped multilevel inverter.

2 Multi-reference-Based Transistor Clamped H-bridge
Inverter

2.1 5-level and 7-level TCHBMLI

The TCHB inverter has its own advantages as compared to other multilevel inverters.
The number of power devices, i.e., IGBT switches required is five for the 5-level
TCHBMLI, whereas for the 7-level TCHBMLI is six. This indicates that the required
number of power devices does not rise proportionately as the number of levels rise.
For the 5-level TCHBMLI, the configuration is as shown in Fig. 1a. This configura-

Fig. 1 Configuration of a 5-level, b 7-level TCHBMLI
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tion consists of one transistor clamped H-bridge inverter, a supportive circuit (which
includes one IGBT switch and four power diode switches), and two DC link capac-
itors for voltage division. The DC power supply is connected to the load through
transistor clamped H-bridge multi-reference inverter. The supportive circuit engen-
ders the input DC voltage to a lower level by 50% [7]. This configuration reduces
the arrangement complexity comparison to flying capacitor, diode clamped, and
hybrid MLI configurations [8, 9]. The working principle of this new configuration is
presented in the references [7, 10, 11]. The levels of the output voltage (V o) of this
transistor clamped multi-reference inverter and switch transition states are given in
Table 1. The operation of the switch in a supportive circuit is directed as per load
current direction. Similarly, the 7-level transistor clamped MLI consists of total six
IGBT switches as depicted in Fig. 1b.

The 7-level TCHBMLI configuration consists of a one-phase TCHB inverter, two
supportive circuits (each includes one IGBT switch and four power diode switches),
and three DC link capacitors for voltage division. This new configuration has a
number of advantages over other configurations, i.e., lesser number of switches and
capacitors compared to same level configurations [12]. Seven levels of output voltage
are obtained byproper switching of the inverter. Reference levels of the output voltage
(V o) of this TCHBMLI and switch transition states are given in Table 2.

Table 1 Reference levels of Vo (output voltage) and switch transition states of the 5-level
TCHBMLI

Vo S1 S2 S3 S4 S5

Vdc On Off Off Off On

0.5 Vdc Off Off Off On On

0 Off Off On On Off

−0.5 Vdc Off On Off Off On

−Vdc On Off Off On Off

Table 2 Levels of Vo (output voltage) and switch transition states of the 7-level TCHBMLI

Vo S1 S2 S3 S4 S5 S6

Vdc On Off Off On Off Off

0.667 Vdc Off Off Off On On Off

0.334 Vdc Off Off Off On Off On

0 Off Off On On Off Off

−Vdc Off On Off Off On Off

−0.667 Vdc Off On Off Off Off On

−0.334 Vdc Off On On Off Off Off
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2.2 Multi-reference Switching Scheme

The multi-reference switching scheme uses a sinusoidal pulse width modulation
(SPWM) technique. Multi-reference switching scheme is meritorious because of
a simplistic controller of smaller size and easier implementation. Multi-reference
switching scheme is used here in this 5-level TCHBMLI configuration to generate
gate pulses for five numbers of IGBT switches. Out of multicarrier (phase shifted
and level shifted) and multi-reference sinusoidal pulse width modulation, here the
multi-reference is used for switching pulse generation. In this configuration, a carrier
signal, i.e., triangular (V c), is being compared with two sinusoidal reference signals
(V ref1, V ref2) for the generation of gate pulses. Here V ref1 and V ref2 are of the same
phase and frequency but differ by an offset of amplitude V c as shown in Fig. 2a [13].
This configuration has four modes in one cycle of operation. These modes are as
given below [7].

Mode A: [0 < θ ≤ α1 and α2 < θ ≤ π .], Mode B: [α1 < θ ≤ α2], Mode C:
[π < θ ≤ α3 and α4 < θ ≤ 2π ], Mode D: [α3 < θ ≤ α4].

Modulation index (M) affects the phase angle (θ ), and hence, the modulation
index of this multi-reference inverter is as given below [14].

M = Am

2Ac
(1)

where Am = maximum amplitude of V ref1 and ref2 and Ac = Maximum amplitude of
V c.. In conventional PWM techniques, several carrier signals are compared with only
one reference to create gate pulses [15, 16]. But in this 7-level inverter configuration,
three reference signals, i.e., V ref1, V ref2, V ref3 are compared with the carrier V c to
generate gate pulses for six numbers of IGBT switches. The V ref1, V ref2, V ref3 are of
the same phase and frequency but differ by an offset of amplitude V c as in Fig. 2b.
Comparison of (V ref1, V ref2, V ref3) and (V c) are done as per the following steps:

(i) If V ref1 goes beyond the maximum amplitude of V c, then V ref2 is compared
with V c till maximum amplitude of V c is reached.

(ii) When V ref2 goes beyond the maximum amplitude of V c, then V ref3 is compared
with V c till it reaches zero.

(a)                                                     (b) 

Fig. 2 Generation of switching pulses for IGBTs of a 5-level and b 7-level TCHBMLI
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(iii) When V ref3 reaches zero, then V ref2 is being compared with V c till it goes to
zero.

(iv) As soon as V ref2 goes to zero, V ref1 is compared with V c and the procedure is
continued as depicted in Fig. 2.

The modulation index affects the phase angle, and hence, the modulation index
of this multi-reference inverter is as given below [17].

M = Am

3Ac
(2)

where Ac = maximum value of V c and Am = maximum value of (V ref1, V ref2, V ref3).
This configuration has six modes in one cycle of operation. These modes are as

given below [17].
Mode A: [0 < θ < β1 and β4 < θ < π], Mode B: [ β1 < θ < β2 and β3 <

θ < β4], Mode C: [β2 < θ < β3], Mode D: [π < θ < β5 and β8 < θ < 2π ],
Mode E: [β5 < θ < β6 and β7 < θ < β8], Mode F: [β6 < θ < β7].

3 Photovoltaic Module Modeling

Several circuits are in use as equivalent of a PV cell. Out of all such equivalent
circuits, the one-diode model is simple and accurate [18, 19]; hence, it is applied
here. The equivalent model is shown in Fig. 3.

The different symbols of the equivalent circuit are defined as: Iph = photocurrent
generated, Id = current flowing through the shunted diode (D), Ish = current flowing
through the shunt resistance (Rsh), Ipv = output current of PV cell, V pv = output
voltage of the PV cell, D = diode parallel to Rsh, Rsh = shunt resistance, Rs =
resistance connected in series with the output.

A PV module consists of many cells in series combinations so as to cater to the
voltage requirements of the load [20]. The current equation of the PV module can

Fig. 3 Circuit represented
as equivalent of a PV cell
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be represented as

Ir = ISC,r

[
1 − k

Vr+Rs Ir
VOC,r

−1
r

]
(3)

The mentioned parameters of Eq. (3) under standard test condition (STC) are
defined as follows: I r = output current of PV module, ISC,r = short circuit current
of PV module, V r = PV module output voltage, VOC,r = PV module open circuit
voltage, and kr = coefficient of ISC/I0.

Ipv = Ir
ISC
ISC,r

(4)

Vpv = Vr + (
VOC − VOC,r

) + Rs
(
Ir − Ipv

)
(5)

3.1 MPPT Algorithm

A number of algorithms are present to run the photovoltaic (PV) array at maximum
power. Among all those algorithms, Perturb and Observe (P&O) algorithm is advan-
tageous because of its simplistic structure, low cost, and ease of realization. Hence,
in this paper P&O algorithm is being used.

4 Standalone PV System Using TCHBMLI

The implementation block diagram for the standalone PV system with conventional
boost converter and TCHBMLI is depicted in Fig. 4. The block diagram consists of
4 × 4 PV array, 5-level/7-level TCHBMLI, Boost converter, MPPT controller, filter,
and load. The PV array has four strings. Each string consists of four modules, i.e., 4
× 4 as shown in Fig. 5.

Uniform irradiance of S = 1000 W/m2 and uniform temperature of T = 30 °C
were taken for all the modules to find out V pv and Ipv of the 4 × 4 PV array. To
design this PV array, the following parameters were taken [20]: Power = 50 W, Sr
= 1000 W/m2, T r = 25 °C, ß = −0.0033/°C, V oc,r = 22 V, α = 0.0004/°C, Isc,r =
3 A, IMPP,r = 2.77 A, VMPP, r = 17.98 V, Rs = 0.085 �.
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Fig. 4 Implementation block diagram of standalone PV system using TCHBMLI

Fig. 5 Implementation diagram of PV array

4.1 Control Strategy Used for Standalone PV System Using
TCHBMLI

Figures 6 and 7 represent the control flow diagram for standalone PV system using
5-level TCHBMLI and 7-level TCHBMLI, respectively. In the control flow diagram
of Fig. 6, the output of the MPPT controller (δ) is comparing with a triangular
wave V t and producing gate signal for IGBT switch (S) of the boost converter. For
the generation of gate signals of IGBT switches (S1–S5) of 5-level TCHBMLI, a
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Fig. 6 Control flow diagram for standalone PV system using 5-level TCHBMLI

Fig. 7 Control flow diagrams for standalone PV system using 7-level TCHBMLI

triangular signal (V c) is comparing with V ref2 (with a vertical amplitude shifting
which is same as the amplitude of V t) and V ref1.

For standalone PV system using a 7-level TCHBMLI, the procedure of gate pulse
generation is the same for IGBT switch S of the boost converter as in Fig. 6. But
for the generation of gate pulses of IGBT switches (S1 − S6) of 7-level TCHBMLI,
three reference signals were taken as depicted in Fig. 7. Here triangular signal (V c)
is comparing with V ref3 (with a vertical amplitude shifting which is the same as the
amplitude of V t), V ref2 (with a vertical amplitude shifting which is the same as the
amplitude of V t) and V ref1.

5 Simulation Results and Discussions

Figure 8 shows the Ppv − V pv and Ipv − V pv characteristics of a 4 × 4 PV array.
For the operation of 4 × 4 PV array, uniform irradiance and temperature are taken
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(a)                                                              (b) 

Fig. 8 Variation of photovoltaic array a power (Ppv) versus voltage (Vpv) and b current (Ipv) versus
voltage (Vpv)

(a) (b)

Fig. 9 Variation of boost converter a output power (Pboost), b voltage (Vboost) versus time

for all the 16 modules; i.e., for all the modules irradiance, (S) is 1000 W/m2 and
temperature (T ) is 30 °C. From Fig. 8a, b, it is seen that the peak power of the 4 ×
4 array is 773.2 W for a voltage of 68.25 V and short circuit current is 12 A.

To obtain the peak power from the PV array, the P&O algorithm was used for the
MPPT controller attached to the boost converter. The parameters of boost converter
are as follows: C4 = 90μF, Lb = 4.2 mH, C5 = 1100μF. Figure 9 shows how power
output (Pboost) and voltage output (V boost) of boost converter controlling by MPPT
controller changing w.r.t time.

From Fig. 9a, b, it was observed that boost converter output power approached the
maximum value of PV array, i.e., 773.2 W at a voltage of 68.25 V after an interval
of 0.05 s. Hence, this MPPT controller is faster. To achieve this target, a step size of
0.002 and �δ of 0.009 was taken.

To generate PWMsignals for 5-level and 7-level TCHBMLI, a frequency of 2 kHz
was taken for the carrier signal. Figure 10a, b depicts the output voltage of 5-level
and 7-level TCHBMLI, respectively.

It is observed from the figure that V o5-level and V o7-level vary from maximum +
ve voltage of 68.25 V to maximum −ve voltage of 68.25 V which was the V boost of
boost converter to attain a peak power of 773.2 W. To obtain the required inverter
output, following capacitance values are used, for 7-level:C1=C2=C3= 3000μF
and for 5-level C1 = C2 = 3000 μF.

Figure 11 shows the harmonic analysis of 5-level and 7-level TCHBMLI output
voltage, respectively. The THD comparison results are enumerated in Table 3. The
multilevel output voltages contain harmonics, which is not suitable for loads of
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(a) (b)

Fig. 10 Variation of output voltage a 5-level inverter (Vo5-level), b 7-lever inverter (Vo7-level)
versus time

Fig. 11 Harmonic analysis of output voltage Vo a 5-level and b 7-level

Table 3 Comparison results with the L-C-L filter

Multi-level Inverter THD analysis No. of cycles THD (%)

5-level Inverter Inverter output voltage (Vo5-level) 10 43.47

7-level Inverter Inverter output voltage (Vo7-level) 10 22.91

Filter THD analysis No. of cycles THD (%)

5-level (L1 = 7.5 mH, L2 =
7.5 mH, C = 2200 μF)

Filter output voltage (Vo5filter) 10 1.59

7-level (L1 = 6.9 mH, L2 =
6.9 mH, C = 2200 μF)

Filter output voltage (Vo7filter) 10 1.57

standalone systems. Hence to smooth the output voltages, filter is required. L-C-L
filter is used in this presented system. The parameters used for filter design are as:
5-level inverter: L1 = 7.5 mH, L2 = 7.5 mH, C = 2200μF and 7-level inverter: L1 =
6.9 mH, L2 = 6.9 mH,C = 2200μF. Figure 12 depicts the output voltage of the filter
for both the inverters. Nearly single-phase sinusoidal voltages of frequency 50 Hz
were obtained using the above parameters.

Figure 13 shows the harmonic analysis of load voltages after using filters.
Comparison results are as shown in Table 3.
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(a) (b)

Fig. 12 Variation of a Vo5filter and b Vo7filter versus time

Fig. 13 Harmonic analysis of output filter voltage a Vo5filter and b Vo7filter

6 Conclusion

This paper presented a 4 × 4 PV array linked to a load (standalone) through a tran-
sistor clamped H-bridge multi-reference (5-level and 7-level) inverter and a boost
converter. P&O algorithm has been used to track the maximum powerpoint. The
performance of TCHBMLI systems was investigated using the MATLAB/Simulink
framework. From the obtained results, it is inferred that transistor clamped 7-level
inverter provides less THD in its output voltage, i.e., 22.91% in comparison with
transistor clamped 5-level inverter that provides THD of 43.47%. Again the size
of the filter required to eliminate harmonics is small in transistor clamped 7-level
inverter. Hence, it is concluded that a 7-level TCHBMLI is a good option for the stan-
dalone PV system. Further it is observed that after filtering through L-C-L filter, the
output waveforms THD is well below 5% as per IEEE519 standard for both 5-level
and 7-level transistor clamped inverter. Specifically the 7-level output is really well
with 1.57% THD.
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A Novel Single-Phase Switched Capacitor
Multilevel Inverter with Voltage Boosting
Ability for Renewable Applications

Musie Welday Tesfay, Tapas Roy, and Swagat Das

1 Introduction

DC-to-AC multilevel inverters were introduced in the mid of 1970s since their intro-
duction increases the production of electric energy from renewable sources [1]. The
demand and consumption of Electric energy increase in day-to-day activity of human
being. To balance the gap between demand and electric energy consumption, elec-
tric energy generating, controlling, and storing from renewable energy sources is
compulsory. Therefore, MLIs play a decisive role in providing reliable, efficient,
and controlled power. They are applicable for AC motor drives, electric vehicles
and hybrid electric vehicles, integration renewable energy sources like wind, fuel
and photovoltaic, uninterruptible power supplies (UPSs), static VAR compensators,
active filters [2]. They convert several levels of DC voltages into nearly sinusoidal
voltage with reduced harmonics, lower electromagnetic interference and dv/dt stress,
reduced voltage stress across power semiconductor devices and fewer power losses.
However, with increasing the output level, the number of semiconductor devices,
gate drivers circuit, auxiliary components, protecting devices, and heat sink overall
cost, control complexity, and volume of the system would be increased, and this
reduces efficiency and performance of the converter, [3, 4]. The first proposed struc-
tures ofMLI where called conventional MLI. They are categorized into three groups,
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namely cascade H-bridge [1], neutral-point-clamped inverters [5], and flying capaci-
tors [6]. TheseMLI topologies have been easily integrated into industrial applications
because of their good performance. However, for higher output level these topologies
require a high number of main and auxiliary components, switch blocking voltage,
and complexity with additional capacitor voltage balance circuit. Also, the inability
of boosting its input voltage is another drawback of conventional MLIs [7].

To get the better of a large number of components, capacitor voltage balance
problem, inability of boosting self-voltage and complex control algorithms or auxil-
iary circuits in conventionalMLIs, switched capacitormultilevel inverters (SC-MLIs)
have been proposed in recent years. SC-MLIs come up with sensible solutions for
all the above drawbacks due to their boosting features. They use switched capacitors
as an alternative DC power supply in addition to the input source. SC-MLI generates
a staircase waveform of output level through charging and discharging of capaci-
tors with the DC source. In recently developed SC-MLIs structures [8–17], when
the boosting factor increases, interconnected components, standing voltage across
switched and diodes, power losses and overall cost significantly increase. Therefore,
designing an SC-MLI structure using cost-effective analysis with optimum semi-
conductor devices, gate driver circuits, capacitors, diodes, and boosting ability is
required. In this paper, a novel single-phase MLI structure with boosting ability has
been proposed. The proposed SC-MLI structure is able to synthesize 19-level of
output voltage using 2 switched capacitor and 3 equal and non-isolated DC sources
and 16 switches. It contains 3 bidirectional switches in which the gate driver circuits
reduced. The proposed structure able to boost the input DC sources to 3 times.
The proposed topology generates negative, zero, and positive levels without using
H-bridge. This inherently generating of polarity reduces the total switch blocking
voltage and converter overall cost. In addition to this, self-balancing of capac-
itor voltage is another advantage of the proposed topology. On the next sections,
basic descriptions of proposed topology, comparisons with different recently devel-
oped topologies, and detail verification of the proposed simulation result proposed
topology for different load conditions are done.

2 Proposed 19 Level SCMLI

The proposed 19-level novel structure is depicted in Fig. 1. It has 3 bidirectional
power switches, 10 unidirectional power switches, 2 capacitors, and 3 equal and
non-isolated DC sources. These capacitors are connected in parallel to 3V dc sources
during their charging time and connected in series during their discharging time
using the appropriate switched combination. As shown from the circuit diagram,
Q4, Q5, and Q8 are bidirectional switches, whereas the remaining other switches
are unidirectional. Turning ON of Q3, Q6, Q7, Q8,, and Q13 switches enables us to
charge C1 from the input DC source. Similarly, turning ON of Q3, Q6, Q8, Q9, and
Q12 switches enables us to charge C2 from the input DC source. Switch Q1 and Q2

andQ10 andQ11 are a complement to each other to avoid danger short-circuit current
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Fig. 1 Proposed structure

on input DC source voltage and capacitors. The current flow path and equivalent
representation of the proposed structure for different output voltage levels are shown
in Fig. 2. Further, switching state and states of the capacitor in each output level of
the proposed topology are stated in Table 1. Where ‘N’, ‘C’, and ‘D’ indicate not
change (no state), charging state, discharging state of capacitors during one cycle
output level, respectively. Figure 2a–j represents the current path and equivalent
circuit for 0, +1, … and +9 voltage level, respectively, with ON respective switches
and capacitor states as depicted in Table 1.

The maximum stress voltage across Q5 and Q4 is 2V dc, Q1, Q2, Q3, Q6, Q8, Q12,

and Q13 are 3V dc, and 6V dc for Q7, Q9, Q10, and Q11 switches. Maximum current
stress through Q1, Q2, Q4, Q5, Q10, and Q11 is Im (Max. load current), whereas
maximum stress current in Q3, Q6, Q7, Q8, Q9, Q12, and Q13 is Im + Icm (Max. load
current + Max. capacitor current).

3 Modulation Technique

In this proposed topology, modulation technique based on half-height fundamental
switching frequency has been used for generating the pulses as depicted in Fig. 3
[11]. By using these output pulses in Fig. 3b based on Table 2, switching pulses of
the proposed structure can be generated (Q2 and Q1, Q10 and Q11 are complement to
each other). Here V 0 to V 9 are the pulses for the positive half cycle and V 0

′ to V 9
′

are the pulses used for the negative half cycle.
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(a) Vo = 0Vdc )b( Vo = +3Vdc

(c) Vo = +6Vdc )d( Vo = -3Vdc

(e) Vo  = -6Vdc )f( Vo = +9Vdc

Fig. 2 Current flow path and equivalent representation of the proposed structure

4 Selection Procedure of Optimal Capacitor

In this section, calculating the value of optimal capacitance of the proposed structure
has been presented. For evaluating the optimal value of each capacitor, the longest
discharging period (LDP) of each capacitor over one cycle of output level at a funda-
mental frequency considered. From Table 1 and Fig. 4, longest discharging period of
C1 is in positive output level, whereas the longest discharging period of C2 is during
the negative half cycle of the output voltage.

As shown in Fig. 4, the LDPs of both capacitors in the proposed structure are the
same. Therefore, maximum discharging capability and their optimal value during
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Table 1 Switching state of the proposed structure

Switching state Output voltage (Vo) On switch Capacitor state

C1 C2

1 +9 Q1, Q6, Q9, Q11, Q12, Q13 D D

2 +8 Q1, Q5, Q9, Q11, Q13 D D

3 +7 Q1, Q4, Q9, Q11, Q13 D D

4 +6 Q1, Q3, Q6, Q8, Q9, Q11, Q12 D C

5 +5 Q1, Q5, Q8, Q11 D N

6 +4 Q1, Q4, Q8, Q11 D N

7 +3 Q1, Q3, Q6, Q7, Q8, Q11, Q13 C N

8 +2 Q1, Q5, Q7, Q11, Q12 N N

9 +1 Q1, Q4, Q7, Q11, Q12 N N

10 0 Q2, Q3, Q6, Q7, Q8, Q11, Q13 C N

Q1, Q3, Q6, Q8, Q9, Q10, Q12 N C

11 −1 Q2, Q5, Q9, Q10, Q13 N N

12 −2 Q2, Q4, Q9, Q10, Q13 N N

13 −3 Q2, Q3, Q6, Q8, Q9, Q10, Q12 N C

14 −4 Q2, Q5, Q8, Q10 N D

15 −5 Q2, Q4, Q8, Q10 N D

16 −6 Q2, Q3, Q6, Q7, Q8, Q10, Q13 C D

17 −7 Q2, Q5, Q7, Q10, Q12 D D

18 −8 Q2, Q4, Q7, Q10, Q12 D D

19 −9 Q2, Q3, Q7, Q10, Q12, Q13 D D

the LDP of both capacitors can be computed by (1):

QC1 = QC2 = 2

T
4∫

t4

IL(t)dt = 17Vdc

ωRL
(1)

where QC is stored energy/charge on the capacitor.
Consider r is the percentage of the maximum allowable capacitor voltage ripple

at steady state, the optimal value of both capacitor for the SC-ML can be calculated:

C1 = C2 = Copt ≥ QC1

r × Vdc
= QC2

r × Vdc
= 17

rωRL
(2)

For the R-L (resistive–inductive) load, IL(t) = Im sin(ω t − α). Where α is the
phase angle between load current and output voltage. Therefore, the optimal capacitor
value for R-L load will be:
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Fig. 3 a Comparison of different dc levels with reference sinusoidal signal and b pulse generation
circuit diagram of the proposed topology

Table 2 Switching pulse
generation using OR
operation

Q1 = V3 + V1 + V0
′ + V2 + V8 + V4 + V9 + V6 + V5 + V7

Q3 = V0
′ + V0 + V3 + V3

′ + V6 + V6
′ + V9′

Q4 = V2
′ + V1 + V4 + V7 + V5

′ + V8
′

Q5 = V2 + V5 + V8 + V1
′ + V4

′ + V7
′

Q6 = V0 + V3 + V6 + V9 + V0
′ + V3

′ + V6
′

Q7 = V0 + V6
′ + V1 + V7

′ + V2 + V8
′ + V3 + V9

′

Q8 = V0 + V5
′ + V6 + V3

′ + V4 + V0
′ + V3 + V4

′ + V5 +
V6

′

Q9 = V0
′ + V6 + V1

′ + V7 + V2
′ + V8 + V9 + V3

′

Q11 = V8 + V2 + V0 + V9 + V6 + V4 + V1 + V7 + V3 + V5

Q12 = V7
′ + V1 + V8

′ + V2 + V6 + V9 + V0
′ + V3

′ + V9
′

Q13 = V9 + V6
′ + V0 + V2

′ + V3 + V7 + V9
′ + V8 + V1

′
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Fig. 4 Longest discharging period of C1 and C2 of the proposed topology

(a) Copt vs Load resistance (RL) (b) Copt vs angle ( ) α

Fig. 5 Value of optimal capacitance Copt for different ripple voltage

C1 = C2 = Copt ≥ 2Im(cos (0.4 − α) − sin(α))

rωVdc
(3)

Considering other parameters constant, when the load resistance increases the
required capacitance value decreases. Similarly, the optimal capacitance value
decreases for a higher value of the angle α. The value of the optimal capacitor
varies with the angle α is presented in Fig. 5 for Im = 5 A, V dc1 = V dc2 = V dc3 =
48 V each and f s = 50 Hz.

5 Comparison Study

Comparison of the proposed structure with different recently developed SC-MLI-
based topologies that having input voltage more than one V dc has been done. Table
3 shows contrast and correlation of proposed topology with topologies in [8–10,
13–17]. The proposed topology has been compared in terms of number of switches
(N sw), capacitors (Nc), drivers (Ndr), diodes (Nd), and total blocking voltage (TSVpu
and PIVpu). Finally, the cost function (CF) comparison has been done to evaluate
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Table 3 Comparison of different SC-MLI topologies, T = topologies, P = proposed, Np = no. of
a path, Vs = the maximum voltage across the single switch

[T ] NL N sw Ndr Nd Nc TSVpu PIVpu Vs B Np V in, tot CF

f = 0.5 f = 1.5

[8] 25 12 12 2 2 5 0.5 10 2 6 6 3.69 4.35

[9] 9 10 8 1 2 6 0.5 4 2 3 2 2.694 3.472

49 18 14 2 4 6 0.5 24 2 5 12 5.051 5.847

[10] 17 10 10 2 2 5.5 0.5 8 2 5 4 3.176 3.882

[14] 31 16 16 2 4 5.67 0.33 15 3 7 5 2.204 2.527

[15] 49 20 16 0 6 5.33 0 7 1.5 6 8 4.86 5.44

[13] 11 8 7 0 2 4.2 0 3 1 5 5 8.68 10.6

[17] 9 12 10 0 1 5.5 0 2 2 4 2 2.86 3.472

[16] 49 16 16 4 4 5.33 0.67 21 3 8 8 2.34 2.67

[P] 19 16 13 0 2 5.33 0 6 3 6 3 1.772 2.052

Fig. 6 Comparison of CF with f

the overall cost of these SC-MLI structures expressed by (4) [9].

CF = (Nsw + Ndr + Nd + Ncap + f (TSVpu + PIVpu))Vin,tot

BNL
(4)

where TSV pu,PIV pu, f , B, NL andV in,tot are the total standing voltage across switches
per maximum output voltage of each converter, total standing voltage across diodes
per unit, weightage (importance factor) of TSV and PIV, boosting factor, number of
levels and sum of input voltage per V dc for theNL output level of SC-MLI structures,
respectively.

Figure 6 shows the cost function comparison of proposed SC-MLI with different
recently proposed structures when the weightage factor (f ) varies from 0.5 to 1.5
value.
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6 Simulation Study and Verification of Proposed Topology

In this section, simulation studies and verifications of proposed topology for various
load types such as pure resistive, resistive–inductive, pure inductive, and during
dynamic load of have been presented. The topology is presented using low-frequency
switching strategies for V dc1 = V dc2 = V dc3 = 48 V, C1 = C2 = 5500 μF, Ron =
0.18 �, Rd = 10 m�, and Resr = 0.1 � values.

The simulation result of the proposed topology for pure resistive load condition
is presented in Fig. 7. The output voltage per division is 100 V, and load current per
division is taken 2.5 A. Figure 7a presents output voltage waveform and load current
waveform. For resistive load (RL = 75.6�), the proposed topology provides 377.2 V
fundamental output voltage and 4.99% total harmonic distortion (THD). Figure 7d
presents the waveform of voltage across the capacitor when the load is resistive (RL

= 75.6 �). The voltage ripple for both capacitors is around 5.2 V as shown in the
zoomed part of Fig. 7d. For R-L load, the load current and the output voltage are out
of phase as shown in Fig. 7b. The parameter values used for verification of R-L load
are RL = 73.95 � and L = 50mH.

Besides, the proposed structure is verified for sudden load change conditions
as shown in the other diagrams of Fig. 7. When the load resistance increases, the
magnitude of load current reduces, but its waveshape remains the same. Figure 7c
presents when suddenly the load resistance is doubled for 3 cycles, magnitude of
load current reduced by half (ID, is dynamic load current). But the capacitor voltage
ripple of the converter is improved as depicted in Fig. 7e. When the duration of
sudden load change is over the magnitude of the load current returns to its original
value as shown in Fig. 7e for RD = RL = 73.95 � and L = 50 mH, RD is dynamic
resistance during a load change.

7 Conclusion

In this research study, a novel MLI structure with boosting ability has been proposed.
It provides inherently synthesizing of all levels without a polarity generation circuit.
It boosts the input voltage three times greater the input DC source using a lower
number of circuit components and lowest cost function as compared to recently
proposed SCMLI topologies. Simulation study and verification of output voltage,
the voltage across the capacitors with their ripple and load current have been done
forR,R-L and dynamic loads. The proposed topology is suitable for renewable energy
conversion systems such as photovoltaic farm and fuel cell applications.
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(a) Vo and IL for R- Load

(b) Vo and IL for R-L Load

(c) Vo and IL for dynamic Load

(d) Capacitor voltage for R-Load (e) Capacitor voltage for dynamic-Load 

Fig. 7 Simulation results for different load condition
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Frequency Response Analysis of Power
Transformers

Subhendu Mishra

1 Introduction

Frequency response analysis of FRA is an off-line condition monitoring technique
that can be used for diagnosis of any transformer. Mechanical defects and insulation
failures are the main reasons due to which transformers have to be decommissioned.
FRA involves taking a ‘fingerprint’ or signature frequency response of the trans-
former under study and comparing this signature to the one originally provided by
the manufacturer of the transformer when it was first commissioned.

It is necessary to understand that transformers are capable of withstanding various
short circuits without themselves failing. However, due to isolated stresses, there are
local deformations in the transformer. When there is significant deformation, even a
small short circuit can severely damage the transformer and render it useless. Thus,
it is necessary to regularly check the transformer for any significant deformation.
This means that the transformer has to be isolated and made off-line, before it can
be tested using FRA. There are some studies going on where the transformer can be
diagnosed without removing it from the main grid [1, 2].

Various studies have been done on modeling of transformer as a coupled field
circuit [3]. Here, it is explained that the transformer behaves as a coupled device of
various fields like electric field, magnetic field, thermal field, mechanical field, fluid
flow field, and acoustic field [4]. FRA is done in order to mainly study the changes
in the electric circuit of the transformer. Transformer winding can be modeled as a
network of capacitance, resistances, self-inductance, and mutual inductance. These
parameters are coupled to other fields like thermal, fluid flow field, mechanical, etc.
The values of these network parameters change when there is any deformation due to
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short-circuit faults or stress produced during transportation. With the change in the
capacitance and inductance parameters, there is also change in resonant frequency
of the transformer. Various studies have been carried out to study how the change
in resonance frequency can be interpreted to understand specific deformation in the
transformer [5–10].

Sweep frequency response analysis can be divided mainly into three types:

1. Time based: Current FRA is compared with old FRA of the same transformer
2. Type based: SFRA of one transformer is compared to another transformer with

the same design
3. Phase comparison: SFRA of one phase in a transformer is compared with that of

another phase.

2 FRA Review

2.1 Use of FRA in Transformers

It has been studied thoroughly how physical deformations in transformers can lead
to change in its capacitive and inductive parameters. The objective for the project is
to measure the input and output voltage of a transformer in open-circuit condition
over a sweep of input frequency. Thus, we are able to see the impedance changes
of the transformer over the sweep frequency range. FRA can be comprehensively
defined as a comparative method, in which the frequency response measurements
are carried out over a wide frequency range.

Generally, there are three regions of frequency response. The first region is 20 Hz
to 20 kHz and is also called a low-frequency region. The coremagnetizing inductance
is the most dominant in this region. The second region is 20–400 kHz which is also
considered as a mid-frequency region. Here, both inductance and capacitance of the
winding become prevalent due to which multiple resonance are present. The last
region of operation is above 400 kHz which is a high-frequency region. Here inter-
turn capacitance, lead inductance, and stray capacitance of the transformer dominate.
It is imperative to demonstrate the variousmethods available formeasurement of FRA
[11, 12]. Common FRA measurement techniques used in industry are as follows:

1. End-to-end voltage ratio measurement (FRAee)
2. Input admittance measurement (FRAad)
3. Transfer voltage ratio measurement (FRAtr).

In our experiment, we measure the end-to-end voltage ratio. Figure 1 shows the
connection used for conducting SFRA. Here, the transformer acts primarily as a
two-port network. The input voltage is given to the first port with a Rc value of 100�

resistor acting as shunt. The output voltage is calculated from the other portwith again
a 100 � shunt resistor. Ratio of output voltage (terminal 2 voltage, V2) and the input
voltage (terminal 1 voltage, V1) is taken and represented in terms of the amplitude.
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Fig. 1 Connection for end-to-end voltage measurement

FRA can be described by the plot of amplitude (dB) v/s frequency (Hz). Here, output
voltage, V2 depends on the transformer impedance. As impedance decreases, V2
increases. For our purpose, we would do end-to-end voltage measurement.

Amplitude(dB) = 20log10(V 2/V 1) (1)

In electrical circuit, impedance depends on resistance, inductance, and capacitance
as shown:

Fig. 2 Sweep FRA using LCR meter for 600 VA, 15 kHz transformer under test in open-circuit
condition
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Z =
√

R2 + (X L − Xc)2 (2)

Inductive reactance increases and capacitive reactance decreases with frequency,
which can be given by following equations:

X L = 2π f L (3)

XC = 1/2π f C (4)

The voltage ratio is given in Eq. 5. The real part of the impedance can be expressed
in Eq. 6, and the imaginary part of the impedance is expressed in Eq. 7.

Vr

Vs
∠θ = 100

100 + Z∠φ
(5)

Zcosφ = 100
Vr
Vs

cos(−θ) + 100 (6)

Zsinφ = 100

ω ∗ Vr
Vs

sin(−θ) (7)

For measurement, the transformer tank is made to be the common ground refer-
ence. For validating the equipment, a known resistor is connected between the two
terminals. The equipment correctly predicts the resistance in the LabVIEWprogram.
The open-circuit impedance of the test transformer (600 W, 15 kHz) is shown here
(Fig. 2).

2.2 Use of FRA in Motors

Sweep FRA is useful for diagnosis of rotating machines as well. In the project,
we analyzed an induction machine as well and analyzed the FRA signature. It has
been explained previously that each equipment or machine has a unique sweep FRA
fingerprint. We observe a change in this fingerprint if there has been any fault in
the machine. Thus, the type of fault and its severity can be identified by comparing
SFRAof a healthymachinewith that of the faultymachine. SFRA is used primarily to
identify failure or changes in the winding insulation and the core of the machine [13].
Frequency response depends on the winding resistance; self, mutual, and leakage
inductance; and also the capacitance of the machine.

Adjustable speed drives can lead to stress conditions like thermal overload,
mechanical vibrations, and voltage spikes. It has been experimentally verified that
a 10 degree increase in temperature will result into a decrease of insulation life by
50% [14]. Electrical faults generally result from bearing failure and winding faults in
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rotor or stator. Winding insulation failures are of the following types: inter-turn short
circuit, winding-to-ground short circuit, phase-to-phase short circuit, and coil-to-coil
short circuit. Out of them, phase-to-ground short circuit is the most severe. Weak
turn-to-turn insulation actually leads to 80% of all electrical failures in stator [14].
Inter-turn short circuit can also cause hot spot and severely damage the motor.

3 Methodology

The complete setup can be seen in Fig. 3. The project involves the following
components.

3.1 Experimental Setup

3.1.1 NI LabVIEW Program

A LabVIEW program has been built to generate digital PWM signals that were sent
to the microcontroller board. The LabVIEW program is made such that it can give a

Fig. 3 Experimental setup for SFRA of 600 VA HF transformer
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PWM signal every 5 µs. A complete sinusoidal signal is sent as an array of 0′s and
1′s for one wavelength. Again, the output of the ADC of the TIVA C board is read
for the same frequency. After calculating the phase difference and impedance, the
LabVIEW program sends another PWM signal for a different frequency depending
on the frequency step defined by the user.

3.1.2 TIVA C Board (EK-TM4C1294XL)

The board has 120 MHz, 32 bit, ARM Cortex M4 MCU. Code Composer Studio
(CCS) is the development tool platform used for programming theMCU. TivaWare is
the embedded driver used for control of theADCand PWMpins. Themicrocontroller
is essentially the interface between the PC LabVIEW program (user interface) and
the analog circuit.

3.1.3 Analog Circuit, DC Supply, Oscilloscope

The first phase of the circuit is an optocoupler which amplifies the PWM signal from
TIVA C board to a square wave signal, with limits of 0 and 5 V. In the first phase, the
objective was to have a FRA sweep up to 2 kHz. The PWMmodulating frequency is
20 kHz. The second part of the circuit is a fourth-order RC filter. The RC filter has
a cut-off frequency of 5 kHz.

The PWM has a particular characteristic that it has significantly low harmonics
between source signal frequency and modulating frequency (i.e., 20 kHz). RC filter
removes all signals other than the source signal when we set a cut-off frequency of
5 kHz. Thus, we get a sinusoidal signal with frequency same as the source signal.

The methodology for the project is given here:

Step 1: LabVIEW and microcontroller interface is established.
Step 2: LabVIEW program is modified to obtain the PWM signal. This signal is

sent to the PWM pins in the TIVA C board. This involves programming the
TI board using Code Composer Studio.

Step 3: Digital-to-analog converter (DAC) circuit is made as shown in Fig. 5. This
includes the optocoupler, RC filter, and the voltage amplifier. The output of
the DAC circuit goes to the power circuit [15].

Step 4: Power circuit ismade as shown inFig. 6.Here, the output voltage and current
of the DAC circuit is amplified. A BJT circuit is formed, and biasing is
done to get 1.62 as the voltage amplification factor and a significant current
amplification depending on the load. The output of the power circuit is the
input to the transformer [15].

Step 5: A high-frequency transformer is attached to the circuit. The load output
is measured at terminals V1 and V2 using oscilloscope. The LabVIEW
program is again modified to give a frequency sweep up to 2 KHz. The
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output is observed and some modification in the circuit is made for correct
results.

Step 6: The input voltage at the terminal 1 (V1) and output voltage at terminal 2
(V2) of the same side are now read by TIVA C board using the ADC circuit
as shown in Fig. 7. This is done using two difference amplifiers across
100� resistors at terminals 1 and 2. One TIVAC board was damaged when
a sudden current spike was there while switching supplies. During this step,
it was observed that a separate DC supply is needed for the ADC circuit
(DC supply 2) and a different for the DAC and power circuit (DC supply 1).
Thus, it was inferred that this supply isolation is necessary for protection
of the TIVA C board.

Step 7: LabVIEW program is further modified to receive the digital data from the
TIVA C board. The phase difference and impedance of the transformer
is calculated using the two voltages read by the LabVIEW program. A
complete frequency sweep is now given. For each input frequency, the phase
difference between V1 and V2 and the impedance of the transformer is
recorded.

3.2 LabVIEW and TIVA C Board

It was observed that the signal at the output of theDACwas not completely sinusoidal
when the transformer was connected. The first part of the project used the control
signal and saw-tooth modulating signal to generate PWM signals. The reason for
distortion was identified to be the fact that at the phase angle of 270° the output
PWM signal is very small. It was identified that it would be better to generate the
PWM signals from a variable duty cycle applied to square wave as compared to
conventional method of comparing the modulating and control signals. The duty
ratio was varied between 20 and 80% to avoid peaky output voltage.

3.2.1 DAC Circuit Design

Here, the circuit between the transformer and the microcontroller is explained. In
Fig. 4, the pins PE4 and PE5 in the TIVAC board give PWM input to the optocoupler
6N137. The output of the optocoupler is then given as input to the RC low pass filter.
Value of resistance R1 and R3 is taken as 1 k�, and C2 and C4 value is taken as
33 µF. The cut-off frequency for this filter is 5000 Hz.

The output voltage of the RC low pass filter is amplified by 5.6 times before it
is given as input to the power circuit as shown in Fig. 5. The BJT is connected to
a 32 V supply and appropriately biased to give high current and voltage gain. The
output of the power amplifier is given as input to terminal 1 of the transformer. Shunt
resistance of 100 � each is connected to the two terminals of the transformer. It is
this voltage across the shunt resistance that gives us voltages V1 and V2. It will be
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Fig. 4 Digital-to-analog converter designed for SFRA

seen further that with an increase in frequency, the impedance of the transformer
primary winding changes and the phase difference between V1 and V2 increases.
Further, the impedance also increases with the change in frequency.

Fig. 5 Power amplification circuit designed for SFRA
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3.2.2 ADC Circuit Design

The voltages at the two terminals V1 and V2 are given as input to the two difference
amplifier. The signal is amplified 6.1 times. It is to be noted here that the amplification
of twomeasured voltagesV1 andV2 by the same amount does not change the ratio of
(V1/V2). Thus, the FRA signature of the transformer is not affected. This is done, so
that the ADC of the TIVA C board can accurately read the voltages. Also, it is should
be noted that the current required by the transformer is small when in open-circuit
condition. The output of the differential amplifier is further passed through a low
pass filter again to remove the high-frequency fluctuations. The low pass circuit used
here has the same cut-off frequency of 5 kHz (Figs. 5 and 6).

Fig. 6 Analog-to-digital converter designed for SFRA
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4 Experimental Results

These experiments were conducted and results were recorded at the Insulation Diag-
nostics (ID) Laboratory at IIT Bombay. Here, a frequency sweep was done over a
frequency range of 50–1500 Hz. Here, the results have been given for two different
frequencies: 500–1000 Hz. The results have been analyzed further in the section
(Figs. 7 and 8).

Here, the FRA results for different control frequencies is shown. Channel 1 shows
the voltage at the terminal 1 of the primary winding, and Channel 2 shows the

Fig. 7 LabVIEW reading at 500 Hz

Fig. 8 LabVIEW reading at 1000 Hz
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voltage at the terminal 2 of the primary winding. Here, impedance is measured
for each frequency as shown in Eqs. 5–7. It can be seen that the phase between
the two voltages V1 and V2 change with frequency. As the transformer acts as an
inductor in the low-frequency region, it is expected that phase angle should increase
with frequency which is verified with the results. The ratio V1/V2 is increasing as
the control frequency increases. This can be expected because the impedance of
the transformer increases with the frequency, and thus, the voltage drop across it
increases.

5 Conclusion and Scope

It can be seen from the results that the impedance of the transformer is in fact changing
with the applied frequency. The circuit made can be used for acquiring sweep FRA
signature up to 2 kHz frequency. However, it has been verified that the same circuit
will work correctly till the 200 kHz frequency when we apply a modulating signal of
1 MHz. For this, capacitors in the RC filters have to be replaced with 330 pF instead
of 33 nF. It is to be noted here that the baud rate of communication between the
LabVIEW program and TIVA C board (115,200 Bps) and the internal memory of
the microcontroller (256 kB) provide limitations against the frequency of operation.
However, still further work can be done using this setup for high-frequency FRA.

High-frequency transformers are the future due to increasing integration of renew-
able energy sources. Thus, the need for analysis and diagnosis of high-frequency
transformers will remain a subject of research. Sweep FRA is primarily an off-line
method of analysis. Further research can include the development of online method,
where the HF transformer would no longer be decoupled from the grid in order to
be diagnosed.

In sweep FRA, the data obtained is compared with previously obtained data. In
future research, a large dataset of FRA signatures and associated failures can be used,
and artificial neural network can be used to predict possible future failures before it
actually occurs in the transformer.

LCR meter has a limit on the high-frequency FRA signal that it can measure and
the amount of current that can be passed through the machine under diagnosis. With
this setup, the level of voltage and current is only limited by the power circuit and
the connected BJT. This limit is very high, and thus, the setup can be used over more
sets of transformers than LCR meter. Moreover, the LCR meter is very costly, and
this setup provides the same operation at a comparatively very small price.
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Coordination of Directional
Over-Current Relays Serving to a 132 kV
Ring-Main System—An Explanation
to Undergraduate Students to Build
Research Orientation

Srikanth Allamsetty

1 Introduction

Empowering undergraduate students is very essential to obtain practical solutions
for many real-time problems. This can be achieved through explaining them how
to apply their theoretical knowledge for real-time applications and building proper
research orientation.MATLAB/Simulink, one of themost popular software packages
with its toolboxes such as SimElectronics and SimPowerSystems, can be used to
explain many theoretical concepts of engineering. It can also be helpful to give
solutions for various problems involved in power system protection applications
through simulations.

Distribution lines undergo abnormalities more frequently than the other parts of
power systems in their life time due to various chances of fault occurrences, which
leads to over-current, over-voltage, under frequency, etc. [1]. Over-current relay
represents the most commonly installed protective equipment on any power system.
The quality of selectivity among the said devices in a system is called coordination,
which is one of the major problems in power system protection.

The relays control the act of isolating the faulty lines from the system, when a
fault occurs in a power network, without disturbing the healthy lines. While a relay
starting up, it sends a trip signal to its corresponding circuit breaker (CB) such that
it clears out the fault. The output of the relay is normally an open contact, which
changes over to closed state when the relay trips, i.e., when it sees some fault current
[2]. These relays are placed at both ends of each line. Thus, the number of DOCRs
in an electrical power system is twice the number of the lines.
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Fig. 1 Illustration of
primary and backup relays in
a three-bus system

1.1 Problem Description

Figure 1 shows a simple three bus system which consists of one synchronous gener-
ator bus and two load buses and three transmission lines with six relays. This figure
illustrates the operation of primary and backup relays when a fault occurred on one
of its lines, i.e., between the relays 1 and 2.

The direction of fault currents, if a fault occurs on a particular line, has been
shown in Fig. 1. As per the principles of DOCR, when fault occurs, the relay which
senses a fault current leaving the bus operates for that particular fault. For better
explanation. each relay has assigned with an arrow symbol on its top. If the fault
current direction matches with the arrow direction, then that particular relay operates
either as a primary relay or backup relay depending upon the fault current level. For
the fault shown in figure, the relays 2 and 1 operate as primary relays. As per the
direction of I f 2, relay 5 acts as a backup relay for relay 1, and relay 4 acts as a backup
relay for relay 5. There is no backup relay for relay 2 as the fault current I f 1 is not
flowing in any other line.

The present study is to achieve this selective tripping, i.e., coordination of DOCRs
in an existing power network. The process of development, in the means of intercon-
nected power systems, has added complexity in power protection schemes, presenting
a new set of conditions on the coordination of relays, since the fault current may flow
to the fault point from both ends of any meshed line.

1.2 Literature Review and Contribution

Modeling and neuro-fuzzy control techniques are used to enhance the performances
of power networks in recent studies [3, 4]. But, the performance of any systemmainly
depends on its protection system [5]. Thus, coordination of DOCRs is an important
problem to look into, aiming no sympathy trips would take place [6]. There are
other studies [7–10], where this problem was explained using Simulink and various
optimization techniques. Authors of this study has explained the coordination of
DOCRs in IEEE standard bus systems though MATLAB/Simulink models in [11].
In this paper, a test model for an existing power network, i.e., an 132 kV ring-
main system, has been built using MATLAB/Simulink to explain the coordination
of DOCRs. This study helps in learning how to design a test model and how to test
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Fig. 2 Model Relay

the coordination of DOCRs for different faults occurring at different locations. The
optimal time and plug settings for each DOCR, i.e., the decision variables TDS &
PS, are manually calculated for this study. This model has been tested for different
fault occurring chances. A model to realize DOCR application has been described
as a ‘Model Relay’ (MR) in the following sections and shown in Fig. 2. Each DOCR
in the test model is specially designed as a different MR such that they operate for
the faults occurred in their own zone except to backup a failed relay, thus achieved
selective tripping. This study helps in learning how to design a test model and how to
test the coordination of DOCRs for different faults occurring at different locations.

2 Simulation Model

2.1 Model Relay

Before discussing about the test model, a clear explanation has been given on MR
in this section. Figure 2 shows Model Relay (MR), which has been designed in
MATLAB such that it operates as per the principles of a DOCR.

The main objectives of MR are:

• To send ‘1’ signal to the corresponding CBwhen I relay is less than the normal over-
load current of that particular branch, which makes the CB remained in closed
state.
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• To send ‘0’ signal when I relay exceeds the normal over-load current, which turns
the CB into open state and thus isolates the faulty branch.

But another thing to check is whether it is primary fault or secondary fault,
depending on which MR operates with either T primary or T backup. So I relay has been
compared with two levels of fault currents. If I relay is greater than the primary fault
current range,MR operates with a time delay of T primary. If I relay is in between normal
over-load current and primary fault current,MR operates with a time delay of T backup.
‘If’ and ‘Switch’ blocks are used for this logic as shown in Fig. 2. ‘Variable Time
Delay’ block generates a ‘0’ signal with the obtained time delay. The block ‘Merge’
has been used to send the latest signal generated to the corresponding CB, i.e.,
either ‘1’ or ‘0’. Calculations of normal over-load current and primary fault currents
are explained in detail while explaining the design procedure in Sect. 3. As per the
requirement due to a particular fault on particular line, theMRs connected in that line
are designed separately, and this has been discussed in same subsection in Sect. 3.1.

2.2 Introduction of Test Model of Existing Power Network

The data of an existing power network has been collected from power transmission
corporation of Andhra Pradesh, India. Using that data, a model has been made in
MATLAB and used as a test model for present study. MRs have been incorporated
at both ends of each line. Operating times for various fault occurring chances have
been calculated using MS Excel. Then, those values have been inserted in their
particular MR and run the model to check whether those are coordinated well or not.
No sympathy trips have been occurred. This subsection explains the procedure to
construct a model in MATLAB for any existing power network and also explains the
step-by-step procedure to coordinate all the DOCRs of that network without giving
scope for sympathy trips.

2.3 Data of the Existing Power Network

The test model for the present study is that of an existing 132 kV power network
located in Andhra Pradesh which is shown in Fig. 3.

It consists of six substations in a ring and four other substations connected to
a particular substation, thus ten in total, which are considered as ten buses in the
MATLAB model constructed. Length of lines and individual load values has been
collected and made the test model accordingly.

The data has been tabulated as given below in Table 1 that consists of local load
details in MWs and MVARs, i.e., real and reactive powers separately for each and
every bus. Table 2 consists of the details of length of lines between the pairs of buses
which are connected.
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Fig. 3 Diagram of
considered existing
distribution system

Table 1 Local load values for all buses

Bus No. 1 2 3 4 5 6 7 8 9 10

Local load MW 168.58 10 71 54.5 150 41 28.8 24 23 14.4

MVAR 61.18 3.62 32.34 21.5 60 14.88 10.45 8.71 8.5 5.23

Table 2 Length of lines between the buses which are connected

Line No. 1 2 3 4 5 6 7 8 9 10

Bus No. From 1 2 3 4 5 6 1 7 1 1

To 2 3 4 5 6 1 7 8 9 10

Length of line (Kms) 65.77 15.41 48 27 58.1 61.02 29.3 54 34.5 27.8

Per kilometer values of line parameters have been calculated for 132 kV line from
skin effect, GMR, and GMD calculations, i.e., resistance R = 0.2224 ohms/Km,
inductance L = 0.476 mH/Km, and capacitance C = 0.024 µF/Km.

2.4 MATLAB Model for the Test Model

The test model, i.e., existing power network, has been constructed inMATLABusing
simulink. The data given above has been inserted in various blocks of the model.
Relay and its corresponding circuit breaker (CB) and current measurement (CM)
blocks, which are at one side of the pi section block, have been made as a subsystem
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to make it look simple. Therefore, there are two such subsystems for each line having
pi section block in themiddle for each transmission line. These subsystems are named
as ‘CB and relay system’ and numbered from 1 to 20, i.e., total 20 such subsystems.
This relay is again a subsystem and is said to be MR, which has been explained in
Sect. 3. Per Km values of R, L, andC have been given as parameters for the pi section
block. After running this model under normal conditions, normal branch currents for
each branch can be seen in the scope blocks connected in each CB and relay system
n the test model. Then, overloaded current can be calculated by multiplying these
values with a fixed/assumed PS, i.e., 1.25.

Now, connect a ‘three-phase fault’ block in any particular line by modifying
its properties as a single-phase to ground fault and note down the values of current
magnitudes from the corresponding scopes. These values are nothing but the primary
fault current levels for the relays connected at the both sides of that particular line
and backup current levels for their backup relays.

3 Design Procedure and Fault Analysis

This section has been divided into three subsections. The procedures for designing
MR and test model have been explained in first two subsections. Testing the model
for various fault cases has been explained in third subsection.

3.1 Designing of MR

Before designing the MRs, the fault current levels in all transmission lines should be
known for each and every fault occurring possibility. This can be done by connecting
‘fault’ block on both the ends of lines, i.e., on both sides of the ‘pi section model’
block to check for the close in and far-end fault conditions. Current levels sensed by
relays 1–20 have been tabulated in Table 3 by connecting the faults on both ends.
There is a ring-main system of six buses in the test model in which six distribution
lines are there. So, for those six lines, 12 no. of conditions can be created for fault
occurrences depending on the location. The fault current for a close in fault for the
simulated model for some of the lines is around 7.7 MA, as it can be seen in table.
But in real time, it would be around few kilo amperes only.

As said before, each subsystem, i.e., CB and relay system, is having one relay and
one CB which is shown in Fig. 4. Here, in this subsection, the MR has been slightly
modified according to the requirements of present test model.

The procedure for constructing MR of CB and relay system-1 (MR1) has been
explained as follows.

Any relay should operate for the fault on its own line and should not be tripped for
the faults on the other lines unless it is the backup relay for that particular fault. As
per the fault current values given in Table 4, MR1 should operate as a primary relay
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Fig. 4 CB and relay system

for the fault current values of 8 MA and 4827 A, and it should operate as a backup
relay for MR3 when a fault occurs on line 2, i.e., it should be tripped for the fault
current values of 4823 A and 3253 A with a CTI of 0.3 s with MR3. To implement
all these logics, the condition that should be given in the ‘If’ block has to be given as
shown in Fig. 2. When u1 < u3, i.e., current seen by the relay (i) is less than normal
over-load current, MR1 will send signal ‘1’ to its corresponding CB. When u1 > u2,
i.e., i is greater than minimum fault current level for primary operation, MR1 will
send signal ‘0’ with a lesser time of operation, i.e., 0.165 s in this case. Otherwise,
it will operate as a backup relay for MR3 and sends signal ‘0’ with a time delay of
0.338 s.

Similarly, all the MRs of the test model have been constructed as per the
requirements.

Table 4 Values of primary and backup operating times for close in faults

Variable Time (s) Variable Time (s) Variable Time (s)

Primary relay TDS2 0.05 TDS3 0.05 TDS6 0.05

TP2 0.033 TP3 0.039 TP6 0.035

Corresponding backup relay TB4 0.333 TB1 0.339 TB8 0.335

TDS4 0.509 TDS1 0.435 TDS8 0.480

TP4 0.194 TP1 0.166 TP8 0.183

Primary relay TDS7 0.05 TDS10 0.05 TDS11 0.05

TP7 0.037 TP10 0.029 TP11 0.038

Corresponding backup relay TB5 0.337 TB12 0.329 TB9 0.338

TDS5 0.451 TDS12 0.568 TDS9 0.441

TP5 0.172 TP12 0.216 TP9 0.168
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Table 5 Values of primary operating times for far-end faults

TP1 TP2 TP3 TP4 TP5 TP6 TP7 TP8 TP9 TP10 TP11 TP12

Time (s) 0.33 0.04 0.04 0.33 0.33 0.04 0.04 0.33 0.01 0.01 0.04 0.32

3.2 Operating Times and Objective Function

The optimization problem for coordination of DOCRs is to minimize the objective
function. It is nothing but the summation of all primary operating times of all the
relays of a particular system. Operating times of primary and backup relays can be
calculated using (1).

T i = 0.14 ∗ TDSi
(

I if
PSi

)0.02
− 1

(1)

Here, in Tables 4 and 5, primary (TP) and backup (TB) operating time calcula-
tions, which are done in MS Excel, have been given for close in and far-end faults,
respectively. Sum of these times in both cases are given in (2) and (3).

Ncl∑
i=1

T i
pri_cl_in = 1.31 s (2)

Nfar∑
j=1

T j
pri_far_bus = 1.895 s (3)

Then, the value of objective function F = 3.2 s.
This value canbe furtherminimized ifweuse optimization algorithms as discussed

earlier by considering both TDS and PS as unknowns.
T primary and T backup for all the relays with all possible faults have been calculated

and incorporated in their respective MRs.

3.3 Fault Analysis

Some of the fault occurring chances have been discussed in this subsection. There
are a total of 12 locations in the ring-main system in which if fault occurs it could be
a close in fault for some relay and causes high fault current. Here, two such locations
on line have been discussed in three different cases. The model can be tested for the
remaining fault locations also in a similar way.
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Fig. 5 Relay signals and change in corresponding line currents in case I a MR1 b MR2 c MR3
and MR4

3.3.1 Case I (Close in Fault for MR1)

When a close in fault occurs for MR1, it operates as a primary relay along withMR2.
It can be observed from Fig. 5a, b that MR1 and MR2 are giving trip signals as per
their primary operating times.

As per Table 3, in this case, fault currents would also be seen by MR3 and MR4.
Remaining MRs will see normal load current only. But MR3 andMR4 should not be
tripped for this fault instantaneously and MR3 should operate as a backup relay such
that it would operate only whenMR1 failed to operate. Thus, MR3 has not given trip
signal as shown in Fig. 5c. The relay MR4 is not even a backup relay and thus has
not operated, and its scope is similar to that of MR3.

3.3.2 Case II (Close in Fault for MR1 and MR2 Fails to Operate)

In this case, ‘fault’ block is connected nearer to MR1 and a continuous signal ‘1’ has
been given to the corresponding circuit breaker CB2 by connecting constant block
with value 1 as a control signal instead of MR2′s output.

Figure 6a remains as it was in the case I, but from Fig. 6b, it can be observed
that fault current did not come back to normal even after the trip signal from MR2.
It happened so because MR2′s output is not connected to CB2 in this case instead
which a constant ‘1’ signal has been connected. This is done to create an intentional
failure of MR2 to see whether its backup relay works or not.

Figure 6c shows that there is no trip signal sent from MR3 as it is not the backup
relay. From Fig. 6d, it can be observed that the fault current came back to normal
only after getting a trip signal fromMR4. It is happened because MR4 is the backup
relay for MR2 and figure confirms this.
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Fig. 6 Relay signals and change in corresponding line currents in case II a MR1 b MR2 c MR3
d MR4

3.3.3 Case III (Far-End Fault for MR1 and MR2 Fails to Operate)

In this case, ‘fault’ block is connected nearer to MR2, and the continuous signal ‘1’
that is given to CB2 has been left as it is in case II. This case is to check whether the
backup relay of MR2 is working properly even when the current level is high.

Figure 7a remains as it was in the case II, but current level changes. From Fig. 7b,
it can be observed that fault current did not come back to normal even after the trip
signal from MR2 because MR2′s output is not connected to CB2 in this case also.
Figure 7c shows that there is no trip signal from MR3 so as in the case IV. From
Fig. 7d, it can be observed that the MR4 has given trip signal, and the corresponding
fault current came back to normal only after getting this trip signal. That means,MR4
is operating well as a backup relay for MR2 at its backup operating time irrespective
of the fault current range.

4 Conclusion

The objective of this study is to make the undergraduate students understand the
concept of coordination of DOCRs and to build a research orientation by giving
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Fig. 7 Relay signals and change in corresponding line currents in case III a MR1 b MR2 c MR3
d MR4

them an insight regarding applying their theoretical knowledge for solving real-time
problems. The procedure for designing a test model for an existing power network
usingMATLAB/Simulink and testing it for various conditions have been discussed in
this paper. Different fault occurring cases according to location have been discussed,
from which it can be said that the test model is well designed in MATLAB such
that there are no sympathy trips. It can be said that DOCRs in the test model are
well coordinated and thus proved that MRs have been working well to describe the
working principle of DOCRs. Thus, this study gives undergraduates a motivation
to use simulation platforms for obtaining research outcomes for various practical
problems.
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A Flexible Multi-Slot Wireless Antenna
Designed for Reconfigurable Frequency

Akanksha Lohia, V. K. Singh, and Anurag Saxena

1 Introduction

Since transmission of power or any information can be done by different methods
and technologies, there are also different modes for this purpose as we say it through
wire or wireless; but wireless is the advanced technology for the low power devices
and also reduces the time during the transmission process. Wireless transmission
is also required for remote areas, so that execution of transmission could be done
smoothly. Nowadays, the demand of reconfigurable antenna has been increased that
has multi-functional characteristics, and same antenna has been used for different
applications [1–3].

With the advancement of the technologies, some technology provides double-
band or triple-band configuration. But today, technology demand is not limited to
band but also cost, weight, flexibility, and other parameters. Textile antenna design
has multiple characteristics such as low weight, less expensive, and availability. In
this type of antenna, there are many strategies that we apply for a higher bandwidth
and gain such as by using partial ground, different types of patch, and its dimensions
and also different types of substrates [4–7].
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In wireless communication systems, specific frequency bands are used for specific
purposes such asWLAN (2.4–2.48GHz) andWiMAX (2.5–2.69GHz). This paper is
designed keeping inmind that it can be applicable formultiple bands and also be flex-
ible. So, this article proposed a triple-band multi-slot microstrip patch antenna with
partial ground structure having substrate material jeans is used for frequencies 6.4,
7.83, and 9.35GHz that lies inC-Band andX-Band. The dielectric constant of jeans is
less thatmeans it has lower value of attenuation constant and also improves bandwidth
for the transmission [8–12]. The proposed antenna can be used for different applica-
tions such as mobile, fixed satellite, and radio navigation. This design also provides
sufficient level of bandwidth with a special design by using multiple rectangular cuts
in the patch.

2 Antenna Design

The proposed antenna design consists of partial conducting patch used as a ground
plane, dielectric substrate material, and microstrip conducting patch. For the purpose
of designing partial ground plane and microstrip patch, a copper tape is used which
has the thickness of 0.038 mm. And for the flexibility of antenna, a substrate material
jeans having thickness of 1mm is used. This proposedmulti-slot antenna gives triple-
band wireless communication. Figure 1 shows the geometry of the proposed antenna
in front and back view and antenna parameters are shown in Table 1.

Fig. 1 Geometry of flexible multi-slot antenna a front view b back view
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Table 1 Dimensions of
designed parameters for
proposed textile antenna

S. No. Antenna parameter Dimension

1. Ground dimension 50 mm × 18 mm

2. Substrate dimension 50 mm × 50 mm

3. Substrate height 1 mm

4. Patch large circle diameter 23 mm

5. Feed dimension 3 mm × 19 mm

6. Rectangular strip slot in patch 2 mm × 7 mm

3 Result Analysis

The characteristics of the proposed antenna has been analyzed and studied. The simu-
lation has different graphs for representing parameters such as return loss, directivity,
radiation efficiency, and polar characteristics. Here, Fig. 2 shows return loss magni-
tude in dB Vs frequency in GHz with triple band at resonant frequencies 6.4, 7.53,
and 9.35 GHz.

Figure 3 represents the 3D characteristics of the suggested antenna which
describes the radiation pattern in terms of directivity, radiation efficiency, etc.

At the end, the polar characteristics of the proposed antenna have also shown in
Fig. 4 at different frequencies like 6.4, 7.83, and 9.35 GHz.

Fig. 2 Return loss versus frequency simulated graph
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(a) 3D Radiation pattern at 6.4GHz

(b) 3D Radiation pattern at 7.83GHz

Fig. 3 a 3D radiation pattern at 6.4 GHz. b 3D radiation pattern at 7.83 GHz. c 3D radiation pattern
at 9.35 GHz
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(c) 3D Radiation pattern at 9.35GHz

Fig. 3 (continued)

4 Conclusion

The wireless transmission is the best way for power transmission where it is inconve-
nient to transmit power by transmission line. Here, the substrate material used jeans
are very flexible and wearable. So, it is used to design an antenna by using multi-slot
with triple-band characteristics and of bandwidth 53%. This proposed antenna gives
directivity 4.702 dBi, 3.721 dBi, and 5.00 6dBi, respectively, at resonant frequencies
6.4 GHz, 7.83 GHz, and 9.35 GHz.
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Fig. 4 Polar plot of radiation pattern at a 6.4 GHz b 7.83 GHz c 9.35 GHz
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Fig. 4 (continued)
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A Comparative Brief Study
on Level-Shifted Pulse Width Modulation
and Hybrid Pulse Width Modulation
Switching Techniques for 7-Level CHB
Single-Phase Inverter

Nikhil Agrawal, Shikha Goswami, Rinisha Bagaria, and Ajay Muthele

1 Introduction

Inverter is most widely used solid-state device which works as a converter, and it
converts DC power into an AC power. The multilevel inverter is introduced in 1975
[1]. An AC power available at converter load side has some harmonic content which
may degrade the quality of power and can create power quality issue [2]. These issues
can be avoided by using MLI. The MLI synthesizes the AC voltage or AC current
waveform and make the waveform nearer to ideal sinusoidal wave [3]. Although
multilevel inverter has distortion that can be avoided by using filter circuit and
different modulation techniques, in this paper, 7-level CHB inverter proposed with
LC filter circuit and without LC filter circuit apply level-shifted and hybrid modula-
tion technique with over- and undermodulation index and check the performance in
terms of total harmonic distortion. Modulation index plays a vital role in switching
technique. Modulation index is defined as ratio of modulating signal amplitude to
carrier signal peak-to-peak amplitude. Modulation index is overmodulation, unit
modulation, and undermodulation. The overmodulation which has modulation index
(Ma) is greater than 1, unit modulation index has a value 1, and undermodulation
has modulation index less than 1.
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Fig. 1 7-level structure of CHB inverter topology

2 Cascade H-bridge Multilevel Inverter (CHB)

The CHB inverter topology is introduced in 1975 [4]. CHB inverter is the conven-
tionalMLI topology. CHB inverter is also known asmodularMLI. Cascade H-bridge
uses cascade connection of single-phase full bridge with separate source. A single
full bridge generates three voltage levels +V dc, 0, −V dc. For N level output (N −
1)/2 full bridge require. The advantage of using cascade H-bridge MLI is it requires
least component compared to two other conventional MLI topology flying capacitors
and diode-clamped multilevel inverters [5]. CHB inverter topology consists of one
parent unit which produces three-level output and more unit connected in this parent
unit produce 5-level, 7-level ,and so on level output. In this paper, 7-level CHB is
proposed; so, the proposed topology consists three units of bridge inverter. 7-level
CHB is shown in Fig. 1, and Table 1 shows the ON switches sequence to obtain
voltage level in proposed 7-level inverter (Fig. 2).

3 Level-Shifted Pulse Width Modulation Switching
Technique

Level-shifted PWM switching technique is the multicarrier pulse width modulation
technique, which is applied minimum three levels of inverter. In level-shifted PWM
technique, for N level, N − 1 carrier signals are required. For 7-level inverter, six
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Fig. 2 Carrier arrangement of PDPWM

carriers are required. Level-shifted PWM switching technique used N − 1 carrier
signal which is vertically shifted to each other [6]. A level-shifted PWM techniques
can be classified in three types.

3.1 Phase Disposition Pulse Width Modulation Switching
Technique (PDPWM)

In this technique, for 7-level inverter, all six carrier signals have equal magnitude
and equal frequency. All the carrier signals have same phase sequence arrangement,
i.e., phase shifting is zero.

3.2 Phase Opposition Disposition Pulse Width Modulation
Switching Technique (PODPWM)

In this switching technique, all the carrier signals have equal magnitude and same
frequency and the carrier signals are arranged in alternate manner with respect to
zero reference line [7]. For 7-level inverter, there are six carrier signals, out of these
three carrier signals in upper of the zero reference line and other three carrier signals
below the reference lineout of phase 180° are shown in Fig. 3.
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Fig. 3 Carrier arrangement of PODPWM

3.3 Alternate Phase Opposition Disposition Pulse Width
Modulation Switching Technique (APODPWM)

In this technique, all carrier signals have equal amplitude and equal frequency similar
to two other switching techniques but all the adjacent carrier signals are out of phase
by 180° as shown in Fig. 4.

4 Hybrid Pulse Width Modulation Switching Technique

In hybrid PWM technique, for N level inverter, N − 1 carrier signals are required.
Hybrid PWM technique can be classified in two types [8].

Fig. 4 Carrier arrangement of APODPWM



A Comparative Brief Study on Level-Shifted Pulse Width … 157

Fig. 5 Carrier arrangement of ISCPWM

4.1 Sine Inverted Carrier Pulse Width Modulation Technique
(SICPWM)

In this technique, the carrier signal is inverted half sine wave shape and reference
signal is sine wave with fundamental frequency and carrier signal has high frequency
[9]. The carrier arrangement for ISCPWM technique is shown in Fig. 5.

4.2 Sine Inverted Carrier Pulse Width Modulation Switching
Technique with Variable Frequency (ISCPWMVF)

In sine inverted carrier pulse width modulation technique with variable frequency,
for N level inverter, N − 1 carrier signals are required. In this switching technique,
the carrier signal is half sine wave carrier with variable frequency and sine wave has
inverted nature. All the carrier signal amplitudes are equal with equal frequency, and
these carriers signals are arranged in same phase [10]. The carrier arrangement for
ISCPWMVF is shown in Fig. 6.

Fig. 6 Carrier arrangement of ISCPWMVF
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Table 1 Switching
arrangement for cascade
H-bridge 7-level inverter

Output voltage magnitude ON switches Level

+3 V S1, S3, S5, S7, S9, S11 1

+2 V S1, S3, S5, S7, S9, S10 2

+1 V S1, S3, S5, S6, S9, S10 3

0 V S1, S2, S5, S6, S9, S10 4

−1 V S2, S4, S7, S8, S12, S11 5

−2 V S2, S4, S6, S8, S11, S12 6

−3 V S2, S4, S6, S8, S10, S12 7

5 Result and Discussion

In this paper, the simulation results for 7-level CHB inverter are discussed. The
simulation results are obtained from MATLAB/Simulink 2010b software. In this
paper, symmetrical model of 7-level CHB inverter is simulated with input voltage
Vs 10 V and reference signal frequency 50 Hz and carrier signal frequency 2000 Hz.
In this section, the proposed MLI topology without filter and with filter circuit’s
performance is judged by applying level-shifted PWM techniques and hybrid PWM
techniques with amplitude overmodulation index and amplitude undermodulation
index. In this paper, the cutoff frequency for filter circuit taken is 2000 Hz. Table 2
shows theFFTanalysis of the proposed 7-levelCHB inverter, andTable 3 shows the 7-
level CHB inverter output voltage waveform with filter and without filter circuit. The
performance of proposed topology is judged by total harmonic distortion parameter.
Table 4 shows the results of proposed topology for without filter circuit, and Table 5
shows the FFT results of proposed topology with filter circuit.

6 Simulation Parameters

Input DC voltage—10 V.

Fundamental frequency—50 Hz.

Carrier signal frequency—2000 Hz.

Switch—IGBT.

Load—Resistive of 10 �.

Modulation index—0.9, 1.0, 1.1.

Filter circuit—(L) = 10e−3 H and (C) = 1e−6 F.
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Table 4 % THD result of 7-level CHB inverter without filter circuit

Modulation index Level-shifted PWM switching
techniques

Hybrid PWM switching
techniques

PDPWM PODPWM APODPWM ISCPWM ISCPWMVF

Overmodulation 1.1 17.05 16.88 16.82 16.43 17.55

1.0 18.88 18.20 18.14 17.31 19.04

Undermodulation 0.9 22.92 23.05 22.82 20.52 20.15

Table 5 % THD result of 7-level CHB inverter with filter circuit

Modulation index Level-shifted PWM switching
techniques

Hybrid PWM switching
techniques

PDPWM PODPWM APODPWM ISCPWM ISCPWMVF

Overmodulation 1.1 3.42 3.50 3.58 4.41 4.74

1.0 2.91 3.08 3.08 3.90 3.52

Undermodulation 0.9 3.03 3.14 3.13 3.92 3.73

7 Conclusion

In this study, the proposed 7-level CHB inverter is simulated with software
MATLAB/Simulink 2010b and makes a comparison between level-shifted modu-
lation switching techniques and hybrid modulation switching techniques. Both types
ofmodulation switching techniques are suitable to produce the desired output voltage
waveform with under IEEE standard limit THD. In the proposed topology without
filter circuit, hybrid PWM switching technique gives better output result compared
to level-shifted PWM switching technique as shown in Table 4 and the proposed 7-
level CHB inverter topologywith filter circuit level-shifted switching technique gives
better result compared to hybrid PWM switching technique as shown in Table 5, and
the proposed topology requires least count in comparison to two other conventional
topologies.
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Analysis of Conventional
and Fractional-Order Controllers
for Nonlinear CSTR System

Deep Mukherjee, Palash Kundu, and Apurba Ghosh

1 Introduction

In chemical industries, reactants are usually converted to valuable products and for
this important conversion CSTR is used. The jacket surrounds CSTR, and it consists
of reactor vessel. The temperature and concentration of the vessel are controlled
by CSTR and now controlling the temperature is challenging task in real plant.
In this work, first order plus time delay CSTR benchmark unstable process has
been approached and to control heat in this system first a simple conventional
PID controller using PSO optimization algorithm has been applied. Temperature
is controlled tuning three parameters of PID controller but it may not result desirable
performance with respect to reference point tracking and noise rejection. Vaish-
navi [1] proposed tuning of PID controller for cascaded unstable process using GA
algorithm. So, FOPID has been approached as it is more reliable than integer-order
controllers and it may track set point faster and reject disturbance to maintain the
temperature inside CSTR system using five optimal tuning parameters unlike PID
controller. Many experts proposed FOPID controller tuning on CSTR using different
local and global optimization methods but here PSO algorithm has been chosen.
Now, FOPID controller has been established with internal model control scheme
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to provide better feature of controlling the temperature in the process using frac-
tional low-pass filter. Comparison between IMC-PID and IMC-FOPID controller on
different stable and unstable system has been explored by many experts. Here, a new
modification has been carried out by using set point weighted technique on FOPID
controller which resultsmore satisfactory tracking set point and rejecting disturbance
in efficient manner.

2 Description of CSTR Model

The cross section of nonlinear CSTRmodel [2] has been given in the following figure
(Fig. 1).

The motor is used to supply steam and coolant to the jacket for maintaining the
temperature and agitator is stirred to maintain the concentration as well. Let it be
considered integral mass balance on number of moles ni of species i in a reactor of
volume V.

dni
dt

= Fio − Fi + Vvi τi (1)

where Fio is inlet flow rate, Ft is outlet flow rate, vi is stoichiometric coefficient and
τi is reaction rate.

Temperature of species (T) = 1

1 + kτ
(2)

where K is rate constant and τ is time constant. Following the above theorem, a
benchmark model proposed by Lee et al. (2002) has been adopted as shown in
below.

G(s) = 1

20s − 1
e−4s (3)
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3 Methods

3.1 Conventional PID Controller

IOPID controllers [3] is the simplest method to control the physical variable using
three gain parameters but does not provide accurate and stable performance as noise
still exists. The basic equation of IOPID controller has been given in below.

Gc = k

[
1 + 1

sTi
+ sTd

]
(4)

3.2 Fractional PID Controller

FOPID controller [4, 5] helps to reject disturbance unlike PID controller including
five gain parameters and to achieve robust performance of the system. The concept
of FOPID controller has been captured by general fractional calculus theorem. The
general transfer function of FOPID controller has been given in below.

G(s) = Kp + KI
/
sλ + Kds

μ (5)

where λ and μ are extra degree of freedoms.

3.3 IMC-FOPID Controller

Internal model controller [6–8] refers to a systemic procedure for control system
design based on the Q-parameterization concept that is the basis for many modern
control techniques. IMCdesign procedure is diverse and itmay be developed in single
input–single output (SISO), multiple input–multiple output (MIMO) formulations,
and continuous time and discrete time design procedures for unstable open-loop as
well as closed-loop system (Fig. 2).

In the above control scheme, GIMC is the IMC controller, Gp is the process, and
Gm is the process model. The benchmark process model has been adopted to propose
IMC-FOPID technique as represented below.

Gm = 1

4s2.2 + 16s0.8 + 1
(6)
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A low-pass fractional-order filter has been incorporated with fractional-order
model.

G f = 1

ηsα + 1
(7)

where η is filter coefficient and α is any real number as integer or non-integer order
may be arbitrarily taken. Now, IMC controller Q(s) has been established as

CIMC(s) = G f ∗ G−1
m (8)

Finally, Q(s) plays important role to develop IMC-FOPID structure with the
following equations.

C(S)IMCFOPID = Q(s)

1 − Q(s) ∗ Gm
(9)

3.4 Set Point Weighted IMC-FOPID Controller

Set point weighted FOPID controller [9] is defined as an extra degree of freedom is
adopted and incorporated with proportional controller and helps to eliminate distur-
bance accurately than FOPID controller as well as to achieve set point tracking
better modifying the error signal of proportional and derivative action. The modified
expression of set point weighted FOPID controller is shown in below.

U (s) =
(
kP ∗b + kI

sλ

)
R(s) −

(
kP +kI

sλ
+ kD sμ

)
Y (s) (10)

This technique follows same principle like IMC-FOPID controller but it differs
only from an additional tuning parameter which has been calculated and selected by
trial and error method varying between acceptable range.
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3.5 Particle Swarm Optimization Technique

PSO optimization [10] is known as global heuristic process with proper iteration
and searches the best values of all parameters with fast process. The step has been
followed to search optimum values as shown in Fig. 3.

4 Case Study

In PSO algorithm, ITAE has been chosen as an objective function to obtain optimum
values of proportional gain, integral gain, derivative gain for PID controller and for
two extra degree of freedoms except three gain parameters for FOPID controller. The
optimum values of PID and FOPID control parameters have been shown in Tables 1
and 2.

Using trial and error method, filter coefficient and fractional-order of low-pass
filter of IMC controller have been adopted as 0.059 and 0.8, respectively. Using these
values from Eq. (9), the following parameters of IMC-based FOPID controller have
been determined as shown in Table 3.

Table 1 Optimum parameters of PID controller

Proportional gain Integral gain Derivative gain

35 15 20

Table 2 Optimum parameters of FOPID controller

KP KI KD λ μ

35 15 20 0.6 0.2

Table 3 IMC-FOPID parameters

KP KI KD λ μ

120 15 68 0.8 1.4

Table 4 Transient analysis of different controllers

Controllers Rise time (s) Overshoot (%) Settling time (s) ISE IAE ITSE

PID 0.75 22 4.85 68.4 140.4 312.5

FOPID 0.75 18 4.91 43.6 125.6 274.2

IMC-FOPID 0.75 16 12.45 41.6 98.4 220.4

IMC-2DOF FOPID 0.75 15 7.45 32.5 90.4 201.5
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Fig. 1 CSTR model

Fig. 2 IMC control scheme

The same parameters have been used to design IMC-based set point weighted
FOPID controller except set point weighted parameter which has been selected as
0.7 comparing with other values between 0 and 1. The performance of tempera-
ture control using CSTR using integer- and fractional-order controllers has been
represented in the following Fig. 4 and Table 4.

5 Conclusion

In this research work, different types of integer- and fractional-order controllers have
been selected to control the temperature inside CSTR and mathematical descriptions
of all the controllers have been presented, respectively. Optimum values of PID and
FOPID controllers have been determined by optimization technique and values of
different gains of IMC-FOPID and IMC set point weighted parameter have been
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Fig. 3 PSO flowchart
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Fig. 4 Performance of temperature control of CSTR

adopted by choosing filter gain coefficient and proper fractional order as well as set
point coefficient by trial and error method. Testing all the controllers on CSTR it has
been concluded that IMC-based set point weighted FOPID controls the temperature
within acceptable range unlike other controllers and tracks set point with less peak
overshoot and less error metric also.
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Analysis and Simulation of Boost
Converter Versus Tri-state Boost
Converter

Kundan Kumar, Sudhananda Pal, and Deepak Kumar

1 Introduction

In the present scenario, the research on renewable energy sources becomes more
desirable as the conventional sources are limited and being used for a long time.
The demand for efficient power converters is increasing day by day to optimum
utilization of the energy sources. There are various methodologies to improve the
efficiency such as circuital change and replacement of new generation semiconductor
devices over conventional devices.

The regulation of DC-DC power converters has been studied for many years,
especially with the uncertain load. It has drawn the attention of researchers who
are working in the area of power electronics and automation. Boost converter has
great advantages and is widely used for the applications where stepping up voltage
requirements are a big concern. Boost converter (BC) is facing the problems of
having zero in the right-hand plane (RHP) which can be observed by state space
analysis. To eliminate the RHP zero issue, an additional state is implemented and an
equivalent converter is introduced which is called tri-state boost converter (TSBC).
The consumption of power losses is quite higher inTSBC than the boost converter due
to additional switch and a diode. The dynamic response of a TSBC is better than
boost converter but the efficiency is less which is the tradeoff of TSBC [1–4].
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In this paper, modeling and operation of BC and TSBC are investigated in detail,
and then, the lossmodel has formulated to highlight the comparative analysis. Further,
the loss matrix has been presented along with the frequency and duty cycle of the
main switch.

The detail structure of the paper is discussed as follows. Section 2 demonstrates the
modeling of boost converter as well as TSBC. Section 3 elaborates the performance
of both the converters with the variety of different operating parameters. Section 4
formulates the losses in both the converters. Section 5 presents the simulation results
in which the operation of both the converters in continuous conduction mode (CCM)
as well as discontinuous conduction mode (DCM) and loss matrix together with
comparative analysis of both the converters are demonstrated. At the end, in Sect. 6,
conclusive remarks are highlighted.

2 Modeling of Boost Converter and Tri-state Boost
Converter

A boost converter (BC) is basically step up DC-DC converter which has wide appli-
cations such as photovoltaic, EVs and industrial applications, while the TSBC is
the modified version of BC in which one extra freedom of control as well as better
dynamic response are the additional features [5–8].

2.1 Boost Converter

The schematic of the boost converter and waveforms is shown in Fig. 1, in which SM
is the MOSFET switch, D is the boosting diode, Co is the output capacitor, and Ro

is the load resistance. The source voltage and the current through the inductor Ls are
denoted by Vs and IL, respectively. Boost converter has two modes of operation: (a)
boosting mode which has the duty ratio Db. In this mode, SM is turned on and the
source current flows through the inductor, result in energy stores in the inductor and
(b) capacitor charging mode which has the duty ratio D0. In this mode of operation,
SM is off and the current flows through boosting diode and load. The inductor is
discharging while the capacitor is charging during this mode.

Therefore, the duty ratio’s relation is given by

Db + D0 = 1 (1)

The voltage gain in this mode is given by

V0

Vs
= 1

D0
(2)
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Fig. 1 Boost converter
a circuit diagram
b waveforms of current and
voltage
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2.2 Tri-state Boost Converter

As shown in Fig. 2a, Vs and Ls are the source voltage and inductance respectively,
while SF and SM are the freewheeling switch and main switch respectively. The
freewheeling and boosting diodes are denoted by DF and D respectively. Figure 2b
shows the inductor current and inductor voltage waveforms.

The TSBC has three modes of operation: (a) freewheeling mode (Df )—during this
mode of operation, main switch (SM) is turned off and the freewheeling switch (SF)
is turned on, and hence, energy stored in Ls is released through SF and DF . During
this mode, the capacitor C0 is providing the required output current. (b) Boosting
mode (Db)-during this mode main switch (SM) is turned on but freewheeling switch

(SF) is turned off, and hence, current flows through Ls and SM . The inductor is
get charged, and load current is delivered by the capacitor C0 during this mode. (c)
capacitor charging mode (D0)-during this mode of operation both main switch (SM)
and freewheeling switch (SF) are turned off, and hence, current flows through the
capacitor Co and Ro[5].

Hence, the relation among all the three duty ratios can be established and given
by,

Db + D0 + D f = 1 (3)
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Fig. 2 Tri-state boost
converter a circuit diagram
b waveforms of current and
voltage
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The voltage gain is given by

V0

Vs
= Db + D0

D0
(4)

3 Performance Analysis

The performance of BC and TSBC is investigated in this section. The performance
of converters is classified in terms of current conduction which is affected due to the
variation in load.

3.1 Boost Converter

The performance of BC is depicted based on the current conduction, i.e., CCM and
DCM, and analyzed in detail.
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Fig. 3 Boost converter
operation a CCM b DCM
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3.1.1 Continuous Conduction Mode

Once the switch SM is turned on the source current passes through Ls and SM ,
the boosting diode D becomes reverse biased and the capacitor Co gets discharged
through the load. During the turned-on period of the SM , the inductor current rises
up, while once SM is turned off, current passes through the diode D and charge the
capacitor as well as delivered the load current and inductor current IL falls. In the
CCM, the switch is turned on before inductor current falls to zero during turned-off
period of the switch, and hence, inductor current never reaches zero. In this case,
inductor has some residual magnetism which is shown in Fig. 3a. Therefore, during
CCM, the average output voltage is given by

Vout = Vin

1 − Db
(5)

3.1.2 Discontinuous Conduction Mode

In this mode, during the turned-off period of main switch SM,, the inductor current
becomes zero before turned on the main switch SM off time. The waveforms of the
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DCM mode are shown in Fig. 3b. If the β is the point where inductor current is
becoming zero, then the average output voltage is given by

Vout = βVs

β − Db
(6)

3.2 Tri-state Boost Converter

The TSBC has one extra auxiliary switch, and a diode through that freewheeling
mode is conducted. In a similar way, the modes of operation for the TSBC, i.e.,
CCM and DCM, are discussed as follows.

3.2.1 Continuous Conduction Mode

In this mode, the current of inductor never reaches zero value. Input current is non-
pulsating, and the voltage gain does not depend on the load. The ripple current of
the inductance is lower than the average current, and the efficiency of the converter
is higher in CCM as compared to the DCM. The waveforms of TSBC in CCMmode
is shown in Fig. 4a.

3.2.2 Discontinuous Conduction Mode

In this mode, the current of inductor becomes zero and it remains zero till the main
switch turned on. In the DCM, the inductor current is pulsating and voltage gain
depends on the load resistor. In the DCM mode, the ripple component as well
as rms value are higher. The waveforms of TSBC in DCM mode is shown in
Fig. 4b. Further, the bode plots of the boost converter and TSBC are shown in Figs. 5a
and 5b.

4 Loss Estimation

The losses in power converters are mainly the losses of switching devices that can
be estimated by the help of loss formulae as disused follows.

The various power losses of power devices are given as follows [9].
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Fig. 4 Tri-state boost
converter operation a CCM
b DCM IL
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4.1 Conduction Losses

The power consumption during conduction is described as follows.
The component of conduction losses in MOSFET is given by

Pcond,M = Rds(on) I
2
rms,M (7)

where I rms,M and Rds(on) are rms value of MOSFET current and the MOSFET
channel resistance, respectively.

The component of conduction losses in the diode is given by

Pcond,D = VF Iavg,D + Rd I
2
rms,D (8)

where Rd and VF are the diode resistance and diode forward voltage, respectively,
while Iavg, D is average current and I rms, D is rms current of the diode.
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Fig. 5 Bode plot a boost converter b TSBC

4.2 Switching Losses

The switching loss component in MOSFET is given by

Psw,M = (
VDS IDton,M + VDS IDtoff,M

)
fs (9)

where switching times of theMOSFET are denoted as ton, M and toff, M while at the
time of commutation, the blocking voltage and current passes through the MOSFET
are given by VDS and ID, respectively.

The main cause of switching loss in the diode is reverse recovery which is given
by

Psw,D = (QrrVs) fs (10)
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whereQrr and Vs are the reverse recovery charge and the voltage across the diode,
respectively. The other components of switching losses are less significant and can
be ignored.

4.3 Driving Losses

The losses that need to drive from off to on and on to off of a MOSFET can be
illustrated as

Edrv = 2VGQG (11)

where gate-source charges and gate voltage of the MOSFET are denoted by QG

and VG, respectively.
The power loss of the boost converter can be calculated by considering the power

losses of the main switch as well as of boosting diode which is given by

PBoost =
[
Rds(on) I

2
rms,M ∗ Db + 1

2
Vs

(
IB

1 − Db, avg
+ �IL

2

)(
ton,M + toff,M

)]
fs

(12)

whereDb is the duty cycle of boost MOSFET, whileDb, avg is the average value of
Db and IB is the output current of the boost converter. The estimated inductor ripple
current is denoted by ΔIL.

The power loss of TSBC can be calculated from Eq. (13) with addition of
conduction loss and switching losses of freewheeling diode and switches.

Therefore, the total power losses in TSBC is given by

PTSBC =[Rds(on) I
2
rms,M ∗ (Db + D f )

+ 1

2
Vs

(
IB

1 − (Db, avg + D f , avg)
+ �IL

2

)
(ton,M + toff,M)] fs (13)

5 Simulation Analysis and Comparative Results

The simulation exploration for both the converters is conducted through MATLAB
software, inwhich the inductor current, input, output voltages and pulses for switches
for the various modes, i.e., CCM and DCM, are depicted in Fig. 6 and 7, respectively.
To estimate the losses, gallium nitride (GaN) semiconductor switches and diodes
are considered which have tremendous advantages over conventional switches.
The various switching and steady-state parameters of GaN MOSFET, i.e., part no.
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Fig. 6 Simulation results of boost converter operation a CCM b DCM

NTP8G206N, and GaN diode, i.e., part no. TPS2010PK, are used as discussed in
[10–13]. The circuital parameters for BC and TSBC that are required to calculate
the losses are shown in Table 1. The duty cycle of the auxiliary switch in TSBC is
kept constant while the duty cycle of the main switch in both the converters is made
variable. The loss matrix is computed along with the switching frequency and the
duty cycle of the main switch in both the converters which is presented in Fig. 8a, b.

It is observed from Fig. 8, the power consumption in boost converter is less
than TSBC because one extra MOSFET and a diode are used. The comparative
analysis between BC and TSBC are listed in Table 2, which highlight the tradeoff
and advantages of both the converters [14, 15].

6 Conclusions

This work analyzes working, characteristics and comparative aspects of the boost
converter and tri-state boost converter. The investigation is started with the modeling
and variation in conduction modes of both the converters followed by the estimation
of losses. The simulation studies carried out in MATLAB software to support the
theoretical analysis. The loss matrix for both the converters is presented with the
variation in the frequency as well as the duty cycle of the main switches in each
converter. It is observed that the tri-state boost converter is having an extra freedom
of control and better in terms of dynamic response as compared to boost converter
while boost converter is better for the application where efficiency is concerned.
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Fig. 7 Simulation waveform of tri-state boost converter a CCM b DCM

Table 1 Parameters of boost converter and tri-state boost converter

Parameters Symbol Value/quantity Unit

BC TSBC

Input voltage Vs 12 12 V

Inductor Ls 275 275 μH

Output capacitor Co 470 470 μF

Load resistance Ro 25 25 �

Fig. 8 Loss matrix a boost converter b tri-state boost converter
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Table 2 Comparative
analysis of boost converter
and TSBC

Parameter BC TSBC

Right hand pole zero Not eliminated Eliminated

Dynamic response Slow Fast

Loss Less More

Efficiency More Less
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Application of Point on Wave Switching
for Mitigation of Transients During
Charging of Power Transformer
in Presence of Large Capacitive
Component

Ajay Kumar , Urmil Parikh, and Inderpreet Kaur

1 Introduction

In the present techno-economic environment in electric utilities, equipments are
loaded optimally for achieving maximum efficiency with economy. Transformers
installed in power system are switched frequently for meeting the technical and
economic requirements.Un-controlled switching of power transformer results in flow
of large asymmetric current which affect the thermal and dielectric health of equip-
ment and system. The root cause of inrush current is saturation of core due to sudden
application of source voltage; the resulting winding inductance will be reduced
considerably, and current is limitedmerely by its resistance. This whole process leads
to flow of current that can reach up to 10 pu level. Controlled switching technology is
widely accepted tomitigate inrush current and results in increased equipment life and
system reliability. Also, capacitor banks are installed in power system for reactive
power management, and they are switched as per system requirement.

Switching of capacitor bank at unfavorable instant also creates inrush with high-
frequency harmonics resulting in zero missing phenomena [1]. Due to lower char-
acteristic impedance of capacitors, back-to-back charging of capacitor bank shows
inrush current to 25–40 pu level. De-energization of capacitor bank at unfavorable
instant may result in restrike/reignition in circuit breakers causing breaker contact
degradation. Such situation may endanger the equipment and system from dielec-
tric failure viewpoint. Therefore, energization and de-energization of transformer
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terminated capacitors are quite critical. Controlled switching is presently a matured
technology for minimizing quantum of inrush currents generated during switching
of power system equipment’s like transformer, capacitor, reactor, etc. with the appli-
cation of intelligent electronic devices (IEDs) [2]. Controlled switching strategies
for transformer may not be favorable for capacitor switching, and best strategies
for capacitor will not be optimum for transformer switching, and problem becomes
more stringent in L-C combination having considerable inductance and capacitance
[3]. Although power transformer has certain inherent capacitance associated with
inter-winding, bushing, etc., these capacitances are very less compared to its induc-
tance and hence will not require any correction to default strategies due to the
reason that slope of sine voltage wave is low near peak and variation in angular
form cause less variation in time domain. Ideal strategies for switching transformer-
capacitor combination are to target instant for each phase such that resultant core flux
remains symmetrical [4–6]. Also, charging of transformer with capacitor is source
of harmonics and may deteriorate the power quality.

The energy stored in inductance of transformer will be fully compensated by the
connected capacitance, and squarewave pulseswill be noticed at its terminals leading
to full or partial de-magnetization of transformer core. In normal cases, nearly 10%
voltage remains coupled to transformer due to stray capacitance, and energization
targets need not alter for this small coupling voltage. Price andHedding [7] addressed
the protection issues faced during operation of transmission lines terminated into
transformers. Harlow [8] discussed the root cause of overvoltage generation in trans-
former terminated lines and suggests placing of reactance at appropriate place for
its mitigation. Jacobson et al. [9] present the modeling of ferroresonance on 230 kV
DC transformer terminated lines of Manitoba Hydro. Due to interaction of saturable
inductance with capacitance of transmission line, ferroresonance may occur and will
lead to overvoltages. Different strategies have been reported in literature to minimize
the inrush current generated during energization of transformer [10–13]. Depending
upon the strength of grid, sudden application of highmagnitude inrush current causes
severe voltage dip across grid; this dip adversely affects the power quality and may
trip sensitive loads like HVDC converter systems, variable frequency drives, etc.
Considerable work has been done in field of controlled switching of capacitor bank
also. Overvoltages generated during de-energization of capacitor banks and cable
systems are also addressed in existing literature [14, 15]. Moreover, CIGRE has
also presented detailed analysis of controlled switching strategies for transformer
and capacitor banks. But there is no such literature available explaining optimum
energization instant for case where transformer is directly connected to capacitor.

This paper presents controlled switching strategies for energization and de-
energization of coupled three-winding power transformers with capacitor bank on
its tertiary side. The results are verified by simulation as well as field case. Power
quality of system is analyzed from THD viewpoint for both current and voltage
phasors. Analysis of voltage dip with andwithout application of controlled switching
strategies is also analyzed in this paper.
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1.1 Effect of Capacitance on Performance of CSD
on Transformer

Capacitive component like capacitor banks and long transmission lines offer capac-
itive reactance thus causing switching surge during switching. Inrush current gener-
ated during capacitor energization is a direct function of voltage change at the
moment, and accordingly, they offer least inrush during charging at voltage zero.
As reported in literature, reactors are used to compensate capacitive reactance with
inductive reactance offered by reactors. Similarly, in case of transformer terminated
capacitor/line, capacitance is counterbalanced by inductance of transformer resulting
in predominant de-magnetization of transformer core post its de-energization and
this is added advantage with this configuration. But during charging of transformer-
capacitor combination, situation becomes tricky because default strategies for trans-
former or capacitor switchingwill not effective in this combination. Hence, energiza-
tion of L-C circuit needs careful selection of energization instant evenwith controlled
switching. Although direct connection of capacitor and transformer which exhibit
variable reactance can ignite ferro-resonance mode which may be harmful to system.
Therefore, such configurations should be selected with care. Figure 1 shows arrange-
ment having three-winding transformers with capacitor bank connected to its tertiary
winding.

The inrush current flow during energization of capacitor coupled transformer [6]
is given by Eq. (1) which is conversely the solution of quadratic equation having
same roots:

i = Im
β√
LC

e−αt

{
sin(θ0 − ∅) sin(βt − γ )

− 1
ω

√
LC

cos(θ0 − ∅) sin βt

}
+ Im sin(ωt + θ0 − ∅) (1)

where α = R
2L ; ∅ = tan−1 ωL− 1

ωC
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β
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√
1
LC − (

R
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)2
.

Ø Circuit power factor angle

θ0 Energization angle

ω Angular power frequency

L Inductance of transformer

Fig. 1 Circuit diagram for
analyzing charging current in
L-C combination

Bus Bar LoadTransformer

Capacitor Bank
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Im Maximum current through circuit

R Resistance of transformer

C Capacitance of filter bank.
As mentioned in Eq. (1), charging current contains sinusoidal steady-state current

which is limited by impedance of circuit; another component is exponentially
decaying asymmetric current having very high amplitude decays with time constant
of circuit. It can be appreciated that minimum of Eq. (1) achieved when sinusoidal
component equals to exponentially decaying component. When circuit is charged
at instant, energization angle equals to power factor angle θ0 = ∅, and first part of
equation will be omitted, but transients are still available. When circuit is energized
at voltage peak (θ0 = 90°), maximum peak current will be observed because power
factor angle will be close to 90° electrical for purely capacitive circuit. Transients
generated in circuit will be damped with time constant R/2L. Its magnitude is given
by Eq. (2):

i = −Im
β

ω · LC e−αt sin βt + Im sinωt (2)

Considering the above steady-state solution of current in time domain, following
three scenarios will be observed:

1. Switching at voltage zero (θ0= 0°)—Resulting in inrush current corresponding
to transformer. Unfavorable position for transformer switching but suitable for
capacitor energization due to minimum step voltage change. High magnitude
inrush current flowing with asymmetric component flows in this scenario and
the inrush current waveform exhibits pattern of half wave rectifier wave.

2. Switching at voltage peak (θ0= 90°)—Resulting in high-frequency current
transients due to capacitor switching at unfavorable position. However, it is suit-
able instant for transformer charging [16, 17]. The waveform contain high level
of distortions and high frequency components along with prominent 2nd/3rd
harmonic component.

3. Switching in between (θ0= 0–90°)—Compromise solution can be achieved by
shifting the energization instant from voltage peak depending upon capacitance
effect.

Therefore, switching of L-C circuit at both zero and peak voltage instant of phase-
earth wave of respective phase offers switching transients. For finding the suitable
voltage energization point, a trade-off is to bemade in θ0 =0–90° ofV ph. Transformer
energization at voltage zero shows worst condition, and highest inrush currents with
distortion are observed. Simulation study for determining energization instant for
L-C combination is done in Sect. 2.
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2 Simulation Study of Transformer Terminated Capacitor

Proposed controlled switching strategies have been modeled in PSCAD soft-
ware. Three-winding transformer of configuration Yyd with rating 210 MVA has
been considered for simulation study. Time-independent pole circuit breakers are
connected to switch L-C combination. The simulation studies are carried out consid-
ering nil residual flux. High voltage winding of transformer is connected to constant
voltage source; intermediate voltage winding is not connected to any load and is
kept open. Capacitor bank is installed on tertiary winding of transformer, and its
magnitude is varied to study said effect at different capacitance values.

2.1 Transformer Energization

Ideal switching instant for transformer is at voltage peak while capacitor bank is
switched at voltage zero of phase-neutral peak. In transformer terminated capac-
itance, targets are adjusted optimally in between 0° and 90° electrical of voltage
wave. Larger capacitance needs more correction from voltage peak, and targets will
be shifted more towards voltage zero during transformer energization.

In first case, transformer circuit is switched at voltage peak of phase-earth voltage
wave resulting in considerable current transients due to presence of capacitor in same
circuit. The inrush current resulting during energization is tabulated for different
capacitance values. Then, capacitance is increased in steps and inrush currents are
tabulated for each step. This table states that inrush currents are increasedwith higher
capacitance even for voltage peak switching. Energization waveform of transformer
with capacitor bank results in high-frequency transients with distortions as shown in
Fig. 2 which were removed by opening capacitor bank as shown in Fig. 3.

Table 1 indicates deviation in transient mitigation on closing target from voltage
peak. Tests were conducted considering voltage zero energization instant with nil
residual flux. Table 1 mentions inrush currents for different capacitance values for
voltage zero and peak energization. However, these currents also contain harmonics
and distortions due to capacitance effect. After applying proposed strategy and trade-
off, reduced inrush currents are indicated in Table 1.

It is found that ideal target for energizing L-C configuration is certain degree prior
to peak. The resulting inrush currents after modified targets are reduced as compared
to previous case. After applying proposed strategy and trade-off, inrush currents are
mitigated considerably as indicated in Table 2. This table indicates electrical degree
deviation fromvoltage peak, optimumpoint for charging ofL-C combination. Timing
energization sequence for energization of L-C combination is mentioned in different
capacitance. Selected 60 Hz system has first phase voltage peak observed at 412 ms.
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Fig. 2 Charging currents of L-C combination

Fig. 3 Charging current of transformer alone

Table 1 Inrush current (kA)
for different capacitances
using suggested methodology

Capacitance
(µF)

Inrush current
at 90°
charging

Inrush current
at 0° charging

Inrush current
after trade-off

200 1.36 2.72 1.29

300 1.82 2.43 1.51

400 2.16 2.17 1.86

500 2.63 2.44 1.99

600 3.00 2.42 2.03

700 3.33 3.03 2.39

800 3.72 3.69 2.86
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Table 2 Energization sequence for optimal energization of L-C circuit

Capacitance
(µF)

Difference
from peak (°)

Ideal charging
instant

First phase
target

Second phase
target

Third phase
target

200 21.38 68.62 41,161 4165 4165

300 32.40 57.60 4111 4165 4165

400 36.72 53.28 4109 4165 4165

500 41.04 48.96 4107 4165 4165

600 49.68 40.32 4103 4163 4163

700 56.16 33.84 4100 4165 4165

800 65.64 24.36 4095 4165 4165

2.2 Transformer De-energization

Apart from energization complications, de-energization of transformer-capacitor is
also a complex situation to bedealt carefully to avoid switchingovervoltages. Further-
more, presence of capacitor bank causes its core de-magnetization. Square wave
pulses will be seen during de-energization of transformer terminated with consider-
able capacitance. Complete damping of these square wave pulses requires consider-
able time to completely de-magnetize the core depending upon quantumof connected
inductance and capacitance. For minimizing the switching transients, controlled de-
energization is done in simulation study. Figure 4 shows presence of square wave
pulses during de-energization of transformer-capacitor combination with 600 µF
capacitor bank.

Fig. 4 Controlled de-energization of L-C combination having square wave pulses
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3 Field Tests of Suggested Methodology

Field tests were carried out to verify the effectiveness of proposed methodology
on three-winding transformer having capacitor bank installed on its tertiary. High
voltage side of transformer is connected to bus bar through SF6 CB, and isolator is
provided at tertiary side to isolate capacitor bank.CT/VT is available at tertiary side to
monitor current/voltage transients during switching of circuit. Also, in this specific
configuration, only disconnector is provided for isolating the capacitor bank after
de-energizing the transformer for maintenance/shutdown purpose, and no breaker is
provided to isolate capacitor bank. Switching operations are carried out on HV side
equipped with CSD to minimize starting currents.

3.1 Transformer Energization with Filter Bank

Initially, switching operation is done by keeping capacitor bank in circuit, and HV
side CB is closed. All phases are closed simultaneously, and considerable inrush
current is observed during energization. From current waveforms, it is evident that
current starts flowing in all the phases at same time which validates un-controlled
switching.Waveforms for all three phase currents and voltage recorded in disturbance
recorder are shown in Fig. 5 having considerable harmonics along with voltage
dip in voltage waveform resulting in reduced power quality. Without application of
suggested methodology, inrush currents up to 3 pu are observed which can adversely
affect the life of system. This particular field application is done on weak grid having

Fig. 5 Inrush current generation without application of controlled switching for L-C combination
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low short circuit strength, and even lower inrush current can pose serious voltage
depression at point of common connection. In next stage, controlled switching is
applied and energization targets are modified, deviated from voltage peak. Series
of field tests were conducted to find the best electrical target for switching of L-C
combination.

In the process of tuning, it is found that 72° electrical is optimum reference point
for charging R phase. The second phase is tuned at 162 degree electrical, while the
energization on third phase depends on the sequence of charging of first two phase.
As per CIGRE guidelines, this phase should be energized after 90 degree electrical
from second phase. But it will showminor effect on charging process. During coarse
tuning of targets, currents are reduced from maximum of 1818–414 A. After a set of
operations, fine-tuning of controller is set to target first phase at 70° electrical from
zero-crossing of phase-neutral voltage wave and second phase at 162°. The resulting
inrush currents are considerably reduced, and currents are more sinusoidal. The
reduced inrush currents are well below no-load current to the tune of 38–61 A.More-
over, distortions on voltage wave are also reduced owing to increased power quality.
Figure 6 shows current and voltage waveform extracted from disturbance recorder
with application of controlled switching in conjunction with suggestedmethodology.

Table 3 summarized the inrush mitigation for different angle. Moreover, upon
energization of L-C circuit with large capacitive component, over-excitation boost

Fig. 6 Inrush currents with application of controlled switching
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Table 3 Inrush current comparison with and without application of controlled switching

Target angle (°) with ref to R-N voltage zero Peak current (A)

PR PY PB IR IY IB

With filter

126 252 342 1818 805 1005

72 270 360 587 1360 1125

72 210 300 253 253 579

72 198 288 396 184 409

72 180 270 313 414 223

72 162 252 39 61 36

Without filter

72 145 235 900 545 1478

72 180 270 151 61 63

72 180 270 98 50 52

72 162 252 61 46 46

54 162 252 16 13 15

54 162 252 15 14 12

up the grid voltage a to certain extent in comparison with voltage dip observed
due to uncontrolled switching. Further, it can be appreciated that voltage measuring
facility (PT) are installed on tertiary side of transformer which is wound with delta
configuration. Due to the presence of tertiary delta, charging of one phase from HV
primarywill lead to appearance of voltage across onewinding ondelta i.e. twophases.
Delta voltage needs to be transferred to primary side winding. Therefore, voltage
needs to correctly related to primary for exact identification of actual energization
instant achieved in energization process.

3.2 Transformer Energization Without Filter Bank

In next step, field tests are continued by disconnecting filter bank from circuit.
Without considerable capacitance in circuit, the charging of transformer poses lower
inrush current as compared to previous case. Maximum inrush current of 1478 A
observed during charging considering targets far away from suggested method. By
applying the suggested methodology, inrush currents reduced to nearly no-load
current values to the tune of 12A. It can be appreciated that the accuracy ofmeasuring
CT is not better for low current scenarios, hence the current waveform will not repli-
cate sinusoidal primary waveform. Furthermore, no load current (tune of 10–20
A) contains excitation current which is rich in harmonic (3rd) component making
resultant waveform non sinusoidal. Mitigated inrush current achieved by applying
suggested methodology tabulated in Table 3.
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Table 4 Voltage dip comparison with and without application of controlled switching

Inrush current (A) Voltage dip (%)

IR IY IB �R �Y �B

With filter

1818 805 1005 −16.96 −8.76 −6.16

253 253 579 +4.40 +3.80 +3.70

396 184 409 +1.01 +0.15 +0.08

313 414 223 +2.84 +5.11 +4.85

39 61 36 −1.53 +2.71 +2.65

Without filter

900 545 1478 −18.67 −8.31 −0.55

164 50 56 +0.69 −3.06 −0.05

151 61 63 −0.08 −2.64 −1.52

61 46 46 −0.40 0.00 −0.88

16 13 15 0.00 −0.21 0.00

15 14 12 −0.19 −0.27 −0.14

3.3 Analysis of Voltage Dip

During random charging of transformer, with/without capacitor bank shows consid-
erable voltage drop at bus bar and is undesirable from power quality viewpoint.
Table 4 showsvoltagedips for different conditions during energizationof transformer.
Voltage dip of about 15% observed when transformer is charged away from desired
targets. Thereafter, with fine-tuning of targets voltage, dip considerably reduced to
nominal voltage. Distortions on voltage wave are also reduced owing to increased
power quality.

Figure 7 shows current waveforms after applying controlled switching. Bus
voltage during energization of L-C combination using CSD shows lesser voltage
dip and led to increased power quality.

3.4 Analysis of Total Harmonic Distortions

Energization of transformer alone or along with capacitor at unfavorable instant
creates inrush accompanied with flow of lower order current harmonics and voltage
dip. Presence of harmonics in voltage phasor reduces the power quality of grid and
circuit both. THD of voltage phasor without application of suggested methodology
in presence of capacitor found to about 23%which were reduced to 2–12% after fine-
tuning. Comparative view of THD with and without application of CSD is indicated
in Table 5. In absence of large capacitive component, harmonic content in voltage
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Fig. 7 Inrush currents with application of controlled switching

Table 5 THD comparison with and without application of controlled switching

Peak inrush current (A) Voltage harmonic distortion (%)

IR IY IB THDR THDY THDB

With filter

1350 833 977 19 22 22

540 590 1050 19 18 17

396 184 409 12 14 15

253 253 579 12 15 15

39 61 36 2 5 5

Without filter

900 545 1478 22 22 18

151 61 63 6 3 3

98 50 52 6 3 3

61 46 46 3.81 2.71 2.54

16 13 15 0.69 0.71 0.68

15 14 12 0.9 0.81 0.83

phasor further reduced to 0.7% level with the application of suggested method of
energization targets.

Figure 8 indicates THD evaluated from disturbance records without correcting
energization targets. Moreover, the voltage phasor also contains harmonics with
considerable total harmonic distortion (THD) content. Application of controlled
switching also helps in recoupment of voltage dip at grid bus.
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Fig. 8 THD without application of controlled switching

3.5 Controlled De-energization of Transformer

De-energization of transformerwith capacitor bank is also performedwith controlled
switching to minimize switching transients. R phase is de-energized first at voltage
peak following by de-energization of B and Y phases. Energization and de-
energization sequences are RBY to avoid flow of zero sequence currents. Figure 9
shows disturbance recorder voltage waveform during de-energization and displays
de-energization of core. With the help of controlled de-energization, the flux locking
of individual phase can be achieved and can aid in evaluation of charging instant
during subsequent energization process. However, same is not feasible during protec-
tion tripping of CB and in such case signature saved in internal memory of CSD can

Fig. 9 De-energization of L-C combination resulting in natural de-magnetization



202 A. Kumar et al.

be further utilized. Controlled de-energization not only improves power quality at
bus bar but also mitigates chances of restrike at circuit breaker main contacts.

4 Conclusion

In this paper, controlled switching strategies havebeen evaluated formitigating inrush
effect during energization of transformer in presence of large capacitive component.
Proposed technique has been verified by simulation and field case study. Switching
strategies explained in this paper will be quite helpful for minimizing the harmful
effects of energization of transformer-capacitor combination. Voltage dip occurred
during transformer energization is also reduced with the application of controlled
switching. Power quality of system in terms of THD is considerably improved
with the application of suggested methodology. Application of fine tuned targets
with CSD can avoid the worst case scenario but the constrained environment (low
short circuit strength bus) demand additions of reactive compensation equipments
including STATCOM.
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Load Frequency Control of a Hybrid
System by Using Fuzzy Logic Gain
Scaling Technique

Anurekha Nayak, Debayani Mishra, and Manoj Kumar Maharana

1 Introduction

In power system, the electrical network is interconnected for delivering electricity
from producers to consumers. The power which is generated from the grid can be
interchanged through the tie-lines between different utilities. The foremost goal of
electrical power system is to manage the equilibrium between the amounts of power
generated and power demand. Due to frequent load variations in the interconnected
system, there may be mismatch between generated power and power demand. Trip-
ping of DGs may cause severe overloading in a power system network. As a conse-
quence, the frequency in power system will diverge from standard value. When the
interconnected network has disconnected, the frequency of power system will rise.
This variation in the system frequency causes an unsteady operation of the power
system [1]. Power system instability leads to equipment failure, load shedding and
blackouts. So the frequency deviation should be maintained within its permissible
limits. In the proposed system, load frequency control is realized which controls
variable frequency and exchanges the power flow.

In power system inter-connected network, the electricity cost can be lowered by
using renewable sources. The power system renewable energy resources have unpar-
alleled growth in the recent era. But wind power and generation of power from solar
cell play a powerful role in integrating it into a hybrid system. But generation of
power in wind technology is associated with the drawback of uneven wind flow

A. Nayak (B) · D. Mishra · M. K. Maharana
School of Electrical Engineering, KIIT Deemed to be University, Bhubaneswar, India
e-mail: anurekha2611@gmail.com

D. Mishra
e-mail: debayanim@gmail.com

M. K. Maharana
e-mail: mkmfel@kiit.ac.in

© Springer Nature Singapore Pte Ltd. 2021
K. S. Sherpa et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 691,
https://doi.org/10.1007/978-981-15-7511-2_18

205

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7511-2_18&domain=pdf
mailto:anurekha2611@gmail.com
mailto:debayanim@gmail.com
mailto:mkmfel@kiit.ac.in
https://doi.org/10.1007/978-981-15-7511-2_18


206 A. Nayak et al.

throughout the year. Likewise, the supply of power from photovoltaic cell is unpre-
dictable during the daytime. With the increased application of renewable sources in
the power industry, it is possible to store excess amount of energy and can be used
during energy crisis.

To meet the power demand, the renewable energy sources need incorporation
with some additional storage energy systems. The deviation of power generated
from wind and PV system can be intercepted by using a fuel cell arrangement and
electric double layer capacitor. Fuel cell can be used as prime storage system as well
as a backup power in various power inaccessible areas. As compared to conventional
batteries, EDLC system is more favorable possessing characteristics of clean and
environmentally safe energy source.

In literature, there are a number of studies that have been communicated to evaluate
load frequency control and the hybrid system model. In [2], a hybrid system subsists
of a wind turbine generator and fuel cell has been modeled and its performance
characteristics are studied. There are various strategies of control hybrid energy
system in amalgamation distributed generating system in [3]. The frequency variation
of non-conventional power system is implemented by using coordination control [4].
A new power supply system is proposed in [5] that operates in bounded frequency
using renewable energy sources operating in islanding mode.

For a single area system, a comparative analysis has been performed for tuning a
load frequency control by various methods [6]. In [7], the author proposed a simple
FLC technique to minimize the deviation of frequency in an isolated hybrid system.
In [8], a FLC-PI controller has been implemented and dynamic response for three
different results is compared. An intelligent stand-alone hybrid system has been
proposed in [9] that operate with decrease fluctuation of voltage and frequency. In
[10], the author has investigated a PSO controller based on load frequency for a
hybrid non-conventional power system with the variable load. A proposed Ziegler-
Nicholas PID controller is correlated to a conventional integral controller in [11] and
has been found out that Ziegler-Nicholas PID controller has better performance. A
PSO-based optimization technique is proposed for a renewable system for the ballast
load.

This research paper consists of a hybrid model of photovoltaic system, wind
generating system, fuel cell energy storage system and electric double layer capac-
itor system. The generated power when integrated encounters with frequency devi-
ation in the system. This frequency deviation is minimized by using fuzzy logic
controller. With taking reference from literature survey, a new gain scaling technique
was investigated with fuzzy logic controller in this paper.

In this paper, Sect. 1 describes introduction, and Sect. 2 discusses hybrid system
representation andmodeling. Distinct control approaches which includes PI and FLC
are discussed in Sect. 3. The results are performed by Simulink, and discussion is
carried in Sect. 4.
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2 Modeling of Hybrid System

The proposed figure of the hybrid renewable power system is represented in Fig. 1
[4]. The proposed model combines WTG system, PV system, FC energy storage
system and electric double layer capacitor (EDLC) bank.

The power produced fromWTG and PV cell used to meet the energy requirement
and the surplus power generated contributes for charging of EDLC system and to
produce hydrogen in the FC system.

Fig. 1 Proposed model of the hybrid renewable system
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2.1 Modeling of Wind Turbine Generator

The output power from the turbine generator is based on speed of the wind. The
power versus wind speed characteristics of a wind turbine generator are represented
in Fig. 2.

The generated output power fromwind turbine generator system can be expressed
as in Eq. (1),

Pwind = 1

2
ρAV 3CP(λ, θ) (1)

where ρ = air flowing density in kg/m3,

A = area swept by blades in m2,

Cp = coefficient of power,

λ = tip speed ratio,

θ = pitch angle,

V = speed of wind in m/s.
The attributes of a WTG deviate with the wind speed variation [12]. The wind

generating system model can be furnished by the transfer function as expressed in
Eq. (2)

Fig. 2 Power versus wind characteristics of wind turbine
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�Pwind
�PWTG

= 1

1 + sTWTG
(2)

TWTG is the time constant of generator of wind turbine.

2.2 PV Model

By combining multiple solar panels considering series as well as parallel combi-
nation, a PV system either can be utilized. A PV module has 36 or 72 cells. The
attributes of a PV system are shown in Fig. 3.

The PV system generated output power can be furnished by Eq. (3) as follows

PPV = ηSϕ(1 − 0.005(Ta + 25)) (3)

where η = efficiency of conversion,

S = area measured of PV array,

Fig. 3 Current, voltage and
power curves
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ϕ = solar irradiation,

T a = ambient temperature.
The transfer function of a PV system is given by Eq. (4)

�ϕ

�PPV
= 1

1 + sTPV
(4)

TPV is the time constant of PV system.

2.3 FC Model

The fuel cell transforms the energy stored in chemical form into electrical energy.
Fuel cells are dissimilar from batteries, and only difference is that there is presence
of active chemicals which convert chemical energy into electrical energy. To attain
this, FC needs a sustained origin of fuel. These hydrogen fuel cells are integrated
with other renewable sources due to their highly efficient, viable and require less
care. The fuel cell model can be presented by the transfer function as in Eq. (5)

P∗
FC

PFC
= 1

1 + sTFC
(5)

TFC is the time constant of FC system.

2.4 EDLC Model

Electric double layer capacitors also known as supercapacitor are a novel energy
storage technology possessing high power density. In an EDLC cell, charging is
faster compared to other batteries. EDLC cell has negligible resistance that leads to
100% efficiency and low maintenance.

A single EDLC cell generates an output voltage of 2.7 V. There are various
EDLC cells which are connected in series to obtain a high voltage. The capacitor
possesses density of power about 60 times higher than the density of power contained
in batteries and ismostly usedwhere power requirement is high. The transfer function
of EDLC system can be given by Eq. (6)

P∗
EDLC

PEDLC
= 1

1 + sTEDLC
(6)

TEDLC is the time constant of EDLC system.
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2.5 Power System Model

By using controllers, the total output power generated from a hybrid system can be
used. The power obtained from PV and WTG system will be integrated with FC and
EDLC technologies to supply the required load.

The transfer function model of the power system is given by Eq. (7)

� f

�P
= 1

Ms + D
(7)

where M denotes the inertia constant of the power system and

D is the coefficient of damping.

3 Control Approaches

When the renewable energy sources are integrated to configure the hybrid system,
the system frequency deviates from its prescribed value. The dynamic response of
the system can be improved by using different controllers.

3.1 Without Controller

By using different controllers, the power which is generated from FC and ELDC
hybrid system can be regulated. There is a fluctuation of frequency in the system
when energy is stored as backup and no controller is used. Furthermore, frequency
response captures larger time to set down to its final value which is unacceptable for
any power systems.

3.2 With PI Controller

The schematic representation of a PI controller is shown in Fig. 4. The steady-state
error of the system response can be eradicated by altering the proportional-integral
controller gains. As the PI controller is not competent to eliminate the frequency
oscillation, the errors in the system cannot be anticipated. In this research paper, PI
controller is implemented with the backup systems.
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Fig. 4 Schematic representation of PI controller

3.3 Fuzzy Logic Controller with Gain Scaling Technique

Nowadays, fuzzy system is applied inmultiple areas of power systems. Fuzzy control
systemcan be implemented as real-time expert system for enhancing the results found
with the conventional system design. Fuzzy inference is the technique to develop the
input and output mapping for the proposed controller as represented in Fig. 5.

The FLC rules can be developedwith the expert knowledge procured by the skilled
operator. When designing fuzzy logic controller, it is necessary to retain the voltage
output and generator frequency at its estimated value with the changing load. To
achieve the desired aim, the rule base is designed with the possible combinations
of input variables to find intended output variables. With the increased number of
membership function (MF), the output response will be improved. In this proposed
paper, the author implanted seven membership functions for attaining more robust-
ness in the output. In truth table, the membership functions are low negative (LNG),
medium negative (MNG), small negative (SNG), zero (ZO), less positive (LPS),
medium positive (MPS) and small positive (SPS) (Table 1).

In the proposed system, the frequency aberration is controlled by implementing
fuzzy logic gain scaling technique for backup energy system.

Fig. 5 Architecture of fuzzy
inference system
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Table 1 Truth table

Error d (error)

LNG MNG SNG ZO SPS MPS LPS

LNG LNG LNG LNG LNG MNG SNG ZO

MNG LNG LNG MNG MNG SNG ZO SPS

SNG LNG MNG MNG SNG ZO SPS MPS

ZO MNG MNG SNG ZO SPS MPS LPS

SPS MNG SNG ZO SPS MPS MPS LPS

MPS SNG ZO SPS MPS MPS LPS LPS

LPS ZO SPS MPS LPS LPS LPS LPS

4 Results

The generated power from photovoltaic system and wind turbine system is imple-
mented in various weather conditions. The simulation parameters are stated in
Appendix [4], and the system is simulated under various conditions.

4.1 Proposed System Without Controller

The proposed model of EDC and FC system is implemented without using a PI
controller as shown in Fig. 6. In the proposed system, the deviation in frequency has
more perturbations and output is unpredictable.

From Fig. 6, it is noticed that the system has higher oscillations and the time
needed for setting is found to be 32 s.

Fig. 6 Deviation in
frequency without using
proportional-integral
controller
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Fig. 7 Deviation in
frequency by using PI
controller

4.2 With PI Controller

In the paper, the model transfer function of ELDC and FC is constructed by using
conventional PI controller. By using a PI controller, the result of simulation is shown
in Fig. 7.

The alteration in frequency is diminished with fewer oscillations, and the time
needed for setting is found to be 30 s.

4.3 With Fuzzy Logic Controller

The proposed model is delineated using fuzzy logic controller using gain scaling
technique. The response is shown in Fig. 8.

Fig. 8 Deviation in
frequency with FLC gain
scaling
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The alteration in frequency in the proposed controller is reduced with less
oscillation with decreased overshoot.

5 Conclusion

In this paper to minimize the alteration in frequency, load frequency control scheme
is implemented in a hybrid system. The model describes by using advanced gain
scaling technique with the fuzzy logic controller for a non-conventional system that
comprises of PV, WT, FC and EDLC. By using variable load, there is fluctuation of
frequency in the system. From results of simulation, it is observed that the frequency
deviation for the non-conventional system is minimized by implementing conven-
tional PI controller; the output response takes larger time to settle at its final steady-
state value. However, the overshoot found with the conventional controller can be
minimized, and frequency deviation performance could bemade better by using FLC
added with gain scaling technique.

Appendix

TWTG = 1.5 s

TPV = 1.8 s

TFC = 0.26 s

TELDC = 0.01 s

M = 0.4

D = 0.03.
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Automatic Bluetooth-Controlled
Master-Slave Firefighting Robots

Debasish Bhattacharya, Aayush Rijal, Ameesha, and Israj Ali

1 Introduction

In the NextGen technology (in the era of industry 4.0), Internet of Things (IoT)
changes the human lives that help to extinguish fires remotely. The Bluetooth tech-
nology combined with Android application is used to control robot swarms to help
us in this process. Using ultraviolet sensors for the detection of fire is a popular fire
detection method nowadays due to their suitable range and sensitivity [2–5]. Integra-
tion use of microcontroller and sensors leads to the solution of the problem. In this
paper, we integrated the sensors which are namely SEN16 which is a flame sensor
and infrared receiver (IR) module which can sense the infrared generated by fire,
Bluetooth HC-05 modules which is suitable for wireless connection, an inbuilt 6 V
DC mini horizontal submersible pump and Arduino Uno which is a microcontroller.
If any fire is detected, the swarm’s robots are directed towards the source of the
fire by using a developed mobile app. These swarm robots are designed to carry the
water for extinguishing the detected fire. Our main objectives are to refrain the direct
activity of the human being from fire and associated safety protocols [6].
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2 Basic Functionalities

2.1 The App

The Android app prepared for this purpose is very easy to use and developed using
Android Studio. The app consists of four buttons and a microphone. The buttons are
used to guide the robots in the right direction, and the microphone provides an extra
feature to control the robots via voice.

2.2 The Robots

The robots are small-sized and very efficient. They are light weighted and are easily
portable. Since they are Bluetooth-controlled, they can be driven from one location
to another.

3 Components Required

3.1 Arduino Boards

Arduino Uno is board based on ATmega328 microcontroller. This board has 14 pins
in which six are analog and rest of the others are digital pins. Out of these pins,
six pins can be used as PWM o/p. It also has a 16 MHz ceramic resonator which is
suitable to generate time information, ICSP header for serial communication, USB
connection, power jack, and a reset button. Arduino Uno can be powered by AC_DC
adaptors or through USB cable connected with the PC. The technical details of the
Arduino are given in Table 1 (Fig. 1).

3.2 Jumper Wires

Jumper wires are merely wires that have connector pins at each end which permits
them to connect two points to every other while not soldering. They are usually used
with the breadboards and different prototyping tools so as to form it straightforward
to alter a circuit as required.
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Table 1 Technical feature of Arduino

SL Component Features SL Component Features

1. Microcontroller ATmega328P 7. Analog I/O
pins

6

2. Clock speed 16 MHz 8. Digital I/O
pins

14 (including 6 PWM)

3. Operating voltage 5 V 9. Flash memory 32 kb

4. Input voltage 7–20 V 10. SRAM 2 kb

5. DC current at
3.3 V pin

50 mA 11. EEPROM 1 kb

6. DC current per
I/O pin

20 mA 12. L-W-Wd 68.6 mm-25 g-53.4 mm

Fig. 1 Picture of Arduino Uno

3.3 Motor Driver (L293D)

This driver circuit is suitable to control two DC motors simultaneously, and it is
controlled by the IC293D which contains 16 pins, and the principle of the circuit for
controlling is the current amplification. The low current signal is converted to high
current signal as a driving input to the motor through which we are able to control
its rotation (Figs. 2 and 3).
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Fig. 2 Picture of jumper
wires

Fig. 3 Picture of L293D
motor driver

3.4 Robot Chassis with Wheels

This chassis has multiple holes and slots, so you will suit your electronics simply on
this rigid chassis. It is made up of 3 mm acrylic sheet. Arduino compatible holes and
standoffs are enclosed; thus, Arduino will be simply mounted on top. Chassis size is
110 × 125 mm (Fig. 4).

Fig. 4 Picture of chassis of
the robot with wheels
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Table 2 Technical features of HC-05 module

SL Features Properties SL Features Properties

1. Operating voltage +5 V 5. Communication
mode

Asynchronous

2. Sensitivity −80 dBm 6. Baud rate Programmable

3. Transmit power +4 dBm (Max) 7. Input-output
control

Programmable

4. Input-output voltage 3.3–5 V 8. Antenna Integrated

3.5 HC-05 Bluetooth Modules

Thismodule is used forwireless communication by serial port protocols (SPPs). It is a
transceiver model and can be figured as a transmitter and receiver. Its communication
frequency is 2.5 GHz, and data can be sent at a rate of 3 mbps by its v2.0 + EDR
(enhanced data rate). As it acts as a transmitter–receiver, it can be modeled as a
master-slave combination. Some of the more technical features are shared in Table 2.

3.6 SEN-16 Flame Sensors

This sensor is made on the basis of YG1006 NPN phototransistor. Phototransistor
is attached at the front of the module which is black in color. This phototransistor
is similar to a black LED look-wise. But it has three terminals. The long terminal is
the emitter. The short terminal is the collector. Base terminal is not there because the
light detected by it enables the current flow (Figs. 5 and 6).

The phototransistor has a black epoxy coating. This makes it IR sensitive. This
YG1006 phototransistor is IR sensitive in the range of 760–1100 nm of wavelength.

Using flame sensor, we can detect IR light up to 100 cm within 60° detection
angle.

Fig. 5 Picture of Bluetooth
module (HC-05)
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Fig. 6 Picture of flame
sensor (SEN-16)

3.7 Motors (6 V)

DCmotor is a rotary system. It converts electrical energy intomechanical energy, and
the mechanical energy is obtained by rotation. The over principles can be explained
by Fleming’s Rule of Thumb. Its basic principles are electromagnetic principles. The
current flow direction gives the rotational directions. Here, we are using a 6 V DC
motor for the movement of the robot base.

3.8 Servomotors

Servomotor is a linear actuator. It can control the angle, linear motion, speed, and
acceleration. The controlling mechanism can be done through a sensor which is
attached with its motor. This component is used here for a directional water flow
(Figs. 7 and 8).

Fig. 7 Picture of servomotor
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Fig. 8 Picture of DC motor (6 V)

Fig. 9 Picture of cans and pipes

3.9 Pipes and Cans

See Fig. 9.

Technical features of pipes Technical features of cans

Material: food grade silicone Made from aluminum and trace amounts of
other metals, including magnesium, iron, and
manganese

Features: insulation, acid, and alkali resistance

Temperature range: −60 to 240 °C

3.10 DC Pump (5 V)

It is used to pump the water, using 5 V. It cannot run without water.
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4 Working Model

4.1 Master-Slave Mode

In master-slave mode configuration, we need to use two Bluetooth modules as we
consider only single swarm for this paper. HC-05 module is suitable to configure
either master or slave as it has trans-receiver control facilities. Therefore, using AT
commands we will configure one Bluetooth as a master and another HC-05 as a
slave. In our case, master is connected with an Android app which is discussed
later in this paper, and it is also capable to send commands to the slave (by Blue-
tooth communication protocols) which contains the water can and DC pump for fire
extinguishing. Figures 10 and 11 are master and slave, respectively. The connection

Fig. 10 Picture of DC pump (5 V)

Fig. 11 Schematic diagram of master robot without the circuit for fire detection
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Table 3 Arduino and HC-05
connection list

SN Arduino HC-05

1. Rx (pin 0) Rx

2. Tx (pin 1) Tx

3. +5 V VCC

4. GND GND

5. +3.3 V KEY

between Arduino and HC-05 module is given in Table 3.
After the connection setting, we need to open a blank Arduino sketch. This sketch

contains two major portions like:

Void Setup {}
Void Loop {}

In the setup portion, we need to set the baud rate 38,400 and open the serial
monitor. We also must ensure that the serial monitor baud rate must be 38,400 and
NL and CR are selected from the bottom of Arduino Serial Monitor. After each AT
command execution, HC-05 expects line feed and carriage return which are very
necessary. Now, if we type the AT command in the serial monitor and press the
SEND button, we will get responses. If no responses are coming, we need to check
the baud rate. The following AT commands are required.

AT+ NAME? (1)

This AT command is required to get the name assigned for the module. After
getting the name of the module, we need to reassigned its name to HC05_SLAVE
by the following AT command

AT+ NAME = HC05_SLAVE (2)

Next, we need to fix the role of the module by the following AT command

AT+ ROLE? (3)

For the SLAVE role of themodule,we need to fix it byAT+ROLE= 0; otherwise,
for the MASTER role of the module, we need to fix it by AT + ROLE = 1. We
assigned

AT+ ROLE = 0 (4)

For the SLAVE role.
After fixing the role of the module, we need to find out the address of the module

for the proper communication by pairing using the following AT command
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Fig. 12 Schematic diagram of slave robot without the circuit for fire detection

AT+ ADDR? (5)

This command gives the module address as 18: E4: 400006. At the time of the
command writing, the colons are replaced by the commas, like 18, E4, 400006.

Now, we remove the key connection from HC-05 Bluetooth module and also
disconnect the power from the module. After the disconnection, we again connect it
and check the status LED. If it blinks faster, it seems to ready for the pairing with the
module. Finally, AT + CMODE = 0 is used only for unique connection with slave
and after that AT + LINK = 18, E4, 400006 (address of slave) [7, 8] (Fig. 12).

4.2 Fire-Extinguishing Circuit

After pairing, we connect the circuits according to our requirement. The complete
code (which is given below of this paper) is also uploaded to Arduino Uno for
testing. In this case, we have placed a fired lighter. Normally, flame sensor output
is high means no fire condition, and when any fire source is detected, sensor output
response becomes low. This low signal is communicated to the input pin of Arduino
for switch on the pump. As usual for no fire detection, there is no fire source, i.e.,
normal condition and pump is switched off.
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Fig. 13 Completeworking algorithmofBluetooth-controlledmaster-slave firefighting robots using
Arduino and SEN-16 flame sensors

4.3 Overview of Working Model

Particularly for this paper and the problem statement, we have completed our solu-
tion in four phases. In the first phase, it includes making of the Bluetooth app. We
used Android Studio to design the app. In the second phase, we include the Blue-
tooth connections of both the master and slave. In the third phase, we include the
master-slave connection pairing. At this point, the master and slave are controlled by
Bluetooth and slave follows master. In the last phase, phase four, includes the fire-
fighting part. The flame sensors are integrated along with the pump and servomotor.
Finally, we have the Bluetooth-controlled master-slave firefighting robots ready for
operation.

The Android app controls the master via the HC-05. The master controls the
slave. There is a continuous feedback circuit which checks for fire. If fire is detected,
the flame sensors and the pumps of both the robots are activated or else the robot
continues to search for fire [9, 10] (Fig. 13).

4.4 Concept of Swarm Robotics

Social insects such as ants exhibit the swarm intelligence.
Swarmed intelligence is the collective behavior of decentralized self-organized

system where each member autonomously offers its abilities.
Such algorithm can be applied in the field of robotics. If the set of robots exhibits

the swarm intelligence, then they are defined as the swarm robot. Swarm robots are
the combination of the multiple robots which acts together in groups like a group of
insects that are assigned for a given task (Figs. 14 and 15).
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Fig. 14 Complete working circuit diagram of Bluetooth-controlled master-slave firefighting robots
using Arduino and SEN-16 flame sensors

Fig. 15 Complete simulation under firefighting conditions
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The main concepts of the swarm robotics are to merge the multiple robots to
perform a certain goal. Instead of having a one complicated robot, we can program
the simple multiple robots to do the same things. The behaviors of them are related
to each other, and the change of the behavior of individual one is in cooperation with
others as well as the group.

5 Conclusion

After setting up the model and running the software, the sensors are brought into
action. Our project revolves around the integrated use of sensors which are namely
SEN 16 flame sensor, Arduino, and HC-05 Bluetooth module. The Bluetooth app
controls the master which in turn controls the slave by means of another HC-05
module. The flame sensor detects fire, and the robots move towards it to extinguish
it. This system proves to be reliable and cheap to implement and also paves the path
for future modifications and enhancements. As we all know, NextGen technologies
nowadays are a basic need at every living dwelling. But there is still a possibility for
improvement and further development.
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A New Design Method for High-Order
Discrete Systems Using Polynomial
Differentiation Technique

G. V. K. R. Sastry, G. Surya Kalyan, and R. S. R. Krishnam Naidu

1 Introduction

The available stability analysis and design methods are more effective and easily
applied if the systems are of low order, and unfortunately, majority of practical
systems are of very high order. To overcome this problem, large-scale system
modeling is suggested [1, 2]. The new procedure uses polynomial differentiation
technique and application ofw-domain bilinear transformation resulting in low-order
system. It is extended for controller design.

2 Procedure

Original system of order n is described as

G(z) = N (z)

D(z)
= a0 + a1z + a2z2 + · · · + an−1zn−1

b0 + b1z + b2z2 + · · · + bn−1zn−1 + bnzn
(1)

It is proposed to obtain reduced order model defined as
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Gr (z) = Nr (z)

Dr (z)
= d0 + d1z + d2z2 + · · · + dr−1zr−1

e0 + e1z + e2z2 + · · · + er−1zr−1 + er zr
(2)

where r = 1, 2 … n.

Step 1

Denominator of order k (k= 1, 2, …, n)
The constant term e0 in Eq. (2) is obtained by polynomial differentiation method

using the following Eq. (3).
The kth order denominator is defined as

Dk(z) =
k+1∑

i=1

bi−1

n−i+1Cn−k

nCn−k
zi−1 (3)

where k = 1, 2, 3 … n − 1.

For k = 1,
D1(z) = b0 + n−1Cn−1

nCn−1
b1z

for k = 2,
D2(z) = b0 + n−1Cn−2

nCn−2
b1z + n−2Cn−2

nCn−2
b2z2, respectively.

Step 2

G(z) in w-domain will be

G(w) = a0 + a1w + a2w2 + · · · + an−1w
n−1

b0 + b1w + b2w2 + · · · + bn−1wn−1 + bnwn
(4)

General rth order reduced model transfer function in w-domain is:

Gr (w) = d0 + d1w + d2w2 + · · · + dr−1w
r−1

e0 + e1w + e2w2 + · · · + er−1wr−1 + erwr
(5)

Step 3

Reduced order transfer function

Equating Eqs. (4)–(5) and rearranging,

a0e0 + (a0e1 + a1e0)w + (a0e2 + a1e1 + a2e0)w
2 + · · ·

+ an−1ekw
n−1+k = b0d0 + (b0d1 + b0d0)w + · · · + bndk−1w

n−1+k (6)

solving the following equations, the values of a0, a1, … and b0, b1, … are obtained
a0e0 = b0d0.



A New Design Method for High-Order Discrete Systems … 233

Fig. 1 PID controller

a0e1 + a1e0 = b0d1 + b1d0 and so on

a0er−1 + a1er−2 + a2er−3 + · · · = b0dr−1 + b1dr−2 + b2dr−3 + · · ·
a0er + a1er−1 + a2er−2 + · · · = b1dr−1 + b2dr−2 + b3dr−3 + · · ·

an−1er = bndr−1 (7)

Step 4

The reduced order transfer function in z-domainGr(z) will be obtained by substituting
w = z−1

z+1 in Gr(w).

3 PID Controller Design

A PID controller Gc(Z) is to be designed using the reduced order model Gr(z) as
shown in Fig. 1.

Algorithm for Design

• G(z) is considered.
• The controller is to be designed using the reduced order system obtained by

suggested method.
• Cascading the controller using initial values of parameters, the optimum values

are to be obtained for the required response.
• Tune the controller till it meets the required specifications.

4 Example

Consider the original system given as [1]

G(z) = 0.3124z3 − 0.5743z2 + 0.3879z − 0.0889

z4 − 3.233z3 + 3.9869z2 − 2.2209z + 0.4723
(Original)
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Application of Proposed Method

By applying bilinear transformation, G(z) results in

G(w) = 1.3635w3 + 0.8569w2 + 0.2417w + 0.0371

10.913099w4 + 4.135w3 + 0.86w2 + 0.0866w + 0.0053

the values of d0, d1, e0, e1 and e2 are obtained as:

e0 = 0.4723; e1 = 5.4086; e2 = 43.0469; d0 = 3.3061; d1 = 5.3783.

The second order reduced transfer function using proposed method is:

G2(z) = 17.368994z − 4.1445

48.927902z2 − 85.149368z + 38.110672
(Proposed)

5 Comparison with Stability Equation Method

The model obtained by stability equation method of Prasad [1] is:

G1
2(z) =

0.2766z − 0.107634

z2 − 1.775663z + 0.802801
(Stability EquationMethod)

The step responses are compared in Fig. 2.

Controller

The initial parameters:

KP = −12.706436; KI = 1.889206; KD = 48.92790.

The tuned values obtained using the digital computer simulation are:

KP = 0.3083353; KI = 0.133160014; KD = 1.37938845.

GCH(z) with the controller designed using the reduced order model is:

GCH(z) = 0.5688z5 − 2.004z4 + 2.899z3 − 2.144z2 + 0.8077z − 0.1226

z6 − 3.6542z5 + 5.206z4 − 3.309z3 + 0.549z2 + 0.3354z − 0.1226

The closed loop step responses of G(z) with PID and without PID are shown in
Fig. 3.
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6 Conclusions

A procedure is suggested for discrete system controller design, the proposed method
uses polynomial differentiation technique and application of w-domain bilinear
transformation for obtaining the low-order systems retaining the stability and other
characteristics.
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A Fast Partitioning Strategy: Its
Application to Fractal Image Coding

Utpal Nandi, Anudyuti Ghorai, Biswajit Laya,
and Moirangthem Marjit Singh

1 Introduction

In image compression technique [1, 2], images are represented in reduce form such
that these take less space in memory and less time to transmit over the network.
Currently a lossy image compression technique [1, 2] became very popular for
its resolution independent feature and fast reconstruction process is fractal image
compression (FIC) technique [1–3]. It is depended on local affine likeness of image.
Fractal based coding was introduced by Barnsley [4] using iterated function system
(IFS) [1, 2] and that was further automated by Jacquin [3] using partitioned IFS [1,
2]. The idea behind the technique is the resemblance of various parts of same image.
At the beginning, an input image is divided into several non-overlapping blocks
called range block and several overlapping blocks called domain blocks. The size of
domain block is at least double than the range block. For every range, a searching is
done to obtain best matching domain from domain list with lowest root means square
error using contractive affine transformation of domain. If enough matching domain
is not exist, the range is divided into more than one sub-range using any partitioning
scheme and similar process is carried out on these. Otherwise, the best matching
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affine map is added to the compressed file. During decompression, reconstructed
image is achieved by computing the fixed point of the image from its affine maps.
One problem of FIC is its high encoding time. There are several strategies to reduce
the encoding time of FIC like use of correlation coefficient [5, 6], domain space
reduction using robust features [7, 8], kick-out strategies [9, 10], fast classification
strategies [11, 12] and no search strategies [13, 14]. It is also clear that partitioning
of range of FIC technique greatly affect the performance of compression. There are
several partitioning schemes [2] already available. However, the existing schemes
have few limitations. The different existing partitioning schemes with limitations of
those are discussed in Sect. 2. It is noticed that the Horizontal Vertical (HV) parti-
tioning scheme [3] offers comparatively better decoded image quality among all
other studied schemes but very slow. To reduce this limitation, a new HV based fast
partitioning scheme has been proposed in Sect. 3. The results of FIC with existing
and proposed schemes are given and discussed in Sect. 4. The conclusive discussion
is done in Sect. 5.

2 Related Works

There are several ways to partition a range block into multiple sub-blocks if the range
has no enough similar domain. One such scheme is fixed size partition scheme [15].
Here, an image is divided into 4 × 4 range and 8 × 8 domain. These 4 × 4 ranges
are not further divided into sub-ranges though ranges have not similar domain with
tolerable root means square error. As a result, the qualities of reconstructed images
are significantly reduced. The most popular partitioning scheme of FIC is quad-tree
partitioning [2, 16, 17] where an image is represented in a tree structure. The original
image block is first divided into four quadrants or sub images. Then again, each
quadrant is divided into four quadrants and this process is continued until distance of
the RMS value between ranges is lower than the previous selected threshold value or
the tree level reaches the previously selected maximum level of the quad-tree. This
scheme is content independentwhich leads poor quality decoded image. The adaptive
version of quad-tree partitioning [17–20] is very efficient scheme since it uses context
of range to split it into sub-ranges. Adaptive quad-tree partition first divides an image
block into two horizontal parts according to successive differences of pixels sum
value of rows of the image block. The horizontal part is further divided into two
vertical portions according to successive differences of pixels sum. In this way the
sub-image is divided into four-sub images that may not be same size. The process
is repeated until divided sub images are either met the specified RMS tolerance or
minimum range value greater than its size. In this scheme, an image block can share
some self-similar structure. It produces better quality decoded images. However, it
takes much more time than quad-tree partitioning. In quad-tree and adaptive quad-
tree partition, if a range block has not enough similar domain, it is broken directly
into 4 sub-range. However, there is a possibility of finding similar domain if it is
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broken into 2 sub-ranges. Therefore, it is better to divide range block into 2 sub-
ranges and if these sub-ranges have no similar domains, these can be further divided.
This concept applied in HV scheme [2, 21]. In HV partitioning scheme, image blocks
are partitions horizontally or vertically according to the splitting magnitude. At each
level, all image blocks will be checked and it is decided which image blocks are
further partitioned in horizontally or vertically. According to Fisher the HV partition
can be done as follows.

Let R is range block of sizeM ×N and Pij is the pixel values in the block Rwhere
0 ≤ i < N and 0 ≤ j < M. Then

∑
k R(k), l and

∑
l R(k), l are the summation of

pixel values in lth line and kth column respectively. The successive row differences
and column differences are computed using Eqs. (1) and (2) respectively.

Ht = min(l,M − l − 1)

M − 1

(
∑

k

P(k), l −
∑

k

P(k), l + 1

)

(1)

Vk = min(k, N − k − 1)

N − 1

(
∑

l

P(k), l −
∑

k

P(k + 1), l

)

(2)

Then, the maximum successive row differences and column differences are
computed as H(l) = max(|Hl|: l = 1, 2, 3, …, M) and V (k) = max(|Vk|: k = 1,
2, 3, …, N) respectively. If H(l) > V (k) then, then image block is partitioned hori-
zontally using row number l. Otherwise, it is partitioned vertically using column
number k. The HV scheme is very efficient and offers high-quality reconstructed
images. However, the scheme is very slow compare to others explained and also
has the chance of producing a sub-range whose dimension is less than the minimum
range size. Two effective variants of HV partitioning are Fast Context Independent
(FCI)-HV and Fast Low Context Independent (FLCD)-HV [22]. In FCI-HV scheme,
range is divided into two sub-ranges if appropriate domain is not present in domain
pool and the partition is done either horizontally or vertically. If horizontal column
number is greater than the vertical row number then the range is divided into two
vertical sub-ranges. Otherwise, it is divided into two horizontal sub-ranges. The
FLCD-HV scheme is an alternative of FCI-HV scheme, where difference between
middle vertical line pixel value and middle horizontal line pixel value is calculated.
Let consider anR×C rangewith top left point (x, y). Then, the pixel sumof evaluated
difference between (x + R/2)th and (x + R/2 + 1)th horizontal line are calculated
by using Eq. (3) and the sum of pixel value difference between (y + C/2)th and (x
+ C/2 + 1)th vertical line is calculated by using Eq. (4).

Diffhm =
∣
∣
∣
∣
∣
∣

y+C∑

j=y

P

(

x + R

2
, j

)

−
y+C∑

j=y

P

(

x + R

2
+ 1, j

)
∣
∣
∣
∣
∣
∣

(3)
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Diffvm =
∣
∣
∣
∣
∣
∣

x+R∑

i=x

P

(

i, y + C

2

)

−
y+C∑

j=y

P

(

i, y + C

2
+ 1

)
∣
∣
∣
∣
∣
∣

(4)

The range is divided into two sub-range horizontally if horizontal difference
Diffhm is greater than vertical difference Diffvm and vertically otherwise. These
two are faster than HV scheme but decoded images quality are comparatively poor
than HV scheme.

3 The Proposed Partitioning Scheme

TheHVschemeoffers better decoded image quality among all other studied schemes.
However, it computes all biased differences between each successive row and column
to select the row or column to partition an image block. This process makes the
partitioning scheme very slow and also has the chance of producing a sub-range
whose dimension is less than the minimum range size. To reduce these limitations,
a new HV based partitioning scheme has been proposed in this section and termed
as fast HV partitioning (FHV) scheme. Consider an R × C range and minimum
range block size as BMIN. We assume that R and C is multiplier of BMIN. This
scheme partitions a range into two sub-ranges in such a way that sub-ranges row
and column lengths are multiplier of minimum range block. First, the FHV scheme
selects a raw for horizontal partitioning of range block. To do so, it calculates the
sum of pixel values RSum(i × BMIN) of each raw whose index is multiple of BMIN
and corresponding next row RSum(i × BMIN + 1) for 1 ≤ i ≤ (R − BMIN)/BMIN
as given in Eqs. (5) and (6) respectively where P(i, j) is the pixel of location (i, j) of
the range block.

RSum(i × BMIN) =
R∑

j=1

P(i × BMIN, j) (5)

RSum(i × BMIN + 1) =
R∑

j=1

P(i × BMIN + 1, j) (6)

After that, the absolute difference between RSum(i × BMIN) and RSum(i ×
BMIN + 1) are calculated for 1 ≤ i ≤ (R − BMIN)/BMIN as given in Eq. (7).

Rdiff(i × BMIN) = |RSum(i × BMIN) − RSum(i × BMIN + 1)| (7)

The maximum horizontal difference MaxRdiff(k × BMIN) among all calculated
horizontal differences and its corresponding raw number k × BMIN can be found
by using Eq. (8).
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MaxRdiff(k × BMIN) = MAX
(R−BMIN)

BMIN
i=1 |RSum(i × BMIN) − RSum(i × BMIN + 1)|

(8)

Therefore, the (k × BMIN)th row is selected for horizontal partitioning. In the
next step, a column number is chosen for vertical partitioning of the range block. For
this, the sumCSum(j ×BMIN) of each column is calculated whose index is multiple
of BMIN and corresponding next column CSum(j × BMIN + 1) for 1 ≤ j ≤ (C −
BMIN)/BMIN as given in Eqs. (9) and (10) respectively.

CSum( j × BMIN) =
C∑

i=1

P(i, j × BMIN) (9)

CSum( j × BMIN + 1) =
C∑

i=1

P(i, j × BMIN + 1) (10)

Then, the absolute difference between CSum(j × BMIN) and CSum(j × BMIN
+ 1) are found for 1 ≤ j ≤ (C − BMIN)/BMIN as given in Eq. (11).

Cdiff( j × BMIN) = |CSum( j × BMIN) − CSum( j × BMIN + 1)| (11)

The maximum horizontal difference MaxRdiff(k × BMIN) among all calculated
horizontal differences and its corresponding row number k × BMIN can be found
by using Eq. (12).

MaxCdiff(m × BMIN) = MAX
(C−BMIN)

BMIN
j=1 |CSum( j × BMN) − CSum( j × BMIN + 1)|

(12)

Therefore, the (m × BMIN)th column is selected for vertical partitioning. Now,
the maximum horizontal difference MaxRdiff(k × BMIN) and maximum vertical
difference MaxCdiff(m × BMIN) are compared. If maximum horizontal difference
MaxRdiff(k × BMIN) is greater than maximum vertical difference MaxCdiff(m ×
BMIN), then the range is divided horizontally into two sub-ranges using row number
k × BMIN. Otherwise, the range is divided vertically using column number m ×
BMIN.

3.1 Example

Consider an 8 × 8 range as shown in Fig. 1 and minimum range size BMIN = 2.
The pixel sum of row 2, i.e., RSum(2) and next row RSum(3) are 1615 and 1505

respectively. The absolute difference between RSum(2) and RSum(3) is |1615 −
1505| = 110. Similarly, the absolute difference between RSum(4) and RSum(5) is
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Fig. 1 An 8 × 8 range

|1480 − 1400| = 80 and the absolute difference between RSum(6) and RSum(7) is
|1670 − 1540| = 130. Therefore, the maximum horizontal pixel difference is 130
and corresponding row number 6 is selected for horizontal partitioning.

The pixel sum of column 2, i.e., CSum(2) and next raw CSum(3) are 1420 and
1490 respectively. The absolute difference betweenCSum(2) andCSum(3) is |1420−
1490| = 70. Similarly, the absolute difference between CSum(4) and CSum(5) is
|1510 − 1490| = 20 and the absolute difference between CSum(6) and CSum(7)
is |1580 − 1380| = 200. Therefore, the maximum vertical pixel difference is 200
and corresponding column number 6 is selected for vertical partitioning. Here, the
maximum column difference is 200 that is grater then maximum row difference 130.
Therefore, the partitioning of range is done vertically using column 6 as shown in
Fig. 2 to create two sub-ranges of size 8 × 6 and 8 × 2.

4 Results and Analysis

Standard 256 × 256 grayscale images LISAW, MOUSE, CHEETA, ROSE and
CLOWN [1] have been used to continue our experiments. These files are nonfor-
matted gray scale image. We have executed fractal image compression and decom-
pression processes with different partitioning schemes—quad-tree [16], HV [21],
FCI-HV [22], FLCD-HV [22] and proposed FHV. The classification scheme applied
for these experiments is fisher’s classification [2]. The compression times in seconds
are measured for all the examined partitioning schemes and kept in Table 1. In
respect of compression time, the proposed FHV is faster than HV, FCI-HV, FLCD-
HV schemes. On average the proposed FHV is 2.97 times faster than HV scheme
since there is no biasing function of the expression that determine the partitioning
line and the absolute differences of all successive rows and columns are not obtained
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Fig. 2 The 8 × 8 range partitioned into two a 8 × 6 and b 8 × 2 sub-ranges

Table 1 Compression times (in second) of images for five different partitioning schemes

File name Quadtree HV FCI-HV FLCD-HV FHV

LISAW 2.83 14.33 4.83 6.00 4.50

ROSE 2.17 9.00 3.17 4.67 3.00

MOUSE 2.50 11.00 4.17 5.67 4.00

CLOWN 3.17 15.17 5.33 6.83 5.17

CHEETA 2.33 10.33 3.83 5.17 3.50

Average 2.60 11.97 4.27 5.67 4.03

Standard deviation 0.40 2.66 0.85 0.82 0.84

in proposed FHV scheme. However, the quad-tree scheme takes much less time to
encode than proposed FHV simply because it is context independent.

The fractal compressed images are decoded before use. The decoded image quality
is measured using PSNR (Eq. 13). The PSNRs in dB of five decoded images for all
are given in Table 2. The average PSNR of proposed FHV is significant than quad-
tree, FCI-HV, FLCD-HV partitioning schemes and very close with HV scheme. The
original and decoded LISAW using proposed strategy is shown in Fig. 3.

PSNR = 20 log10

(
255

RMS

)

DB (13)
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Table 2 PSNR of images for five different partitioning schemes

File name Quadtree HV FCI-HV FLCD-HV FHV

LISAW 38.96 41.73 39.04 39.62 40.17

ROSE 29.05 33.73 29.56 29.77 33.21

MOUSE 38.19 41.17 38.92 38.98 40.36

CLOWN 29.25 34.28 30.30 30.59 33.94

CHEETA 27.57 30.52 28.29 28.26 29.91

Average 32.60 36.29 33.22 33.44 35.52

Standard deviation 5.50 4.93 5.31 5.42 4.59

Fig. 3 a Original image and b decoded image FIC using proposed FHV

The percentage of space saving (Eq. 14) and compression ratio (Eq. 15) of all
the examined schemes are kept in Tables 3 and 4 respectively. The average space
saving in percentage of the proposed FHV scheme is significantly higher than the
other schemes except HV. As a result, the average compression ratio is quite better
than quad-tree, FCI-HV, FLCD-HV partitioning schemes and very close with HV
scheme

Table 3 Space saving in percentage of images for five different partitioning schemes

File name Quadtree HV FCI-HV FLCD-HV FHV

LISAW 82.60 85.04 83.16 83.19 84.93

ROSE 87.46 90.68 88.68 88.44 90.18

MOUSE 85.88 88.74 86.33 86.58 88.71

CLOWN 82.83 84.34 82.91 83.13 83.97

CHEETA 82.57 83.92 82.98 83.20 83.87

Average 84.27 86.54 84.81 84.91 86.33

Standard deviation 2.26 3.00 2.6 2.46 2.92
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Table 4 Compression ratio in percentage for five different partitioning schemes

File name Quadtree HV FCI-HV FLCD-HV FHV

LISAW 1.39 1.20 1.35 1.35 1.21

ROSE 1.00 0.75 0.91 0.93 0.79

MOUSE 1.13 0.90 1.09 1.07 0.90

CLOWN 1.37 1.25 1.37 1.35 1.28

CHEETA 1.40 1.29 1.36 1.34 1.29

Average 1.26 1.08 1.22 1.21 1.09

Standard deviation 0.18 0.24 0.21 0.20 0.23

Space saving =
(

1 − Compressed image size

Original file size

)

× 100% (14)

Compression ratio = Compressed image size in bits

Original image size in byte
bpp (15)

The quality factor is used in FIC program as tolerated error between a range
block and its selected domain block. It ranges from 1 to 15 where high quality factor
means low image fidelity. The default value has been chosen as 1. The comparison of
compression times (Fig. 4a), PSNRs (Fig. 4b), percentage of space savings (Fig. 4c)
and compression ratios (Fig. 4d) with increasing quality factor for LISAW image are
represented graphically. It is noticed that the compression times andPSNRs gradually
dropwith higher quality factors for all examined strategies of FIC techniques. It is also
observed that percentage of space savings increases with increasing quality factors
for these schemes and high-quality factor results in better compression ratios.

5 Conclusion

In this paper, a partitioning scheme (FHV) for FIC has been proposed that is based on
HV scheme. The proposed scheme avoids the calculations of all biased differences
between each successive rowandcolumnassociatedwithHVscheme to select the row
or column to partition an image block to accelerate encoding method. The strategy
also eliminates the chance of producing a sub-range whose dimension is less than
the minimum range size. The proposed FHV is 2.97 times faster than it. However,
the decoded image quality is not as good as given by HV but very close with it.
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Fig. 4 Comparison amongbetweenQuadtree,HV,FCI-HV,FLCD-HVandproposedFHVschemes
in different parameters over LISAW image. a Comparison of compression ratio with increasing
quality factor. b Comparison PSNR with increasing quality factor. c Comparison of space saving
in percentage with increasing quality factor. d Comparison of compression times with increasing
quality factor
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Analysis of Received Signal Strength
Based on User Position Locating
by Using ML Methods

L. Sathish, Y. Satya Bhuvaneswari, B. Satya Sri Devi, and Durgesh Nandan

1 Introduction

Nowadays, research is going on in different ways on user position tracking using 5G
technologies. GPS is used to locate wide places and long-distance but in small places
like inside the buildings, shops, malls, etc. GPS is not going to locate user position
exactly. Using fifth generation (5G) technologies to track the user position based
on received signal strength (RSS) here using some type of ML methods applied to
the RSS [16], we get the exact position of the user due to heavy usage of networks,
base station can receive massive inputs and massive outputs (MIMO) [17, 18] from
the antennas our ML algorithm can train in RSS near antennas when the signal
is received then the trained machine learning algorithm can able predict the user
position, but here themajor problem is given trained examples to theML is noiseless,
but received signals has mixed with noise so it is not possible to get exact position,
it shows two sigma errors by using conventional Gaussian progression (CGP) [12,
15, 27]. For reducing high expenses here is a chance to use a single antenna [16,
32] to reduce all effects and for increasing the more efficient method we are using
numerical approximation GP [6] (NAGP) methods. In this paper, an investigation of
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user position in distributed massive MIMO on RSS-based using machine learning
techniques is done in Sect. 2. Reported literature has been explored further in Sect. 3.
Reported methodology and machine learning techniques details are described in
Sects. 4 and 5. Investigates the examinations of results in segment 6.

2 Literature

Exact position of the user due to heavy usage of networks, base station can receive
massive inputs and massive outputs (MIMO) [17, 18] from the antennas our ML
algorithm can train in RSS near antennas when the signal is received then the trained
machine learning algorithm can able predict the user’s position. In this, the given
data to RSS is data is noise-free but the original data is noise data so that we get the
2σ bar errors to eliminate that 2 bar errors [12] here we are using numerical approx-
imation Gaussian progression method (NAGP) [15]. The normal yield is [27] to get
such execution gain, DM-MIMO frameworks can manufacture proficient utilization
of spatial assets using disseminated receiving wires, which it takes the significant
expense to create. The receiving wire radiation examples are frequently ignored, yet
they can unequivocally influence the presentation of the RSS-based extending [32].
An approach to precisely appraise the RSS balance of a hub is to join a sign generator
to the connector of the outside reception apparatus, and transmit a sign with known
power. The paper demonstrates the precision with which remote sensor systems
can evaluate the relative sensor [16] areas. Sensor area estimation with around 1 m
RMS blunder has been shown utilizing TOA estimations. To limit all effects and
for increasing more environment-friendly technique, we are the use of numerical
approximation GP [6] (NAGP) methods. The authors proposed a novel algorithm for
the client limitation in the EM focal point centering enormous MIMO contraption
dependent on the estimation of the AOA [5, 9, 24]. For blended data of time delay,
angel of deviation (AOD) and angel of appearance (AOA) data is utilized in [7] for
situating clients in enormous MIMO. A millimeter-wave enormous MIMO frame-
work is acknowledged [23] to determine the fundamental conditions under a client
area that can be anticipated from AOD, AOA, and TOA data on account of view-
able pathway conditions. Here, talk about potential answers for situating of portable
stations utilizing a vector of the sign at the base station, furnished with numerous
reception apparatuses circulated over arrangement zone. To get a place of client [20]
in remote systems may empower numerous applications, for example, self-sufficient
driving and crisis administrations, geographic steering. Surmised area data of the
region, storing, and workforce following under crisis calls. Satellite-based world-
wide situating frameworks (GPSs) [13], which are at present being utilized in LTE to
secure area data, do not give solid area appraisals to indoor and clients. The utilization
of a huge overabundance of base station [12] reception apparatuses contrasted and
the number of terminals that are being served grants the most straightforward kind
of pre-coding on the forward connection and handling on the turnaround connec-
tion. In the utmost of an infinite number of radio wires, a multi-cell examination,
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which unequivocally represents the pilot overhead and channel estimation blunder, is
exceedingly straightforward [20]. It provides little 2 blunder bars on the area gauges.
And another one is to address this we want to implement a position matching-based
GP method, which is NAGP to track the user from their RSS. NAGP is showing 2
blunder bars [4]. Time of arrival (TOA) methods, to reduce the time to transfer data
between base to sensors is complicated and expensive. The angle of arrival (AOA)
has many antennas to utilize every sensor [25]. RSS methods are path loss exponent
which is used to predict the distance between the base and source by using received
signal strength [1, 19, 31].Gaussian process regression is used because it has provided
amore accurate way to predict the user location from the RSS, in this model, it shows
high accuracy to predict the user position [29]. It mainly focuses on the source user
connectivity, wherein users have to balance the figuring cost of predicting their place
[10, 22, 30]. Finally, some AOA-based Wi-Fi positioning systems are can be used
to connect the base to source that is it can operate on the uplink, but some cases
combining multiple antennas at the base station. Those techniques are bad for single
receiving wire beneficiary frameworks with the goal that appropriatedMIMO frame-
works considered [8, 11, 21]. GP techniques are utilized for users locating the user
area in remote systems we saw that a significant number of the past works have done
in a circuitous method for approach, however, in the GP models area estimate as
information and RSS as gave in the yield. The authors [3, 11] proposed a minute
coordinating-based GP model for numerous means prediction in the examination
of time series, framework acknowledgment, and channel prediction at once, it is
not sufficient for user location in MIMO [14]. System identification through online
sparse. The subsequent inadequate online boisterous input GP it is more precise than
comparative existing regression algorithms [2]. Spatial remote channel prediction
under the area. The effect of area vulnerability during getting the hang of/preparing
and prediction/testing the divert parameters and in foreseeing can learn and antic-
ipate the remote channel [28]. Radar, a radio frequency (RF)-based framework for
finding and following clients inside structures radar works inside structures. Radar
works by recording and preparing signal quality at numerous base stations situated to
give covering inclusion [26]. CSI-based fingerprinting for indoor localization deep
learning utilized to train all the weights of a deep network as fingerprints, moreover, a
greedy learning algorithm is used to train theweights layer to reduce complexity [22].
A convolution neural system utilized in picture acknowledgment and handling that is
explicitly intended for preparing that is explicitly intended to the procedure to pixel
information [30]. Cluster assault would users be able to can typically rely on a GPS
signal for the precise area yet insideGPS frequently blurs thus up to this point, mostly
to reinforce limit and inclusion MIMO [10]. Spot-fi uses data that is now uncovered
byWi-Fi chips and it does not require equipment or firmware changes, accomplishes
a similar precision as cutting-edge confinement framework [18]. Avoiding multipath
to revive in building Wi-Fi localization RF-based user location and tracking system,
user expect the phone to continue syncing with an email server to new messages.
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3 Methodology

User’s system component (USC).

Remote radio station (RRB).

Data base system (DBS).

Uplink transmission (UT).

Fronthaul link.
Here, we are considering a distributed multiple users massive MIMO setup.

MIMO,whereas the user’s system component (USC) transmits an uplink signal to the
remote radio station (RRB), similarly on the same time–frequency source. For make,
this easily understands here we expect that RRBs are in single-radio wire units and
allude to them replaceable as base station reception apparatuses. We likewise expect
that all USC’s are single unit reception apparatuses and allude to the clients. The
RRBs are associated with a client’s framework part (USC) through rapid fronthaul.
At the point when the clients transmit on the uplink, each RRH records its remote
radio broadcast (RRH). The USC accumulates the RSS from each RRH, forms them
to extricate the per-client RSS, and structures an M 1 RSS vector for every client.
The RSS vectors in this manner framed are sustained as a contribution to a trained
ML model for foreseeing the client areas. The USC has the ML model and handles
the calculations required for preparing and prediction. Here, a distributed multiple
user massive MIMO equipment, as per the below block diagram, here all the USC,
receives the signal of the user and that signal is transmitted to the RRS, similarly on
the same time–frequency (TF).

3.1 Machine Learning Techniques

Typically, running-based strategies, for example, [25, 32] are utilized, signal data
which is restricted by a solitary source that is TOA, AOA, and RSS recorded
at various sensors. TOA-based techniques, for example, [4], time synchronization
among sensors and sources are costly and confused. AOA-based techniques, in this
strategy, it requires different reception apparatuses to create a signal at every sensor.
RSS-based techniques, for example, [25], assume the way misfortune and gauge
the separation between source positions. In this estimation procedure, different grid
reversals are included, which can frequently bring about numerical clamor because
the frameworks to be upset have low condition number. Besides, we see that there are
no present works that stretch out the above techniques to multisource frameworks,
for example, hugeMIMO, working in multi-slant waymisfortune areas. The primary
test here that it can deal with multi-client impedance for restriction, the managed AI
is effective to situate different sources one after another from their RSS. In contrast
to the above works, thusly gauge the source areas straightforwardly from their RSS
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via preparing information and building a non-direct relapse model or calculation.
Some kind of AI systems like k-closest neighbors (KNN) [28], GP strategies [20],
and profound learning techniques [22, 26], have been investigated for remote client
situating. From these systems, we pick GP strategies for our examination for four
reasons, as expressed beneath. Limitation strategies proposed forWi-Fi frameworks,
for example, in [2, 3, 8, 11, 14, 21, 22, 28] and do not delay in a straight-ahead way
toomonstrousMIMO framework.Most RSS-basedWi-Fi localization strategies [11,
29, 31] focal point on the downlink, then through this, the user can estimate their
very own location. Our work is not quite the same as the above in three different
ways. Right off the bat, the above works adopt a roundabout demonstrating strategy,
wherein every client prepares at any rate one GP model for each base station. Such
a preparation approach is not appropriate for gigantic MIMO. Because, we work
with an enormous number of Base station (BS) radio wires and along these lines,
every client is required to prepare countless GPmodels. Scarcely any past works have
contemplated boisterous contributions toGP.The creators in [2, 6, 14] proposeminute
coordinating-based GP strategies for multi-step expectation in time arrangement
examination, framework recognition and channel forecast individually, yet not for
client situating in huge MIMO.

1 In this, model is trained with noise-free data

2 By using GP regression to predict the user’s location

3 By using the GP method to remove 2-sigma blender bars

4 An efficient way to locate the user’s position

4 Result

In this paper, we talked about though, limitation centers around the uplink and at the
base station it can evaluate the client areas. In this procedure, I pick the Gaussian
movement relapse fromsome sort of otherAI systems like k-closest neighbors (KNN)
[28] and profound learning strategies [18, 22] have been investigated for remote client
situating. There are four motivations to pick the Gaussian movement as expressed
in the above AI strategies. From the start, CGP is utilized to evaluate the client area
however in the outcome, it indicates 2σ bar blunders to survive or eliminate this
mistakes utilizing NAGP it takes out the 2σ bar mistakes and finds the client’s area
along these lines gauge the client area legitimately from their RSS via preparing
information and building a non-straight relapse model or calculation. At whatever
point the restriction centers around the attention on the downlink, at that point through
this, the client can gauge their area. These strategies do not function admirably for
single-radiowire collector frameworks, for example, the conveyedMIMOframework
considered in our work (Table 1).
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Table 1 Simulation
parameters as per [18]

Simulation limits Estimate

Path loss limits (3GPPUMi [1]) d0 = 10 m—10 = 47.5 dB

USC transmit power 21 dbm

Power of noise −107.5 dbm

Sensitivity at receiver −106.5 dbm

5 Conclusion

In this paper a managed AI way discussed to deal with gauge client areas from their
uplink got signal quality (RSS) information in a circulated monstrous various info
different yield (MIMO) framework. The given preparing information to the ML is
sans clamor information RSS and loud RSS for test reason. According to the ML
task, the two Gaussian procedure relapse (GP) techniques, the AI undertaking are
applied, they are traditional GP (CGP) strategy and the occasion coordinating-based
numerical guess GP (NAGP) technique. Right off the bat, applied identified that
the CGP technique gives ridiculously little 2σ mistake bars on the evaluated areas
since the preparation information is without commotion RSS. To beat thesemistakes,
utilizing the NAGP technique since it gains from the measurable properties of the
commotion in the test RSS.
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Analysis of Quadcopter Technology
as an Emergency Service

Prasanthi Magapu, Sarthika Danthuluri, Vidheya Raju Boni,
and Durgesh Nandan

1 Introduction

Just as the cell phone-enabled creating nations to jumpmore established advances for
individual correspondence, the automaton can jump the conventional transportation
framework [1]. Late advancements have happened aimlessly in hardware, program-
ming, and frameworks. With the rise of intelligence, technology has been rapidly
increasing. As the growth of the population is increasing people are tending to use
their transportation instead of public transportation. This, in turn, increases the prob-
ability of occurrence of accidents. Innovations like usage of the drone to solve today’s
world problems are flourishing. A drone is an automatic flying machine which does
not need humans to drive it. Furthermore, lithium batteries are rapidly improving so
machines can fly further on a charge. It is used formany purposes like in photography,
journalism, military, and medical purposes too. Robot programming can use mobile
phone or tablet applications for the following and course.Besides, drones have proved
their best in times of natural disasters. In certain circumstances, Unmanned Aerial
Vehicle’s are designed to access the location of the sufferer and to deliver aid. This
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paper is about the usage of drones in real-time medical usage. There are many func-
tions of using the drone. It is all things considered agreed that machines are devices
that are prepared for bolstered flight, which don’t have a human prepared, and are
under satisfactory control to perform supportive limits. Among all, the predominant
function of using a drone is to deliver small items in urgency. Due to the simplicity of
construction and control, we make use of a quad-copter. As the population is being
increased day by day, as a result, the roads are hell congested with the traffic if any
accident happens it has become difficult to save them due to the paramount reason
which is the retard of the ambulance. To avert this problem the basic medicals things
are made to send by quad-copter.

2 Literature Survey

Automatons are little and land and take off with almost no requirement for
freedom. Generally, current automaton advances can be comprehended by looking
at Unmanned Aerial Vehicle arrangement, explanation and uses in different areas.
This incorporates the examination of every particular working framework, different
sensors and directing frameworks. Drag is the thing that hinders the item in flight.
The load is the power brought about by gravity and lift is the power that grips an
item noticeable all around. Subsequently, these powers are what a pilot encounters
while in flight. Similar powers skilled by the pilot would be valid for any heap being
conveyed by the automaton [2].

Automatons are as of now being utilized in the USA for looking over, examining,
and imaging. Severe guidelines and authorizing prerequisites are implemented byUS
government organizations, which presently prevent the investigation of automaton
innovations. In any case, the utilization of automatons for business applications has
been an expanding point of investigation for some organizations. The best three
organizations that are investigating the utilization of business ramble purposes are
Amazon Prime Air, DHL and Google [3].

The present eminence of automaton practice in the USA is ended by legitimate
limitations and as per Henry Perritt, of the Vanderbilt Journal of Entertainment and
Technology Law, business ramble applications must “acquire an exceptional airwor-
thiness testament or a Section 333 exclusion” [4]. This implies the automaton must
be enlisted with an online government database and will accept constrained activities
to explicit topographical areas. Moreover, the pilot requires a private level or higher
accreditation. Be that as it may, Unmanned Aerial Vehicle or “automatons”, have
gradually been gaining ground.
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3 Existing System

Drugs have long been used to improve health and extend lives. The practice of drug
delivery has changed dramatically in the past few decades. Delivery can be made in
multiple ways via roads, railways, airlines. It requires more time to deliver manually.
Rural patients also must travel longer distances for caregivers and it makes burden
them, who may no longer drive or have access to alternate transportation option.
There are some traditional ways and the most common used ways of delivering
medicine are postal delivery, online medicine delivery.

Apart from this traditional approach, now a days in hospitals, one path is by ship-
ping blood tests and medicine from floor to floor or working to the building, instead
of making such conveyances by foot or through the pneumatic cylinder frameworks
clinics commonly use drones. Automaton uses in China have an incredible perspec-
tive to develop the nation from each perspective. The possible implementations that
have begun rising are as per the following: power line assessment, natural secu-
rity, calamity help, flying mapping, and agrarian security. Extraordinary compared
to other known is Zip line, situated in San Francisco, which took off in Rwanda
in 2016, where it is presently a national on-request therapeutic automaton arrange,
conveying 150 medicinal items, for the most part, blood and immunizations, too
difficult to arrive at places.

4 Related Work

In the present day, people are much interested in using technologies to complete
their work faster and that too in an efficient way. Hence many people are interested
in using drones Their utilization is turning out to be predominant to such an extent
that are significant worldwide organizations, that are arranging and assess them as
conveyance vehicles [5]. A few analysts have taken a gander at different models
for ramble use basically for package conveyance motivated by Google, Amazon,
and DHL who are investigating this choice. Murray and Chu make two models for
transport of packs by rambles. Where crisis therapeutic supplies should be conveyed
to a distant region that isn’t served by roads, drones can be used. In this prototype,
the drone is made to carry a portable medical kit that holds a basic medication.
Unavailable streets never again will anticipate the conveyance of drugs or other
social insurance things. This paper audits the current status of inventive automaton
conveyance with specific accentuation on social insurance.

The prototype proposed in this paper aims to save the lives of the people at the right
time. The model that we have proposed is an emergency unmanned aerial vehicle
reaches with GPS at the ground scene and drops a medical kit. The proposed model
is a drone that navigates using GPS (Global Positioning System) (Fig. 1).
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Fig. 1 Block diagram representation of the functionality

4.1 Functionality

When an accident took place, generally the person over there makes a call to the
ambulance. The location of the place of emergency is tracked through GPS. It checks
the nearest hospitals and the nearest police station. An emergency alert is sent to the
hospital as well as the police station by using ZIGBEE and GSM protocols. Zigbee
can communicate information expanded zones. The component of ZIGBEEproposed
is to be more straightforward and more affordable thanWi-Fi and Bluetooth. If there
is an availability of ambulance then the ambulance reaches the emergency area.When
there is no availability of ambulance or if the ambulance could not reach due to the
traffic, there comes the role of quad-copter. The portable first aid kit of weight around
500 g is sent to the emergency area through a quadcopter. Here the quad-copter travels
at a certain height. While reaching the destination, the Unmanned Aerial Vehicle has
to notice obstacles like trees, electric outlets, poles, etc., Generally, UnmannedAerial
Vehicle is not able to detect obstacles on its own so this quad-copter is designed with
an Ultrasonic sensor. The courses need to avoid ominous atmosphere conditions
and evade other risk factors. With the help of the Ultrasonic sensor, the drone can
able to detect the obstacles and changes its path to reach the destination. In case
if the battery turns low while traveling it sends a caution text to the place where
it came from. The mini patient monitoring system embedded with the quadcopter
will reach the scenario and drops the medical kit. Regardless of issues identified
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Fig. 2 Functionality of the system

with protection, security, wellbeing, and guideline, automatons can give gainful and
compassionate applications, particularly identified with social insurance. Therefore,
ramble medicinal services conveyance to difficult to reach areas is likely to turn out
to be increasingly universal soon (Fig. 2).

5 Required Technologies

5.1 Unmanned Aerial Vehicle

A Unmanned Aerial Vehicle or automaton for non-military personnel use is an
impetus flying machine, reusable, worked by remote control or/and self-governing.
There are essentially two sorts of automatons: The fixed wing and rotating wing
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Fig. 3 Unmanned aerial vehicle

drones. Depending upon the kind of crucial reason to be completed, one of these
models will beat the other. For high altitude and speed, a fixed wing drone is used
whereas for steady and stable flight rotatory wing drones are used. Considering the
distinctions and application situations of each sort of automaton, the most reason-
able to the Unmanned Aerial Vehicle is the one with revolving wing. With this kind
of automaton, the conveyance precision is upgraded because of the unfaltering and
steady flight highlight. The quadcopter is one of the rotatory wing rambles that has
two sets of propellers, where one set is clockwise and another is hostile to clock-
wise. By varying the speed of the rotors, it is possible to generate a motion where it
can quickly reach the emergency place. The design of quadcopter turning out to be
famous given their little size, less expensive and they are progressively solid. Their
smaller blades are likewise favorable because they have less active vitality, lessening
their capacity to cause harm (Fig. 3).

5.2 Global Positioning System

The worldwide position framework, otherwise called NAVSTAR-GPS, is a universal
route satellite context that includes somewhere in the range of 24 and32mediumearth
circle satellites to shape a heavenly body that encompasses the Earth. Themicrowave
signals communicated by the satellites empower theGlobal PositioningSystembene-
ficiaries to decide their area, speed, etc. A Global Positioning System collector needs
at any rate three satellite sign process its two-dimensional position (scope and longi-
tude) or if nothing else four satellites sign to figure its three-dimensional position
(scope, elevation). The Global Positioning System was initially implemented in the
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Fig. 4 GPS module using Arduino

military yet after was likewise caused accessible for nothing too regular citizenswork
(Fig. 4).

5.3 ZIGBEE and GSM Protocols

ZIGBEE protocol has the main specification which is wireless networking. The
specialty of ZIGBEE is a low cost, low power, high reliability, low data rate, and
scalability. GSM protocol is designed to make communication between two systems
that are different. It helps to transmit the data from one place to another place.

6 Module Description

6.1 Arduino Atmega Microcontroller

Arduino Uno is open-source hardware consists of Atmega 328p microcontroller.
It is used as an interface for circuitry and designing of programmable software
with Arduino IDE. It is a high-performance 8-bit microcontroller that consumes
low power. Uno R3 is a programmable chip supported via USB cable or external
power supply (Fig. 5).
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Fig. 5 Arduino Atmega microcontroller

6.2 Electronic Speed Control

Electronic speed control do a little basic job in the model that we have, the two basic
jobs are that it helps in running a motor and even supply a 5 V to the flight controller
and other electronics need to operate. Brushless motor is a three-phase motor, so
each of its wires is connected to one of the three wires on Electronic speed control.

6.3 Li-Po Battery

The lithium polymer battery gives the whole power supply to the venture. The limit
of the battery is 11.1 V and the most extreme current is 2200 mAh, the reason for
choosing lithium polymer battery due to its less weight, not so much cost but rather
more conservative. The lithium polymer battery is a battery-fueled battery of lithium-
molecule development using a polymer electrolyte as opposed to a liquid one. These
batteries give an extreme explicit imperativeness than any other lithium battery types
and they are being used in uses where the load is a basic component—like cell phone
handsets or radio-controlled airship.

6.4 Brushless DC Motors

The brushless DC motors with the combination of propellers are used in this proto-
type. This helps the drone to fly by producing thrust against the gravitational force of
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Fig. 6 Brushless DC motor

Earth. DC motors have KV ratings. According to the requirements 1000 KV brush-
less DC motors are used. Here KV means rpm per volt. To regulate the quickness
and torque of the motor the controller offers pulses of current to the windings of
the motor. Over the brushed motors, the brushless motors are more advantageous
because of their high speed, high power to weight ratio and longer life. The Brush-
less DCmotor has a longer life with greater dynamic response and lower noise which
is smaller and lighter in weight (Fig. 6).

7 Advantages of Proposed System

Automatons are utilized in numerous regions, for example, wellbeing, development,
Stimulation, so far. As needs are, there are around 400 organizations around the globe
that worked here like LockheedMartin, Facebook, Google, and Amazon. It logically
lessens the number of mortality cases. This model kind is very much intended for
appraisal of variation parameters at a decided time limit. It is a real existence sparing a
compelling process. It can get into an earnest scene speedier than individuals which
can spare numerous lives and encourage the recuperation of numerous patients’
endurance rate. It is simple to utilize. It is versatile. It is dependable in providing
medicinal services in creating nations. Arriving at a hazardous situation caring for
patients outside emergency clinics.
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8 Future Plan

Further headways should be possible in this framework by executing a camera that
permits the client and the medical clinic staff to see the present circumstance. It can
be implemented by using a set of sensors that measures the physiological parameters
of the patient and alerts the paramedics in the ambulance. Executing rambles in the
social insurance field is a recently creating field with numerous openings which will
be helpful for future research. It can also reach out to solar boards to broaden battery
life.

9 Conclusion

Automatons are propelled creating innovation with an expanding overall application.
It is trending nowadays to use drones in health care. The prototype developed is to
provide a way to enhance the medical services in case of an emergency where the
ambulance cannot reach quickly. Here the drone can be more helpful to save the lives
of people where there is no way to reach the ambulance. During catastrophic events,
even though in created nations there happen circumstances where they can’t arrive
at the clinic through streets because of substantial traffic and they can’t arrive at the
emergency clinic on schedule. This can be achieved by using drones by tracking
the location through GPS. This quadcopter based innovation sets aside less effort to
arrive at medical clinics in crisis circumstances. Before the paramedics in ambulance
reaches there the drone transmits the information about the victim which is sent
using GSM technology by measuring heart rate, respiration rate, and ECG values.
The proposed model can be used in emergency cases, health care companies and
government organizations.
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Analysis of Reversible Square Using QCA

D. V. S. Phanindra, A. Arun Kumar Gudivada, and Durgesh Nandan

1 Introduction

Gordon Moore from Intel Company has shown that transistor number doubles
approximately for every two years [1]. This prediction surprisingly has been accu-
rate for more than 40 years, and it is known as Moore’s law. For designing digital
circuits, binary information is coded in the form of switches where the switch is
on means binary “1” and switch is off means binary “0”. To achieve a circuit with
higher speed and lower power consumption, the size of the transistor should be
decreased. However, as this technology moves below sub-micron levels, many prob-
lems arise. To reduce these problems, the quantum-dot cellular automata (QCA)
came into existence. Quantum-dot cellular automata (QCA) is the new nanotech-
nology that has emerging in the top six technologies in the recent years, which is
capable of building future computers. This technology is a realization of the circuit
design at the nanoscale. The concept of the QCA was first introduced by Lent et al.
in 1993. The proposed structure like in the past years does not have any logical states
or values and is determined by the position of electrons. It has proven that by proper
usage of this technology, a very low density of 1012Devices/cm2 and very low power
consumption (near to zero) are achievable.
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In the 1960s, Landauer explained that the systems are constructed using irre-
versible hardware, and the results are shown that it generates energy dissipation
due to loss of its information [2]. He has shown that the energy dissipated KTln2
joules for single bit of information. Later in 1973, Bennett has shown that the dissi-
pated energy KTln2 joules can be avoided using reversible logic gates [3]. The
reversible circuit/gate has an equal number of inputs and outputs. The garbage output
is defined as the output of gate which is not used as primary output in circuit, and the
garbage/constant input is defined as the input which is used as a control input to the
gates, and the fan-out of each gate is unity. In a quantum computer, each quantum
logic gate performing an elementary unitary operation one, two or more two-state
quantum states is called qubits [4]. In some special processors like digital signal
processors (DSP), we use squarer circuit, i.e., an arithmetic circuit, and the special
multiplication operation is a square operation having two equal operands. Hence,
nowadays, we use the same multiplier circuit for the operand multiplication. Due
to this, processor delay and power requirement increase. Square operation can be
designed using a special squarer circuit [2].

2 Literature Review

In 1993, Tougaw has proposed the logical devices implemented using quantum-dot
cellular automata. Implementation of a basic sequential element (D flip-flop) which
is reversible edge-triggered. In the work, power analysis and logical function of
circuit are investigated. This is the first attempt to design, analyze and implement
the reversible sequential circuit using QCA. In QCA circuits, the design of complex
reversible sequential logic circuit plays a major role [5]. In 2010, Bhagya Lakshmi
proposed reversible multiplier using reversible logic gates like Double Peres gate
(DPG) and a BVF gate. In reversible circuit, the important features required are
quantum cost (CI), number of constant inputs (CI), reversible gates (N), number of
garbage outputs (GO) and gate levels (GL) [6].

In 2010, Sayem has stated that in “the process of executing, the information is
lost”, but we know that information cannot be lost; it must be translated into another
form, and from the law of physics, it is translated from heat. Hence, it results in
power dissipation. Reversible logic is introduced to reduce the power dissipation [7].
In 2016, Rohini has designed a reversible logic-based basic combinational circuits.
As the power dissipation is increasing due to the small size of the device, the new tech-
nologies are coming up and some of them are quantum-dot cellular automata, DNA
computing, optical computing and nanotechnologies. We have reversible circuits
which dissipate low power. Rohini has proposed these reversible gates to minimize
quantum cost, garbage outputs, ancilla inputs and gates [8]. In 2017, quantum-dot
cellular automata is studied and analyzed by Singh and he implemented the reversible
dual-edge-triggered D flip-flop. Singh explained the design and implementation of
a basic sequential element, D flip-flop which is reversible dual-edge-triggered using
QCA. In this analysis, he first attempts in analyzing the reversible logic using QCA
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Fig. 1 NOT gate

[9]. In 2018, Rezaei has designed the new and robust QCA sequential circuits. In this,
the newdesigns ofQCAsequential circuits are proposed.Using theDflip-flopdesign,
a 5-bit counter, a novel single edge generator (SEG) and a divide-by-2 counter are
implemented. Also, some types of oscillators, a new edge-triggered K-pulse gener-
ator (KPG) and a negative pulse generator (NPG), are presented for implementation
in QCA. The proposed circuits are tested by QCA designer software without any
wire crossing [9].

3 Introductions to Reversible Gates

The reversible gates used in this analysis are NOT gate, Peres gate, Feynman gate,
Toffoli gate and Double Peres gate. Each reversible gate is having its own quantum
cost.

3.1 NOT Gate && CNOT Gate (Feynman Gate)

The NOT gate and CNOT gate are 1 × 1 and 2 × 2 gates, so all the reversible gates
having 1× 1 and 2× 2 gates have quantum cost 1. NOT gate is 1× 1, i.e., having 1
input and 1 output, and for Feynman gate, it is a 2 × 2 gate, i.e., having 2 input and
2 output. So, for NOT gate and Feynman gate, the quantum cost is 1 [10] (Fig. 1).

3.2 Peres Gate (PG)

It is a 3× 3 reversible gate in which there are 3 inputs which are A, B, C and 3 outputs
which are P, Q, R. The quantum cost of this gate is 4. The graphical representation
and block diagram are given in Fig. 2 [10].
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Fig. 2 Peres gate

3.2.1 Peres Gate QCA Cell Layout

3.3 Toffoli Gate (TG)

A reversible gate is 3× 3 and having 3 inputs which are A, B, C and 3 outputs which
are P, Q, R. 5 is the quantum cost of this Toffoli gate [10] (Fig. 3).
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Fig. 3 Toffoli gate

3.3.1 QCA Cell Layout of Toffoli Gate

3.4 Double Peres Gate (DPG)

A reversible gate is 4 × 4 and is having 4 inputs which are A, B, C, D and 4 outputs
which are P, Q, R, S. 6 is the quantum cost of this gate [10] (Fig. 4).

Fig. 4 Double Peres gate
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4 Working

These reversible logic gates are used to generate the partial products of square compu-
tation, and theTGgenerates the partial products of square computation; PGgate gives
the result of half adder, and DPG gate gives a result of a full adder. The design is
having two stages those are partial product generation (PPG) and summation stages
(SS) [10]. The block diagram of the reversible square unit is shown in Fig. 5. The
design is dedicated to square computation in which multiplier and multiplicand are
the same operands, and these are multiplied with each other partial products which
are generated by using reversible TG gate. Other reversible gates like PG gate are
used as half adder, and DPG gate is used as a full adder. Finally, the square of the
number is generated. The first stage, i.e., the partial product generation stage, is
having a capacity of designing a reversible square circuit. In this, we use Toffoli
gates in the generation of reduced partial products. For two operands multiplication,
the 3rd input is made to zero in the Toffoli gate. Toffoli gates are connected in series
so that when the partial products are generated the output is zero [10]. The Toffoli
gates are connected in series, and there are no garbage outputs (Figs. 5, 6 and 7).

The second stage, i.e., summation circuitry, says that the final product term for
the 4-bit square unit is obtained by using the carry-save method in the summation
stage as shown in Fig. 8. It requires full and half adders in a reversible manner to
obtain the final product terms.

When we made the Double Peres gate inputs C = 0 and D = Cin, we get the
reversible full adder as shown in Fig. 9.

In the same manner, we obtain half adder by making input C = 0 as shown in
Fig. 10.

Fig. 5 Block diagram of reversible square unit
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Fig. 6 Partial product generation stage

Fig. 7 Graphical representation of partial product generation of a 4-bit square circuit

5 Calculation of Parameters

Each reversible circuits/system are having some important parameters like gate count
(GC), garbage output (GO), constant input (CI) and quantum cost (QC). These
parameters are calculated below.



274 D. V. S. Phanindra et al.

Fig. 8 Summation circuitry

Fig. 9 Full adder using DPG

Fig. 10 Half adder using PG

5.1 Gate Count

It refers to the number of gates build with transistor and other electronic devices that
are needed to implement a design.
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GC= {(The count of gates that are used in partial products generation circuit)+
(The count of gates used in Summation of partial products circuit)} [2].

5.2 Garbage Output

In reversible circuit, the unwanted outputs are called garbage outputs. The garbage
outputs are produced the higher the performance and lesser the complexity of a
circuit.

GO = {(Garbage outputs of partial products generation circuit) + (Garbage
outputs produced by Peres Gate × Number of Peres gates) + (Garbage outputs
produced by Double Peres Gate × Number of Double Peres gates)} [2].

5.3 Constant Inputs

This refers to the number of inputs that are to be maintained constant at either 0 or
1 to synchronize the given logical function.

CI = {(Constant inputs of Toffoli gate × Number of Toffoli gates used in partial
products generation circuit) + (Constant inputs of Peres Gate × Number of Peres
gates) + (Constant inputs of Double Peres Gate × Number of Double Peres gates)}
+ {Extra Constant Inputs in Summation Circuit} [2].

5.4 Quantum Cost

This refers to the cost of the circuit in terms of the cost of a primitive gate. It is
calculated knowing the number of primitive reversible logic gates (1 × 1 or 2 × 2)
required to realize the circuit.

QC = {(Quantum Cost of Toffoli gate × Number of Toffoli gates used in partial
products generation circuit) + (Quantum Cost of Peres Gate × Number of Peres
gates) + (Quantum Cost of Double Peres Gate × Number of Double Peres gates)}
[2].

6 Comparison of Parameters

By observing Table 1, we can say that the 8× 8 reversible square quantum circuitry
is best among all the different square circuits proposed till now.
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Table 1 Comparison of various reversible circuits

References Gate count (gc) Garbage output
(go)

Constant inputs
(ci)

Quantum cost
(qc)

Bhagyalakshmi
and Venkatesha
[6]

40 52 52 152

Tougaw and Lent
[5]

33 39 33 168

Moallem and
Ehsanpour [11]

28 28 28 128

Sakode [12] 28 20 20 80

Mantur et al. [13] 17 17 21 64

Mantur et al. [2] 12 09 13 60

7 Conclusions

In reversible logic systems, the garbage is not desired value, so we have to present
a garbage-less design of a square circuit. Zero garbage outputs can be produced by
using ancilla bits, i.e., (5n+ n/2+ 4) of ancilla bits (per recursive call). The analysis
of all different types of squarer circuits is shown in Table 1. The table consists of
gate count (GC), garbage output (GO), constant inputs (CI) and quantum cost (QC).
From this paper, we can conclude that gate count for 8× 8 reversible square quantum
circuitry is lesswhen compared to other circuits, so it ismore preferable than the other
circuits. In terms of garbage output for 8 × 8 reversible square quantum circuitry
is also less, so it is more preferable than the other squaring circuits. Also, we can
say that constant input is less for 8 × 8 reversible square quantum circuitry, so it is
more preferable than the other suitable circuits, and quantum cost is less for 8 × 8
reversible square quantum circuitry, so it is more preferable than the other squaring
circuits [10].
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Analysis of Various Multipliers
in Quantum Cellular Automata

K. Vineela Bhanu, A. Arun Kumar Gudivada, and Durgesh Nandan

1 Introduction

A scientist from the Intel Company named Gordan Moore predicted that there is a
huge number of transistors on the semiconductor chips that doubles approximately
every two years. A theory called Moore’s law was introduced as this prediction
surprisingly has been accurate for more than 40 years. In CMOS technology, many
numbers of transistors follow Moore’s law. For designing digital circuits, binary
information is coded in the form of switches where the switch is on means binary
“1” and switch is off means binary “0”. The size of the transistor has to be decreased
to achieve high speed and low power consumption. They came across a few problems
with these and introduced new nanotechnology called quantum-dot cellular automata
(QCA) [1]. The transistor-based semiconductor devices which are currently being
used are becoming immune to scaling. Due to the increase of the threshold voltage
and decreasing of the supply voltage, one of the biggest challenges is the power
consumption from leakage current. To address this problem, we go to the new tech-
nology called nanotechnology QCA which is one of the best alternatives that are
chosen which were introduced in 1993 [2]. It is promising nanotechnology, which
offers clock frequencies and circuit densities many years greater than the expected
range of the CMOS. This QCA concept has been demonstrated in the laboratory, but
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implementing it for the general purpose requires advancements in both methodology
designing and manufacturing [3]. In the literature, numerous multiplier designs have
appeared to date. The multipliers are of two types which are signed and unsigned
multipliers. Multipliers further fall under three categories: serial, parallel, and serial-
parallel. Themultipliers aremost regularly utilized in computerized signal preparing.
We have variousmultipliers like a binarymultiplier, parallelmultiplier, radix-4multi-
plier, pipeline multiplier, serial-parallel multiplier, and many more which has its
significance in its way. Generally, we use quasi-modular parallel multipliers for the
easy process like modular design and to provide large word sizes [4].

2 Literature Review

In 1964, Wallace has suggested a process using purely combinational logic; in one
gating step, the product of two numbers should be possible by a multiplier design
which was developed. These products can be obtained in 1 s, and the quotients can be
obtained in 31 s. This process can be done by using a straightforward addition diode–
transistor logic. By using this, a fast square-root process can be determined. To design
a fast multiplier, the cost of each unit is 10% of the cost of modern computers [5]. In
1996,Ramkumar proposed a technique for the rapidmultiplier inwhich faster column
compressionmultiplication can be acquired by two design techniques. Using a hybrid
adder, the partial products can be partitioned into two parts for the acceleration of
the final addition and independent parallel column compression. Based on the 8-,
16-, 32-, and 64-bit multipliers, the Dadda multipliers were developed and they were
compared with the general multipliers. Finally, they are successful in achieving fast
multiplication using any type of parallel multiplier design techniques [6].

In 2007, Cho and Swartzlander proposed a design of multiplier in QCA which is
named as the serial-parallel multiplier. This nanotechnology is a promising field that
has grabbing features like lower power consumption, small size, and faster speed
and which is beneficial over CMOS and transistor technology. Several adders have
been proposed, but the multipliers are the one which is the unexplored area. The
serial-parallel multipliers are designed in such a way that they have simple regular
structures, different operand sizes, less complexity, area, and latency [7]. In 2009,
Hanninen designed the radix-4 recorded multiplier, the advanced multiplication of
algorithm onQCAnanotechnologywhich is the promisingmolecular density circuits
that use the single layer of basic cells. The main function of the novel design is that it
utilizes an ultra-quick carry-save addition and the radix-4 modified booth recording.
These functions bring about slowdown free pipeline activity, and furthermore, the size
of the circuit territory can be limited. Though it has cost complexity for development,
it provides a versatile starting point [2].

In 2009, Kim proposed another type of multipliers called parallel multipliers in
quantum-dot cellular automata. To suit enormous word sizes, the multiplier design
utilizes quasi-modularity. This is due to the more complexity of the multipliers.
Utilizing the customary quasi-modular product measured item technique, numerous
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modules can be structured and a portion of themodules like n× nmultipliers utilizing
4 (n/2 × n/2) modules and the other is 16 (n/4 × n/4) modules. By using coplanar
layouts, the design of the parallel multipliers is done, and thereafter, it is compared
with the QCA multipliers [3]. In 2010, systolic array design was proposed by Lu
et al. To learn about the characteristics of QCA technology, an investigation has been
made to digital circuit design. QCA is particularly suitable for pipelined architectures
because of the inborn wire delay in the innovation. Some benefits can be achieved
by the usage of systolic array design by providing the large size of the systolic array.
QCA has numerous focal points over CMOS. For example, in the matrix multiplier
design the execution of the CMOS 32 nm has a factor as far as zone [8].

3 Methodology

3.1 QCA Design Schemes

3.1.1 QCA Cell

QCA is promising nanotechnology in which the traditional current switches are
replaced based on the alignment inside a cell with the information of 0’s and 1’s. The
flow of current inside the cell is not required as the columbic interactions between the
free electrons are adequate for computation. QCA cell is the basic andmost important
unit in the QCA technology. QCA is a nanostructure in which four quantum dots
are present in a square-shaped structure. Each quantum dot is placed at each corner
of the square. The free electrons are more likely to occupy the opposite dots in the
diagonal way. The diagonal placing is due to the columbic forces produced within
the cell, and the placing is due to these interactions. Quantum dots which are inside
the cell are the vacant spaces in which the free electrons can insert into those vacant
places. In the insulating material, the space for conducting material is provided and
the dots are created. Once the electrons entered into the dot are confined to it as it
requires high capability for escaping [9]. The numbering of the quantum dots will
go the clockwise way which is set at the four corners of the cell. Based on the charge
distribution, the polarization in the cell is defined and the formula for p is

P = (ρ2+ ρ4) − (ρ1+ ρ3)

ρ1+ ρ2+ ρ3+ ρ4
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3.1.2 Flow of Signal and Control

If the cells of QCA are placed in series, then this acts like a wire. For each clock
cycle, the signal is propagated through the wire, and then half of the wire will be
in the active state and the other half will be an unpolarized state. For the next clock
cycle, the first half of the wire goes into a de-active state and the next half of the wire
will be polarized. In this way, the signal will move starting with one clock zone and
then onto the next clock zone.

The QCA circuit consists of four regions, and the clock signals are given as the
input to the circuit. And again, these clock signals are divided into four phases. In
every region, the clock signals will come across different states like low, high, low-
to-high, and high-to-low. The cell starts working its process at high-to-low state, and
at low state, it holds its value. Thereafter, the cell will release at the point when it
is in low-to-high state, and afterward, it becomes latent once it comes to high state
[10].

3.2 Vedic Multiplication

Vedic multiplication is entirely different from the normal multiplication. It is the
ancient style of multiplying two numbers which is the fastest technique. The various
methods for multiplication are Urdhva Tiryak sutra, Nikhilam sutra, and Urdhva
Tiryagbhyam. TheVedicmultiplicationwas relied on the algorithm ofUrdhva Tiryak
sutra. It is not only used for decimal number system but also used for binary number
system for multiplying any two given numbers. Let us get a clear idea about this
Vedic multiplication with an example, and the two numbers to be multiplied are 123
and 456. In the first step, 3 is multiplied with 6 and the result is 18 where 8 is the
write and 1 is carryover, in the second step, 6 is multiplied with 2 and 5 is multiplied
with 3 and the result is 27, the previous carryover is added to this result, and it is 28
and then 8 is the write and 2 is the carryover. In this way, the algorithm continues
and the final result is 56,088 (Fig. 1).

3.3 Multiplier Design

3.3.1 QCA Implementation

To design a carry delaymultiplier, the sequential bit adders are considered. In view of
the carry flow adder (CFA), the full adders work accordingly in the multiplier block
diagram of QCA in Fig. 2 [11]. The carry-in and carry-out are the two elements
which are the input and output of the carry, and these are internally connected having
single clock delay in the serial-bit adders which are modified from the full adders.
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Fig. 1 Vedic multiplication
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Fig. 2 Multiplier block diagram for QCA

Based on the full adder carry, delay multipliers can be accomplished. If we need
multipliers for the huge word sizes, then we can simply add additional bit slices to
the existing bits. When N-bits are given to a multiplier, it always receives N + 1
input, whereN + 1 means one sequential input andN analogous inputs will generate
a sequential output. For N cycles, the sequential input is ordered and the analogous
outputs are repetitive. Primarily, for N number of clock cycles, the input is “0” bits.
For any N-bit multiplication, the time taken to complete is 2N cycles.

3.3.2 Characteristics of Multiplier

Complexity (cells) Area (µm) Latency (clock)

CDM4 4065 (1.05 × 0.47) 1

CDM8 903 (2.12 × 0.47) 1

CDM16 1999 (4.19 × 0.47) 1

CDM32 4575 (8.47 × 0.65) 1

CDM64 11,264 (16.84 × 0.95) 1
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Fig. 3 Product of 4-bit numbers using Wallace tree

3.4 Wallace Tree Multiplication

Here, we are going to implement a 4-bit QCA multiplier using the Wallace tree
method. Themultiplication of two 4-bit numbers gives the number of partial products
as 16. These partial products obtained are created by an AND gate, and this is
actualized by a 3-input majority gate. One input of this majority is gate which is
considered to be “0”. In the second stage, we make use of full adders and half adders.
The three partial products which have the same value are separated and fed to the full
adder. If there are only two same values, then they are given to the half adder. If the
number of partial products is just one, then that partial product is directly fed to the
subsequent layer. Finally, a ripple carry adder is used which adds the two-bit groups
resulted from the second stage. The process of multiplication of two 4-bit numbers
is given in Fig. 3 [11].

3.5 Serial-Parallel Multiplier

The cell of the multiplier in Fig. 4 will do the duplication activity of single bits
which are originating from serial converter ai and bj from the parallel operand.
These information sources are given to AND gate which shapes a summand sj. This
is joined with a full adder and gives sum and carry as the yield. The conclusive
outcome is in the sequential structure as mk at the yield [12].

3.5.1 Logic Structure

Let us consider an example of 4-bit input operands A = (a4, a3, a2, a1) and B = (b4,
b3, b2, b1) which is resulting in twice the input bits that is P = (p8, p7, p6 … p2, p1)
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Fig. 4 Serial-parallel multiplier logical structure

Fig. 5 Serial-parallel multiplier product matrix

where a1, b1, and p1 are the least significant bits, respectively. Figure 5 is the paper
and pencil multiplication algorithm [13].

3.6 Baugh-Wooley Multiplier

Baugh-Wooley multiplication approach is applied for the 2’s complement of the two
numbers. The reason we go for this approach is that it uses the modest number of
logical activities in each progression of multiplication. Figure 6 is the illustration
of the Baugh-Wooley multiplier. The circuit comprises several full adders, and the
usage of good full adders in QCAwill give the more efficiency of the Baugh-Wooley
multiplier [13–15].

In Baugh-Wooley multiplication also if we take n input bits for A and B as shown
in Fig. 6, it results in 2n output bits. But there is a slight difference between the
general product matrix and Baugh-Wooley multiplication (Table 1).
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Fig. 6 Illustration of Baugh-Wooley multiplier

Table 1 Comparative analysis of various multipliers

Method Number of cells Area (µm2) Latency (clocks) Throughput

4 × 4 Wallace 3295 7.39 10 1

8 × 8 Wallace 26,499 82.18 36 1

4 × 4 Dadda 3384 7.51 12 1

8 × 8 Dadda 26,973 82.19 38 1

Serial-parallel (4) 406 0.4935 1 1/8

Serial-parallel (8) 903 1 1 1/16

Serial-parallel (4) – 0.1664 14 1/8

Serial-parallel (4) – 0.6656 26 1/16

4 Conclusion

The simple structures are chosen forwire delaymultiplications inQCA. Formore fast
and efficient design generally, the circuit complexity has to be decreased. Quantum-
dot cellular automata (QCA) is a promising innovation that has numerous chal-
lenges and also has large-scale manufacturing. Over CMOS technology, QCA has
huge advantages. The normal preferred position of such a technique incorporates
profoundly symmetric QCA cell structure, high exchanging rates, incredibly high
device thickness, activity at room temperature, and even the plausibility of mass-
creating devices utilizing self-get together. The multiplier is the rudimentary part of
the ALU; in this manner, it greatly affects the exhibition of the CPU.



288 K. V. Bhanu et al.

References

1. Z. Beiki, A. Shahidinejad, An Introduction to Quantum Cellular Automata Technology and Its
Defects (2017). https://doi.org/10.1166/rits.2014.1028

2. H. Cho, E.E. Swartzlander, Serial parallel multiplier design in quantum-dot cellular automata
(2007)

3. H. Ismo, Pipelined array multiplier based on quantum-dot cellular automata (2007), pp. 938–
941

4. J. Kacprzyk, Studies in Computational Intelligence, p. 599
5. C.S. Wallace, A suggestion for a fast multiplier. IEEE Trans. Electron. Comput. 14–17
6. B. Ramkumar, V. Sreedeep, H.M. Kittur, A design technique for faster Dadda multiplier (2011)
7. H. Cho, E.E. Swartzlander, Serial parallel multiplier design in quantum-dot cellular automata

(2007)
8. L. Lu, W. Liu, M.O. Neill, QCA systolic matrix multiplier (2010), pp. 149–154. https://doi.

org/10.1109/ISVLSI.2010.53
9. A. Kumar, T.N. Sasamal, Design of divider using Taylor series in QCA. Energy Procedia 117,

818–825 (2017). https://doi.org/10.1016/j.egypro.2017.05.199
10. H. Cho, E.E. Swartzlander, Adder and multiplier design in quantum-dot cellular automata.

IEEE Trans. Comput. 58, 721–727 (2009). https://doi.org/10.1109/TC.2009.21
11. G.A. Jullien, Computer arithmetic structures for quantum cellular automata, in IEEE Confer-

ence (2003), pp. 1435–1439
12. J. Takala, Binarymultipliers on quantum-dot cellular automata (2007). https://doi.org/10.2298/

FUEE0703541H
13. H.Faraji,M.Mosleh,A fastWallace-basedparallelmultiplier in quantum-dot cellular automata.

Int. J. Nano Dimens. 9, 68–78 (2018)
14. H. Ismo, Radix-4 recoded multiplier on quantum-dot cellular automata, vol. 1 (2009), pp. 118–

119
15. S. Kim, E.E. Swartzlander, Parallel multipliers for quantum-dot cellular automata, in 2009

IEEE Nanotechnology Materials and Devices Conference (2009), pp. 68–72. https://doi.org/
10.1109/NMDC.2009.5167566

https://doi.org/10.1166/rits.2014.1028
https://doi.org/10.1109/ISVLSI.2010.53
https://doi.org/10.1016/j.egypro.2017.05.199
https://doi.org/10.1109/TC.2009.21
https://doi.org/10.2298/FUEE0703541H
https://doi.org/10.1109/NMDC.2009.5167566


Exploration of Circularly Polarized
Microstrip Antenna for RFID,
Biomedical and Satellite Applications

Ch. V. S. D. R. K. Abhilash, V. Preethi, Sanjeev Kumar,
and Durgesh Nandan

1 Introduction

Well, the future of communication is 5G high-speed communication. So, due to quick
development in wireless communications, the circularly polarized (CP) and MIMO
antennas have received a lot of importance. The basic principle for the operation of a
CP is radiating two orthogonal field components, which are of the same amplitude,
and the 90° is in phase shift. The key benefits of CP are that it helps in polarization
mismatch and multi-path interference reduction. One of the applications of CP is
a millimeter-wave system. For millimeter-wave bands, there are many types of CP
antennas that have been published such as sequential-rotation CP antennas, cavity-
backed CP antennas, and dual-feed microstrip patch antenna. However, most of them
endure from narrow AR bandwidth or complex feeding network. The technique by
which we can achieve a wide axial ratio is the sequential rotate technique. Apart from
these, we have a cavity-backed circularly polarized patch antenna operating atQ band
for (45 GHz) applications. The cavity-backed CP has some good features. Some of
the important features are they do have a low profile, wide impedance bandwidth,
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and AR bandwidth, low cost, and easy co-planar integration ability, which make it
suitable for applications [1–8, 16, 17].

2 Literature Review

In the year 1989, in this paper, Hall said that the specific application to microstrip
patch arrays is examined in detail. Nowadays, circularly polarized microstrip array
provides an improvement in performance, and also, he mentioned the VSWR [5]. In
the year 2009, Guo has proposed different types of applications based on the single-
fed low-profile cavity such applications are dual linear polarization, and circular
polarization novel low-profile backed slot antennas are developed based on the tech-
nique of substrate integrated waveguide (SIW) [13]. In the year 2010, this paper
by Chen mentioned that they have proposed a new antenna which is called annual-
ring microstrip antenna (ARMSA) for ultra-high-frequency ranges of America, and
the antenna has a total height of 0.043 λ [2]. In the year 2011, Shih has discussed
sequential phase (SP) feed for circular-polarized sequential-rotation array. The SP
feed can get extended up to (2N × 2N ) feeding networks,and this is suitable for a
large-scale printed circular-polarized (CP) arrays [11]. In the year 2011, Aixin and
Zhang have discussed the circular-polarized 64 element microstrip antenna, and also,
double sequential-rotation tech of 64 elements has been discussed in this paper. They
finally show the proposed array which has a low bandwidth, better radiation pattern,
and max frequency band of 27–31 GHz [1].

In the year 2012, García-Aguilar et al. and some other researchers have discussed
the printed antenna. In this paper, we can know about the structure and characteristic
of the printed antenna for the X band satellite which has a frequency of 7.25–8.4 GHz
[4].

In the year 2013, Li et al. has said about the 4-port feeding structure with different
phase angles the phase angles are 0, 90, 180, and 270 by using curricular polar-
izations (CP). A prototype of the proposed antenna is built to validate the design
experimentally, and a global bandwidth of 4.86–5.12 GHz is achieved in this paper
[9].

In the year 2015, Tao Zhang, Yan Zhang researchers have proposed the single-
layer wideband antenna for different Q bands (APL) which has been discussed in
this paper. The main purpose of this communication is to process actual CP antenna
elements into better elements, and also in the formof a 2× 2matrix for different types
of APL, themainAPL isQ band application in this paper [16]. In the year 2017, Kang
andWei have discussed the low-profile dual-polarized microstrip antenna array. The
OAM application radio beam is generated by a four-element antenna. Finally, they
have proposed theDP dual-modeOAMantenna array. TheO/P results of this antenna
array have covered the distance of 5.4–5.6 GHz bandwidth with high isolation [8].
In the year 2017, Falade has discussed the low cost, simple in structure and compact
wideband. This antenna is designed to operate the high-frequency band about 10 dB;
it occupies about the 1.85–3.02 GHz. A proposed antenna has been fabricated and
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experimentally validated in an anechoic chamber that has been discussed in this paper
[3].

3 Circular Polarization of Patch Antenna in Biomedical
Field

With the increase in the aged people population, concerns regarding health issues
are also increasing. So, the medical devices gained huge importance. A new idea of
implantablemedical devices shortly called as IMDshas been studied. These IMDs are
single-fed, circularly polarized implantable antenna. These are being used in many
clinical applications like neural recording, retinal prosthesis, etc. These are inserted
into the human body to investigate and diagnose the issue, and it should communi-
cate with the related equipment outside the human body. During the process, many
parameters may influence communication. So, there is a vital need for polarization
type, gain, and bandwidth. The investigated implantablemedical antenna is circularly
polarized, and the bandwidth of the patch is about just 1.65%. The circular polariza-
tion and bandwidth of the simulated impedance both are about 18.2%. The studied
implantable antenna comprises capacity loads and four mender lines. The ISM band
is about 2.4–2.8 GHz for biomedical applications. The implantable antenna is having
a compact size of 12 mm× 12 mm× 1.27 mm. The axial ratio bandwidth is 12.7%.
By increasing the length of the four mender lines, we can enhance the axial ratio
bandwidth. According to the design procedure, it is designed by using a one-layered
skin model. The dimensions of it are 92 mm × 92 mm × 25.27 mm [17].

3.1 Simulation Results of 12 mm × 12 mm × 1.27 mm
Implantable Antenna

The simulated bandwidth ranges below −10 dB from 2.31 to 2.65 GHz, and axial
ratio less than 3 dB ranges from 2.2 to 2.5 GHz. By this, for circularly polarized,
a wide bandwidth can be achieved. As the size is reduced and also loss of tissue
occurs, the investigated implantable antennas are not so efficient for radiation; the
radiation efficiency is nearly less than 1%. As the antenna is being inserted into the
human being, many factors should be considered in order to protect the antenna as
well as the life of the person. Standard SAR values are considered accordingly to
averaged over 1 g of tissue will be less than 1.6 W/kg. For the investigated antenna,
the SAR values at a frequency of 2.4 GHz are 503.2 W/kg [17].
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4 Capacitive Loaded CP Antenna for ISM Band
Biomedical Applications

A miniaturized single-fed antenna is developed, and it is circularly polarized and
experimentally illustrated for the frequency range 2.4–2.48 GHz (ISM band) in
biomedical applications. The antenna discussed in this paper is developed by the
loading of capacitive nature on the radiator. In this paper, it has advantages like
nice polarization purity and well reduced in the size. The footprint of the designed
antenna is overall 10 × 10 × 1.27 mm, and the measured impedance bandwidth of
cubic skin phantom is 10.2%. An antenna that is used as implantable is the main
factor of RF-linked IMDs, as a lot of targets come up when designing implantable
antennas that require meeting so many important requirements; those are compact
volume, broad bandwidth, good radiation efficiency, and patient safety [12].

4.1 Simulation Results of 10 × 10 × 1.27 mm Implantable
Antenna

In this, implantable antenna covers beside 2.36 in conformity with 2.55 GHz (7.74%)
including a rejection coefficient regarding much less than 10dB, AR bandwidth as
tier from 2.44 according to 2.48 GHz (1.63%) for axial ratio (AR) three dB within
its paper. The spurious consequences ignoble up to expectation the lowering in the
core frequency can correspond in conformity with an antenna bulk decreasing of
in regard to 72% with the aid of using the proposed graph into the area over the
everyday implantable CP microstrip slap layout at a fixed running frequency. Peak
obtain is 22 dBi at 2.45 GHz present beyond simulations. The principal polarization
regarding this suggested antenna together with an XPD 22 dB at is right-handed
round polarization (RHCP) at the essential painting path [12].

5 Circular Polarization of Patch Antenna in Satellite
Communication

In the day-by-day growing world, technology plays a vital role. The technology
uses GPS for pointing specific thing, place, or person. GPS satellite communication
devices use patch antenna as they are advantageous over others, and they have advan-
tages like ease of fabrication and low profile. Small circularly polarized antennas in
satellite communication is used for improving the signal quality. It also helps in prior
mentioned easy of fabrication as its size is small, reduces the weight of the antenna
as well as the size. For reducing the size of patch antenna, there are different methods
like cutting slots or/and embedding tails, assigning high permittivitymaterial, folding
patch, etc. All these methods have different drawbacks. There is a method named
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virtually shorted patch antenna where it has an impressive reduction of size when
compared to other methods [15].

5.1 Description of Patch Antenna

The proposed square patch antenna that is printed of the substrate has a spread (l)
regarding 17.2 mm, stutterer (w) regarding 17.2 mm then a height of 3.17 mm. The
slots on lengths are etched at the four corners regarding the patch. The horizontal
piece concerning the shorting association is regarding special shapes. The resonant
frequencies regarding antennas with the rectangular reach are 1.844GHz yet because
meandering strips such is 1.575GHz. The frequency is similarly decreased via 14.6%
when meandering association is used as a substitute over rectangular distance [15].

6 Circular Polarization of Patch Antenna in RFID
Handheld Reader

Radio-frequency identification structures into ultra-high-frequency range obtained
tons of importance in manufacturing companies and service industries. In North
American yet Taiwan, this ultra-high-frequency radio-frequency identification struc-
tures function into 920 MHz in imitation of 928 MHz, yet of Europe such is in 865
MHz after 867MHz. RFID structures have been implemented with CP verb between
minds; due to the fact, circularly polarized antennas do limit the deprivation precipi-
tated via the multi-path outcomes of the recite then the tag antenna. The RFID hand-
held readers need a lightweight CP antenna together with a mean outline or younger
size. The average antenna quantity is 0.46λ× 0.31λ× 0.005λ at 925MHz.A slotted
type patch antenna with cross-shaped was developed for circular polarization with a
reduction in size as compared to conventional or ordinary antenna aggregate which
is 0.27 λ× 0.27 λ× 0.013 λ at 910 MHz [12]. The design of the above antenna is by
using of square box concerning the identical 60 mm lateral spread which is printed
regarding the upper side regarding a singular FR4 substratum, 0.8mmbroad and then
4.4 relative permittivity. The ground airplane selects the identical FR4 substratum
and selects the peak on the atmosphere substratum (H), namely 13.4 mm. A spoor on
X-Shaped over 57.9 × 7.5 mm2 is slotted along with the rudder concerning the pat
radiator. A cross-strip with a screen regarding 1.5 mm is inserted into the X-shaped
trail, namely a proximity-fed rank, and has tuning stubs of special lengths (La =
17.5 mm then Lb = 22.5 mm) [10].
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7 Circularly Polarized Single-Fed Wide-Slot Antenna
for UHF RFID Reader

In that delivery, affords ordinary reader antenna utilized for RFID devices in the
frequency range from 840 to 960MHz. The antenna plan consists of a quadrate round
and then a rectangular sheltering pat which are the essential elements because they
required round polarization. The dosage concerning the reader antenna is 120 mm
× 120 mm performed over the toughness dielectric constant on 4.3 including an
FR4 substrate concerning 3.18 mm. The frequency of function is longevity beyond
750 MHz in accordance with 1150 MHz and has an axial ratio bandwidth on 42%.
The axial ratios, obtained at the perforation sight route, are 1.03 dB and 3.62 dBic,
respectively. Size regarding the reader antenna is 120 mm × 120 mm which is its
aggregate volume. By view of measured results, it is evident up to expectation the
teacher antenna can age as much a prototype teacher antenna because of overall
UHF RFID provision [14]. Another coaxial feed slotted antenna is presented for
RFID applications, and in this antenna, overall size is 80 × 80 × 4.572 mm3. The
proposed antenna has 10 dB return loss= 44MHz andAR= 10MHz. CP is achieved
by using a combination of rectangular and triangular slots on the radiating patch [14].

8 Results

From Table 1, it is observed that antennas have better performances in size occupa-
tion, and a number of applications compared with the other antenna designs present
in the literature. For different frequency band applications, the design and size are

Table 1 A comparative analysis of prior proposed antenna

References Dimensions
(unit: mm)

S11 < −10 dB
Bandwidth

AR < 3 dB
Bandwidth

Gain
(dBic)

Applications

[11] 10 × 10 ×
1.27

2.35–2.50 GHz 2.36–2.56 GHz NA ISM band
biomedical

[12] 60 × 60 ×
0.8

909–937 MHz 917–929 MHz 4.0 RFID handheld
reader

[13] 10 × 10 ×
1.73

2.4–2.48 GHz 2.46 2.15 Biomedical

[14] 120 × 120
× 3.18

840–960 MHz 660–1050 MHz 3.62 UHF RFID
reader

[15] 100 × 100
× 3.18

1.566–1.584 GHz
and
1.569–1.582 GHz

1.5728–1.5775 GHz
and
1.5732–1.5764 GHz

3.7 GPS satellite
communications

[16] 80 × 80 ×
4.572 mm3

44 MHz
bandwidth

10 MHz bandwidth 3.07 RFID
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unique. If it is considered for a high-frequency range, the size of the antenna is small
as compared to the low-frequency range.

9 Conclusion

Here, I want to conclude that circular polarization found good bandwidth; gain with
compact dimensions and all the above-simulated results are from antenna design
software. The bandwidth for MEDICAL single-fed-slotted 1.65% with operating
frequency 1.9–2.3 GHz with dimensions 12 mm × 12 mm × 1.27 mm [17]. In
satellite communications, S11 bandwidth of 80% and an AR bandwidth of 23.5%
[15] and gain are stable across the operating bandwidth with a peak gain of 4.8 dB
with dimensions 17.2 mm× 17.2 mm× 3.17mm. RFID proximity-fed-slotted patch
3 dB axial ratio (AR) bandwidth of about 1.3% (917–929 MHz) and bandwidth of
about 3.0% (909–937MHz) were obtained with dimensions 0.27 λ× 0.27 λ× 0.013
λ at 910 MHz [10].
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A Review of Energy Auditing
on Academic Building by Using ANN
and Fuzzy Logic

Purnima Sharma, Inderpreet Kaur, and Ranjit Kumar Bindal

1 Introduction

Energy (vitality) today has become a key factor in picking the thing cost at a little scale
level similarly as in coordinating the growing and the commitment inconvenience at
the full-scale level. It attempts to modify the total essentialness commitments with
its use to perceive whole the imperativeness streams in the structures and assesses
essentialness use as demonstrated by its discrete limit [1]. It is an investigation of
an office, demonstrating how and where that office can decrease vitality utilization
and spare vitality costs. Its understanding of vitality proficiency and preservation
can prompt noteworthy investment funds on the organization’s service bill [2]. Its
direction would give positive outcomes in diminished vitality charging for which
reasonable preventive and practical support and quality control programs are basic
prompting improved generation and financial utility exercises [3].

It is a survey, inspection and assessment of vitality stream for vitality insurance in
a structure, process or framework to decrease the proportion of vitality commitment
to the framework without unfavorably impacting the yield [4, 5]. The different sorts
of a vitality review to be performed rely on the kind of industry. It has different
degrees of multifaceted nature and can shift broadly starting with one association
then onto the next. It offers thinking to improve imperativeness viability and security
to achieve common practicality. They are the least troublesome way to deal with the
decline of ozone-draining substance releases and various kinds of air pollution, for
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instance, destructive deluge and fumes cloud [6]. Great vitality the executives begin
with a vitality review. Themain types of energy audit have been discussed in paper [3]
which gives the idea about how energy auditing carried out in buildings, similarly the
methods which are useful for energy auditing are mentioned in [4]. Recently, under
expansion is arrhythmia supervised for ambulatory patients who examine the ECG
in real time [1–3]. Software QRS detectors typically include one or more of three
different types of dispensation steps: linear digital filtering, nonlinear conversion,
and pronouncement rule algorithms [4].

2 BMS

Building Management System (BMS) is a system that screens and controls kinds
of hardware of building generally chillers, lifts, lighting, etc. In any case, it has
a greater capacity to do work. By utilizing this system, we can really check the
soundness of your structure, every single gear; we can proficiently utilize the assets,
incorporate them in one focal programming framework and streamline the vitality
devoured. Different highlights like fire-observing system, occupant charging system,
prescient upkeep, and so on this System turns out to be progressively exact and solid.
This system likewise helps in giving a situation according to the inhabitant’s solace.
The Building Management System is exceptionally simple to introduce. Building
the proprietor’s end, it is just the product they need to see rest is dealt with by
the organization giving the arrangement however the significant choice is of which
organization we ought to pick [7–9]. Building owners’ innovations are all the more
dominant as they enable clients to consequentlymisuse their full scope of adaptability
in their family units.

Then again, the brilliant meter structure is presently passed on a colossal scale
far and wide and up till now developing. By 2020, it is average that most phenom-
enal clients will have an insightful meter for power [10]. It is essential to making
information-driven procedures and method for DR agenda that can mishandle this
wellspring of data by utilizing noteworthy guidelines information given by the
two-way correspondence possesses in the keen framework.

3 Smart Buildings

These days to decrease the radiation pace of contaminating gases and help the reliance
of the electric centrality age in non-immense sources. There is a progression in
the numeral of foundations of electric vitality age sources at little scales with the
motivation to cover their own stand-apart use [11]. Devoured vitality examination
and examination of recently led work right now, the best structure parameters were
select a few times to be used as contributions to the ANN model [12]. This is a
quick outcome of the reduction in costs related to the foundation of sensible force
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sources, basically in the zone. This sort of age is entwined in a distributed age. The
amalgamation energy performance of buildings instruction requires each and every
new structure to connect with zero energy buildings before the realization of 2020.
It implies that these developments, sooner rather than later, will have the option to
deliver themeasure of vitality they devour. There is a solidmotivating force to convey
sustainable power sources and methodologies for working their assets, joined with
canny network information assortment to give an effective and inexhaustible structure
[13]. The work created by insists that a savvy building ought to contain three primary
parts: intelligent control system, a correspondence system, and robotization, which
give a cutting-edge power foundation. The activity of these structures was right now
basic as a well-described control of their vitality resources. The high trustworthiness
of nonstop data examining can give an important decrease in building usage and
power stipulate [14].

4 Learning Models Based on ANN

Artificial neural systems (ANNs) are demonstrated on the cerebrum where neurons
are associatedwith complex examples to process information from the faculties, build
up recollections, and control the body. It is a framework dependent on the activity of
natural neural systems or it is additionally characterized as an imitating of the organic
neural frameworks [15]. The utilization of ANNs for this work is supported by their
capacity to get familiar with the mapping capacity between the information and yield
with no earlier data about the issue [16]. These components change the delineation at
one stage into a portrayal at a higher, and sensiblymomentous level. The blend of such
changes in a model can empower it to conform as far as possible [17–19]. Window to
divider extent (WWR), which is the extent of the covered surface to the gross facade
district, has been considered as one of the noteworthy data components to the ANN
since glass addresses the most powerless warm fragment in the structure as a result of
its high U-Value [20]. Utilized a multi-layer perception working with camouflaged
layers, information and yield layers both have 24 estimations store present freely
the 24-h costs and the 24-h loads [21]. Some kind of TCLs is responding to indoor
temperatures in the house and to control costs. Indoor temperature in a house relies
on the open-air temperatures in the past time steps, the structure protection, and the
extent of essentialness spent in warming/cooling in past time steps. The extent of
intensity required for TCLs can be anticipated utilizing the data of current cost and
past estimations of loads and open-air temperatures [22]. A semantic assault, and
cannot be notice by conventional securitymove toward as it neither violates procedure
stipulation nor causes abnormal network traffic. Thus, security systems designed to
protect IT scheme are not effectual in defending ICS [14]. This methodology can be
reiterated to drearily predict a huge game plan of weights using temperatures guesses
and foreseen power costs.
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5 Conclusion

In this paper, this work reviews the usage of ANN and fuzzy logic is purposed
up advance technology for BMS or BAS or energy auditing. In recently years, in
energy conservation the main systems are used: They are BMS or BAS and smart
buildings, and it furthermore helps in imperativeness cost streamlining, defilement
control, prosperity points, and prescribes the procedures to improve the working and
bolster arrangement of the framework. This paper shows the future scope for further
improvements in research.
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Fractional-Order Extremum Seeking
MPPT for Photovoltaic System

Padimi Sri Venkata Satish, Yellapu Manikanta Swamy,
Ch Uma Phanendra Kumar, and K. Manoz Kumar Reddy

1 Introduction

Photovoltaic system are widely adopted to generate electricity all over the world.
The photovoltaic cell produces electricity from sunlight. When the solar irradiance
(W/m2) and ambient temperature (◦C) changes, PV voltage and current changes.
Therefore, MPPT system are required to extract maximum power from PV source
[13]. Extremum seeking PV MPPT system has been discussed in [5, 6]. Fractional
order extremum seeking MPPT has been discussed in [14]. Degradation detection
of PV system using extremum seeking has been discussed in [3]. Extremum seeking
MPPT for fuel cell has been discussed in [8]. Stability analysis of extremum seeking
principle is discussed in [9]. Adaptive extremum seeking has been discussed in [7].
Multivariable extremum seekingMPPThas been discussed in [1]. Different converter
topologies have been discussed in [11, 12]. DC-microgrid based PV system [4] and
partial shading detection for PV system has been discussed in [2, 10].
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This paper provides the concept and simulation results for extremum seeking
MPPT for PV based system.

2 Photovoltaic System

Figure 1 illustrates PV basedMPPT system where extremum seekingMPPT scheme
is used. Different extremum seeking MPPT such as integer order extremum seeking
and fractional order extremumseekingMPPThasbeen implemented and comparative
analysis has been made.

2.1 PV Module

Ipv =
(

I rpv + ki (T − Tr)
) (

S

1000

)
(1)

where I rpv refers to reference short-circuit current, Tr refers to reference temperature,
ki refers to short-circuit temperature coefficient, S is the solar irradiance (Fig. 2).

The I–V characteristics of diode is represented as

Id = I0

(
exp

(
VD

N Vt

)
− 1

)
(2)

I0 = I r0

(
T

Tr

)3

exp

(
Eg

N Vt

(
T

Tr
− 1

))
(3)

Fig. 1 Block diagram of PV
based MPPT system
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Fig. 2 Single-diode
electrical equivalent circuit
of an ideal PV cell

Ipv

Id

I

V

Rs

Rp

where Eg refers to semiconductor bandgap voltage, N is the emission coefficient.
The thermal cell voltage can be computed as Vt = kT

q where k is the Boltzman’s
Constant and q denotes the charge of electron

The I–V relationship between PV cell can be represented as

I = Iph − I0

(
exp

(
V
Ns

+ Rs I

N Vt

)
− 1

)
−

(
V
Ns

+ Rs I

Rp

)
(4)

2.2 Extremum Seeking Scheme

a : dx

dt

∣∣∣∣
t=t−

> 0,
dy

dt

∣∣∣∣
t=t−

> 0 ⇒ dx

dt

∣∣∣∣
t=t+

= k (5)

b : dx

dt

∣∣∣∣
t=t−

> 0,
dy

dt

∣∣∣∣
t=t−

< 0 ⇒ dx

dt

∣∣∣∣
t=t+

= −k (6)

c : dx

dt

∣∣∣∣
t=t−

< 0,
dy

dt

∣∣∣∣
t=t−

> 0 ⇒ dx

dt

∣∣∣∣
t=t+

= k (7)

d : dx

dt

∣∣∣∣
t=t−

< 0,
dy

dt

∣∣∣∣
t=t−

< 0 ⇒ dx

dt

∣∣∣∣
t=t+

= k (8)

2.3 Fractional-Order Extremum Seeking Scheme

In fractional-order calculus a Dα
t denotes the generalization of integration and differ-

entiation to an arbitrary order differ-integral operator which can be defined as
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Fig. 3 Extremum seeking scheme. a General scheme, b PV-based extremum seeking MPPT, c
dynamics of extremum seeking MPPT
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Fig. 4 Block diagram of fractional-order extremum seeking MPPT

a Dα
t =

⎧
⎪⎪⎨
⎪⎪⎩

dα

dtα α > 0
1 α = 0

t∫
0

(dτ)−α α < 0
(9)

Riemann-Liouville definition for fractional differointegral can be represented as

a Dα
t f (t) = 1

� (m − α)

(
d

dt

)m
t∫

a

f (τ )

(t − τ)1−(m−α)
dτ (10)

for m − 1 < α < m where � (.) is the Euler’s gamma function (Fig. 3).
According to Grunwald-Letnikov definition, a fractional differointegral can be

represented as (Fig. 4)

a Dα
t f (t) = lim

h→0

1

� (α) hα

t−a
h∑

k=0

� (α + k)

� (k + 1)
f (t − kh) (11)

3 Simulation Results

Let us consider a MSX-60 PV module with specification such as Pmp = 60 W, Vmp

= 17.1 V, Imp = 3.5 A, Pmin = 58 W, Isc = 3.8 A and Voc = 21.1 V (Figs. 5, 6 and 7)
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Fig. 5 P–V and V–I characteristics of MSX-60
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Fig. 7 Extremum seeking
scheme. a Voltage, b current
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4 Conclusion

This paper provides theoretical and simulation results for extremum seeking MPPT
for photovoltaic system. Extremum seeking is an optimization based control scheme
which can be used in photovoltaic system. Extremum seeking MPPT have many
versions such as integer-order and fractional-order. This MPPT shows better perfor-
mance than other MPPT.
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An Operator-Controlled Incentive
Distribution Model for Device Relaying
D2D Communication

Koushik Barman and Ajay Roy

1 Introduction

Cellular communication is now at initial stage of fifth generation. Fulfillment of
increasing demand of data rate, low latency, and high reliability is nowmain concern
of research. Device-to-device communication is defined as the direct interaction
among devices using licensed spectrum or unlicensed band spectrum. There will
be twenty billion devices connected through the Internet within 2020. These devices
will communicate among themselves bymeans of licensed and unlicensed band spec-
trum with ultra-high reliability (rate of packet drop <10–5) [1]. In traditional cellular
network, UEs communicate through base station but in D2D, two UEs or multiple
UEs communicate directly among themselves. D2D communication may be classi-
fied into two categories. InbandD2Ddescribes the scenariowheremobile UE utilizes
cellular spectrum to establish D2D link and cellular link. Outbound D2D is another
type of D2D communication where interaction among UEs accomplished using unli-
censed band (ISM band) [2]. Underlay inbound D2D allows to reuse time-frequency
resource block among D2D links and cellular links which introduce interference
to the existing cellular users. Intracellular interference limits D2D communication.
Figure 1 shows classification of D2D communication. Device discovery and service
discoverymechanismwill play significant role in future cellular network due to versa-
tile applications. It ensures availability of devices nearby which can communicate
and provide context-aware services and social emergency services. Third-Generation
Partnership Project, a renowned organization of regularization, has published several
technical reports related to the standardization process of D2D communication [3].
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Fig. 1 D2D link scenarios in two-tier cellular network

Proximity services using license band spectrum have been introduced in a technical
report (3GPP TR22.803) of 3GPP in June 2013. The report was named as ‘Feasibility
Study for Proximity Services (Prose)’ [4]. This report describes technical feasibility
requirements of mobile UEs under LTE-A for commercial (e.g., discovery/social
networks), network offloading, and public safety applications [5]. In this report, thir-
teen general use cases and thirteen public safety use cases have been recognized in
D2D communication scenario. This is serious challenge for operator to implement
a proper model of pricing for D2D services. In traditional cellular communication,
there is no such pricing model where incentives will be awarded to the device which
acts as already to provide D2D service to neighbor devices.

Designing of appropriate pricing model for D2D services depends on mode of
operation andD2D scenario. Device under cellular coveragemay act as a relay device
and provide D2D communication to other devices which are out of cellular coverage.
This type of D2D scenario is known as operator control device relaying [6]. Pricing
of D2D service depends on various factors like channel throughput signal-to-noise
ratio and D2D scenario. Operator must address that how they control and charge for
device-to-device (D2D). There must be an option that if charged for D2D services,
the customer has to switch to traditional fee device-to-device services [6]. In that
case, they need to be satisfied with lesser speed and no guarantee of security threats.
The customers must be asked to pay for what they can push forward the operator-
controlled D2D technology that needs extensive analysis of usage cases and business
models. In this article, main focus has been given to illustrate pricingmodels for D2D
scenarios. These models are definitely able to fulfill user’s expectation and increase
the demand of D2D communication.
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2 Two-Tier Network Architecture

In most of the literature, two-tier network architecture has been considered for the
analysis of pricing strategies [4–6]. Tier-I provides traditional cellular architecture
where communication between two devices takes place through the base station,
whereas Tier-II provides the architecture for direct communication among devices.
There are four possibleways in Tier-II for establishingD2Dcommunication. Figure 2
illustrates all four communication strategies.

2.1 Operator-Controlled Device Relaying

In this architecture, a device at poor cell coverage area communicates with the base
station through other device which acts as a relay node. In Fig. 2, UE-A acts as a
relay device which relays signal to UE-B and UE-C. This allows for the device to
accomplish a higher quality of service. In this case, network operator communicates
with relaying device and establish D2D link with partial or full control. Operator
will provide incentives to the relay device when it allows other devices to share its
bandwidth for establishing D2D communication link.

Fig. 2 D2D link scenarios in two-tier cellular network
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2.2 Device-Controlled Device Relaying

In this scenario, network operator does not assist the relay node. In Fig. 2, UE-D,
UE-E, and UE-F are out of coverage of base station. In this case, they use unlicensed
spectrum like Wi-Fi, Bluetooth, etc. for establishing D2D link. This architecture is
known as device-controlled device relaying.

2.3 Device-Controlled Direct Communication

In Fig. 2, UE-G and UE-H are directly communicating with each other without
operator’s support. Network operator has no role to play for D2D connection
establishment. Sharing of resources and pricing is independent of network oper-
ator. This type of D2D communication scenario is known as device-controlled
direct communication. In this kind of scenario, mobile user may consider different
types of pricing approaches such as cooperative-game-theory-based approach
and bargaining-game-theory-based approach or double-auction-based technique as
mentioned in [7–9].

2.4 Operator-Controlled Direct Communication

In Fig. 2, UE-I and UE-J are communicating with each other with operator’s support.
In this case, both UEs are under the coverage of cellular network. Spectrum sharing,
connection establishment, and pricing strategies depend on network operator. In this
scenario, two UEs directly communicate, but do not work as a relay device. Operator
controls and helps to establish the D2D link. In this case, pricing model will be based
on spectrum trading concept. Spectrum trading is defined as to participate in buying
and selling of spectrum. Sellers’ viewpoint is to gain maximum profit by selling
the available spectrum, whereas buyer’s condition is to get maximum bandwidth in
minimum price. This creates conflict of interest. Buyer and seller may not agree to
construct a successful deal. This kind of problem can be solved by auction theory.
It offers a convenient framework of arithmetic outfits for appropriate design of price
estimating model.

3 Analysis of Pricing Scheme for Operator-Controlled
Device Relaying Architecture

In this section, we have analyzed a pricing model for operator-controlled device
relaying architecture. In Fig. 3, UE-A acts as a relay device which relays signal
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Fig. 3 D2D link scenarios in two-tier cellular network

power to UE-B and UE-C. Base station provides incentives to UE-A because UE-A
shares available spectrum to UE-B and UE-C. Operator may provide discount on
monthly bill of UE-A or provide some free services to UE-A as a part of incentives.
Let U is the utility function defined as [10],

U = B log2(1+ kγ ) − MBP + B log2(1+ kγ ) (1)

Here, B is the BS to UE-A link bandwidth. k is defined as spectral efficiency. γ is
signal-to-noise ratio. The first term of this equation, e.g., B log2(1+ kγ ) provides
the revenue of UE-A. Second term of the equation, e.g.,MBP describes the charges
that need to pay to the operator. M is defined as total number of hops between BS and
relay node. In this scenario,M is 1 because BS is directly connected to UE-A which
is relay node. The third term of Eq. (1), e.g., B log2(1+ kγ ) describes the incentive
awarded to UE-A for acting as a relay node. In this scenario, operator’s revenue is
calculated as,

R =
N∑

i=1

MBi Pi − MB log2(1+ kγ ) (2)

Here B is the awarded bandwidth to the relay node as a part of incentives.
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4 Simulation Result

For the simulation, let we consider a fixed pricing scheme is provided by the operator
for sharing resource spectrum. If any relay node shares spectrum to the other user
equipment, then operator provides incentives in the form of free spectrum awarded
to that relaying node. Let total no of devices served by the operator is N = 2. Let we
assumeBi is 5MHz, spectral efficiencyK is 0.2, and SNR range γi is 5–25 dB. For the
awarded spectrum to the relaying node, bandwidth is 2.5 MHz, SNR is 2.5–12.5 dB,
and unit price of spectrum (pi) is 1.2. Figure 4a shows device’s revenue in operator-
controlled device relay scenario for SNR range of 5 to 25 dB, whereas Fig. 4b shows
operators revenue in operator-controlled device relay scenario. Results illustrate a
comparative analysis of device’s revenue and operator’s revenue in normal cellular
network and operator assist device to device network. It is clearly shown that device
revenue and operator’s revenue increase drastically in D2D scenario when number
of user increases.

5 Conclusion

This paper investigated pricing model for operator-controlled device relaying D2D
communication. Operations’ revenue and device’s revenue have been analyzed for a
specific range of signal-to-noise ratio under three different conditions, e.g., two-tier
operator-controlled device relay (OC-DR), normal cellular operation, and OC-DR
with increase value of UEs. Operator’s revenue increases with increasing no of UEs.
The pricing model is suitable for resource sharing in two-tier cellular network, e.g.,
cellular tier and D2D tier. There is ‘win-win’ situation for operator and relay device
because operator will get benefit frommore revenue generation as operator is serving
more number of users.On the other hand, a relay device is awarded incentives in terms
of additional services and bandwidth from the operator for sharing its bandwidthwith
other users.
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Fig. 4 a Device’s revenue in operator-controlled device relay scenario. b Operators revenue in
operator-controlled device relay scenario
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Error Correction Code: Study,
Challenges, and Applications

V. Vydehi, A. Lishitha, G. Pranathi, N. V. Satyanarayana,
and Durgesh Nandan

1 Introduction

Several localized burst errors are proposed.Various types of codes present in this have
been used to make better the codes developed by Larsson in size, which makes the
decoding and encoding processmore complex, i.e., in a slight decrease value. Similar
to the Larsson codes, the developed codes are also asymptotically best possible. At
the point when the number of errors to be rectified is fixed and the length of the error
to be revised, it increases in like manner with the code length. Other than the Larsson
codes, the suggested codes of the errors are minimized when the number of errors
to be accurate and the correctable burst span are both fixed [15].

In this system of digital audio broadcasting (DAB), the CD quality multi-
directional audio is proposed and checked for the frequency modulation band. The
strategy implemented is a hybrid in-band on-channel (HIBOC) system, where the
digital broadcast is in unison with the analog frequency modulation broadcast. This
stage is a change to a digital structure. We apply a convolutional code which is added
to an error identifying block code [5].
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Some of the standard video codes like H.263 contain variable length codes
(VLC’S). H.263 is a discrete cosine transform (PCT) which is a coded bitstream
that produces a single-bit error because of the use of variable length codes. These are
used for compressing and decompressing the given data with zero errors and also it
can transmit lossless information. We can also use Huffman for further compression.
The decoding process does not start until the synchronization point is reached. In
case there is a failure of bringing together between the encoder and decoder states,
there is a possibility of error generation [12].

During the data broadcast storage, the accepted data is not the equivalent as the
transmitted data, which gives the result in the noise and interference. This goes ahead
to a data transmission error. To avoid this problem,wewill use some checkmethods in
the data transmission process. These methods can be parity check, cyclic redundancy
checks (CRC), etc. The multiple bit errors can be corrected using cyclic redundancy
check codes [22]. In order to avoid errors, we can do a backup to a message so that
the receiver can check the continuity of the delivered message, by this the data can
be recovered. Error detection proposals are of two types, i.e., systematic and non-
systematic. In the systematic method, the unique data is sent through a transmitter
along with the fixed number of check bits. It shows an error at the receiver end
of the transmitted data and the received data bits do not match with each other
[19]. Reliability is the one that is considered for space applications. In an electronic
system, memory plays a major role in storing data. They are basically used in the
electronic systems which are integrated on a chip. They can be used for specific
space applications. They occupy a larger portion in the circuit area. There is also
a radiation effect on other components which varies the message [14]. Traditional
single-cell upsets (SCUs) have a vast impact on multiple cell upsets (MCU) which
has parallel errors in more than one cell. When code length increases, the burst error
also increases [4, 21]. The multiple cell upsets (MCU) problems which are occurred
in space applications have to be considered to identify the fault tolerance methods.
It is because of the aggressive environment formed due to the high-energy cosmic
particles [2, 9, 10, 20].

In this paper, a detailed study of error correction codes is done. Literature review
has been made in this Sect. 2. The design approach has been explored in Sect. 3.
Results based on prior publications are given in Sect. 4. Various applications have
been analyzed in Sect. 5. Finally, conclusions have been done in Sect. 6.

2 Literature Work

Mardjuadi et al. [15] general concepts on encoder and decoder have been explained
here. It involves wide applications in mobile communications and storage areas [15].
Chen and Sundberg [5] Viterbi algorithm will increase the standard of the received
signal by reducing the chances of error mitigation flags [5]. (Khan et al. [12]) A
bit-by-bit correction has been suggested. The decoding time rises accordingly using
the increase in channel bit error rate (BER) [12]. (Chen et al. [6]) Comparing to
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various broadband methods, the presented LNA has some of the benefits like less
complexity of the design, high-frequency noise is small, power dissipation is also
little, and size is small [6]. (Zhang [22]) A CRC codes with the principle of error
correction and code realization process; whereas, the simulation shows the several
bits error correction method can develop the BER and FER [22].

Mavis et al. [16] contributions that are made by the number of bits upset by a
singly element strike are also used to find the aware vital volume and a block-based
architecture have been well explained [16]. (Chye et al. [17]) Different feedback
resistive technique was implemented. The wideband and low-power applications are
also implemented here [17].

Correas et al. [7] various tools have been used based on TCAD and SPICE simu-
lation. Different techniques have been implemented [7]. In 2012, the realization
techniques for error correction and detection are explained. The several bits of error
identification and correction by way of the Reed–Muller algorithm technique will
get better the BER and PER efficiently [19]. In [13]. Two error correction coding
(ECC) schemes are used here. The channel codingwill enhance the strength of spatial
image watermarks beside JPEGDCT-supported compression. HECC error detecting
code executes according to the pixel correct probabilities of VECC. (Sadia et al. [1])
In space applications, DDR memory is used for storing information. It is subjected
to unlike errors, and these are sourced by several outside influences as solar emis-
sions, electromagnetic emissions, space noise, and extreme temperature in space.
This will destroy the memory stored in the DDRmemory. Techniques of error detec-
tion will permit checks and useful in correction of these errors, and reconstruction of
the original data is done due to error correction techniques. This technique enables
the dependable escape of digital data compared to an undependable communication
channel. A comparative analysis of various error detection and correction schemes
for space applications is explained [1]. Marzieh and Hossein [18] have presented the
mixer without network. A reduction or noise penalty has been explained. However, in
the existence of the network, the mixer displays up to 25 and 7 dB progresses in IIP2
and IIP3, correspondingly. The bandwidth, gain, and noise-figure are too developed
[18].

Fang and Anthony [8] in this, the errors are given alpha particles and warm
neutrons. In any case, the relative event of single-occasion upsets is finished up at
first by the defenseless area of the channel of bit cell transistors. It indicates that Fin-
FET displays a significant decrease in MCU probabilities [8]. Li et al. [14] disclose
to us that the gear sizes with the cell interim separation will diminish and the quantity
of influenced bits can without much of a stretch reach out to more than three pieces.
It would not require any additional equality check bits assessed with a three-piece
BEC code [14]. (Kato [11]) Single-occasion upsets prompted by various cell charge
ages are examined and SRAM by directing laser illumination tests. The quantity of
bomb bits and its physical topology has been breaking down plainly [11].

Joaquín in 2018 is presented in Matrix codes, which will use Hamming codes
as well as parity, verify within a bidimensional design to accurate and identify
some patterns of MCUs. Detection and correction capabilities are maintained and
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also improved. The drop in memory power use is present because of the very low
redundancy of our codes here [3, 9].

3 Design Approach

We have different codes starting from BERGER CODE (known as parity code).
Many complicated codes are present like Hamming code, Hadamard code, Golas
code, Reed–Solomen code, Reed–Muller code, and multi-dimensional codes like
Matrix codes. During the space applications, error correction codes require to be
checked to a far extent. If a single-bit error is present, it can be corrected and the
Hamming code is used for correcting the 2-bit error; whereas, the Hadamard code
is used for correcting the 3-bit error. The Reed–Solomon code is used to check the
multiple errors, and Reed–Muller code is used in vast critical applications. Based on
Hamming codes, we developed Matrix code. Figure 1 shows the block diagram, and
the recursive backtracking algorithm is used to find the algorithm [9].

The off-base data will at present contain some incorrect MBs (in any event one
wherein the blunder happened) that are nearly finished with dark qualities during the
procedure of bit-by-bit interpreting. With any standard mistake camouflage system,
theseMBswill be truly hidden. Two essentialmethodologies are available formistake
disguise: spatial and fleeting. Pixels of missingMBs are recreated utilizing the neigh-
boring spatial data. In as opposed to this transient addition, a lost MB is recuperated
from that of the past edge moved by an expected movement vector [12].

Single blunder amendment code and twofold mistake redress codes are not solid
for space applications. In this way, we are utilizing Reed code, this can be avionics,
aerospace, data storage, military, and telecommunication. Reed–Solomon codes are
used in correcting errors in many systems including:

Fig. 1 Encoding and decoding process
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Fig. 2 Block diagram of digital data encoder

• Devices utilized for putting away incorporates tape, compact disk, DVD,
standardized tags, and so forth.

• Also utilized in wireless or versatile interchanges (counting cell phones,
microwave joins, and so on).

• In satellite correspondences.

A typical system is shown in Fig. 2.
The Reed–Solomon encoder will take a computerized information square and

incorporate an extra “repetitive bits”. Mistakes are available during stockpiling or
transmission for a few explanations behind (e.g. clam or impedance, scratches on a
CD, and so on). The Reed–Solomon decoder checks each square and endeavors to
address blunders and remake the sent data. The sort number and blunders that can
be rectified rely upon the Reed–Solomon code qualities. Reiteration codes, parity bit
codes, checksums codes, cyclic excess check codes, cryptographic hash capacities
codes, automatic recurrent solicitation codes, and forward error rectification codes
are compared here [19]. In light of time intricacy, mistake revision and identifica-
tion, capacities, space unpredictability, bit overhead, and code rate are examined. It
incorporates a correlation of Hamming, Hadamard, Golay, Repetition, Berger, single
parity, four-dimensional parity, BCH, and Reed–Solomon codes. It is reasoned that
4D equality codes are most appropriate for DDR recollections in space applica-
tions since they are simpler to actualize and have the most elevated code rate to bit
overhead proportion [1]. The fundamental piece of the code plan algorithm and the
advancement part of the code structure algorithm are explicitly utilized in this chal-
lenge. Dependability assumes a key job in space applications. If one mistake can be
amended or identified, it must comply with these standards. The first is correctable
restriction which implies the comparing disorder vector ought to be one of a kind
in the arrangement of the disorders, and the subsequent one is detectable restriction
which implies the relating disorder vector is nonzero. The code design technique is
mainly demonstrated by two methods; there is error space satisfiability and the other
one is unique syndrome satisfiability [14].

There are four different categories present in the transmission of bit rate, and they
are Fail, Pass, Refail, and Repass. In second or later cycles if there are any fail bits,
then it comes under the fail category. If any kind of bits changes to pass, then it comes
underpass category. If any bits change to fail after going through the pass category,
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Table 1 Comparison of few error correction codes in terms of redundancy

Code Code bit count Percentage redundancy Correction capability and burst error
identification

Matrix 16 100 A single-bit error is corrected to
complete extent, and two-bit burst
error is also detected

Sec-Daed 5 31.5 A single-bit error is corrected to
complete, extent and two-bit burst
error is also detected

CLC 24 150 A single-bit and two-bit burst error
are also detected, and a two-bit burst
error is also detected

Redundancy = No. code bits/No. data bits × 100

then it comes under the Refail category. If any bits change to pass after going through
the fail category, then it comes under the Repass category [11] (Table 1).

4 Result

After going through this paper, we can have a clear idea that various codes are
considered in this process. Out of this, we can say that in error correction, codes
during space applications aremainly due to radiation effects, thus resulting in the error
information. These can be corrected by using different error codes or consideration of
an algorithm. Different parameters like area, power, and delay were also considered.

5 Applications

The Matrix and CLC codes offer more power compared to FUEC–DAEC. In this
paper, we found that the encoder circuits are quicker and the decoder circuits aremore
complex. Various parameters like delay, power, and area are taken into consideration
[9].Multiple cell upsets aremostly seen in space applications due to space radiations.
Various simulation tools can be applied in solving this like TCAD and SPICE tools.
Multiple upsets issue can be decoded by using these tools [7]. The Reed–Muller code
has more significance in decoding. This will allow us to transmit the information
to the longer distances. The best error control performance will be selected based
on the characteristics of the communication channel. Generally, in these channel
models include memoryless models where errors occur randomly and with a certain
probability and dynamic models where errors occur primarily in bursts [19].
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6 Conclusion

After comparing different error correction codes, we can conclude that the modified
matrix code called column line code (CLC) is based on the extended Hamming
code that can be widely used in space applications. In flexible unequal error control
(FUEC), these symbols are an enhancement of the famous unequal error control
(UEC) codes. Multiple laser analysis has proved the crucial nature of the MWCPU
instrument and the relative position between the center of charge generation and
internal nodes are also the reason for the occurrence of the upsets. It results, that
produces charges over multiple cells will turn on the MWCPU machinery, directing
to scrupulous MCU topologies.
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Review on Different Types of Multipliers
and Its Performance Comparisons

Bocha Dileep Venkata Prasad, Nalla Satya Sai Sanjeev, Krishna Saladi,
and Durgesh Nandan

1 Introduction

Multiplication is the most popular and area-consuming arithmetic operations that
are to be done by using multipliers. The multiplier has key components in the field
of VLSI architecture of digital signal processing (DSP) and image processing and
its applications. By using this multiplication process, we can consume the time,
area, and power. Multiplications are the most commonly used arithmetic operations
in microprocessors and DSP [16]. These operations have control of the execution
time so, there is a need for the high-speed multiplier. By using this, the speed will
be increased thereby expanding the computer and signal processing applications.
Nowadays, power saver components are in demand. To minimize the power require-
ments, we try to develop such types of components that have capabilities toworkwith
minimum power requirements and power loss at high speed. As we know, multipliers
are key components for any signal processing architectures [4].

So, choosing which type of multiplier for which particular applications decided
the performance of those architectures. It discussed the different types of multipliers
and tries to conclude that which one is the best possible type of multiplier for which
conditions and applications.
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2 Characteristics of the Multiplier

There are mainly three steps for the multiplications process and the following are: (a)
partial result generation, (b) partial result reduction, and (c) final addition of results.
The following characteristics are used to form an efficient multiplier, i.e., power,
speed, area, and accuracy.

Power: Power consumption is less by using a multiplier.
Speed: High-speed multiplications are the main demand for the efficient multi-

plier.
Area: Minimum area is required nowadays in IC industry [8].
Accuracy: Somewhere accuracy is important, somewhere approximation

considers. It depends upon the place where multiplications required.

3 Different Types of Multipliers

• Modified booth/booth multiplier [3, 9]
• Array multiplier [6]
• Wallace tree multiplier [2, 5]
• Combinational multiplier [2]
• Sequential multiplier [1, 21]
• Logarithm multiplier [14, 15, 17, 18].

3.1 Booth Multiplier

Booth multiplication is based on shift operation. Two types of shift operations
required for performing booth multiplication. Right and left circular shift operations
are required for performing booth multiplications [3].

Step 1: Making booth table.
For making the booth table, we have to take the four columns: One column for

multiplier and second column for preceding first LSB of multiplier and last two (i.e.,
U and V ) for partial result accumulator. The procedure of making a booth table is as
follows.

1. At first, taken two binary numbers and select multiplier (X) andmultiplicand (Y ).
2. Take multiplicand (Y ) 2′s complement.
3. Take Xi value in the table.
4. Take 0 for Xi − 1 value.
5. 5. Take 0 in U and V, we will get a product of X Y at the end of the process.
6. For every cycle, we have to make n rows because we are multiplying m and n bit

numbers.
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Table 1 Booth’s calculation
table

Ai Ai − 1 Operation

0 0 Shift

0 1 Add B to K and shift

1 0 Minus B from K and Shift

1 1 Shift

Step 2: Booth’s algorithm is the most popular and frequently used to develop any
computer architecture [3]. It is one of the most efficient algorithms for performing
multiplication on a signed number, which considers both positive and negative
numbers consistently. This algorithm contains the multiplier bits. Operating the
booth’s algorithm can be done based on Xi and Xi − 1 bits (i.e., 00, 01, 10, and
11). Booth’s algorithm Table 1.

3.2 Array Multiplier

An array multiplier is used frequently for two unsigned binary numbers multiplica-
tion. It is performed by employing an array of full adders and half adders. The circuit
of the array multiplier is based on the repeated addition and the shifting procedure.
In an array multiplier, every partial result is produced by the multiplication of the
multiplicand bymeans of single multiplier number. According to their bit sequences,
the partial result is moved and then added. The summation can be carried out with
the usual carry propagation adder. N − 1 adders are needed whereN is the multiplier
size [6]. For m * n array multiplier, it needs m * n AND gates, n half adders, (m
− 2) * n full adders, (total (m − 1) * n adders). The array multiplier diagram is as
shown below.

3.3 Wallace Tree Multiplier

It is a quick method that is used to multiply two binary integers [5, 7]. Any multiplier
has three stages [2].

Stage 1: Partial products.
It works exactly like a long-hand multiplication. The numbers we take here are

binary integers. Partial products are the result of simple AND gates. All products are
done simultaneously. Stage 2: Partial product Addition 1 (Fig. 1).

• To add up columns, partition the rows into sets of three rows.
• Partition into two sets of three rows and one set of two rows.
• • Full adder requires three inputs while half adder requires two inputs.

Partial product Addition 2.
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Fig. 1 Block diagram of array multiplier

• In Addition 2 repeat the process as same as Addition 1.
• Partition will be done into two sets of three rows results in two sets of two rows.

Partial product Addition 3.

• Partition into one set of three rows and an extra row to carry down and resulting
in three rows, two from a set of three and the one carried down.

• Each step takes as long as a full adder because that is the slowest part.
• A full adder is more involved than a half adder and a half adder is more involved

in carrying down (takes no time).

Partial product Addition 4.

• Repeat the same process once again. In this stage no need for any partitions
because there are only three rows and resulting in two rows.

• Total up stage 2 had four full adder delays and the five least significant bits (LSBs)
had calculate.

Stage 3: Final addition.

• The concluding result is calculated by adding the final two rows and the five LSBs
do not need to be carried down directly.

• The rest of the bits needs to undergo one adder which involves a lot of delays.
• The output shown in purple numbers.
• The savings from already having 5 bits offset the delay from doing stage 2.
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Fig. 2 Block diagram of combinational multiplier

3.4 Combinational Multiplier

Combinational multipliers do multiplication for both signed and unsigned two-bit
digits. Each bit of the multiplier is multiplied in opposition to multiplicand, and the
result is placed according to the place of the bit within the multiplier and the resulting
products are the calculated up to form the concluding result [2] (Fig. 2).

Multiplier bit Product

1 It is shifted copy of multiplicand

0 It is simply zero

3.5 Sequential Multiplier

Multiply two binary numbers by using single n bit adder and find sequential circuit,
such type of arrangements known as sequential multiplier [21]. It is having low area.
It is spitted into various sequential steps. In every stage, partial product is produced
and it is added to an accumulated partial addition and the partial addition will be
moved to align the accumulated sum with a partial product of the subsequently
stages [1]. These partial products are summed up to get the required output.

Example: Let us do multiplication for 6 and 14 in the sequential multiplier.
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Table 2 Multiplication for 6 and 14 in sequential multiplier

Initialize 0 C 0 A 0000 Q 1111 N 4 Operation

0 0 0000 1110 4

Step 1 0 0000 0111 3 Right shift(CAQ), N = N − 1

Step 2 0 0110 0111 3 A = A + M Right shift(CAQ), N = N – 1

0 0011 0011 2

Step 3 0 1001 0011 2 A = A + M Right shift(CAQ), N = N − 1

0 0100 1001 1

Step 4 0 1010 1001 1 A = A + M Right shift(CAQ), N = N − 1

0 0101 0100 0

In the last step N = 0 then we have to do the product, i.e., AQ product = AQ =
01010100 = 84 (Table 2).

The process is done like the above example, it is fully based on theQ0 value which
is underlined in the following Q block. The flowchart of the sequential multiplier is
as shown below:

3.6 Logarithm Multiplier

Traditional or reported multiplication was limiting performance in terms of accuracy
as well as hardware overhead. Logarithm multiplier must have potential to become
an option of traditional multiplier for real-time digital signal processor [13–20]. An
improvement in terms of the area, delay, and power is of the main concerns for an
LNS multiplier. Such LNS multiplier can be used in DSP applications where the
accuracy is not of concern like the approximate computing and FIR filter, etc. The
VLSI logarithmic multiplier is implemented to meet the requirement of a real-time
application. Keeping this fact in view, several design schemes have been suggested
in the last fifty years for an efficient design of logarithmic multiplier, logarithm and
antilogarithm converter. It motivates the researchers to work for faster, simpler, and
cheaper alternatives with an eye for accuracy.

3.7 Modified Booth Multiplier

The best available architecture out of existing multiplier is known as a modified
booth multiplier because it has facility to perform the high-speed multiplier paral-
lelism [9], and it reduces the number of stages of the calculation result. The Radix-2
booth multiplier has some limitations like: (1) The digit of add/subtract procedures
became uneven and therefore became inopportune even as developing the parallel
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multipliers. (2) The algorithm turns into inexpert while there are remote 1 s. The
modified booth multiplier has overcome limitations of Radix-2 booth multiplier. It
uses fast process multiplications by using a changed booth’s algorithm. In this multi-
plier calculation time and logarithm of the word span of operands are proportional
to each other. We can decrease the half the number of the partial product. Radix-4
booth algorithm is used here which is to increase the speed of multiplier and reduce
the area of the multiplier circuit. Based on the multiplier bits, the process of encoding
the multiplicand is performed by the Radix-4 booth algorithm [10–12] (Fig. 3).

Modified booth algorithm.
It is also called as bit recoding. To accelerate the multiplication procedure in

booths algorithm, the technique we used is called the “bit pair recoding technique”
[13]. It calls the maximum number of summands. In this method, the booth recoded

Fig. 3 Block diagram
representation of sequential
multiplier
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Table 3 Recoded bits

Multiplier bit pair Multiplier bit on Recoded pair Reduced one the right

i +1 — i i − 1

0 — 0 0 0 0 0

0 — 0 1 +1 −1 + 1

0 — 1 0 −1 +1 −1

— 1
1 +1 0 + 2

1 — 0 0 −1 0 −2

1 — 0 1 0 + 1 + 1

1 — 1 0 0 −1 −1

1 — 1 1 0 0 0

multiplier numbers are clustered in couples, and then every couple is shown by its
corresponding single numbermultiplier. It reduces thewhole size ofmultiplier digits.

For case study based on the above, if we take the recoded pair as + and −1 then
it reduces to +1, i.e., the answer which was coming while doing with +1 and −1,
the same answer will come with +1 let us see various recoded bits in Table 3.

Let us see one example is it working or not. I will take the multiplicand as.
13— ——— 1101—-M (2′s complement ofM is 0011).
If we do this with + 2 then also it gives the same result.

Multiplicand Recoded pair Multiplication Final result

1101 +10 0000
+1101

11010

Now, let us see the actual modified booth multiplier process:

Multiplicand Recoded bits (reduced) Multiplication (final result)

1101 +2 11010

Step 1: First we have to take the multiplier and the multiplicand for doing the
signed multiplication.

Step 2: After taking the multiplier and multiplicand, do the 2′s complement for
the multiplicand.
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Table 4 Performance comparison of different multipliers

Multipliers Speed Time delay Area Complexity Power
consumption

Booth multiplier High Less Minimum Most complex Less

Array multiplier Less Very high Maximum Less complex Most

Wallace tree
multiplier

High High Moderate More complex More

Combinational
multiplier

High High Maximum More complex More

Sequential
multiplier

Less High Minimum Complex More

Logarithm
multiplier

High Less Minimum area Most complex Less power

Modified booth
multiplier

Very high Very less Minimum Less complex Less power

Step 3: After that we have to take the bit pair recoded multiplier by using Table 4.
The process is as follows:

• We have to take the multiplier and at the rightmost bit of the multiplier place 0.
For example, if we take 011011 as multiplier (0 1 1 0 1 1 0) here rightmost bit is
1, place 0 after 1.

• After placing 0, we have to combine 3 bits as a pair from the right side and assume
that as i − 1, i, i +1.

• By using the bit pair recoded table we have to find the recoded values for all the
pairs.

Step 4: After finding the recoded values, we have to do the multiplication for the
multiplicand and the bit pair recoded values.

Step 5: If we have n bits in the multiplicand, the result will be the 2n bits.
Step 6: After doing the multiplication, in the result, the leftmost bits are the signed

bit. If it is 0, then result is positive and is 1, result is negative. And we have to do the
2′s complement for the remaining bits to get the actual result.

4 Final Result

Herein, we have compared dissimilar types of multipliers in terms of speed, delay,
area power consumption, and complexity. Table 4 shows the performance evaluation
of dissimilar types of multipliers, and it is observed that the array multiplier have
more area and high-power use, while booth multiplier has high speed and less time
delay. Wallace tree and combinational multipliers having high speed and more time
delay, but differ in their area. Sequential multiplier has some drawbacks like more
time delay and power consumption. To get the best possible multiplier, the speed



338 B. D. V. Prasad et al.

should be high, the power time delay must be low, and the area must be minimum.
All the conditions are satisfied by using a modified booth multiplier.

5 Conclusion

After observing all themultipliers, we concluded that themodified boothmultiplier is
the best among all the different multipliers up to date based on its characteristics like
high speed, low power consumption, less complexity, minimum area occupancy, and
less time delay. Thus, it is well-suited for high-speed and low-power applications.
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Changes in Index Properties of Soil Using
Fly Ash

Praful Ranjan

1 Introduction

Thermal power plant generates fly ash as waste, because coal is used as a main fuel.
World’s most plentiful and widely nonrenewal fossil fuel is coal. Approx 75% of
India’s total power is thermal, and 90% of coal is used as fuel. Total 82 thermal
power plants in India, approx 140 million tons of fly ash are generated in a year. In
fly ash as by-product waste production, India has fourth position in the entire world
after USSR, USA and China.

In India, the total coal demand in the year 2010–11 was about 730 million tons. It
is estimated that it will increase to 2000 million tons in the year 2031–32. More than
600 million tons of fly ash will be generated annually. This amount of fly ash will
need about 3, 92,857 acre-ft. of landfill space for its disposal. India has not the best
quality of coal reserves, so a massive fly ash generated in thermal power plant. The
major issues for power plant operators are to dispose of fly ash. This is major role
in environmental hazards. But technological advance in fly ash can utilize in many
good applications. It does not mean that whole fly ash can be utilized. In 2010–2011,
the total number of mines in all over the world is approx 2628, where 608 mines
produce metallic minerals and 574 mines produce with coal and lignite, and reaming
mines deal with non-metallic minerals. Presently in India, 90 minerals are active: 4
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fuel minerals mine, 10 metallic minerals and 56 non-metallic minerals mine. Approx
3 mines are producing atomic minerals, and remaining are minor minerals [1–5].

Thermal power plants which are using coal produce nearly 95 million tons of fly
ash annually. Uses of fly ash depend upon several parameters that are the coal sources,
plant operation and many factors. Fly ash can be classified in their different charac-
teristics including physical features, chemical composition and chemical properties.
Today, generation of power in India depends on coal-based thermal power plant. For
high-efficiency power generation, it must be required having high calorific value of
coal. 35–38% fly ash generated in through Indian-based coal while coal supply by
Australia and other countries coal-generated fly ash only 10–15%. To improve the
strength of soil by using fly ash and cement composite [6–8], geotechnical properties
of fly ash are to be determined.

2 Compositions and Classification

American society defines two classes of fly ash for testing materials. One is F class
fly ash which usually has less than 20% CaO [9–10]. It has pozzolanic properties
only, so it needs an activator to produce cementitious compounds, and another one is
C class fly ash which has calcium oxide content in surplus of 20%. With pozzolanic
properties, it also possesses cementations properties. Chemical composition of fly
ash is silica (45–65)%, alumina (20–30)%, ferric oxide (4–20)%, sulfur trioxide
(0.2)% and calcium oxide (5–30)% [11–13].

The whole mechanism is based on pozzolanic reaction, which is a combination of
pozzolana, calcium hydroxide and water, resulting as a C-S-H complex. As deeper, it
is the reaction between calcium hydroxide and silica acid resulting in the formation
of calcium silicate hydrate complex which is responsible for the strength [14].

Ca(OH)2 + H4SiO4 → CaH2SiO4.2H2 or SH + CH → C - S - H

CaO + H2O → Ca(OH)2 or SiO2 + 2H2O → H4SiO4.

These CaO and SiO2 present in the pozzolanic material, i.e., fly ash.

3 Experimental Analyses

For experimental purpose graded, Atterberg limit we can check plastic limit, liquid
limit and specific gravity test.

Gradation ismain property of soil, and it is basedonparticle size of soil. It indicates
such various properties like conductivity of soil, shear strength and compressibility
factor. It is also indicating water drainage behavior of soil. In gradation, matter if
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soil (poor grained) then its better water drainage. Its value is calculated by analysis
of hydrometer [15]. Particle size and finer are shown in Fig. 1 (Table 1).

Coefficient of uniformity (Cu) and curvature (Cc) value depends upon D10, D60

andD80, where grain diameter at 60% passing inD60, 30% passing inD30 andD10 is
only 10% passing. As per standard, Cu > 4 for well-graded gravel, Cu > 6 for well-
graded sand and 1 < Cc < 3 for well-graded soil. As per observation, D10 = 0.705,
D30 = 1.135, D60 = 1.778, Cu = 2.52 and Cc = 1.163. Hence, soil is well-graded
soil.

For fine-grained soil, contents of critical water have checked by Atterberg limits
like liquid limit, shrinkage limit and plastic limit. When amounts of water increase,
it differentiates dry and clayey soil. Behavior changes as per water limit. Water
content of the soil may form liquid, plastic, solid or semi-solid. In every state, the
behavior and consistency of a soil are dissimilar.
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Fig. 1 Graphical representation between particle size and finer

Table 1 Experimental data of gradation

Is sieve Mass of sieve
(mm)

Mass of sieve
+ soil (mm)

Mass of
retained soil
(mm)

CUMM.
mass (mm)

CUMM. %
retained

% finer

10 380.5 387.5 7 7 0.7 99.3

4.75 312.5 399.5 87 94 9.4 90.6

2.8 414 502 88 182 18.2 81.8

2 330.5 463 132.5 314.5 31.45 68.55

1.18 303 491 188 502.5 50.25 49.75

1 375 502 127 629.5 62.95 37.05

0.3 341 681 340 969.5 96.95 3.05

0.15 288.5 307 18.5 988 98.8 1.2

0.09 352 361 9 997 99.7 0.3

0.075 306 307 1 998 99.8 0.2

PAN 286.5 288.5 2 1000 100 0
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When behavior of a clayey soil changes from plastic to liquid is called liquid limit
(LL). However, change from plastic to liquid behavior is steady and depends upon
water contents. Shear strength of the soil is not perfectly zero at the LL. Casagrande
which is a technique to measure the liquid limit. We dropped repeatedly 10 mm
approx, 120 blows per minute onto a base of hard rubber. Result of impact can be
checked continuously and recorded. The liquid limit states that it contents 25 drops
of the cup to cause at distance of 13.5 mm. Experimental data to determine LL before
fly ash composite is shown in Table 2. Graphical representation is shown in Fig. 2
with number of blows and water content before fly ash composite.

It is observed that liquid limit or water content at 25 no. of blows is 32.7% (after
addition of 20%fly ash+ 10%cement). It is experiential that with addition of 20%fly
ash and 10% cement, the liquid limit or water content at 25 no. of blows is 37.035%.
Experimental data after addition with fly ash is shown in Table 3. Figure 3 shows
graphical view of blows and water content after fly ash addition. Comparative graph
of liquid limit before and after fly ash composite mix is shown in Fig. 4.

The plastic limit (PL) is another property which can be determined on a flat, non-
porous surface which can grind soil into fine portion. If it has moisture content, then
behavior is plastic. The sample can then be remolded again and again and tested
repeatedly. When moisture contents decrease due to disappearance of water content,

Table 2 Experimental data to
determine liquid limit (before
addition of fly ash composite)

No. of blows Water content

20 35.2

22 34.8

26 32

30 31.3

35.2 34.8

32
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Fig. 2 Graph between number of blows and water content before addition of fly ash composite

Table 3 Experimental data to
determine liquid limit (after
addition of fly ash composite)

No. of blows Water content

24 40.74

26 33.33
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Fig. 3 Graph between number of blows and water content before addition of fly ash composite
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Fig. 4 Comparison of liquid limit before and after addition of fly ash composite

the thread will begin to break apart at 3 mm diameter. It behaves like non-plastic
when thread cannot be rolled out below to 3 mm diameter. Before fly ash composite
addition, plastic limit is shown in Table 4. Plastic limit is observed 10.783 before
addition fly ash. After addition of 20%fly ash+ 10%cement, plastic limit is shown in
Table 4. Plastic limit is observed 16.537 after fly ash addition in Table 5. Comparison
graph of plastic limit before and after fly ash addition is shown in Fig. 5.

Specific gravity test has done by pycnometer for both coarse-grained and fine-
grained soils. It can be determined by the given formula where G is equal to 2.61.

G = (M2 − M1)/((M2 − M1) − (M3 − M4))

Table 4 Experimental data
to determine plastic limit
(before addition of fly ash)

Moist soil sample
weight

Dry soil sample weight Plastic limit

0.030 0.027 10.11

0.031 0.028 10.7

0.029 0.026 11.54
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Table 5 Experimental data
to determine plastic limit
(after addition of fly ash)

Moist soil sample
weight

Dry soil sample weight Plastic limit

0.032 0.027 15.625

0.033 0.028 17.857

0.036 0.031 16.857
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Fig. 5 Comparison of plastic limit before and after fly ash addition

where
M1Mass of pycnometer (empty) = 761 g.
M2Mass of pycnometer with dry soil = 1160 g.
M3Mass of pycnometer with soil + water = 1952 g
M4Mass of pycnometer + water = 1705.5 g.
The specific gravity of fly ash is determined using the relation, and G is equal to

1.173 [16], when fly ash composite is mixed where,
M1Mass of empty pycnometer = 761 g.
M2Mass of pycnometer with dry fly ash = 818.5 g.
M3Mass of pycnometer with fly ash + water = 1714 g.
M4Mass of pycnometer + water = 1705.5 g.
The specific gravity of soil with (20% fly ash) is determined using the relation,

and G is equal to 1.66. Where
M1Mass of empty pycnometer = 761 g.
M2Mass of pycnometer with dry fly ash = 1040.5 g.
M3Mass of pycnometer with fly ash + water = 1817.5 g.
M4Mass of pycnometer + water = 1705.5 g.
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Table 6 Properties of soil
without fly ash and with fly
ash

Properties Before After

Liquid limit (%) 32.7 37.035

Plastic limit (%) 10.783 16.537

Density 19.11 kN/m3

4 Results and Conclusions

Soil was carried out from Dibnu village, Bhagirathipuram, and fly ash from Reeva
Enterprises Ltd, Faridabad. The results are obtained by the experiments; the color of
soil sample is black. Soil sample is well-graded soil. The specific gravity of

Soil = 2.61

Fly ash = 1.173

Soil + 20%of Fly ash = 1.66

The Atterberg limit of soil sample is tabulated in Table 6.
Soil stabilization technique is useful for reduction in consumption of expensive

road construction material. It can be helpful for cost saving and time in project
completion. Liquid limit of soil increases by addition of fly ash composite. Plastic
limit of soil increases by addition with fly ash composite. It is a need to economies
the use of cement.

References

1. G. Ranjan, A.S.R. Rao, Basic and Applied Soil Mechanics
2. S. Openshaw, Utilization of Coal Fly Ash (University of Florida, Gainesville, 1992)
3. B.C. Punmia, A.K. Jain, J.K. Arun, Soil Mechanics and Foundation
4. T. Xiumei, Z. Gengxing, L. Qingbin, Research of soil testing and fertilizer recommendations

at county level by GIS. ACSESS no. 7, Sept. 2013
5. S. Diamond, The utilization of fly ash. Cement Concr. Res. 14, 455–462 (1984)
6. T.P. Dolen, Performance of fly ash in roller compacted concrete at upper still water dam, in

Proceedings: Eighth International Ash Utilization Symposium (1987)
7. M.R.H. Dunstan, Development of high fly ash concrete. Proc. Inst. Civil Eng. 74, 495–513

(1983)
8. R.C. Joshi, R.L. Day, B.W. Langan, M.A. Ward, Strength and durability of concrete with high

proportions of fly ash and other mineral admixtures. Durab. Build. Mater. 4, 253–270 (1987)
9. B. Mather,The partial replacement of portland cement in concrete. Cement Concr., 37–73

(1956)
10. P.K. Mehta, Influence of fly ash characteristics on the strength of portland-fly ash mixtures.

Cement Concr. Res. 15, 669–674 (1985)
11. P.K. Mukherjee, M.T. Loughborough, V.M. Malhotra, Development of high-strength concrete

incorporating a large percentage of fly ash and superplasticizers. Cement Concr. Aggr. 4(2)
(1982)



348 P. Ranjan

12. T.R. Naik, Setting and hardening of high fly ash content concrete. Paper presented at American
Coal Ash 8th International Coal Ash Utilization Symposium (1987)

13. D. Ravina, P.K.Mehta, Properties of fresh concrete containing large amounts of fly ash. Cement
Concr. Res. 16, 227–238 (1986)

14. V. Sivasundaram, G.G. Carette, V.M. Malhotra, Long term strength development of high-
volume fly selection (1990)

15. M.D.A. Thomas, The effect of curing on the hydration and pore structure of hardened cement
paste containing pulverized fuel ash. Adv. Cement Res. (1989)

16. R.P. Hardaha, Use of Fly Ash in Black Cotton Soil for Road Construction. ISSN 2076-5061,
vol-5 (2013)



A Review of Diverse Procedure
for Extraction of Fetal ECG

K. M. L. Narasimhulu, N. Murali, M. Girish Kumar, T. Srinivasa Rao,
and Durgesh Nandan

1 Introduction

The fetal ECG is used to monitor the health condition of a fetal. This can be done
through many techniques. The fetal ECG helped to find out suffering or innating
sensitivity defect in the premature stage of pregnancy during the delivery [1]. The
fetal ECG helps us to know about the fetal arrhythmias, so we can make a decision to
treat it with a pre-schedule or prescription of the delivery [2]. By using this method,
it can be saving the fetal. At first, we take the abdominal ECG that contained the
mutually maternal and fetal ECG, and next, we can correlate them and get the fetal
ECG in which both signals are nonlinear in nature [3]. The main problem of the
detection of FECG is due to its signal-to-noise (SNR) ratio. Because while traveling,
the signal encounters different body parts and may get different noises affecting
it. The maternal ECG dominates the fetal ECG. In the abdominal f-ECG video
recording, the electrical signal generates with the fetal hearts which are calculated
by non-invasive electrodes [4]. It is located on the stomach of mother outside in
which the fetal ECG is distant small compared to mECG. The fetal heart rate (FHR)
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is used to help the heart rate monitoring of fetal ECG. The fetal ECG also helps us to
identify fetal health conditions [5]. The support vector regression (SVR) is used to
know fetal ECG by approximating the both abdominal ECG (taken at abdomen) and
thoracic ECG (which is maternal ECG taken at chest) [6]. Despite all these methods,
the KPCA analysis helps us to encounter the results to determine fetal ECG as it
correlates both maternal and abdominal signals and also analyzes nonlinearity of the
both signals [7].

2 Literature Review

The FECG of a fetal can be obtained from different techniques. Here, we have to
choose the best technique to find fetal ECG so as to develop the best method to get a
better result of fetal ECG. The kernel principal component analysis (KPCA) method
uses both co-relation and nonlinearity of the signals which can get better results, but
in PCA, we only use correlation and does not consider about the nonlinearity of both
maternal and abdominal signals. The KPCA analyzes the abdominal and thoracic
signal and gets the required fetal signal [8]. The non-invasive fetal electrocardiogram
[NIF-ECG] is obtained from the electrodes positioned on the mother’s stomach. In
this, the fetal signal is mainly affected by the maternal ECG (MECG). The non-
stationary noises like muscular activities affect the signal-to-noise (SNR) of the fetal
ECG [9].

The huge developments are usingmore than the current duration, mostly in case of
varying SNR. The current techniques are immobile not capable of producing depend-
able F-QRS complex [10]. Consequently, the present condition of NIF-ECG explores
raise the two applicable issues: The first one, how can the feature of NIF-ECG be
quantifying in scenario of varying SNR [11]. The second one combines the data of
numerous NIF-ECG channels, after channels and segments contain flawed recog-
nition are present. The primary aim relates to the procedure of gesture excellence
index, as formerly addressed by numerous mechanisms on mature ECG monitor
[12]. The signal generated in electrical with the fetal spirit is calculated by non-
invasive electrode located on the mother stomach exterior part. In the abdominal
f-ECG recording, the electrical signal generated by the fetal heart is measured by
non-invasive electrodes positioned on the mother stomach outside [6, 13].

This type of measurement is obviously appropriate for long-term surveillance
in addition to home monitor throughout all pregnancy [14]. The fetal ECG signal
obtained starting stomach of mother is characteristically considered with an incred-
ibly small SNR [15]. Signal traced with this technique are forever a combination
of noise produced. For illustration, with fetal’s intelligence action, this is explicit
signal (equally beginning the fetus andmother). The associationmaternal and artifact
ECG are coming together [16]. Furthermore, the fetal constituent is typically lesser
compared to the affectionate one. Since the fetal mind be minor than the mature, in
addition this is characteristically attenuated by tissue in the pathway to the measure
by the electrodes [17]. Combined the superior gesture meting away non-invasive
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and technique to gaining of fetal ECG from side-to-side abdominal electrodes might
permit at home permanent observing using WBSN’s technologies [18].

Lately, it is intended for mature supervising of physiological gesture throughout
daily performance.WBSNs are collected a changing figure of sensor to calculate and
condense physiological signal. Signals are characteristically sent to close proximity
elegant receiver to allow its communication toward an isolated work station using
the Internet [19]. WBSN sensors contain characteristically a lot of constraint, single
of the mare small power utilization [20]. Furthermore, as ultra-low-power radio
devices, by small statement capability, it is so clear. There are typically warned for
transmission; a further restriction is transmitting physiological gesture to be mainly
compacted [21]. The other method to find fetal electrocardiogram is by support
vector regression (SVR) [8]. The fetal signal can be absorbed by nonlinear mapping
of MECG signals from both the abdomen and chest of the mother, and we get the
fetal signal. The fetal signal is still affected by the maternal signal. The SVR can be
used to find the fetal ECG by mapping the thoracic signal and maternal signal [22].

The multi-dimensional independent constituent analysis (MICA) is better than
independent component analysis (ICA) [23].MICA is a sophisticated gesture dispen-
sation method to use for unscrambling away the fetal ECG from the maternal ECG
with the take it easy for the interfering. MICA is a linear inventive reproduction,
for example, to worn in ICA [24]. In dissimilarity to ICA, conversely, the mecha-
nisms are not supposed toward everyone equally autonomous. As an alternative, it is
supposed to the mechanism be intelligent to be partition keen on group. Mechanism
from dissimilar group is statistically autonomous, but mechanism which fits into the
similar assemblage might be dependent relative. MICA is additionally suitable than
ICA inside the fetal ECG taking out difficulty. The justification after so as to conve-
nient is no confirmation to proposed to the fetal apparatus are autonomous among
them self. Although theMICA is usually dependable, experiment that it occasionally
fails.

3 Mathematical Equations

Load the multi-leads ECG signals:

XK , K = 1, 2, 3, . . . , N (1)

Calculate the dot produce template: Ki j = K (Xi,X j ), where K is the kernel
function [Gaussian kernels]: used here

K (Xi,X j ) = exp

[
−

(
Xi

2σ 2
− X2

J

2σ 2

)]
(2)
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Diagonals ‘K’ to attain the eigenvalues in attribute space V k, k = 1, 2, . . . N ,

solve

Nλα = kα, α = (α1, α2, . . . , αN )T (3)

Normalize the eigenvalues with λk
(
αkαk

) = 1.
Remove the nonlinear PCs for analysis signal ‘x’ in characteristic space by means

of the.
First ‘n’ PCs:

Pn[ϕ(x)] =
n∑

k=1

(

N∑
i=1

αk
i k(x, xi ))V

k (4)

Locate the estimated pre-images ‘y’ in the participation gap of the nonlinear PCs
in characteristic gap fulfilling φ(y) = Pn[φ(x)] that estimate the maternal ECG
mechanism [3].

The goal of KF is to approximate the condition of a discrete time prohibited
procedure. Reflect on a condition vector xk+1 governed by a nonlinear stochastic
dissimilarity equation by amount vector yk+1 at time instant k + 1:

xk+1 = f (xk,wk, k + 1) (5)

yk+1 = h(xk+1, vk+1, k + 1) (6)

where the random variables ‘wk’ and ‘vk’ represent the procedure and amount of
noises, with associated co-variance matrices [4].

4 Methodologies

4.1 FICA Technique

FICAmethod is a permanent top iterative algorithmwhich is used to reduce the share
in order to connect the mechanism.When maximumGaussianity is achieved, we can
separate the independent components. There are different types of fast ICA methods
like kurtosis and maximum negentropy (MNE). Here, we are using MNE method of
fast ICA algorithm which uses maximum negentropy for direction and extracts each
independent source signal in turn.

Facing the request of FICA algorithm, we should remove the mean components
from the observed signal and should make experiential signal with zero mean. It
is observed that signal with zero mean undergoes PCA, so that it can be whitened
and its components are uncorrelated. The main reason for the application of FICA
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founded on fixed point iterative organization is to make y = wTx which should have
maximum non Gaussianity, where ‘w’ is a row of parting matrix ‘W ’.The objective
function is

J (y) ≈ {E[G(y)] − E[G(v)]}2 (7)

Everywhere E [.] is an exponential operative, and ‘v’ is Gaussian random coeffi-
cients by means of zero unit variance and mean. We should assume that ‘y’ also has
unit variance and zero mean. G (.) was a non-quadratic utility.

Based on the Kuhn–Tucker state, optimization of E
{
G

(
wTx

)}
can be done by (2)

under the condition

E{(wTx)2} = |w|2 = 1 (8)

E
{
xg

(
wTx

) − Bw = 0
}

(9)

4.2 Kernel PCA Method

The PCA is a constructive approach for extraction of prospective linear configuration
starting multi-dimensional records. The PCA simply relieves the relationship of the
information in addition to not examine its nonlinear difficulty consequently. The
essential part of PCA is a simplification that is only appropriate intended to solve
the difficulty of nonlinear extraction of feature.

It provides the further characteristics of information and feature of PCA. Because
the feature’s quantity offered by the previous is equivalent to the amount of the partic-
ipation sample. But the amounts of the concluding measurement of the contribution
example are shown in Fig. 1. When examining the information through possible
nonlinear configuration. The k-PCA map inventive vector to an elevated dimen-
sional break ‘F’, and it carried away PCA scheduled ‘F’. To carry out the nonlinear
plot interested in ‘F’, to use a kernel utility in the innovative gap.

The estimation of fetal ECG difficulty to reconstruct the original space in the
feature space. It is needed to locate the approximation vectors and pre-images in the
features space shown in Figs. 2 and 3.

4.3 Support Vector Regression

At opening, two signals are taken as abdominal and thoracic parts of the pregnant
women. Some disturbances like baseline ramble and 50/60 Hz power-line inter-
ference can be eliminated during the preprocessing phase. The abdominal ECG
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Fig. 1 PCA and k-PCA dataset using Kernel method

Fig. 2 Estimation of fetal ECG starting actual signal ‘ecgca-826’ by KPCA

‘a(n)’contains both maternal ECG and fetal ECG ‘f (n)’, whereas the maternal ECG
is same as the thoracic ECG’ t(n)’ shown in Fig. 4. The operative t[.] points to
nonlinear conversions in upper body to stomach. Consequently, the MECG element
in an abdominal gesture can be measured as a nonlinear map thoracic gesture, and
the w(n) is the environmental sound shown in Fig. 5.

4.4 Input to MICA as Maternal Abdominal ECG

MICA is frequently applied to MECG signal occupied by the mother’s thoracic
section that is approximately liberated starting fetal assistance. This is capable of
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Fig. 3 Estimation of fetal ECG actual signal ‘ecga826’ by F-ICA

Fig. 4 PCA and k-PCA dataset using kernel method

Fig. 5 Maternal heartbeat cyclic trajectory
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Fig. 6 Block diagram of the proposed system for MICA estimation

be through of as reference and estimated the maternal sources and eliminated the
signal recorded the mother abdomen. Based on MICA, the proposed block diagram
is shown in Fig. 6.

In Preprocessing: The objective of preprocessing is to eliminate the baseline
EMG noise. The power-line noise is interfering with all the signals. Baseline wander
noise affects the patient movement, breathing, etc. It could remove the cutoff
frequency 1–90 Hz. The power-line noise is discarded by a notch filter.

MECG Estimation: The projected process has been used with achievement as
follows: First, filter all the signal that occupied mother stomach by filtering disrupted
to execute the linear mapping. The filter outputs lower-dimensional principal compo-
nent analysis (PCA). This block quality the difficulty getting better gesture is
contaminated with noise.

ICABlock: To executeMICA, onemethod approximates the essential ICA repre-
sentation after those group components according to their confidence. The ICA inputs
are together preprocessor abdominal maternal gestureMECG is estimated. The post-
processing block is the final module in theMICA estimation, and it provides the final
extracted F-ECG.

5 Conclusion

This paper described different types of f-ECG extraction which is the better method.
This method takes a smaller amount of time compared to other fetal ECG extraction
methods. So, this algorithm is best powered devices, and their results are more effi-
cient than the other methods. FECG was productively recognized by the expanded
ICA algorithm. This was established with the help of ICAmethod. It had been effec-
tively detached the mechanism enclosed inside each soundtrack. Features identical
among every resource gesture and ICAworks yield involuntary division involving the
recording mechanism. FECG assists in recognizing the generally physical condition
of the fetus throughout the pregnancy.
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A Proposed Model for Customer Churn
Prediction and Factor Identification
Behind Customer Churn in Telecom
Industry

Nooria Karimi, Adyasha Dash, Sidharth Swarup Rautaray,
and Manjusha Pandey

1 Introduction

In the presentworld, telecomorganizations at an exceedingly quick rate are producing
an enormous volume of data. There is a scope of telecom specialist organizations
contending in the market to build their customer base. Customers have numerous
alternatives as better and more affordable services. A definitive objective of telecom-
munication organizations is to boost their benefit and survive in a focused commer-
cial center [1]. A customer attrition happens when a huge level of customers are
most certainly not happy with the administrations of any telecom organization, and
churn additionally influences the general notoriety and reputation of an organization,
which brings about its image misfortune and brand loss. The contender organiza-
tions occasionally influence a faithful customer, who produces high income for the
organization. Such customers expand the benefit of an organization by alluding it to
their companions, relatives, and associates [2].

Telecom organizations consider strategic move when the quantity of customers
dips under a specific level, which may bring about an enormous dropping of income
[3]. Churn prediction is imperative in the telecommunication division as telecom-
munication drivers need to hold their important customers and improve their CRM
administration [4, 5]. The most testing and challenging activity for CRM is to satisfy
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and keep remaining customers for long time base [6]. Because of the soaked and
aggressive market, consumers have the alternative to change to other specialist
organizations.

Telecommunication organizations have created methods to recognize and main-
tain their customers, as it is more affordable than pulling in the new ones [4].
This is because of the cost engaged with commercials, workforce, and concessions
which can scale up to just about five to multiple times then holding and main-
taining alive-customers [3]. Little consideration is required for recognizing the churn
customers, which can assist in upsetting the circumstance. The necessity of holding
customers needs to build up an exact and elite model for recognizing loyal and
disloyal customers, who are more likely to leave the company. The proposed model
ought to have the capacity to distinguish the customers who are planning to stop
using the company’s services and afterward discover the explanations behind their
churn, to keep away customer defection and give measures to hold them. What’s
more, it should utilize methods to anticipate when such a circumstance will emerge
later on. Because of ongoing headway in the area of big data, there exist numerous
data mining and machine learning solutions, which can be utilized to analyze and
break down such data. These methods break down the data and distinguish causes
for customer turnover; CRM can utilize these systems to augment their benefit [2].

It is difficult to anticipate the reason for churn and its recurrence. Various issues
with customer advancement emerge basically in light of the quality component
including service quality, network coverage, load errors, billing, costs, technolo-
gies, innovations, and so on [2]. These service quality elements enable customers
to contrast service quality and benefits and other good service suppliers [4]. The
forecast pace of the ordinary customer in the telecommunication division is assessed
at 2%, which is the all out yearly drop of roughly 100 billion dollars [7]. Existing
examinations uncover that the essential goal is to utilize a huge volume of telecom-
munication data to distinguish the significant churn customers [2]. Vast amount of
data is being produced in the telecommunication arena, and the data holds missing
qualities, which produce insignificant consequence of the expectation models. To
deal with these matter, data pre-processing techniques are adjusted to expel clamor
from data, which is powerful for a model to accurately group the data and enhance
the exhibition. Feature selection has been utilized in publication; however, various
data feature selection are dismissed while modeling development [8].

In this examination, the proposed model for customer attrition has been created
that utilizes different machine learning algorithms. The accuracy of a classifier relies
upon the accessible dataset [2]. It is approved by utilizing a telecom dataset, which
is publically accessible on Kaggle Web site. The presented churn prediction model
is assessed utilizing information retrieval metrics. The accuracy is calculated for
churn prediction model utilizing TP rate, FP rate, precision, recall, F-measure and
ROC area, and the target of the examination is to research the current procedures
in machine learning and data mining to profound a model for customer attrition
prediction, as well as recognizing the factors behind customer churn. The gradient
boost classifier algorithm created better accuracy and precision,when contrastedwith
other machine learning algorithms. Remainder of the paper is arranged as follows.
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Section 2 gives literature survey. Section 3 defines the problem, Sect. 4 manifests the
proposed model for customer churn prediction. Section 5 relates the dataset, Sect. 6
discusses the factors identifying customer churn, and the paper has been shut with
the discussion and reference sections.

2 Literature Review

In this chapter, a review of the bibliographic content found is conducted. The focus
is the methodologies and strategies applied to customer churn prediction and factors
identifying customer churn.Customer churn investigation and customer churn factors
expectation in CRMmedia transmission have been acted in the publications utilizing
different methods including machine learning, data mining, and big data analytic.
These procedures bolster organizations to investigate customer churn, recognize,
anticipate, and maintain churn customers, and help in basic leadership and CRM.
Here are a few works that have done in the referenced territory [9].

Three machine learning algorithms utilized [2011] neural networks, support
vector machine, and Bayes networks to foresee churn factor. The creator utilized
AUC to quantify the exhibition of the calculations. The AUC esteems were 99.10,
99.55, and 99.70% for Bayes networks, neural systems, and bolster vector machine,
respectively. The dataset utilized in this investigation is little, and nomissing qualities
existed. Another element choice strategy is proposed to determine CRM data index
with pertinent highlights by joining a productive data mining methods to improve
data quality and feature importance [10].

Huang et al. [11] viewed thematter of customer attrition in the large data platform.
The aim of the scientists was to reveal that huge data enormously improves the
direction toward foresee the churn contingent upon the volume, assortment, and
pace of the data [12].

Makhtar et al. [12] proposed a model for churn prediction utilizing rough set
theory in telecom. As referenced in this paper, rough set characterization calcula-
tion outflanked different calculations like linear regression, decision tree, and voted
perception neural network. Different investigation considered the issue of lopsided
informational indexes where the stirred client classes are littler than the dynamic
client classes, as it is a significant issue in beat expectation issue [13].

Amin et al. [13] looked at six different inspecting strategies for oversampling
with respect to telecom churn predicting issue. The outcomes demonstrated that the
calculations (MTDF and rules-age dependent on hereditary calculations) outflanked
the other analyzed oversampling calculations [14].

Adnan et al. (2018) proposed examination not just exhibited a novel JIT-CCP
model for the telecom organization where: (I) an organization is recently settled and
do not have recorded data to fabricate a proficient CCP model, (ii) an organization
has lost the data because of any uncommon explanation, or (iii) as of late received
the cutting edge innovation for keeping up the customer conduct, yet additionally
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Fig. 1 Proposed model for customer churn prediction

showed the correlation of the impact of with and without data change strategies (e.g.,
log and rank) for the JIT-CCP [15].

Ahmad et al. [9] in this exploration expected to fabricate a framework that predicts
the stir of consumers in Syriatel telecom sector. Four-tree-based calculations were
picked on account of their decent variety and relevance in this sort of expecta-
tion. These calculations are decision tree, random forest, GBM tree calculation, and
XGBOOST algorithm. The strategy for arrangement and choice of highlights and
entering the versatile interpersonal organization highlights had the greatest collision
on the achievement of this model, as the estimation of AUC in Syriatel arrived at
93.301%. XGBOOST tree model accomplished the best outcomes in all estimations.

In this examination, the feature-engineering stage is mulled over to make our
very own features to be utilized in machine learning algorithms. In this examination,
we have utilized gradient boost classifier, support vector machine, random forest, N-
nearest neighbor, and strategic relapse inwhich the gradient boost classifier produced
the high accuracy and precisionwhich has been utilized for customer churn prediction
as well as for identifying factors behind customer churn, and the customer churn
prediction model has appeared in Fig. 1.

3 Problem Definition

This paper proposes a model as appeared in Fig. 1. The problem has been identified
into following two phases.

Phase 1: Customer churn identification: Customer churn, otherwise called
customer defection, in itsmost fundamental structure, is the point atwhich a customer
decides to quit utilizing your items or services [16]. To begin understanding the
customer’s excursion and the encounters they have, there ought to be an important
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and all encompassing model to handle this issue. For this, machine learning calcu-
lations and data mining methods have been used, and a model has been worked for
customer churn prediction, which has been appeared in Fig. 1.

Phase 2: Identifying factors responsible for customer churn The factors of
customer attrition are examined in this subsection that is arranged by the attribute
selected classier. This technique gives regulation for customer churn prediction as
well as gives customer behavior and patterns [2]. These key principles are truly
important for the telecom leaders and decisionmakers tomaintain the customers. The
attribute selected classier algorithm characters numerous explanation for customer
attrition and gives characteristics which rely upon one another. The churn-related
principles gave by the attribute selected classier algorithm, which has been shown in
Table 3.

4 Proposed Model for Customer Churn Prediction

This chapter exhibits the proposed customer churn prediction model. Figure 1
displays theproposedmodel and in additionportrays its respectedphases. In the initial
phase, the problem has been characterized, in the subsequent advance, exploratory
data analysis utilized for preparing the data for additional examination, data pre-
processing, data filtering for noise removal, removal of imbalanced data, and stan-
dardization of data has been done in this progression as well as important features
are extracted, and in the third phase, different classification algorithms have been
utilized, for grouping the customers into the churn and non-churn consumers. The
classification algorithms incorporate gradient boost, random forest (RF), k-neighbor,
decision tree (DT), and logistic regression (LR); in the fourth phase, the assessment
and testing of the model are performed utilizing confusion matrix, precision and
recall, F-measure, and ROC area; in the fifth phase, customer profiling is observed
utilizing k-means clustering technique. In the final phase, the model advocates reten-
tion master plan for each class of customers. In this investigation, scope of machine
learning algorithms is utilized for arranging customer’s data utilizing labeled dataset.
It is to evaluate which of the algorithm best groups the customers into the churn
and non-churn groups. In the first place, the gradient boost algorithm is utilized
for classification. Furthermore, random forest, decision tree, k-nearest, and logistic
regression are utilized, with tenfold cross-validation. The classification process has
been performed by machine learning algorithms, andWeka tool has been utilized for
factor identification.

5 Dataset Description

In this investigation, two datasets have been utilized. The initial dataset is utilized
for training the model, and the subsequent one is utilized for testing the model,
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Table 1 Customer dataset description

#S Variable Data type Description

1 Account length Integer How long account has been active

2 Int’l plan Categorical International plan activated (Yes, No)

3 Vmail plan Categorical Voice mail plan activated (Yes, No)

4 VamilMessage Integer No. of voicemail messages

5 DayMins Integer Total day minutes

6 DayCalls Integer Total day calls made

7 DayCharge Integer Total day charge

8 EveMins Integer Total evening minutes

9 EveCalls Integer Total evening calls

10 EveCharge Integer Total evening charges

11 NightMins Integer Total night minutes

12 NightCalls Integer Total night calls

13 NightCharge Integer Total night charges

14 IntlMins Integer Total international minutes used

15 IntlCalls Integer Total international calls made

16 IntlCharge Integer Total international charges

17 CustServCalls Integer Number of customer service calls made

18 Churn Categorical Customer churn (Yes = churn, No = no-churn)

the dataset has 3333 instances with 21 features, in which exploratory data analysis
and feature selection method have been performed, 13 relevant and useful features
produced for training and testing the model, as well as feature-engineering has done
utilizing machine learning libraries, and it hold labeled data with two classes where
14% of the complete data is named as churn “YES” though 85.5% perception has
the value “NO”, non-churn. The dataset variables of customer transactions and their
descriptions are introduced in Table 1. The datasets are accessible onKaggleWeb site
https://www.kaggle.com/c/churn-analytics-bda/datawhich are in both numerical and
categorical structure, the data exploratory analysis has been utilized in the subsection
to defeat the issues with the datasets, and for validating the data, the test dataset has
been utilized. Table 1 describes the dataset with the related types.

5.1 Data Pre-processing

Data pre-processing is a significant advance on any data mining venture. Real-world
data is commonly deficient, conflicting, and even blunders. To create a decent model
to an issue, these issues must be addressed. The problems with the dataset have been
listed in the subsection bellow.

https://www.kaggle.com/c/churn-analytics-bda/data
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1. Missing data: In this examination, this issue has been handled by utilizing mean
and mode for supplanting the missing values.

2. Noise removal: There are many missing values in telecom dataset, wrong quali-
ties like “invalid” and awkwardness characteristics in the dataset. In this dataset,
the amount of features is 21. The filtering technique has been done for sepa-
rating the unnecessary data form relevant data, and the amount of features after
applying filtering technique is as shown in Table 2.

3. Redundant data: This sort of error is for themost part related to human blunders.
The data could have been recorded under various names or in different places.
For our situation, fortunately there are no redundant data.

4. UnbalancedDataset: The createddatasetwas imbalance since it is anuncommon
instance of the classification issue where the appropriation of a class is not
normally similar to other classes. The predominant class is known as the essen-
tial class, and the others are known as the optional class. Dataset is unstable if
one of its class is 10% or smaller contrasted with the other one [7]. Dataset was
unstable as the level of the optional class that speaks churn customers is about
14.5% of the entire dataset, and the targeted class is 85%. It clearly shows that the
data is skewed. Along these lines, if the machine gets trained with this dataset,
the machine will produce the outcome as true or churn with accordingly and it
will be biased, and we utilize a few strategies for taking care of this issue. There
are numerous techniques for taking care of the imbalance data issue, which are
under-sampling, over-sampling, smote, and many more; each one is utilized for
dealingwith imbalance data. In this experiment, we have utilized stratified-k-fold
method for solving this problem.

5. FeaturesSelection: Feature selection is a critical advance for choosing the impor-
tant features from a dataset dependent on dominion grasp. Various methods exist
in the literature for feature selection [17, 18]. With regard to churn prediction,
in this examination, we utilized feature importance method, Feature importance

Table 2 Relevant features Attributes Important features ranking

International_Plan 0.25985

No_CS_Calls 0.20875

State 0.01874

Voice_Mail_Plan 0.10215

Total_Intl_Calls 0.05284

Phone_No 0.00573

Total_Night_Calls 0.00614

Account_Length 0.01654

Area_Code 0.00617

Total_Night_Charge 0.0355

Total_Night_Minutes 0.033549

Total_Day_Calls 0.01846



366 N. Karimi et al.

method gives result for each feature of the data, and the higher the result the
more important or relevant is the feature towards your output variable [16]. In
churn dataset, we chose just the main 13 relevant features out of the complete 21
features, having high-ranking qualities in the result of two techniques. The perfor-
mance of classification increments in the dataset contains profoundly prescient
and important factors [2]. Besides, the dataset with high relationships has been
dropped from both datasets. As they do not have any new information, they are
only a relationship. The relevant features have shown in Table 2.

5.2 Performance Evaluation Matrix

In this examination, the profound customer churn prediction model is surveyed
utilizing accuracy, precision, recall, F-measure, and ROC area. Equation (1)
ascertains the accuracy metric. It distinguishes number of occasions accurately
characterized.

Accuracy = True Positive+ True Negative

True Positive+ True Negative+ False Positive+ False Negative
(1)

TP rate is generally called sensitivity. It notices the portion of data which is
precisely named positive. In addition, it must be high for any classifier. It has dictated
by in Eq. (2).

TP Rate = True Positive

Actual Positive
(2)

FP rate uncovers which some part of the data is erroneously assigned positive,
and it should be low for any classifier. As it is controlled by utilizing Eq. (3):

FPRate = False Positives

Actual Negatives
(3)

Accuracy generally called positive predictive value (PPV), and it shows which
part of the predicted data is positive. It has controlled by utilizing Equation (4).

Precision = True Positive

True Positive + False Positive
(4)

The recall is another measure for completeness instances, the likelihood that all
the applicable features are picked by the system. It is controlled by utilizing Eq. (5).

Recall = True Positive

True Positive + False Negative
(5)
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The F-measure value is a trade-off between accurately classifying all the data
points and guaranteeing that each class contains points of just one class. It is
determined by utilizing Eq. (6).

F-measure = 2× Precision × Recall

Precision+ Recall
(6)

ROC area demonstrates the normal execution against all possible cost proportion
between FP and FN in the event that the ROC area value is identical to 1.0, and this
is a perfect prediction. In this manner, the values 0.5, 0.6, 0.7, 0.8, and 0.9 speak to
irregular expectation, horrendous, moderate, good, and predominant, respectively,
and values of ROC area other than these show something is not right [2].

6 Factors Identifying Customer Churn

In light of the examination, network quality, call facilities, Internet facilities, and
booster facilities were the high effect factors that give rise to customer turn over in
telecommunication industry [19]. The objective of this section is to identify the high
effective factors that cause customer attrition. The factors of churn customers are
examined in this subsection, by utilizing the attribute selected classifier algorithm
with info_Gain_Attribute_Evaluator method in Weka tool, this strategy gives rules
for customer churn prediction as well as identifying customer conduct samples, and
these key principles are entirely significant for the leaders and decision makers to
maintain the customers who are more likely to churn. The attribute selected classifier
algorithm recognizes numerous reasons behind customer churn and gives highlights,
which rely upon one another [2]. In this experiment, there has been found top five
high churn ranking features which cause customer churn and are depicted in Table 3.
These five factors are highly dependent features for customer churn, which ought to
be considered by decision makers, for retaining them, by taking some vital strategic
business planning.

Table 3. Ranked gain
information of factors in
various categories

S# Category Information gain

1 NO_CS_CALLS 0.07072

2 INTERNATIONAL_PLAN 0.03787

3 STATE 0.026616

4 NO_VMAIL_MESSAGES 0.0138

5 TOTAL_INIL_CALLS 0.00467
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7 Discussion

Customer churn has always been a major concern for telecommunication industry.
Research has shown that acquiring new customer is five to six times costlier than
retaining present one.Decisionmakers and leaders are emphasizing on distinguishing
the customers based on their behaviors and maintaining the customers who are more
likely to churn for any other service provider; for tackling this issue, there should
be a holistic and perfect model to predict customer attrition and the factors behind
customers churn.

There are many experiments which has been done to solve customer churn
problem; different methodology and technologies have been utilized in this manner,
utilizing machine learning algorithms, data mining techniques, and big data analytic
to deal with the issue; algorithms like random forest, decision stump, AdaBoost,
Naive Bayes, and many more have been utilized; in the current experiment, gradient
boost, random forest, k-neighbor, decision tree, and logistic regression have been
applied to build the best churn prediction model in which the gradient boost algo-
rithm has been selected as the classifier for customer churn prediction as it had
produced high accuracy with high precision; the main objective of this experiment
is to build a model which can predict customer attrition as well as identifying factors
behind customer attrition.

Due to some restrictions, it was not possible to arrange all the phases in one single
paper; therefore, the paper has been separated the phases into two distinct papers. The
first paper proposed a model for customer churn prediction as well as identification
of customer churn factors. The second paper covers customer profiling and customer
retention using recommendation system. The model has portrayed in Fig. 1.
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Fuzzy-Enabled Direct Torque Control
for Low Torque Ripple in Induction
Motors for EV Applications

Pratyay Maity and A. Vijayakumari

1 Introduction

Zero-emission transportation is envisaged shortly to curtail the predominant pollution
components due to road transportations. This ambitious task will not be possible
unless the entire transportation is electrified. Today’s transportation represents a
heterogeneousmix in termsof size, cost, andmodels,with themajor share contributed
by the light motor vehicle class. Of late, light motor Electric Vehicles (EV) are
proliferating at a much higher rate into the society, especially in populated countries
like India.Yet, the cost of today’sElectricCars (EC) are very highwhich is considered
as a barrier for their wide spread diffusion into themarket. Themajor cost component
of ECs are the electric motor and their drives. With the recent addition of Permanent
magnet and Reluctance machines, the costs of ECs are falling on the higher side. ECs
likeMahindraE20,Tesla S andTataTigor, prefer Inductionmotors because of the cost
advantages, and ease of control. Control of induction motor with variable frequency
and variable voltage has been carried out through different techniques, ranging from
simple V /f to the sophisticated vector control techniques. The former exhibits poor
dynamic performance while the latter is necessitating high-speed high-cost digital
controllers for the execution of rigorous mathematical computations. Direct Torque
Control (DTC) is a technique that doesn’t involve intense computations thus very
simple to implement, simultaneously provides superior dynamic response. As DTC
takes control variables like the flux, and torque from the machine, it exhibits an
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efficient torque control with better dynamics. However, the Conventional DTC has
few shortcomings due to the hysteresis comparators, which create high levels of
ripple in the torque and flux variables [1, 2]. Such high ripples cause higher acoustic
noise and higher harmonics in machine output parameters. AI-based techniques can
be amalgamated with DTC, for ripple minimization and performance improvement.
Among the AI-based techniques, the Fuzzy logic controller is effective in handling
the uncertainty of the DTC switching table [1, 2] especially during transient events.
This paper presents a scheme to integrate the Fuzzy logic based techniques into DTC
for torque ripple minimization.

2 Conventional Direct Torque Controller

The accuracy and dynamic performance of DTC is based on the accuracy of the
torque, stator flux and stator flux position estimation [2]. Such estimations are accom-
plished from stator variables through the closed-loop mathematical estimator [2, 3].
The overall implementation scheme of the conventional DTC is presented in Fig. 1.

Motor parameters like torque, flux, and speed can be regulated to follow any
predefined references by selecting an optimal switching condition of the inverter
from the possible switching states [2–4]. The estimated electromagnetic torque and
the stator flux are compared with the reference torque and flux to generate the torque
and flux magnitude errors ETe and Eϕ [3]. The flux error is processed through a
two-level hysteresis controller while the torque error is processed through a three-
level hysteresis controller to obtain the present status of these quantities [2–4]. The

Fig. 1 Schematic diagram of conventional DTC based Induction motor drive
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hysteresis comparator outputs togetherwith the angle of the stator fluxposition decide
the control voltage vector from a Look-Up Table (LUT) containing the suggested
inverter states. Based on the combination of the two hysteresis controller outputs and
the flux position an optimal inverter state will be picked from LUT and applied to
the inverter [2–4]. Small hysteresis bands are prefered as they can maintain torque
and flux errors within narrow limits [2, 3]. In the conventional DTC, an outer speed
loop is provided to obtain the Torque reference for the inner loop [4]. Generally, a
PI controller is provided in the outer loop which acts on the speed error as presented
in Fig. 1.

2.1 Estimation of Torque and Stator Flux for DTC

The torque and flux estimator utilizes the stator variables of the Induction motor
under control. First, these stator variables are converted into two-phase stationery
(α, β) reference frame quantities as [1, 3, 4].

[
Xα

Xβ

]
= 2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2
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⎣ Xa
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Xc

⎤
⎦ (1)

where, X = V or I
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t∫

0

(Vs(α, β) − Rs Is(α, β))dt (2)

⎧⎪⎪⎨
⎪⎪⎩

ϕsα=
t∫
0
(Vsα − Rs Isα)dt

ϕsβ =
t∫
0

(
Vsβ − Rs Isβ

)
dt

(3)

ϕs =
√

ϕ2
sα + ϕ2

sβ (4)

θs = tan−1

(
ϕsβ

ϕsα

)
(5)

where, Rs is stator resistance and ϕsα , ϕsβ, Vsα, V sβ , Isα , Isβ are the α and β axis
parameters of the stator flux, stator voltage, and stator current [3, 4].

The electromagnetic torque of induction motor, T e is estimated from the pole pair,
p, the stationary reference frame quantities of stator current, Is and stator flux, ϕs [3,
4] as,
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Te = 3

2
p
(
ϕsα Isβ − ϕsβ Isα

)
(6)

2.2 The Hysteresis Controllers in DTC

In Fig. 1, the torque and flux errors [2] are generated through the comparison between
estimated torque and flux with the reference values of torque (T e

*) and flux (ϕ*) [2–
4]. The two-level hysteresis band shown in Fig. 2(a) is used to regulate the flux error
and the three-levels hysteresis band shown in Fig. 2(b) is used for the regulation of
torque error [2–4].

{
Hϕ = +1 for Eϕ > +HBϕ

Hϕ = −1 for Eϕ < −HBϕ

(7)

⎧⎨
⎩

HTe = +1 for ETe > +HBTe

HTe = 0 for − HBTe < ETe < +HBTe

HTe = −1 for ETe < −HBTe

(8)

When the inverter is operating in any present sector S (1) to S (6), and if a new
flux and torque hysteresis outputs are received, then the next inverter switching state
to be applied is obtained from the switching Look-up of Table 1 [2–4]. The selected

Fig. 2 Hysteresis controller
for (a) Flux, (b) Torque

Table 1 Voltage vector selection look-up table for conventional DTC

Hϕ HTe S (1) S (2) S (3) S (4) S (5) S (6)

1 1 110 010 011 001 101 100

0 111 000 111 000 111 000

−1 101 100 110 010 011 001

−1 1 010 011 001 101 100 110

0 000 111 000 111 000 111

−1 001 101 100 110 010 011
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inverter switching state will keep the ripples in flux and torque within the allowed
limits [4].

2.3 Fuzzy-Enabled Direct Torque Controller

The major drawback of the conventional DTC is an excessive amount of torque and
flux ripple which when transferred to the motor shaft can cause destructive effects.
Due to the characteristics of the Fuzzy logic controller in handling the uncertainities,
it’s become the best choice for motor control applications [1–4]. Motor parameter
variations and the associated effects on torque control are inherently taken care while
allowing DTC to exhibit better performance.

2.4 Fuzzy Based Speed Controller

In the proposed DTC, the speed control loop and the associated PI controller is
replaced by a Fuzzy based speed controller [3]. The error in speed (E) and the rate
of change of error in speed (CE) [3–5] are considered as inputs for developing the
speed controller rule base. The Fuzzy speed controller accomplishes a reference
torque (T e

*) as its output [3–5]. The applied error in speed and rate change of error
in speed are segregated into seven overlapped fuzzy sets and the Output variable of
speed controller is segregated into nine overlapped fuzzy sets as presented in Fig. 3
[3]. These 7 × 7 = 49 combinations of rules possible for the speed controller are

Fig. 3 Fuzzy input and output of speed controller block (a) E, (b) CE, (c) T e
*
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Table 2 Rule table for the fuzzy based speed controller

E/CE PA PC PB ZR NB NC NA

PA PVA PVA PVA PA PC PB ZR

PC PVA PVA PA PC PB ZR NB

PB PVA PA PC PB ZR NB NC

ZR PA PC PB ZR NB NC NA

NB PC PB ZR NB NC NA NVA

NC PB ZR NB NC NA NVA NVA

NA ZR NB NC NA NVA NVA NVA

developed and the rule base matrix is presented in Table 2 and is utilized in the
proposed DTC [3–5].

2.5 Fuzzy-Enabled Inverter Switching Controller

The fixed value hysteresis comparator in conventional DTC is identified as the main
cause for large ripples in flux and torque [2]. On the contrary, the fuzzy enable DTC
has been designed with a rule base to allow a varying hysteresis band for the errors
by classifying them into different groups based on their values. The error values are
clustered based on their ranges and assigned with different degrees of memberships
[1–3]. The torque error (ET), flux error (Eϕ) and along with the present stator flux
position angle, θ s are applied as the input for the fuzzy logic controller for selecting
the optimum voltage vector from the fuzzy rule base [1–3].

• Rule Base Formulation:
For Torque Error: The torque error (ET) is segregated into five fuzzy sets with

trapezoidal membership functions representing the large positive (PL) and large
negative (NL) torque errors, while the remaining torque errors viz. negative small
(NS), zero error (ZE), and positive small (PS) are assigned with triangular member-
ship functions [1–3]. The graphical representation of the developed rule base for ET

is presented in Fig. 4(a). These divisions are so formulated to confine the torque
ripple within small limits [2].

For Flux Error: The flux error (Eϕ) is segregated into three fuzzy sets with trape-
zoidal membership functions for large positive (P) and large negative (N) flux error
and triangular membership function for the zero (Z) flux error [1–3] as shown in
Fig. 4(b). The purpose of such a choice of membership function is to make the flux
ripple smaller [2].

For rotor position Angle: The angle of the stator flux is divided into 12 sectors viz.
θ1 to θ12. The input signal range of −180° to 180° has been divided into 12 equally
spread triangular membership functions of 60° [2] each with an overlap of 30° to
represent the twelve angles θ1 to θ12. This will allow each fuzzy set to work with
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Fig. 4 Fuzzy inputs and output (a) Torque error, (b) Flux error, (c) Angle, (d) Output

an angle of 30° [1–3]. The membership function for the stator angle is presented in
Fig. 4(c).

For the Output: The output of the fuzzy logic controller is represented by seven
sharp triangular membership functions presented in Fig. 4(d) [2]. Among seven
output membership functions, six are for active inverter switching state while the
seventh one is for zero inverter switching state [1–3]. Figure 4 shows themembership
functions and Table 3 defines the complete rules described to relate ET, Eϕ and the
inverter switching vectors.

The overall implementation of the proposed fuzzy-enabled DTC is presented in
Fig. 5. The speed fuzzy controller defined by the Rule base of Table 2 and the DTC
switching rule base of Table 3 is embedded in the scheme of Fig. 5.

3 Mathematical Modeling of EV Dynamics

Themotion of the vehicle is based on Newton’s second law of motion and the vehicle
has to accelerate against the net force acting on it. In ECs the electric motor provides
the tractive power to overcome all resistive forces encountered by the vehicle which
are created due to aerodynamic drag, gravity, and weight of the moving vehicle [6].
Thus in the present work, the total tractive power required to maneuver the vehicle
is calculated by considering the specifications of Tata Tigor presented in Table 4.

The aerodynamic drag force F_drag can be obtained as,
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Table 3 Fuzzy logic rule base table for Inverter switching control

ETe Eϕ θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10 θ11 θ12

Positive
large (PL)

P 001 101 101 100 100 110 110 010 010 011 011 001

Z 001 001 101 101 100 100 110 110 010 010 011 011

N 101 100 100 110 110 010 010 011 011 001 001 101

Positive
small (PS)

P 001 101 101 100 100 110 110 010 010 011 011 001

Z 001 001 101 101 100 100 110 110 010 010 011 011

N 101 101 100 100 110 110 010 010 011 011 001 001

Zero (ZE) P 000 000 000 000 000 000 000 000 000 000 000 000

Z 000 000 000 000 000 000 000 000 000 000 000 000

N 000 000 000 000 000 000 000 000 000 000 000 000

Negative
small (NS)

P 010 011 011 001 001 101 101 100 100 110 110 010

Z 010 010 011 011 001 001 101 101 100 100 110 110

N 010 010 011 011 001 001 101 101 100 100 110 110

Negative
large(NL)

P 010 011 011 001 001 101 101 100 100 110 110 010

Z 010 010 011 011 001 001 101 101 100 100 110 110

N 010 010 011 011 001 001 101 101 100 100 110 110

Fig. 5 Diagram of the proposed direct torque controller for torque ripple reduction

F_drag = 0.5 × ρ × Cd × Af × V 2 (9)

Rolling resistance force of the EC, F_roll can be calculated as,

F_roll = M × g × Co (10)
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Table 4 Specification of Tata Tigor and parameters of induction motor

Parameters Value Parameters Value

Kerb weight + passenger
load (M)

1516 (kg) Nominal power (Pm) 30 kW

Aerodynamic coefficient
(Cd)

0.48 Pole pair (p) 2

Frontal area (Af)) 2.37 (m2) Inductance (Ls & Lr) 0.000724 H

Velocity (V ) 22.22 (m/s) Mutual inductance (LM) 0.02711 H

Density of air (ρ) 1.205 (kg/m3) Resistance (Rs & Rr) 0.0823 and 0.0503 �

Rolling coefficient (Co) 0.013 Total viscous friction (F) 0.02791 kg.m2/s

Gravitational acceleration
(g)

9.807 (m/s2) Inertia (J) 0.37 kg.m2

Further, the acceleration resistance F_acc is expressed as,

F_acc = M × λ × dV

dt
(11)

Thus, the total tractive force, F_tractive, can be calculated as,

F_tractive = F_drag + F_roll + F_acc (12)

From Eq. (13), the total tractive power requirement of the EC is obtained as,

Tractive_Power = F_tractive × Velocity(V) (13)

For the Tigore specifications of Table 4, a tractive power of 29.99 kW is obtained
as calculated with Eqs. (9) to (13). An induction motor drive of 30 kW is utilized for
the simulation study of the proposed FuzzyDTCwith the Inductionmotor parameters
as presented in Table 4. The simulations are implemented with a sample time of
2 μs.

4 Analysis of Simulation Results

The entire systemof Fig. 5 is tested inMATLAB/Simulink platformwith the standard
drive cycle obtained from the repository, serving as the driver input. The load torque
on the motor is varied and various machine quantities are observed for the drive cycle
considered. The study attempts to compare the conventional DTC with the Fuzzy
logic based DTC so the simulation is carried out on both the systems.
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Fig. 6 Speed response
(a) conventional DTC,
(b) fuzzy-enabled DTC

Figure 6(a), (b) presents the motor speed and the reference speed, and it is can
be observed that in both the schemes speed response of the motor exhibits superior
performance with very minimum fluctuation between each other.

Figure 7(a), (b) presents the electromagnetic torque generated and the reference
load torque, a significant reduction in torque ripple is observed in Fuzzy based DTC
in comparison to the conventional DTC.

Figure 8(a), (b) present themotor flux and the reference flux, and it can be observed
that a significant reduction in flux ripple in Fuzzy based DTC compared to the
conventional DTC

Figure 9presents the stator currentwaveformsduring the operationof the proposed
EC system. The stator current is found varying in response to the torque variations.
When the load torque increases, the stator current is found increasing to generate
higher electromagnetic torque and vice versa. The closer look of the stator currents
is shown in the inserts of Fig. 9, wherein the current ripple is observed to be very
small due to the proposed Fuzzy DTC.

Tables 5 and 6 Summarizes the percentage improvement in the torque and the flux
ripples across the two DTC methods for various reference torques.

From Figs. 7 and 8, it is ascertained that the torque and flux ripples are found
to be far below their nominal values with the fuzzy-enabled DTC, simultaneously
maintaining a good dynamic torque and speed responses.
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Fig. 7 Torque response (a) conventional DTC, (b) fuzzy-enabled DTC

5 Summary

This paper presented a comprehensive Fuzzy logic controlled DTC as applied to
induction motor for EV applications. Fuzzy inference system has been developed
to improve the dynamic torque and flux response of the induction motor drive. The
DTCLook-Up Table (LUT) and fixed band hysteresis comparators has been replaced
by a set of flexible Fuzzy rule base. The proposed Fuzzy DTC scheme is observed
to minimize the torque and flux ripple and maintained a superior performance under
all operating conditions. Besides the torque ripple minimization, a faster dynamic
torque response has been achieved by the inclusion of the Fuzzy speed controller in
the outer loop. The entire system has been implemented in MATLAB/Simulink with
a typical Electric vehicle drive cycle instructing the driver command into the motor
drive system. A reasonable amount of torque and flux ripple reduction confirms the
success of the suggested scheme.
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Fig. 8 Flux response
(a) conventional DTC,
(b) fuzzy-enabled DTC

Fig. 9 Stator current waveform for three different phases (ph—a, b, c)
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Table 5 Torque ripple comparison of conventional DTC and Fuzzy-enabled DTC

Parameter Electromagnetic torque generated

Conventional DTC Fuzzy-enabled DTC Improvement (%)

Reference
torque
(Nm)

Reference
flux (Wb)

Max–Min Ripple
(%)

Max–Min Ripple
(%)

(Max−Min)
Max

50.00 0.80 54.60 109.2 13.80 27.60 74.72

100.00 0.80 56.60 56.60 26.10 26.10 53.80

150.00 0.80 51.80 34.53 29.00 19.33 44.01

200.00 0.80 51.50 25.75 29.40 14.70 42.91

Table 6 Flux ripple comparison of conventional DTC and Fuzzy-enabled DTC

Parameter Motor flux generated

Conventional DTC Fuzzy-enabled DTC Improvement (%)

Reference
torque
(Nm)

Reference
lux (Wb)

Max–Min Ripple
(%)

Max–Min Ripple
(%)

(Max−Min)
Max

50.00 0.80 0.05 6.25 0.33 4.25 32.00

100.00 0.80 0.05 6.25 0.35 4.37 30.08

150.00 0.80 0.05 6.25 0.39 4.80 23.20

200.00 0.80 0.05 6.25 0.38 4.75 24.00
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Analysis of UPFC Controller Connected
with Multiple Wind Turbines by Using
IEEE Bus System

Sunny Vig and Balwinder Singh Surjan

1 Introduction

In sustainable power source assets, wind vitality is the main contender for power
generation because of its lower speculation cost and well-created innovation in
assembling high-power wind turbines (WTs). An impressive count of huge-scale
wind-connected farms is arranged far off from the inland network [1]. The utilization
of sustainable power sources which answersmoderate the distinction in themiddle of
force age and request by boosting the supply of electrical force. The FACTS devices
are examined as the uttermost adaptable and feasible alternative to circulate the power
flow, ongoing in the transmission lines [2, 3]. TCSC being a notable arrangement
for FACTS devices and is a periodic system for SSR examinations [4]. To uphold
the uniformity of the power system and to control injected power fluctuations to
the grid, multi-infeed hybrid HVDC links while various FACTS devices can also be
utilized [5]. The thought of the MTDC taking an interest in the frequency control
reinforces the combination among AC source and DC source power systems also
among asynchronous or induction AC systems [6].

To solve a large number of complications faced by the industries deal with power,
the unified power flow controller has been conceived for solving problems related to
time along with dynamic allowance of AC transmission-related systems and also
giving multifunctional mobility to solve such types of problems. UPFC having
the ability to control, selectively or simultaneously, various limitations influencing
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the circulation of power in transmission lines within the traditional framework of
concepts of transmission power [7]. PQ occasions happen because the establishment
of a wind turbine with the grid becomes a significant concern. For the protection of
sensitive devices at various nonlinear loads, sides from getting damaged and tripped
STATCOMs are implemented [8]. Implementation of compensators like SVC and
SSC had already been done in many ways. To improve power quality, UPFC being a
flexible controller is used with grid-connected WECS [9]. Fuzzy systems and neural
networks as mentioned are generally utilized as an identifier or controller in many
control methodologies [10]. The utilization of ANFIS is grid-connected supervisory
control HRES to decide the power generated must be stored in ESS. UPFC, being
the third era of FACTS device has points on interest over different FACTS devices
as control of powers, i.e., active and reactive is conceivable. UPFC utilizes a mix of
STATCOM and an SSSC coupled employing DC common link which increases the
compensation capability of the device concerning different FACTS devices.

2 Literature Review

VSC-HVDCwas used to integrate the AC/DC parallel-connected wind farm. HVDC
system connected with voltage source converter had benefits to feed passive network,
which cannot just rapidly transfer power yet, also besides, can adaptably compensate
reactive power to the system which is grid-connected and needs to be stabilized [11]
presented an enhanced controlled strategy for offshore arrays of wind farm arrays
interconnected employing an HVDC link. A frequency controller was proposed to
improve wind turbines and HVDC link fault-ride through capabilities. Capability
of various FACTS devices to intensify the implementation of the power system
and transmission efficiency was discussed. Uncontrollable cascading effects in a
large and heavily loaded interconnected system which may result in large blackouts
were also described. A static compensator-based control scheme had been used for
improvement in the quality of power within grid-connected wind producing system
and with nonlinear load [12].

The advancement in semiconductors with high-voltage high power had effectively
helped utilities to accomplish the advantages of the static converter having four-
quadrant interlinking two alternate current systems through high-voltage DC trans-
mission with various key-benefits, in particular, autonomous control of active and
reactive power, quick dynamic reaction, and probability to associate AC island with
no synchronous power generation in the grid [13] developed a new method to inves-
tigate the consistency of voltage for AC/DC systems with HVDC connected voltage
source converter.Results indicated that voltage source converterwith constant control
of AC voltage was superior to other modes of control in the stability of voltage. A
wind farm has a capacity of 3 MW consisted of ten 300 k-w permanent magnetic
AC generators that were simulated to show the dynamic process of the system. A
model of a wind farm system having several permanent magnetic generators attached
to an individual voltage source converter was presented. To enhance the stability of



Analysis of UPFC Controller Connected with Multiple … 387

transient voltage of asynchronous or induction wind farm two techniques: SVC and
TCSC were discussed [14].

Ramesh and Laxmi [15] identified the improved capability of power transmis-
sion through a regulated scheme and did a comprehensive investigation for a UPFC
based on theoretical facts and computer simulations. Unified power flow controller
enhances the system performance within transient as well as under normal operating
conditions [16] investigated that a system built with AC/DC suffers few vibrations
given low ESCR at the terminals of the inverter. Furthermore, at low ESCR operation
of rectifier, reduced the flow of power by the DC link and can further change the
working of the system. Incorporated planning and design of UPFC in the AC/DC
system with tuned composed parameters may give superior adaptability to network
operators which, in turn, bypass swings in power and tripping of area [17] solved the
problem of SSR in wind farm integrations by using UPFC. At the linking line of the
wind terminal, UPFC was located; thus, the required reactive power of self-excited
induction generator was created by the shunt branch of UPFC.

To render sufficient damping characteristics of the network controller, i.e., UPFC
was proposed with the damping controller and was designed with modal control
theory. A similar investigation of utilizing controllers on the system like UPFC and
a STATCOM demonstrated that the UPFC can acquire preferred damping quali-
ties than the system installed with STATCOM regardless of whether the damping
controllers like proportionate integral differentiative (PID) for UPFC and STATCOM
were planned with utilizing theory of modal control to allocate the predominant
system modes on the similar areas of the complex plane [18]. UPFC settings and
control modes like optimal control mode were displayed. A power injection model
with two sources was utilized for UPFC and the effects of control modes and settings
on reliability indices were explored. Another control strategy was suggested for the
UPFC. The proposed methodology based on control displayed generally excellent
execution in controlling active power oscillations and keeping up the UPFC shunt or
parallel bus voltage. It displayed ideal executionwhen comparedwith a proportionate
integral controller under a few working conditions [19].

Sebastian and Sajith [20] analyzed various limits of unified power flow controller
like voltage balance, real and reactive power of the complete system. To verify the
effectiveness of the power flow in the transmission line, experimental works had
been conducted. Experiments had been performed, both the converters, i.e., shunt
and series had been constructed as a three-phase pulse width modulator (PWM)
converter with insulated-gate bipolar transistor (IGBT) as the power device.

3 Proposed Control Methodology in IEEE Bus System
Using UPFC

Two test bus systems, i.e., IEEE-9 and IEEE-14 are used for analysis in this paper.
To simulate the ideal power flow, the IEEE bus systems are shown in Fig. 1. For
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Fig. 1 Structure of optimal power dispatch in WECS

calculating the active and reactive power, voltages, IEEE standard systems are used.
To solve problems of power stream in different power systems proposed type of
analysis is useful, which can be further helpful for efficient power transmission. The
optimal power flow (OPF) is calculated, for a given period, so that all the demands
are satisfied in the network and the output power of each generating unit.

TheHVDCpower transmission system is utilized to transmit bulk electrical energy
in the transmission lines. It also helps to connect traditional AC connections and
separate power systems that cannot be used. The proposed mechanism for obtaining
maximum power from the system is controlled by a pitch angle. The design of the
UPFC through a DC condenser consists of connected shunt series branches. Voltage
with controllable size and phase angle and a series of inverter connected inverters is
inserted into the transmission line, which transforms powers, i.e., active and reactive
into the transmission network. The active power in MW is driven by the no. of series
branch of the shunt-connected inverter and the losses are independently reactive to the
system. ACO is used with the ANFIS controller to further improve the performance
of the UPFC. The ANFIS controller is known for the variation in power flow control.
Finally, the controlled power is applied to the wind farm system. This mechanism
compensates for the difference between actual power and reference power in the
power system.

4 Distribution System Investigation with IEEE-9 Test Bus
Network

HVDC is the AC-DC power flow solution for two terminals of the IEEE-9 bus
network. An HVDC connection is inserted parallel to the extracted AC lines. DC
coupling power flow and AC load flow results are presented. An IEEE-9 bus system
runs the system simultaneously and loads it. Bus system analysis with load flow
studies has been done with the help of iterative method, i.e., Newton–Raphson
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method. This design includes the role of the adaptive ACO with the ANFIS frame-
work for controlling the flow of electricity in the event of changes in electrical
load, resulting in short-termpower oscillations. The proposed system implementation
parameters are demonstrated in Table 1 with the IEEE-9 test bus system.

In Table 2, the investigation of IEEE-9 test bus system has been performed with
the N-R load flow method.

Here, the IEEE-9 bus test method is taken for analysis. Studies related to operating
conditions of the system are restricted to small and gradual changes. Controlling bus
voltages to their suggested values is one of the focused areas in this research work.
Another important aspect of research work is to make sure that the grid angles
between the two buses are not excessively high, and extreme loads of electrical
equipment and transmission lines are also examined.A transmission line is associated
with UPFC to understand themodel of the active power integration controller. Rather
than the active power coordination in the middle of series and shunt converters
connected control system, but during reactive power transmissions, control of reactive
power circulates excessive trips in UPFC bus voltage. The shunt-connected converter

Table 1 Parameters of the proposed system with IEEE-9 test bus network

Parameters Values

Value of base voltage at 3-phase short circuit level 10 (VA)

Frequency 50 (Hz)

Resistance (magnetizing) 500 �

Inductance (magnetizing) 500 H

Capacitance 10 µF

Table 2 Analysis of the IEEE-9 test bus network parameters with the Newton–Raphson (N-R)
load flow method

Newton–Raphson (N-R) load flow analysis

Bus load. No Voltage
(pu)

Injection Generation Load

MW MVar MW MVar MW MVar

1 1.0600 232.593 −15.233 0.000 −15.233 0.000 0.000

2 1.0450 18.300 35.288 40.000 47.928 21.700 12.700

3 1.0100 −94.200 8.758 0.000 27.758 94.200 19.000

4 1.0132 −47.800 3.900 0.000 −0.000 47.800 −3.900

5 1.0166 −7.600 −1.600 0.000 0.000 7.600 1.600

6 1.0700 −11.200 15.526 0.000 23.026 11.200 7.500

7 1.0457 0.000 0.0000 0.000 0.000 0.000 0.000

8 1.0800 0.000 21.030 0.000 21.030 0.000 0.000

9 1.0305 −29.500 −16.600 0.000 −0.000 29.500 16.600

Total 60.5930 51.0090 40.000 104.509 212.000 53.500
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Fig. 2 Analysis of a UPFC real power and b UPFC reactive power at IEEE-9 test bus system

Fig. 3 Performance analysis of a load current and b load voltage in IEEE-9 test bus network

sustains the injected voltage of UPFC and further any changes if required is achieved
by changing or setting the magnitude/phase angle of the circulated voltage. The two
powers, i.e., active and reactive controlled with UPFC is given in Fig. 2a, b. Values
are 1.3 MW and 0.8 MW, respectively. Figure 5.13 shows that the execution analysis
of current, voltage and power in the HVDC electric transmission system has been
determined. The effectiveness of the HVDC connected transmission system in the
unstable state of transferring local loads to the proposed method is investigated.
Then, the distributed system transmitted through the HVDC connection is less than
the wind turbine force due to stability in the system.

From forecasting methods, data records based on history, a non-generator bus
may be derived. In a power system, active power is defined as positive, though the
energy exhausted in terms of reactive power is negatively defined. User power is met
in this non-generator bus. The analysis of load current and voltage is given in Fig. 3a,
b, respectively. The load current is 510 A and the voltage is 118 V.

5 Performance Analysis with IEEE-14 Test Bus Network

The bus network ismade up of synchronous generators, capacitors, transmission lines
and different loads. Stability analysis of power flow control and distribution system is
studied usingMATLAB/Simulink.Variouswind turbine plant-based voltage, current,
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power, i.e., real and reactive of different buses were analyzed. To improve the IEEE-
14 bus system through the system’s WECS behavior, various wind turbine generator
buses are connected to the HVDC connection-based UPFC controller via a trans-
mission line. Table 3 shows that the operational framework of the suggested system
connected with the IEEE-14 test bus system.

In Table 4, the analysis of IEEE-14 test bus network being performed with the
Newton–Raphson (N-R) load flow method.

The power system solution is reactivated using load flow techniques. Therefore,
it is important to evaluate the initial values as starting points for the solution. The
Newton–Raphson e-flow scheme is used to compute the unknown of the system by
adding the UPFC. It is important to identify the initial values of this voltage when

Table 3 Parameters of the proposed system with the IEEE-14 test bus network

Parameters Values

Nominal frequency 50 (Hz)

Active power 0.127 (W)

Snubber resistance 1e5

Nominal phase to phase voltage 1 V

Capacitance 0.01 (F)

Table 4 Analysis of the IEEE-14 test bus network parameters with the Newton–Raphson load
process method

Analysis with N-R load process method

Bus load. No Voltage in
(pu)

Injection Generation Load

MW MVAr MW MVAr MW MVAr

1 1.0600 275.082 −3.370 0.000 −3.3700 0.000 0.000

2 1.0350 −21.700 23.703 275.082 36.603 21.700 12.700

3 1.0100 −94.200 17.537 0.000 36.537 94.200 19.000

4 1.0075 −47.800 3.900 0.000 −0.000 47.800 -3.900

5 1.0103 −7.600 −1.600 0.000 0.000 7.600 1.600

6 1.0600 −11.200 12.669 0.000 20.169 11.200 7.500

7 1.0415 0.000 0.000 0.000 0.000 0.000 0.000

8 1.800 −0.000 23.595 0.000 23.595 0.000 0.000

9 1.0246 −29.500 −16.600 0.000 −0.000 29.500 16.600

10 1.0232 −9.000 −5.800 0.000 0.000 9.000 5.800

11 1.0378 −3.500 −1.800 0.000 0.000 3.500 1.800

12 1.0434 −6.100 −1.600 0.000 −0.000 6.100 1.600

13 1.0371 −13.500 −5.800 0.000 −0.000 13.500 5.800

14 1.0116 −14.900 −5.000 0.000 −0.000 14.900 5.000

Total 16.082 39.834 275.082 113.334 259.000 73.500
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Fig. 4 Analysis of a UPFC real power and b UPFC reactive power at IEEE-14 test bus system

Fig. 5 Performance analysis of a load current and b load voltage in the IEEE-14 test bus system

determining the magnitude of the serial-injected voltage. The solution stops when
the series values and the shunt voltages are outside their set limits. The programs
used to incorporate the UPFC model into the Newton-Robson electric flow scheme.
A serial converter that is normally run as an SSSC provides the core functionality of
the UPFC. It sends active and reactive power to the network utilizing a series voltage
at a computer frequency controlled by size and phase. Figure 4a, b demonstrate that
the real and reactive power of UPFC is 0.35 MW and 3 MW, respectively.

The load current and voltage are illustrated in Fig. 5a, b with 1780 A and 58 V,
respectively.

6 Conclusion

This paper describes the distribution system using the UPFC controller with ACO
amplifier, non-controllerACO-ANFIS, and thewind is used as a resource. The control
methods here find the optimal power control parameters of the system by mini-
mizing the error between the actual control system and the set-point system response.
The optimal power flow control parameters confirm the wind-connected grid power
system and distribution system, UPFC controller current, voltage, real and reactive
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power. HVDC connection voltage, rotor speed, and wind speed variations. The effi-
ciency of the control systems is analyzed by a distribution system with various wind
turbine plants. For each control system, air-connected grid power system, distribution
system output performance, stability parameters, and power flow control parameters
are analyzed. From that comparative analysis, we can understand that the proposed
ACO amplifier with the UPFC controller-based distribution system has real, reac-
tive power, different seasonal rotor, and wind speeds. The proposed system is tested
with both IEEE-9 and IEEE-14 test bus networks. The output performance with the
advanced method is more efficient.
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Power Loss Reduction Strategies
of IEEE-5 Bus System with Neuro-fuzzy
UPFC

Ramakanta Jena, Ritesh Dash, and Saratchandra Swain

1 Introduction

Modern power system is highly scattered and interconnected in order to support a
number of customer. The demand for electrical energy is increasing day by daywhich
in turn requires a large number of transmission line and a number of electrical power
housemust be interconnected [1, 2]. Supply of quality power alongwith its reliability
is a major concern from economic and industrial point of view. In order to reduce the
transmission cost and the power handling cost, FACTS devices are usually connected
in between the transmission lines near the load, where it has to be used. Controlling
the facts devices for real and reactive power exchange is not a new technique. It has
been found in the literature that some linear controller such as proportional integral
controller along with proportional integral development controller had been used in
most of the controller. However, this controller shows its inability when it comes
for multi-machine analysis [3]. For power transmission economic point of view, it is
required to increase the transmission capability of power with the existing transmis-
sion facilities rather than creating new transmission lines for the transmission of high
end power [4, 5]. This can be achieved by interconnecting suitable facts devices near
the receiving load where the power is being utilized. Deregulated electrical power
systemmakes it possible to transmit competitive power at a reasonable cost to its end
user requires the use of some robust controller which can increase the reliability and
at the same time controlling the power to a predefined path is required. Facts devices
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from marketable invention make it possible to use the transmission line at its full
capacity by utilizing the line parameters. Themain objective of the facts devices used
to increase the controlling the capacity of transmission parameters which increases
the stability and helps to provide fast control action characteristics to the existing
power system.

Power system optimization means that transmitting the electrical power with
less cost and thereby maintaining the quality power for the end user [6]. Unified
power flow controller is a type of facts devices, which consists of two devices like
static synchronous compensator and static synchronous series compensator. Both the
device are interconnected by means of a common DC link, which may be a capacitor
or a DC storage device. The DC link capacitor is considered in most of the controller
by making it fast chargeable during the transient period of operation. Different elec-
trical parameters of the transmission line like voltage, impedance and phase angle
of the system can be controlled simultaneously with the unified power controller.

Performance ofUPFC can be determined by the controlmechanism adoptedwhile
designing the controller.

UPFC is a shunt-connected device, which can control both real and reactive power
by properly maintaining the bus voltage and shunt reactive power flow in the line.
Nonlinear controller such as fuzzy inference system can be used for the control
mechanism, which in turn increases the dynamic stability of the power system by
controlling the real and reactive power demand off the grid to which it is connected.
In this system, Mamdani type of fuzzy logic controller has been used for adaptive
fuzzy inference system. A fuzzy proportional controller replaces the classical PID
controller and the second controller is a hybrid fuzzy controller. For evaluating the
contingency ranking, composite fuzzy criteria have been used for finding out the
optimal location. Different time constants have been used to damp out the variations
and therebyminimizing the reactive power.With the use ofUPFC, controller variation
in the real power exchange is not noticed, however, variation in the reactive power
at a different boss location depending upon its load value is marked. Out of different
control, the method used in fuzzy interval and fuzzy mutual is used in the mechanism
of control of UPFC. AI overshoot is found for both real power and bus voltage during
a three-phase to ground fault. In this condition, the change in active power is noticed,
however, there is no sign of change in reactive power. During the simulation studies,
the reactive power is set to zero, as there is no requirement of reactive power in the
transmission line during three-phase fault condition.

In the present study, the capability of UPFC in controlling the reactive power and
real power has been investigated with different mechanisms like linear control of
mechanism and nonlinear control mechanism has been investigated with IEEE-5 bus
system.
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2 Power Flow Optimization

Optimization method can be classified broadly into two categories like traditional
and intelligent method. Out of the different intelligent methods genetic algorithm
optimization, ant colony optimization and particle swarm optimization are most
popular. Similarly, on the traditional category Newton method, gradient method,
quadratic programming and linear programming are some common methods used
for optimization of power system. Optimization method includes finding out the
different parameters involved in the power system analysis to minimize an objec-
tive function defined according to the type of bus and its label. The end solution
depends upon the type of model studied and accuracy level can be best described
with the method used for optimizing the power system. Before starting the analysis,
the objective function needs to be described and the possible solutions must be eval-
uated with the optimization method. Objective function can be either in the form of
power transmission losses or reactive source allocation in the transmission system.
However, the main objective is to reduce the cost of generation by scheduling the
generating units. Successful scheduling of the power system generating units leads to
economic dispatch of a trickle power, and thereby reducing the cost of operation and
operational requirements involved in power system network. Optimization problem
always involves minimizing certain objectives like power flow equation and equip-
ment scheduling and their operating limits. Some objective functions related to active
power can be summarized as economic dispatch consisting of losses, minimum cost
of operation and AT&T loss. It also includes scheduling of environmental dispatch
and transfer of maximum power that is maximum power transfer capability. On like
objective function for real power, reactive power objective function includes power-
less minimization, and of course, MVAR are loss minimization. Apart from real
and reactive power, some other optimization goals are also used like minimizing
the deviation from the target value and minimum control shift. Out of the different
objective functions, the most commonly used objective functions are minimizing the
cost optimization for active power and active power loss minimization and secondly
planning of reactive power to support the cost of reactive power this also includes
minimization of reactive power.

2.1 UPFC in Multi-machine System

Two-force commutated voltage source converter is usually used in unified power
flow controller connected by a common DC link as described above. Two three-
phase controllable bridge converters are used to produce required amount of current
that is to be injected to the transmission line using a series transformer. Transformer
is used to isolate the power transmission system with that of the controlling system.
This enables the control of both active and reactive power in the transmission line.
Out of the two converters, one is a shunt-connected converter and other is a series
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connected converter. Regulator function of the UPFC can be achieved if the inserted
voltage is in phase with the AC voltage off the grid to which it is connected. Phase
angle regulator option can also be activated by inserting the voltage in series with the
AC voltage with some deviation angle. The performance of UPFC controller can be
increased by reducing the interaction of active and reactive power flow in the system.
From the literature, it can also be found out that dynamic interaction between the
quantity is greatly supported by the nature of series injected voltage which affects
the stability enhancement and oscillations damping in the power system. From the
characteristic of the UPFC, it is noticed that this facts device is highly nonlinear
because of the presence of converter transformer and surge arresters.

2.2 Adaptive Neural Fuzzy Inference System

Single-area and two-area control of a power system can be enhanced by the use of
adaptive neuro-fuzzy inference system. The number of research has been carried
out in the field of adaptive neural for the inference system and its application to
the power system for the enhancement of stability. The basic structure of the fuzzy
inference system can be analyzed as a mapping between the input variables to its
corresponding membership function. It also maps the input membership functions
to its corresponding set of rule at its output characteristics. Finally, it maps the
membership function from its output characteristics. The ANFIS considered over
here is consists of a fixed member functions and which are chosen randomly based
upon the input variables.

ANFIS construct its rules based upon the input variables and the predefined output
as desired by the user function. Linear control has been analyzed and its input and
output characteristics were recorded for designing of the controller. From the data
set, it cannot be suspect that which shapes the membership function is likely to
take. In such case, the requirement of ANFIS is much more essential for taking
suitable decision file mapping between input to output. The learning method for
adaptive neural fuzzy inference system is similar to that of the humanbrain processing
system. The learning technique usually provides a method to the controller to learn
the information about the data and its structure how they are related to each other.
A neural network similar to that of the human brain is used to interpret output and
input variable and its corresponding mapping is used to map any variable to its
output. All the parameters, which are associated with the membership functions,
can be controlled with respect to the corresponding weight provided to it. Out of
the two methods as described above the gradient descent method is most suitable
and is widely used because of its ability to discriminate between local and global
minima. One the required return vector is measured different optimization method
can be applied to find out the error. Here, the error is measured in terms of its squared
difference and the desired output.
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Layer-1:
In this layer for every node i, square node function becomes O1, i = µA, i(x)

where i = 1, 2
O1, i = µB, i(y) where i = 1, 2 Layer-4:
This layer referred as adaptive node. Node function for layer-4 can be written as

Oq, i = wifi = wi(p1x + qiy + ri).
From Fig. 1, it can be found out that the network consists of N number of neurons

at the input layer and F-number of input membership function for each input. Thus,
in the fuzzy layer, F*N neuron are available. This leads to FN number of layer in the
defuzzyfication layer and FN rules with FN neurons in the output layer. This can be
well described by considering to input x and y and one output as Z (Fig. 2).
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Fig. 1 Basic ANFIS structure

Fig. 2 UPFC internal structure in the form of blocks
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3 Simulation and Result Analysis

The simulation model used for the analysis of IEEE-5 bus system is shown in figure
above, where general steps were adopted to generate the data that are required for
the designing of unified power flow controller. The limit of the input data can be
found out from the different buses, which are connected in the power system. Due
to unavailability of practical data, simulation model has been used which is exactly
the scaled down version of a practical problem. Therefore, that is generated by
simulating the model for a period of 5 s. PID controllers input and output data
collected in the workspace and the corresponding neuro-fuzzy system was designed
with neuro-fuzzy have present in the MATLAB/Simulink software. Input data such
as real power and reactive power along with the DC link importers is injected to the P
layer and corresponding controlling variable as Z is used for designing of the ANFIS
bass’s controller. In the present controller, the UPFC is connected to a transmission
system where it has to control a voltage level of 500 kV. Loop configuration has
been adopted for studying the simulation circuit consisting of five buses. 2-power
transformer is connected at different end to support the insertion of facts controller
into the transmission system. Two generators of different capacities such as 20 and
40 MW are connected to transmit the required amount of power at a level of 500 kV.
Different bus parameters consisting of load and generators as shown in Table 1.
From the simulation studies, it can be found that most of the power generated from
generator to that is connected to bus-2 is transmitted through the transmission line to
its corresponding load. The simulation results as shown in different figures reveal that
how the UPFC controller can relieve the power congestion under both heavy load
condition and faulted condition. ANFIS-based UPFC is connected at bus number
three to support the reactive power as demanded by the system from time to time
(Table 2).

Table 1 Performance comparison between the two controllers

Sl. No. Parameter PI-controller (under balanced
operation condition)

ANFIS-PI-controller (under
balanced operation condition)

1 Settling time (s) 0.04 0.027

2 Rise time (s) 0.015 0.005

3 Over shoot (%) 21 11

Table 2 ANFIS optimizer
parameters [7, 8]

Sl. No. Parameters Measurement

01 Epoch size 9

02 Tolerance level 13.007e−09

03 Initial step size 0.00137

04 Rate of change of step size 0.0035e−05
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Fig. 3 Validation of neural network

A symmetrical fault is applied at time instant 2.3 s for a period of 8 cycles for
a 50 Hz system. The converter in the series arrangement having a rated capacity
of 10 MVA with maximum insertion capability of 0.2 p.u, and the shunt converter
is having a capacity of 20 MVA is used for the control of real and reactive power
demand by the power system. For providing smooth control over real and reactive
power, the shunt converter is set to voltage control mode while the series converter
is working under power flow control mode.

3.1 Result

See Figs. 3, 4, 5, 6 and 7.

4 Conclusion

In the present work, multi-machine control action is carried out with adaptive fuzzy
neuro system. A symmetrical three-phase fault is applied to a multi-machine system
for testing the robot of adaptive neuro-fuzzy inference system-based unified power
flow controller. The result obtained under different simulation condition shows the
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adaptiveness of neuro-fuzzy controller. The controller has soon a less overshoot
during the instant of fault. It is also noticed that neuro controller improves the perfor-
mance of system in the form of transient stability and dynamic stability under both
the light load and heavy load condition.
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Compensation of Reactive Power Using
STATCOM for Wind Farm

Ganesh Prasad Khuntia, Ritesh Dash, and Saratchandra Swain

1 Introduction

The dynamic behavior of power system is usually determined by the nature of gener-
ators connected with the transmission system.Wind turbines usually affect the power
system in a different way as compared to the conventional generating units. There-
fore, the major power quality issues that have to be addressed are transient stability
and voltage stability. From IEEE definition, it is found that voltage stability means
maintaining voltage within the operational limit at its different buses. In contradic-
tion, maintaining transient stability after a small and large fluctuation is a great
concern in power system stability analysis.

Out of different wind turbine generators, some popular generators which are
used are squirrel cage induction generator, variable speed drive generator, doubly
fed induction generator, permanent magnet synchronous generator and electrically
excited synchronous generator. Operating the wind generator at a particular speed
requires squirrel cage induction generator supported by a capacitor bank for self-
excited which can achieve maximum efficiency [2]. In contradiction to squirrel cage
induction generator, electrically excited synchronous generator required an addi-
tional converter for generating excitation system to the router. A large number of
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poles are required for permanent magnet synchronous generator to generate same
amount of power that allows small pole pitch, and it is also worthwhile to mention
here that the absence of field winding results in higher efficiency [3].

Generator converter sets consisting of different control strategies are available
in the market for meeting the required power demand for a particular wind speed.
In this paper step and search algorithm for controlling maximum power and DQ
current control system has been used based on hysteresis band controller. The state
and search algorithm used in this paper tracks the maximum power from the DC
source and its corresponding control logic. The DQ transformation system enables
the control of separate real and reactive power as an AC output variable. Hysteresis
band control provides control over current major function of current variation and
thereby optimizing the switching frequency and total harmonic distortion label that
supply the current. The switching frequency can be made variable by changing the
band size and the step size.

This paperwork tries to design a variable speed direct drive wind turbine gener-
ator withmodified controller and investigates the performance of fixed speed squirrel
cage induction generator along with capacitor bank and double fed induction gener-
ator with standard control scheme. As because more number of wind generators uses
fixed speed wind turbine equipped with simple induction generator, therefore, study
of voltage stability is a key issue in induction generator system. Induction generator
usually consumes reactive power during contingency analysis and thereby deterio-
rating the local grid voltage stability. Controlling the grid voltage and power factor
can be achieved by using doubly fed induction generator because they operate on
power electronic converter and thereby generating their own reactive power demand.
Because of the use of pulse width modulation, the capability of double field induc-
tion generator is limited when controlling the large voltage. Double field induction
generator uses a small size of converter however; they disturb the power system
largely because their starter winding is directly connected to the electrical grid. In
contrast to double fed induction generator, externally excited synchronous generator
provides better performance and thereby supplies more amount of reactive power to
the power system. Electrically excited synchronous generator is usually silent pole
electrical machine, which is excited from the power grid. For providing operation on
the low-speed condition, a high pole count synchronous generator is usually recom-
mended on the distorted condition. Over excitation, system for controlling reactive
power is possible with electrical excited synchronous generator, thereby enabling
the unity power factor operation of the generator.

In order to verify the operation of wind generators, IEEE-14 bus test system has
been started with MATLAB Simulink software in this paper [4]. Different power
quality issues such as voltage collapse reactive power management and loading
margin have been investigated in this paper. Simulation results as obtained under
different condition source the superior performance of electrical excited synchronous
generator and permanentmagnet synchronous generator different loading conditions.
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2 Operating Characteristics of Wind Turbine

Almost all the wind turbines share some common features such as startup, cutin and
cutout speed of winds. Figure 1 shows a typical output of wind turbine showing the
cutin speed and cutout speed. From the figure, it can be found out that the cutting
speed is usually 3 m/s of wind speed. From cutting speed to rated output, speed the
curve is slightly proportional to each other between power output and wind speed.
Startup wind speed is that speed which returns and unloaded rotor from its stand-still
position to a rotating position. Similarly, cutin speed is the minimum speed at which
the blade rotates and generates usable power. For most of the wind generator, this
speed is generally 12 km/h. Betz limit defines the maximum retrievable power from
the wind turbine, and for most of the turbine, it is 59%.

2.1 Fixed Speed Wind Turbine

In order to achieve self-excitation system in the squirrel cage induction motor, it
is fitted with a capacitor bank. Figure 2 shows the single line diagram in the form
of schematic diagram for fixed speed operated squirrel cage type. The basic design
constraint is to match the wind turbine and gearbox constraints with that of the
wind speed. Unlike other in induction generator, the slip is slightly variable with the
amount of real power bank generated and therefore is not constant.

As the variation in thewind, speed iswithin 1%; therefore, this type ofwind turbine
is constant speed or fixed speed turbine. Fixed speed wind turbine usually generates
power when the turbine shaft rotates faster than the frequency of the electrical grid
to which it is connected and thereby creating a negative slip for the system. Due
to unavailability of optimal TSR, deficiency cannot be maximized for fixed speed
system. Here, the output power can only be controlled by varying the pitch angle.

Fig. 1 Fixed speed wind turbine [1]
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Fig. 2 Variable speed wind turbine [1]

2.2 Variable Speed Wind Turbine

Wind turbine having a gear drive system comes under variable speed wind turbines.
Double field induction generator comes under this category where a gearbox is
usually located between the rotor shaft and generator shaft. Objective of the gearbox
is to increase the speed of the shaft and thereby decreasing the torque; therefore, the
small number of poles is enough to generate optimum power output of the generator.
Due to use of number of gearbox, the complexity of the system is higher as compared
to the direct drive system, thereby making the variable speed wind turbine as less
reliable. Due to the use of gearbox, the maintenance and repair cost is higher as
compared to fixed speed wind turbine.

In this connection, the rotor is connected to the converter system with suitably
calculated reactor and that of the stator winding is connected to the grid to which it
has to pump the power. Inner current control loop powered by voltage source inverter
is connected to the rotor of the system in back-to-back connection mode. The main
purpose of the converter is to compensate against the frequency by coupling the stator
with that of the rotor. This is usually achieved by injecting the rotor current in series
with that stator current. The entire action of the VSC is shown in Fig. 2.

2.3 Direct Drive Synchronous Generator

Here the gear ratio is typically 1 thereby enabling the windmill to be connected on to
the grid? A low-speed multipole windmill with compatible rotational speed converts
the energy into its corresponding electricity. Static magnet generator is usually used
for direct drive synchronous generator. Unlike variable speedwind, turbine generator,
the starter is connected to the grid voltage source converter. Diode rectifier with one
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Fig. 3 Direct drive synchronous generator

voltage source converter is typically wont to solve this purpose. Figure 3 shows direct
drive synchronous generator electrically excited synchronous generator system.

3 Impact of Wind Turbine Generator on Power System

Power system stability and transient behavior need to be at rest while interconnecting
a large wind farm to the traditional grid. Power system stability of the concerned grid
largely depends upon type of fault, tripping of transmission lines, laws of production
and short circuits maybe single line to ground fault or double line to ground faults.
Power system on balance and distribution of real and reactive power may lead to drop
of voltage label at its boundary value leading to instability of the system. Sometimes,
this brownout leads to blackout on the power system if sufficient measures are not
taken at the right time. Many power system failures are rectified headed by discon-
nection of transmission line or by reclosers. During the early stage of development
of wind turbine, only a few wind turbines were connected to the grid; on this condi-
tion, if any fault occurs in the transmission line which reduces the voltage near wind
turbine, then the wind turbine is simply disconnected from the grid and again recon-
nected after the clearance of the fault. Since every small amount of wind, power was
connected to the grid, so disconnection of wind system from the grid does not affect
the performance of the system and therefore not affecting the stability problem.

With the rapid increase in the interconnection of renewable energy such as wind
energy, the contribution of wind power is significant from the grade point of view.
Under the fault condition if the entire power plant is disconnected from the system,
then the system will lose its production capacity and leads to blackout. Back out
at a particular portion sometimes leads to increase in voltage level at other buses,
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which are supported by traditional generator. If the remaining power stations do
not have sufficient spinning reserve in order to support the start, present time, then
a large amount of frequency and voltage drop may occur and possibly complete
loss of power system may occur. This concept leads to design of low ride through
capability wind turbine, which can tolerate these small disturbances to avoid total
disconnection of power system from the grid. In order to keep the stability of the
system, it is necessary to ensure that the wind turbine must gain its normal operation
in an appropriate waywithin the stipulated time. Sometimes, the above statement can
be achieved by incorporating the wind turbine with some additional power system
protection and quality management devices such as STATCOM and SVC.

4 Result Analysis

An IEEE-14 bus system has been used to analyze the effect of wind turbine on the
grid system. Figure 4 sources the three-phase voltage and current at the PCC where
bothwind and station are connected together. Before the occurrence of power system,
fault voltage magnitude was maintained at 22 kv and that of the current is maintained
to be 610 A. Simulation period of 0.05 s has been fixed for this particular program.

From the same figure, it can also be noticed that both three-phase voltage and
current are in phase with each other. Figure 5 shows three-phase voltage and current
at PCC during the grid disturbance. At time, about 2.2 s an induction motor has been
turned onwhich leads to a voltage notch and a current notch in the system. This forces

Fig. 4 Three-phase voltage and current at PCC
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Fig. 5 Three-phase voltage and current at PCC during grid disturbance condition

the STATCOM to compensate against by controlling the voltage at the PCC. Figure 6
shows the reference disallowable and the modulation index that is maintained by the
voltage source converter for controlling the voltage. Similarly, Fig. 7 shows VAR
controlling action during the grid failure condition. Figures 7 and 8 solve the amount

Fig. 6 DC link voltage and modulation index maintained by STATCOM during compensation
mode
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Fig. 7 Real power maintained by STATCOM during VAR compensation mode

Fig. 8 Real power maintained by STATCOM during

of real and reactive power that is exchanged with the grid. As shown in Fig. 8, the
reactive power is maintained at zero level throughout the simulation; however, during
the fault condition which begins at 0.22 s STATCOM supports the reactive power
and it can be found that the reactive power has increased up to 4 times as required
by the system.
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5 Conclusion

Detailed load flow analysis has been carried out for IEEE14 bus system. During the
occurrence of fault, the generator bus bar voltage decreases to a nominal value, and
by the use of STATCOM, it can be again maintained after 2.2 s.
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Grid Interconnection and Challenges
Associated to Operation
of a Decentralized Solar PV System

Debashish Pattnaik, Ritesh Dash, and Saratchandra Swain

1 Introduction

Solar grid interconnection is a system that allows integration of solar photovoltaic
system to the national utility system. Solar photovoltaic system is an important tech-
nology because it allows energy optimization for building and thereby balancing and
improving the economy of solar photovoltaic grid interconnection. Successful inter-
connection of solar photovoltaic system can reduce the operational and maintenance
cost and thereby providing additional value to the end user [1, 3]. Solar PV intercon-
nection is a common practice adopted by many countries this is because solar PV
can be harvested at any part of the country, which is not only economical but also
helps in sustainable development.

Interconnecting the solar energy with the grid not only affects the performance
of power system but also so being disturbed during fault in transmission line [2].
When a bulk amount of power is disconnected from the main source, its impact can
be noticeable at all other buses, which are being supplied from the solar PV system.
In order to avoid the solar photovoltaic system from grid disturbances, some modern
sophisticated equipments such as anti-islanding technology, solar grid forecasting,
grid plant protection and smart grid technology have been used in conjunction with
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the inverter system [5, 6]. Energy directly converted from solar power can be readily
used at the point of installation of PV plant and the one used amount of energy can
be fed back to the grid, thereby enabling the concept of net metering. This concept
leads to the use of anti-islanding inverter, that is, the inverted is capable to detect the
fault in the transmission line and thereby sending signal to the inverter to stop the
flow of power or injecting power to the grid to which it is connected. In the Present
technology DC current generated from solar photovoltaic system can be directly
converted into AC system and thereby controlling the voltage and phase angle of the
power system to make the system, more stable [4].

Solar PV islanding is a phenomenon where solar PV system continuous to power
the grid to which it is connected even though there is an electrical fault present in the
system.However, IEEE1547 in Sect. 4 declares that the PV systemmust be capable to
de-energize itself within 2 s from the instant of occurrence of fault in the transmission
line and should not be connected up to 60 s after clearance of fault. Reconnection
time of solar photovoltaic system after the clearance of fault lies in the range of 1–
1.5 min post-fault. Number of active and passive method has been integrated to the
inverter for detecting the sliding mode of operation. Generally inverters during its
manufacturing time undergoes real-time anti-islanding test to check whether they are
capable of connecting and disconnecting the border electricity or not power system
forecasting for grade forecasting is the concept where health of the grid is being
accessed from time to time in real-time mode and thereby predicting the potential
behavior off the grid to adapt dynamic changes in the power system and its parameter
when is sudden disturbance occurs in the system thatmay be due to renewable sources
for conventional sources. Smart grid technology is a technology, which can sense the
system performance starting from the light load condition to heavy load condition
and thereby extracting maximum power from the renewable sources such as solar
PV system meet the load demand. In order to extract maximum amount of power,
the algorithm must be designed in such a way that it must have the the global data
set alongwith its geographical data in terms of weather condition and solar insolation
so that depending upon the geographical location inwhich it is installed, it can extract
maximum amount of power for that location without hampering the power quality.
Normally, the renewable energy penetration can be divided into three categories
starting from low medium and high [15]. Solar PV injection into the grid greater
than 30% is considered high and usually requires smart grid technology that can
successfully penetrate the solar generated power into the grid. Again, the maximum
amount of solar power that can be inducted into the grid depends upon the substation
to which the solar is being supplied. Solar PVmust be connected to the highest rating
bus bar.

As discussed above, smart grid concept and it technology was coined in order to
two successful interconnection of renewable sources surcharge solar PV, wind and
biomass with that of the traditional grid. A number of challenges have been noticed
while interconnecting the solar PV system with the grid because it is nature depen-
dent and thereby is intermittent [12, 14]. This paper describes the interconnection
of solar PV system with traditional grid and gives a comparative analysis of both
linear and nonlinear controller and the problems faced by the inverter technology
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while reducing the harmonics, thereby converting the input DC source into its corre-
sponding alternating current [9]. The intensity of the impact generally varies with
respect to the geographical location of the plant where it is being installed. Different
environmental effects and there challenges and benefits have been addressed in this
paperwithMATLABSimulink software. A standardmodel has been developed in the
Simulink environment with all the parameters optimized with respect to the original
one.

2 Challenges in Solar PV Grid Interconnection

Almost all the electrical system supports unidirectional flow of power negative power
is generated by the generator and flows to the customer with the help of substa-
tion. However, solar power required by directional flow of power; therefore, while
constructing the solar power, it must be taken care that the power been generated by
the solar must match with the load [7, 8]. Solar PV system those which are installed
in the remote area a little variation in the power flow and its direction can hamper the
transmission parameters and thereby affecting the nearby substations.When demand
is less and generation is more, the excessive power can flow back to the substation
and thereby affecting the different instruments connected to those particular substa-
tions. Potential amount of energy can also damage the system and thereby affecting
the other customers, which are connected to the other end of the substation [10, 11].
Again photovoltaic systems are usually installed at a remote location where there
is abandoned amount of solar energy is available there for transmitting the power
from that particular sources on to the point where it is been utilized; it is required
to construct new transmission lines which again involves a lot of cost and thereby
increasing the per unit generation cost of solar PV system.

In addition to the above problem, some other problems are also being associated
with the solar photovoltaic system that is the stability. Stability in terms of voltage,
frequency and overall power quality affects the system performance [13]. Power
quality issues also range to harmonics that is being generated by the load mainly
because of the power inverter. By the property of the solar photovoltaic system, it
usually generates voltage, which is fluctuating in nature thereby requiring an addi-
tional storage device in order to support the power grid towhich it is connected. Addi-
tion of storage device also increases the cost of production and it requires frequent
maintenance over the period.

3 Proposed System Description and Result Analysis

The proposed topology based on the above discussion is shown in Fig. 1, for effective
interconnection of solar photovoltaic system with the traditional grid.
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Fig. 1 Proposed circuit diagram of hysteresis controller-based SPV grid interconnection [16]

Here, solar photovoltaic system is used to energize the inverter DC link. The
topology used in the figure performs the dual operation that is providing active power
during the daytime and compensating against reactive power during nighttime and
solar photovoltaic is not there. The two-voltage source converter is provided with a
common DC link and energized by four number of series-connected capacitor. Two
number of switches such as S1 and S2 can be used to either generate or consume
the power either in the form of STATCOM or SSSC. Dynamic active compensa-
tion consisting of both STATCOM AND SSSC provides the real-time solution for
different power quality issues occurring in the grid due to solar photovoltaic insertion
(Fig. 2).

An inverter prototype for 100 kw solar PV grid-connected system has been
designed with MATLAB Simulink. Grid-connected system is designed to inject
maximum amount of power strictly to the maximum outgoing feeder connected
to that particular system. PWM controller has been used to generate pulses to inject
maximum amount of power (Fig. 3).

Figure 4 shows that voltage of solar PV system varies in between 302.4 and
303.8 V. Voltage across the input of inverter is stepped up to 670 V with an allowable
ripple content of 5%. This has been limited to 5% through a capacitor, (Figs. 5, 6
and 7).

Performance of both linear controller and nonlinear controller has been studied
under different temperature and solar irradiance condition. Based on the comparison,
it is found that PI controller has better performance among all the linear controllers
with THD level of 5.03%. Similarly, hysteresis controller has a THD level of 8.03%.
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Fig. 2 Block diagram of proposed system
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4 Conclusion

Evaluation of the linear controller has been carried out under a steady-state condi-
tion. Power injected into the grid is maintained at a particular level by fixing
the voltage. Current injection quantity has been increased by applying different
controller. Stability analysis of the entire discussed controller has been presented
with Nyquist plot to check the stability. Best on the result PI controller is found to
be best one under non-transient condition.
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Fig. 4. d-q controller loop at
PV generator side
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A Comprehensive Study on Load
Balancing Algorithms in Cloud

Mohona Bandyopadhyay, Manoj Kumar Mishra,
Bhabani Shankar Prasad Mishra, and Samaresh Mishra

1 Introduction

Cloud computing has become essential technology in industrial and research use.
IaaS, SaaS, and PaaS are the three main services which are delivered by cloud
computing [1]. But the entire services are being provided with the help of virtualiza-
tion over the Internet. Cloud computing becomes more popular for the users as well
as for industries and continues to expand its arms [2]. The main challenging area
in cloud computing is security issue, data center energy consumption, scheduling
of resources, performance monitoring, efficient load balancing, and deadlock for
resources availability. Load balancing is one of these problems, which plays a vital
role in cloud computing. Load balance is a process for improving the throughput and
the performance by assigning and reassigning the load among the available resources.

“On-demand services concept” in cloud is a concept of paid services in which the
user has to pay a bill amount to service provider for accessing on-demand services.
Hence, reducing execution time of tasks in a cloud is a problem of interest. In cloud
computing environment, virtual machine is known as processing unit, and all VMs
can concurrently execute various tasks.Therefore, there is a needof proper scheduling
strategy to schedule tasks into available VMs in such a manner that all the resources
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can be utilized effectively. That will help us to minimize the makespan in all VMs
[2]. However, this scenario calls for proper load balancing across VMs such that no
VM becomes overloaded or ideal [1]. The foremost goal of load balancing algorithm
is to optimize resource utilization, achieving maximum throughput, etc.

The rest of the paper is organized as follows. Section 2 describes the literature on
load balancing.Metrics for load balancing is discussed in Sect. 3. Section 4 describes
dynamic load balancing policies. Challenges of load balancing in cloud computing
for task scheduling are given in Sect. 5. Section 6 provides virtual machine level
load balancing. Section 7 is about different cloud models. Classification of load
balancing algorithms is introduced in Sect. 8. Virtual machine placement algorithms
are discussed in Sect. 9. Distributed dynamic load balancer for virtual machine is
presented in Sect. 10. Last section is about conclusion and future work.

2 Literature on Load Balancing

Load balancing is broadly categorized into two kinds: task level and virtual level load
balancing (Fig. 1).

2.1 Tasks Level Load Balancing Model

Load balancing algorithm is designed to distribute the tasks submitted by the user
into the virtual machines. Here decision should be made by the load balancer that
which virtual machine is allocated for the next request. Load balancer applies load
balancing algorithm to assign tasks into suitable VM after receiving the task from
the user. User never compromises with QoS. VM monitor is used for establishing
and maintaining of the VMs. VMM consists of four operations highly essential for
load balancing, and they are multiplexing, storage, and resume and life migration [3]
(Fig. 2).

Again task level load balancing splits up into two categories: static algorithm and
another one is dynamic algorithm.

Fig. 1 Classification of load balancing
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Fig. 2 Architecture model
of task load balancing

2.2 Static Algorithm

This kind of algorithm is applicable to those systems which are related to low adap-
tion to load distribution. It uses the system-related application knowledge and static
information in advance [1]. Once the task is submitted, they can be easily assigned
into the processor otherwise not, and during its execution, static task cannot be
moved from one machine to another for maintaining load balance which is the major
disadvantage of static algorithms [2].

2.3 Dynamic Algorithm

This type of algorithm first identifies the underloaded or ideal server of the entire
network, and then it will place the load into the appropriate server. In this century,
traffic is increasing day by day due to extreme communication over the network. The
present situation of a system plays amajor role to organize the load [2]. Dynamic load
balancing algorithm falls under three strategies [4], viz. distributed, semi-distributed,
and centralized.
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2.4 Process Initiated

Load balancing decision process is initiated from the sender or by the receiver side.

2.4.1 Sender Initiated

Here overloaded node tries to transfer their work into lightweight node. For average
system, loadperformance sender initiate is always better than receiver initiate because
generally it is easy for finding lightly loaded node as compared to finding heavy-
loaded node.

2.4.2 Receiver Initiated

Here lightweighted nodes constantly look into overloaded node for receiving the
task from that node. For heavy system, load receiver initiate is working better than
sender initiate because of finding heavy-loaded node rather than lightly loaded node
is faster.

2.4.3 Symmetric

It is the mash-up of sender and receiver initiated approach (Fig. 3).

Fig. 3 Task level load balancing
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3 Metrics for Load Balancing

Load balancing algorithms can be measured by using several metrics, which are
enumerated as below [3, 5].

Performance: After applying load balancing algorithm, it is used to calculate
system efficiency. It involves the calculation of response time of a task.

Response time: It is used to calculate total time of the system for executing the
arrived task.

Throughput: The number of successful operations performedwithin a given time
period, e.g., the quantity of data successfully moved on a given time period from one
node to another node.

Fault tolerant:With the help of this parameter,we came to knowwhether the algo-
rithm is able to tolerate any kind of fault or not. If some kind of fault occurs, the
algorithm is capable to operate continuously.

Migration time: It is the time required to migrate task from one node to other
node, e.g., from heavy-loaded node to light-loaded node.

Makespan: It is about the maximum completion time.
Scalability: It refers to a scenario where the performance of an algorithm never

degrades while increase the number of nodes in the system.
Energy Consumption: It is used to calculate the quantity of energy needed by

all nodes. Mostly, overheating is avoided by load balancing.

4 Dynamic Load Balancing Policies

Transfer policy: This policy determines at what circumstances task should migrate
from one node to another node. For instance, overloaded nodes try to transfer their
task.

Selection policy: Here the selection of a task is performed for transferring
from one node to another node. On the basis of some constraints, task selection
is performed such as amount of overhead needed for transfer and task execution
time.

Location policy: This policy finds lightly or underloaded machines so that load
can be balanced by transfer tasks from heavily loaded machine to lightly loaded
machine.

Information policy: Information is collected from all systems which helps in
decision-making procedure. While collecting the information, the time stamp of is
also recorded.
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5 Challenges of Load Balancing in Cloud Computing
for Task Scheduling

This section mentions the important parameters required in scheduling tasks in a
cloud computing environment.

Virtual machine migration: The important characteristic of cloud computing is
resource allocation which is only provided when there is a valid request. Sometimes
VM is required to transfer from one server to another server. But when the location
is too far, they create some challenges for the designer of load balance algorithm to
manage two issues—one is migration time and another is performance.

Distribution of nodes in a cloud: Primarily nodes are distributed in a wide
area network. Hence, while designing a load balancing algorithm the parameters
like bandwidth of network, transmission speed, and node distance have to be taken
into consideration.

Single point of failure: When any network is controlled by a single node, there
is chance of failure of the network due to the malfunction of that single node.

Complexity of algorithm: Generally, algorithm should be simple for execu-
tion and maintainance. Complex algorithm is responsible for degrading the perfor-
mance of the whole system.

Adaption of small data center: Small data center became more efficient than
large data center as terms of cost and energy. But the main challenge for the designer
is to maintain response time.

6 Virtual Machine Level Load Balancing

Cloud data server is highly dynamic and arbitrary due to the following salient points:

• Resource consumption is highly asymmetrical.
• Irregularity in rise and fall of resources requirements in VM.
• Unordered rate of entry and exit of data center consumers.
• Performance fluctuate happens due to varying level of load on host (Fig. 4).

Loadbalancing is the process of distributingof excess dynamicworkload into ideal
nodes. This process should apply for achieving better user fulfillment and enhanced
resources utilization, and it also ensures that no single node becomes ideal. The
main aim of VM scheduling with load balancing is for assigning virtual machine
to the appropriate host and properly balancing the resources among all host. Many
applications are installed in a VM, and all applications are executed on a VM. Every
host is assigned with multiple VMs. Resources are provided by the host such as
storage or memory. Server virtualization platform creates physical resources and
manages virtualization. Load balancing is applied on both virtual machine level and
application level. There aremany challenges in the placement of VMs, like overhead,
system efficiency resource utilization, scalability, response time, and fault tolerance.
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Fig. 4 Virtual machine level load balancing

7 Scenario of Different Cloud Model

Cloud models can be classified under three categories: public, private, and hybrid.
Public Cloud Services which provided by third party over the Internet. Themajor

advantage of public cloud is that the capital investment is very less. But due to large
size of network, there is lack of control over data, security,management, and network,
which makes it difficult to achieve effectiveness in many business scenarios.

Private Cloud Private cloud is well known as Internet cloud or corporate cloud
as its service is generally offered over organization or any private Internet network.
In many institutional experiments, small-sized private clouds are implemented for
estimating the performance of load balancing in VMs.

Hybrid Cloud The mixtures of public and private cloud that are bound with the
limitation of each model. In hybrid cloud infrastructure, some part is running in
public cloud and some part in private cloud. Flexibility in hybrid cloud is higher as
compared to public and private cloud.

8 Classification of Load Balancing Algorithms

Load balancing algorithms can be classified based on the nature of the algorithm
adopted for balancing purpose [3]. It is depicted in Fig. 5.
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Fig. 5 Different load balancing algorithms

8.1 Natural Phenomena-Based Technique

Lagawal et al. [6] have proposed a noble approach for managing load balancing in
the cloud by using genetic algorithm. In this technique, VM is arranged according
to processing power and length of the cloudlets. For allocation of the tasks, all the
VMs and cloudlets are slender to the broker. The broker identifies resources with the
help of genetic algorithm.

Tawfeek et al. [7] have proposed an approach for task scheduling based on the
ant colony optimization algorithm, and different algorithms are compared with this
technique like round robin and FCFS. The aim of the algorithm is to reduce the
makespan of the particular task.

Dhinesh Babu et al.[3] proposed a honey bee behavior inspired load balancing
(HBB-LB) algorithm. In this proposed model, authors have taken care of two objec-
tives like throughput and prioritization of tasks, on the machine to minimize the
waiting time of the task.

8.2 Agent-Based Load Balancing Techniques

Singh et al. [3] have proposed an autonomous agent-based load balancing for the
cloud platformwith the support of three different agents:migration, load, and channel
agent. Generally, static agent is regarded as channel and load agents and ant as
migration agent. After assigning the jobs into a virtual machine, measuring the VMs
load and information policy is in the control of load agent. All the detail of VMs
such as load, the status of VMs, Id, memory is maintained by fitness table in the data
center. Selection, transfer, and location policy are under the control of channel agent.
Lastly, the migration agent is initiated by the channel agent.
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Gutierrez-Garcia et al. [3] author proposed an agent-based load balancing (AB-
LB) technique for cloud data center. By the help of VMs live migration, the author
uses agent-based problem-solvingmethod tomake load balancing across commodity
and heterogeneous server.

Keshvadi and Faghih [3] have proposed a new technique in IaaS environment
which is based on multi-agent. This model supports both sender and receiver-
initiated approach for balancing the load to reduce the waiting time of the task and
also provides assured service level agreement. The author claims that this algorithm
is more efficient in terms of load balancing, makespan, and response time.

Tasquier et al. [3] have proposed the algorithm for multi-cloud environments
and are an application-aware load balancing technique on mobile agent paradigms.
This architecture consists of three different agents: an executor, a provisioned, and
monitor agent. An executor agent represents the application running in the multi-
cloud environment. The management of cloud infrastructure such as removing or
adding of resources is done by provisioned agent. The monitor agent is responsible
to manage overload and underloaded conditions. The proposed algorithm claims to
overcome the provider lock-in challenge in the cloud and is flexible enough to utilize
the extreme elasticity.

8.3 General Load Balancing Technique

Kamaraswami andMuthuswami [3] proposed a dynamic load balancing approach in
the cloud scenario with effective bin packing and VM reconfiguration (DLBPR).
DLBPR schedules the jobs into a VM considering processing capability and
processing power requirements of a job. The aim is to execute the job within their
deadline and balancing load when required. This approach enhances the throughput
and resource utilization.

Domanal and Reddy [3] the authors design a hybrid scheduling algorithm for
achieving efficient load balancing in a distributed environment. Two well-known
techniques, throttled and divided and conquer have been used for designing the
algorithm. This method exploits the VMs more efficiently and decreases overall
time for executing the jobs.

Chien et al. [3] provide an algorithm for load balancing using end-of-service time.
This technique considers the immediate processing speed of a virtual machine and
job size. The load balancing algorithm claims to improve the processing time and
response time.

Kulkarni and BA [3] proposed a load balancing algorithm that assures a uniform
allocation of requests to VM during essential hours for giving a quick response to the
user. All information regarding VM reservation should be maintained by reservation
table, based on the suggestion of the load balancer to the data center controller.
The allocation table is updated until any acknowledgment comes from the allocation
phase. The result of this algorithm shows allocation request to VM in the essential
hour.
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8.4 Application Specific Technique

Wei et al. [3] proposed an application scheduling algorithm based on max–min for
mobile computing. It provides a detailed structure of application scheduling with
local cloudmodel ofmobile. The papermentions an enhancement in the performance
of the mobile cloud.

Wei et al. [3] presented a hybrid localmobile cloudmodel,which contains amobile
device and cloudlet. Here, the cloudlet acts as the central broker with neighboring
mobile device and cloudlet acts as the service provider. The scheduling aims tomaxi-
mize profit with an increase in the lifetime of this model. For solving the scheduling
problem, the author uses hybrid ant colony based on an application scheduling algo-
rithm. The algorithm never considers the overhead while measuring the advantage
ratio of mobile devices. Under such assumptions, the method shows maximum profit
with minimum energy consumption.

Deye et al. [3] provided an approach for dynamic load balancing to have better
control of QoS parameters of multi-instance application in cloud. The shortcoming
of the approach is the limited number of the request through a load balancer. The
approach observes improvement in system performance.

8.5 Network-Based Technique

Shen et al. [3] proposed a probabilities network-aware task placing for MapReduce
scheduling which helps to reduce the cost of data transmission and delay. The author
found that every task has to face three challenges. Firstly, the servers available for
executing task are dynamically changing and secondly, size and location of interme-
diate data. Finally, the link load on the routing path has also an impact on the data
access latency. The strategy shows the great improvement in completion time of jobs
and proper resources utilization.

Scharf et al. [3], the authors provide the enhancement of the open stack sched-
uler which enables network-aware placement of instances by taking into account
bandwidth constraints of two or more nodes. The solution always tracks localhost
network for resources allocation.

Shen et al. [3] designed a job scheduler for cloud with bandwidth reservation, in
which each occupant required specific job deadline and bandwidth reservation by
jobs that are elastically determined by use of the maximum elastic feature for the
maximum the total job rewards. Finally, scheduler tries to minimize the processing
time of every job. The result has shown the effectiveness and efficiency of the
algorithm.
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8.6 Workflow-Specific Scheduling Algorithm

Ghosh and Banerjee [3] presented a modified algorithmwhich is applied in the cloud
environment with some additional features, like every service has its priority. The
request is assigned to VMs before priority is assigned to the request. For holding
the request, they proposed the switching queue to manage whenever any higher
priority request joins. Authors measure its performance with respect to round robin
and throttled load balancing algorithm.

Jaikar et al. [3] have proposed the architecture for load balance in scientific feder-
ation cloud and VM allocation algorithm. They tested this approach in the scien-
tific federated cloud. Finally, the result shows that not only minimizes the energy
consumption but also increases the resource utilization.

Cai et al. [3] provided a dynamic scheduling algorithm that is based on delay
dynamic scheduling algorithm. It is a resource provisioning of dynamic cloud and
scheduling algorithm which help for reducing the renting cost of resources. The
dynamic VM is rented by DDS on the basis of practical running state and calculates
the running time of task to fulfill theworkflow deadline. For reducing the total renting
cost, bag structure is considered by both bag-based delay scheduling and bag based
deadline. The authors claim that it reduces the renting cost.

Zhang and Li [3] have proposed improved adaptive heuristic algorithm (IAHA)
where the priorities of the tasks are presented in the complex graph, and based on
the graph topology, they consider their impact each other. Application compilation
time is gradually decreased and controlled with the help of adaptive mutation and
crossover rate which leads it to give the optimal solution. The result of this algorithm
shows improvements in the makespan and response time (Table 1).

9 Virtual Machine Placement Algorithm

Song et al. [8] proposed an algorithm for VM load balancing in high-level application
is called migration management agent. The communication and computation load
vary dynamically in large-scale military HLA system. This algorithm allows virtual
machine to switch from one federation to other for performing load balance but
communication cost is suffered. So the main target of algorithm is minimizing the
load on the overloaded host so that the communication cost can be reduced.

Tordsson et al. [8] proposed an algorithm for VM placement and are a multi-
objective scheduling that includes cost of load balancing and performances. Due
to multi-cloud environment, various cloud providers are there who support different
types of infrastructure and offer various types ofVMs.The algorithm is a cloud broker
and responsible for managing various virtual resources and optimizing VM place-
ment. Integer programming formulation-based metaheuristic algorithm is explored
by the author.
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A balance and comparison-based distributed load balancing procedure is
presented by Zhao et al. [8]. For balancing load in the intra-cloud, the main target
is that every host has equal access to the processor and I/O usage. Cost function is
modeled for considering the I/O and CPU usage, and every host can measure the
functional value itself. At the time of live migration, the approach tries to reduce the
downtime of the host to increase the stability of system.

CLBVM “Central Load Balancing Policy for VM” Bhadani et al [8] performs
load balancing in cloud environment with an aim for higher throughput and lesser
response time. Different characteristics are used for achieving this goal: (1) algorithm
generates low overhead, (2) load information is collected and updated from time to
time, and (3) minimum downtime due to live migration, which helps to improve the
throughput.

10 Distributed Dynamic Load Balancer for Virtual
Machine

Rouzaud and Carnabas [8] presented distributed dynamic load balancing for VM
based on the P2P framework,whosemain aim is to decrease the load of particular host
by moving load (VM) to new host with more resources. Due to the non-deterministic
and complex nature, it is difficult to predict VM behavior for dynamic scheduling.
The aim of this approach is to achieve better scalability.

For balancing VM, dynamic and integrated resource scheduling algorithm is
proposed by Tian et al. [8]. For cloud environment, the proposed algorithm considers
network bandwidth, memory, and CPU as integrated resources. The proposed algo-
rithm executes the VM request as happens in a pipeline. Thus, the management
of VM is converted into the management of queue. Every time interval algorithm
updates the load information, and if the host is overloaded, then VMs are allowed to
have delayed allocation.

For optimizing and scheduling of VMs, the author Thiruvenkadam et al. [8]
proposed a hybrid genetic algorithm. The main aim of approach is to reduce the
number of migrations at the time of balancing load of VMs. The author focused on
dynamically allocation of VMs and the host with variable load. For achieving the
goal, it uses two techniques: (1) VM packing is done by comparing the host load and
user requirement, (2) optimizing the VM placement by applying genetic algorithm.

Hu et al. [8] presented metaheuristic based genetic algorithm. The heuristic aims
to search appropriate mapping solutions for reaching the best load balancing effort
and thus reducing migration time. The approach takes into consideration of both the
historical data and current data for computing the probabilities, thereby capturing
the influence in advance.

The two well-known load balancing algorithms such as ant colony optimization
and particle swarm optimization are combined by Cho et al. [8] for handlingVM load
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balancing in cloud computing with an aim to load balance and resource utilization.
Here both the memory and CPU resources are considered for scheduling.

11 Conclusion and Future Work

In this paper, we have classified the load balancing algorithm by considering several
parameters. This gives a clear idea on the algorithm efficiency. We have also intro-
duced taxonomy by categorizing the load balancing algorithms in cloud. Future
work includes the development an algorithm for load balancing and to evaluate it in
real-world environment along with an analysis on all the discussed techniques.
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Implementation of an Efficient SVPWM
Technique to a Cascaded Multilevel
Inverter-Based SAF

Ashish Ranjan Dash, Ranjeeta Patel, Mrutyunjaya Mangaraj,
and Anup Kumar Panda

1 Introduction

Nowadays, active power filters (APF) emerged to be a key solution for harmonic
compensation under highly nonlinear loading. These APFs are designed in order to
mitigate the harmonics and reactive compensation under highly nonlinear conditions.
The APF based on classical two-level inverter suffers from high switching loss and
incapable in handling high power [1]. In comparison with two-level inverters, the
multilevel inverter (MLI)-based SAF are capable for significant harmonic reduction
and operates at lesser switching frequency at a same output level [2]. In literature,
different carrier-based and a space vector modulation technique is discussed elabo-
rately, and the performance is discussed when the inverter is not coupled with the
grid. However, when the proposed inverter operates as a SAF, it should be able to
generate harmonic current with an extended bandwidth compared to its open loop
operation. So the conventional SVMapproach requires highermemory for the storage
of switching states, and the computation time also increases exponentiallywith added
complexity. In [3], a SVM-based algorithm is applied to multilevel inverters. This
algorithm can be implemented to different multilevel inverter structures, can be
applied to any no. of phase and has less computational cost and also suitable for
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hardware implementation. Inspired by the SVM approach presented in [4], a novel
space vector modulation technique is adopted considering the requirement of the
proposed SAF.

The paper describes the logical approach and implementation of the suggested
SVPWMalgorithm. A comparison is madewith two different, multilevel PWM tech-
niques for switching of the proposed SAF. Finally, the effectiveness of the SVPWM
algorithm is confirmed over simulation and experimental results.

2 SVPWM Algorithm Formulation

In power converters, the switching states are normally found in discrete states, in
each modulation period, the voltage vector reference Ur can be approximated by
the space vectors Sl = {Us1,Us2, . . . Usl} . The reference vector is synthesized by
applying each switching vectorUsj during an interval Tj . In the proposed system, the
output voltage of each phase Us is the product of an integer with DC side reference
Udc. Thus, the switching vectors and switching times are normalized by DC side
voltage Udc and modulation period T. The above vectors are represented as follows:

ur = [
u1r , u

2
r , . . . u

N
r

]T
(1)

usj = [
u1s j , u

2
s j , .....u

N
s j

]T
(2)

Then, Eqs. (1) and (2) can be written in matrix format as

⎡

⎢⎢⎢
⎢⎢
⎣

1
u1r
u2r
...

uN
r

⎤

⎥⎥⎥
⎥⎥
⎦

=

⎡

⎢⎢⎢
⎢⎢
⎣

1 1 · · · 1
u1s1 u

1
s2 · · · u1sl

u2s1 u
2
s2 · · · u2sl

...
...

...
...

uN
s1 u

N
s2 · · · uN

sl

⎤

⎥⎥⎥
⎥⎥
⎦

⎡

⎢⎢⎢
⎢⎢⎢
⎣

t1
t2
...
...

tl

⎤

⎥⎥⎥
⎥⎥⎥
⎦

(3)

The new modulation law formed by the linear equations need be solved by the
proposed SVM algorithm. This main steps involved in the SVM algorithm are:

1. An integer set is found using coefficient matrix.
2. Switching time is calculated by solving the model equations.
3. The sequence of the switching vectors is extracted from the coefficient matrix.

The proposedSVMalgorithmcan be simplified bydecomposing into the two-level
SVM algorithm with a displacement. So the reference voltage can be represented by
the sum of integral and fractional parts.

ur = ui + u f (4)
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The switching vectors are displaced by ui to find a new set of switching vector.

ud j = usj − ui (5)

So (5) becomes

⎡

⎢⎢⎢⎢⎢
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1
u1r
u2r
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⎢
⎣
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t2
...
...
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⎤
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⎥
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(6)

Also (6) can be presented in matrix form as
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(7)

By comparing (6) and (7), the displaced switching vectors and the reference
voltage are represented as:
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(8)

The obtained linear equation follows the general modulation law presented in
(8). As the fractional reference Uf is bounded, the reference approximation can be
achieved throughUdj with binary components. The vectorUf and the displaced vector
Udj represent modulation for two-level inverter. The switching times are equal for
both multilevel and two-level modulations. The algorithm for two-level modulation
is solved by filling the coefficient matrix of Eq. (8) with zero and one, so that the
switching vector sequence can be found out. Additionally, the coefficients are chosen
in such a way where the switching time should remain positive always.

So, (8) can be presented as

[
1
uf

]
= Dt (9)



440 A. R. Dash et al.

For putting the reference voltage uf in descending order a permutation matrix P
can be found as:

P

[
1
uf

]
=

[
1
ûf

]
(10)

Multiplying (3) by a permutation matrix P

[
1
ûf

]
= D̂t (11)

where

D̂ = PD (12)

where D̂ is the upper triangular matrix and D is the coefficient matrix.
Since P matrix is orthogonal, the coefficient matrix Din (12) can be written as:

D = PT D̂ (13)

The columnvectoruf is transformedby a permutationmatrix P through elementary
row switching transformations. Similarly, the matrix D̂ is transformed by the matrix
PT through inverse row switching transformations. Since zeros and ones in every
column remain same after transformation with same adjacent consecutive vectors,
it minimizes the switching number. The switching time tcan be calculated either
from (10) or (11). If the switching time is calculated by (11), then the solution is
trivial as shown below, which seems as best option for the presented algorithm.

t j =

⎧
⎪⎪⎨

⎪⎪⎩

1 − û1f if j = 1

û j−1
f − û j

f , if 2 ≤ j ≤ 3

û3f if j = 3 + 1

⎫
⎪⎪⎬

⎪⎪⎭
(14)

The matrixDis solved by the classical modulation law with minimized switching
number and positive switching times. The coefficient matrix enables the switching
sequence of the proposed system. The proposed multilevel SVM technique uses
two-level modulators for carrying out multilevel modulation.

3 Proposed Cascaded MLI-Based SAF System Structure

The SAF employed in this work is a cascaded MLI with single DC excitation. In the
proposed work, three modules are used in each phase and each module is connected
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to a toroidal core transformer. The cascaded arrangement of the secondary of trans-
formers enables single DC source operation [5, 6]. The proposed system structure is
depicted in Fig. 1. A seven-level phase voltage can be generated using three similar
H-bridge modules. As the proposed inverter operates as a SAF, the inverter injects
the required compensation current at PCC via filter impedance. For introducing
harmonics in the present system, a nonlinear load is employed. For simulation and

Fig. 1 Proposed SAF structure
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Fig. 2 Control technique for SAF

experimentation, the nonlinear load used is a diode bridge rectifier with RL load.
The control algorithm employed in the proposed system has a vital role to track the
harmonics present in source current, and then, the required compensating current is
fed by the SAFwhich cancels the harmonics produced due to nonlinear load. The grid
system is three-phase three-wire system at 50 Hz system frequency. The advantages
associated in the proposed configuration are its improved harmonic performancewith
less loss. Another aspect of this configuration is its lesser control requirement due
to single DC-link capacitor. The leakage reactance effect of cascaded transformers
also helps improving system power quality.

3.1 Control Structure

The control block drawing presented in Fig. 2 demonstrates the extraction of compen-
sation current. The harmonics created by the load is measured by sensing the current
at each phase load terminal iLa, iLb and iLc. The respective load current at each phase
is converted to d-q frame using abc-dq transformation through the transformation
matrix.

The obtained d-q frame currents is to be passed through low-pass filter (LPF) to
filter out the fundamental and oscillating component of the load current. The funda-
mental components of load current are iLd1h and iLq1h which is the output of the LPF.
The harmonic components iLdnh and iLqnh are found by deducting iLd1h and iLq1h from
iLd and iLq. TheDC-link voltageV dc ismeasured, and the sensedDCvoltage is passed
through a comparator and equated with the DC-link reference. The obtained signal
after the comparator is passed through a PI controller to determine id1h, which decides
the magnitude of compensation requirement. Then, these compensation currents in
d-q frame are converted to abc frame using inverse transformation, and the obtained
compensation currents are i∗ca, i∗cb, i∗cc. The compensation current generated at each
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phase is passed through the filter inductor and fed at PCC to neutralize the harmonics
generated due to nonlinear load.

4 Results and Discussion

The presented cascaded MLI-based SAF is analyzed using MATLAB/SIMULINK
software tool. The nonlinear load chosen for Simulation is balanced in nature, and the
test is carried out considering the grid voltage to be balanced. For harmonic current
extraction (id − iq), control is adopted for all the considered modulation strategy.
A comparison among the modulation technique is carried out using phase-shifted
in-phase disposition (IPD) and SVM. The nonlinear load used in simulation is a
three-phase bridge rectifier with R = 20 � and L = 20mH. The frequency of the
presented model is retained at 50 Hz. Figure 3 shows the performance of the SAF
using the proposed SVM modulation before and after the actuation of the SAF. In
the above result, the SAF is ON at 0.1 s of the simulation period. In Fig. 3a V s is
the source voltage, iL, is and if are the load current, source current and filter current,
whereas V dc indicates the voltage of DC side capacitor. The THD of the grid current
with and without compensation is depicted in Fig. 3b, c.

A comparative evaluation of all the presentedmodulation techniquewith
(
id − iq

)

control technique is carried out and is shown in Fig. 4. It is evident from the obtained
results that the compensation capability of the proposed configuration is significant
with

(
id − iq

)
controller under balanced grid voltage state. After compensation, the

source current THD falls to 2.3% for PSPWM, 2.55% for IPDPWM and 1.96% for
SVPWM. So among the different modulation approaches, SVPWM has compara-
tively better harmonic compensation ability. A hardware archetype of the presented
model is configured and investigated under ideal grid voltage conditions. Different
current sensors are employed in the setup for sensing load and source current of each
phase. Each phase voltage and the DC-link voltage are also sensed using voltage
sensors. The sensed signals of the setup are taken to the Spartan FPGA, where it is
first processed and converted to digital signal usingADC. Then, the obtained signal is
processed as per the control logic for generating the compensating current. Then, the
obtained compensation current from sparatn-6 FPGA board is fed to the PCC after
passing over filter impedance [7]. The rating of the DC capacitor [8–11] employed
in the hardware setup is 2200µF. The filter inductor is 2.5 mH in each phase, and 1:1
toroidal core transformer of 1 KVA rating is chosen for hardware implementation.

The grid phase voltage during hardware experimentation is kept at 120 V, and the
DC-link reference is kept at 250 V. The act of the SAF is shown both in steady state
and transient circumstances to show the effectiveness of the hardware prototype.
The steady-state result of the proposed system is shown in Fig. 5, where the upper
channel of the power analyzer shows the steady V dc voltage and V s voltage and Is
current with filter ON condition. The middle channel displays the filter current and
the lower channel displays the load current.
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Fig. 5 Performance of the proposed SAF under steady-state conditions

Fig. 6 Performance of the proposed SAF under transient conditions

Figure 6 depicts the transient performance of the hardware prototype where the
response of source current is recorded before and after initiation of the filter. The
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upper channel of the power analyzer displays the grid voltage and grid current, and
the other two channels show compensation current and load current correspondingly.

5 Conclusion

A modified SVM technique based on generic algorithm is configured as per the
SAF system structure. The proposed SVM technique is superior compared to the
conventional SVM technique and carrier-based PWM due its faster response, less
computational time and less memory requirement. The harmonicmitigation standard
using the SVMapproach is significant under ideal grid voltage. The switching state at
any point can be easily determined from the SVM algorithm which enables effective
real-time experimentation with lesser computational problem. The enactment of the
SAF is investigated using i d − i q control technique and a comparative evaluation is
carried out by applying carrier-based PWM and SVM technique.
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Synthesis of Reconfigurable Unequally
Spaced Linear Arrays Through Time
Modulation

S. Patra , S. K. Mandal , G. K. Mahanti, and N. Pathak

1 Introduction

Shanks in 1959 [1], first introduced the ‘time-modulation’ method to synthesize
power pattern in linear arrays by controlling ON–OFF sequence of the radiating
elements using high-speed RF switches. In this method, ‘time’ is additionally used
to control the array pattern and the corresponding antenna array is termed as ‘Four
dimensional (4D)’ antenna array. Later, this 4D antenna array is known as time-
modulated array (TMA). In last two decades, the time-modulation principle is proved
to be effective to provide low/ultra-low sidelobe power pattern with uniform or
comparatively lower dynamic range ratio (DRR) of time-independent excitation
amplitude for different communication system [2–4]. The technique is employed
in many antenna array synthesis problems to realize different power patterns. To
mention, few of them are synthesis of flat-top patterns [2], sum and difference pattern
in linear arrays [3], and rectangular arrays [4]. Since, the power pattern in TMAs is
controlled by set of switch on-time sequence of the radiating elements. Further, in

S. Patra (B)
Department of Electronics and Communication Engineering, SMIT-TIG, Guptipara, Hooghly,
West Bengal, India
e-mail: somnath.tech@gmail.com

S. Patra · S. K. Mandal · G. K. Mahanti
Department of Electronics and Communication Engineering, National Institute of Technology
Durgapur, Durgapur, West Bengal, India
e-mail: skmandal2006@gmail.com

G. K. Mahanti
e-mail: gautammahanti@yahoo.com

N. Pathak
Department of Electronics and Communication Engineering, Dr. B.C. Roy Engineering College,
Durgapur, West Bengal, India

© Springer Nature Singapore Pte Ltd. 2021
K. S. Sherpa et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 691,
https://doi.org/10.1007/978-981-15-7511-2_42

447

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7511-2_42&domain=pdf
http://orcid.org/0000-0003-4595-728X
http://orcid.org/0000-0002-9922-7330
mailto:somnath.tech@gmail.com
mailto:skmandal2006@gmail.com
mailto:gautammahanti@yahoo.com
https://doi.org/10.1007/978-981-15-7511-2_42


448 S. Patra et al.

contrast to the traditional method, the switching sequence can be accurately main-
tained instantly at a fast ratewith the help of software.As a result, the strategy is useful
in designing reconfigurable antenna array applications. In this paper, the effectiveness
of time-modulation strategy is introduced in synthesizing sum and difference pattern
in unequally spaced linear arrays for the first time. For a uniformly excited antenna
array, two patterns with low SLLs are obtained only by changing the switching on-
time sequence of the radiating elements while the element position for the patterns
remain unaltered. Differential evolution (DE) [5]-based stochastic search technique
is employed to obtain the optimum set of common element position for the two target
patterns and different set of switching sequences for the respective patterns.

2 Theoretical Analysis

Let, an unequally spaced linear array made with 2N isotropic elements is aligned
along the z-axis with ‘N’ being a natural number representing half of the array
elements. Let, each antenna radiator is fed through RF switches that are controlled
by periodic signal (voltage/current) pulses of frequency f = 1/T withT being the time
period of the pulses. If ti,n and τn ∈ (0, T )∀n ∈ [1, N ] be the on-time instants (OTIs)
and on-time durations (OTDs) of the switches, the corresponding expression for the
array factor at pth harmonic with uniform excitation of the array can be obtained
from [3] and is given as

AFp(θ, t) = e j (ω0t±pωt)
N∑

n=−N
n �=0

ζn

[
sin(pπζn)

pπζn

]
e j pπ(2∂n+ζn)e jβzncosθ (1)

where, ω0 is the operating carrier frequency; p = 0, ±1, ±2, … represent the
harmonic indices of the angular modulation frequencyω = 2π f = 2π /T; ∂n = ti,n/T
and ζn = τn/T ; ∀n ∈ (1, N ) are, respectively, the normalized ‘ON’-time instants
(OTIs) and ‘ON’-time durations (OTDs) of the RF switch connected to the nth
element; β is the propagation constant, zn is the nth element position and θ is the
elevation angle of the conventional spherical coordinate system. When p = 0, (1)
refers to the main beam pattern at center frequency as

AFp(θ, t)|p=0 = e jω0t
N∑

n=−N
n �=0

ζne
jβzncosθ (2)

From (2), the sum pattern is obtained with ζn = ζ−n and zn = z−n, whereas the
difference pattern is obtained with ζn = −ζ−n and with same zn. The proposed cost
function for synthesizing the targeted patterns is expressed as,
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ψ =
∑

b=S,D

{
3∑

a=1

Wb
a δba Ha

(
δba

)
}

(3)

where b = S, D represent the specified beam as sum and difference patterns.
δba with a = 1, 2, and 3 represent the difference between targeted and calculated
values of proper design specifications of the respective beam and is given as δb1 =∣∣SLLb

d − SLLb
max

∣∣; δb2 = ∣∣SBLb
d − SBLb

max

∣∣ and δb3 = ∣∣FNBWb
d − FNBWb

∣∣. Where
SLLmax and SBLmax represent the maximum values of sidelobe and sideband level;
FNBW is the obtained beam-width between first null of the main beam; SLLd , SBLd

and FNBWd are the respective targeted values of the design parameters; Wa is the
weighting factors of the related design parameters andHa is Heaviside step function.

3 Numerical Results

To demonstrate the usefulness of the work, a 20 element linear array is considered.
It is further assumed that the array is placed symmetrical about the origin of the co-
ordinate axis. The pulse shifting strategy [6] for timemodulation is used to synthesize
the desired patterns. In order to find out the optimum set of possible solution, DE
is applied to minimize the cost function as defined in (3). Thus, individual element
position, OTD, and OTI are chosen as the optimization parameter vectors for the DE.
As mentioned previously, the element position is taken as the common optimization
parameter vector for both the patterns while different sets of OTIs and OTDs are
used to realize the desired sum and difference patterns. The DE parameter values
are chosen as follows: population size 90, crossover rate (CR) = 0.85, and mutation
constant (F) = 0.5. Objective is to find out same element positions for both the
patterns, but different set of OTD and OTI for the respective sum and difference
pattern. The search spaces for the optimization parameter vectors are taken as follows:
element positions (0.5, 1), OTD (0.1, 1), and and OTI = {0, (1-OTD)}. For both the
patterns, the desired values of SLL, SBL and FNBW are set as −25 dB, −25 dB,
and 20°, respectively. DE runs for 700 iterations and the best possible result as
obtained are shown in Fig. 1 and 2. For sum pattern, the obtained values of SLL,
SBL, and FNBW are −24.8 dB, −23.7 dB, and 18° and for the difference pattern,
these are observed as −24.7 dB, −19 dB, and 15.7°, respectively. The possible
solutions for the common element position and different set of on-time duration
and on-time instants are presented in Table 1. As compared to [7], approximately
5 dB improvement in SLL is realized. In [8], almost the same pattern is obtained in
conventional antenna arrays by using static excitation amplitude with dynamic range
ratio of 5. However, in the proposed method, two power patterns are obtained with
uniform static excitation amplitudes. Therefore, the feed network becomes simpler
with electronically controlled switching system.
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Fig. 1 Normalized sum pattern for 20 element linear array

Fig. 2 Normalized difference pattern for 20 element linear array



Synthesis of Reconfigurable Unequally Spaced Linear Arrays … 451

Table 1 Element-wise optimization parameter values obtained using DEA

Element
Number, ±N

Normalized
element
position, ±Zn

Normalized sum pattern Normalized difference
pattern

OTDs OTIs OTDs OTIs

±1 ±5.70 0.10 0.000022 0.37 0.62

±2 ±4.92 0.10 0.89 0.65 0.33

±3 ±4.19 0.21 0.62 0.66 0.22

±4 ±3.62 0.39 0.60 0.69 0.00012

±5 ±3.07 0.72 0.04 1 0

±6 ±2.46 0.87 0.12 0.99 0.000054

±7 ±1.88 0.99 0.00027 1 0

±8 ±1.25 0.99 0.0016 0.88 0.10

±9 ±0.75 0.99 0.000034 0.26 0

±10 ±0.25 0.99 0.000023 0.21 0.59

4 Conclusions

In conventional antenna arrays, complex feed network for time-independent exci-
tation amplitude and phase is required to realize low SLL reconfigurable power
patterns. In this work, along with the additional degree of freedom, ‘time’, the
element position is also used to synthesize the targeted sum and difference pattern
in unequally spaced time-modulated linear arrays with uniform excitation ampli-
tude and phase. The sum and difference patterns are obtained with relatively low
sidelobe level as compared with the conventional array synthesis method. Moreover,
the primary advantage of the proposed technique is the possibilities of applying
simple RF switches with differ in on-time sequence in the feed network to reduce the
complication in the array feed network. The synthesized power pattern has practical
application for direction finding in radar technology.
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Development of Microcontroller-Based
Economic Real-Time Temperature
Measurement System

G. Raja Kullyappa, C. Mani Kumar, P. Srilakshmi, and Shahid Ali

1 Introduction

Temperature monitoring is very essential in day-to-day life. Regular monitoring of
temperature is helpful in weather forecasting. Human body temperature is a predom-
inant parameter in healthcare. The need of a cost-effective temperature monitoring
system is inevitable. The proposed system is an economical system with good accu-
racy. The usage of microcontroller has helped in a great deal in making it a faster
system.The temperature sensor is interfacedwithmicrocontroller by using an analog-
to-digital convertor. The measurement of temperature with respect to time is worth-
while. The real-time clock is interfaced to microcontroller. The I2C protocol is used
for interfacing the RTC. The software was developed using Keil Compiler. The simu-
lationwas performed using Proteus software tomake sure that the designed hardware
and software are working well in tandem.
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2 Hardware

The major hardware blocks employed in the implementation of the system are as
depicted in Fig. 1. The AT89C51 is a single-chipmicrocontroller, and it has 4 K bytes
of flash memory [1]. The memory has the endurance of one thousand write/read
cycles. The 128 bytes of inbuilt RAM enriches its speed. The availability of 32
programmable I/O pins attracts the embedded engineers to the microcontroller as
they can connect more number of devices. The controller supports low-power idle
mode and power-down mode for making it energy efficient.

The temperature sensor LM35 is used to detect the temperature. The sensor is
directly calibrated in centigrade. The sensor has linearity in the output with respect
to the temperature. It produces an output of 10 mV for every 1 °C of temperature. Its
self-heating is as low as 0.1 °C. This is a very low-cost sensor because of the wafer-
level trimming. The range of the temperature sensor LM35 is −55 to 155 °C [2]. It
can be configured in different modes such as basic centigrade mode, full-range mode
with dual supply, and full-range mode with single supply. In the designed circuit, the
basic centigrade mode is used because of simplicity and the ability to work with a
single power supply. This is interfaced with the microcontroller with the help of the
ADC 0808. The IC0808 is an 8 bit analog-to-digital convertor with total adjustable
error of ±½ LSB. It requires only +5 V of single power supply which can also be
used as the reference voltage of the ADC. It has a very low power dissipation of
15 mW, and the speed of conversion is very high as it takes only 100 µs for each
conversion. It has an eight-channel multiplexer with address logic which ensures that
only one ADC is enough to connect as many as eight different analog inputs [3].

TheDS1307 real-time clock is interfacedwithmicrocontroller using I2Cprotocol.
This is a full BCD clock/calendar [4]. The clock can be used in 24 h mode as well as
12 h mode. The calendar is very much helpful with adjustability for the months less
than 31 days and leap year. It requires only two pins of the microcontroller. The pins
are named as Serial Data (SDA) pin and Serial Clock (SCL) pin used for transfer of
data, address, and clock signals. These two pins are connected to the +VCC using
pull-up resistors. It requires an external clock of 32.768 kHz and is connected by
using simple quartz crystal. It can also be connected with an external backup battery

Fig. 1 Block diagram
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to keep the clock running even if the power is switched off. It can also generate
square wave output of different frequencies. The frequency of 32 kHz is connected
to ADC 0808 as it requires an input clock.

A 20 × 4 LCD is used for displaying the output of the system. This display can
be configured in both 8 bit mode as well as 4 bit mode. In this system, the 8 bit
mode is used as there are many pins available in the microcontroller, and this mode
is relatively simple when compared to the 4 bit mode. The display consists of 16
pins, 8 of them are data pins D0–D7. It has three control pins RS, Read/Write, and
Enable [5]. It also consists of anode and cathode pins to light the LED to make it
visible even in the dark. Apart from VCC and ground pins, it has contrast pin which
can be connected to a potentiometer to adjust the contrast of the display.

3 Simulation and Hardware Development

The circuit is simulated by using Proteus simulation software. The Proteus simu-
lation software supports simulation of components ranging from basic components
like resistor, capacitors to the advanced microprocessors. It gives us a provision
for constructing the circuit and to foresee the result. The simulation is performed
for measuring the temperature values below and above 0 °C using full-range single
supply mode. The I2C signals are observed with the help of the I2C debugger of the
Proteus simulation software. The construction of the circuit begins from the selection
of microcontroller AT89C51 employed in the designed schematic. This IC belongs
to 8051 family of microcontrollers.

The temperature sensor LM35 is selected and is interfaced with microcontroller
using an interfacing circuitry consisting an amplifier, an inverter, a comparator, and an
ADC. The amplifier amplifies the voltage received from the temperature sensor, and
the comparator compares whether the temperature is above or below 0 °C, whereas
the comparator inverts the voltage values of the amplifier. The outputs of inverter
circuit and the amplifier circuit are given to different channels of 8 bit ADC. The
output of comparator is used to select the channel based on the value of temperature.
If the value is positive, the comparator produces an output a logic high output and
selects channel 1 where the amplifier output is connected, otherwise channel 2 where
the output of inverting amplifier is connected. The output of the comparator is given
to a NOT logic gate which generates the sign bit for the temperature records which
is connected to an IO pin of the AT89C51. Then, the real-time clock is interfaced
with the microcontroller. Finally, the 16× 2 LCD is interfaced to microcontroller to
display the output. The simulated output can be observed in Fig. 2.

The hardware implementation is further simplified as the system is tested in the
Visakhapatnam where there is hardly any possibility of the temperatures ranging
below 2 °C. The temperature sensor is interfaced in basic centigrade mode using an
amplifier and an ADC. The amplifier integrated circuit is used to amplify the sensor
input before it is given to the ADC as the sensor gives only 10 mV for centigrade,
but the ADC has the resolution 19.5 mV with respect to the reference voltage of
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Fig. 2 Simulation of the system using Proteus

5 V. The amplifying circuit is constructed by using an op-amp 741 in non-inverting
configuration. The RTC IC is interfaced with the microcontroller using a couple of
4.7 k� one-watt pull-up resistors. A 20 × 4 LCD is interfaced to display the results
such as day, date, and time and the temperature as depicted in Fig. 3.

4 Software Implementation

The Keil Compiler is used for writing the program to the designed circuit. The
program is written in embedded C. There are different functional blocks of the
program for doing different tasks such as reading the clock and temperature and
displaying them in the LCD. The microcontroller reads the temperature through
ADC. The real-time clock is implemented using I2C using the functions such as
i2cstart, i2cread, i2cwrite, and i2cstop. The RTC is used in slave transmit and slave
receive modes. Both ACK and NACK were used during the transmission of data
between the microcontroller and the RTC. In the write operation, there are some
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Fig. 3 Real-time
temperature measurement
system prototype

steps involved. First the start condition is initiated from the microcontroller, then the
slave (RTC) address is written on SDL line. Then, the timekeeper addresses were
written. Further, the data such as seconds, minutes, hours, date, month, and year was
sent to appropriate registers of RTC. Finally, the stop bit is sent. The data is read
by using read operation. After completion of the program, the embedded C program
must be converted into a .hex file. The .hex file is dumped in to the microcontroller
using Xeltek programmer. The flow of software implementation is represented in
Fig. 4.

5 Results and Discussion

The microcontroller-based real-time temperature measurement system is developed
using I2C protocol. The system working is compared against the values of Andhra
Pradesh Pollution Control board (APPCB), Visakhapatnam. The prototype is tested
under different areas such as a highly populated area, a port area, and a heavy traffic
area in Visakhapatnam city. The records are plotted as shown in Figs. 5, 6, and 7,
respectively.

The results were in good agreement with the standard records provided by the
APPCB. The systemworks continuouslywhile the power is switched on. If the power
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Fig. 4 Flowchart of the designed system

Fig. 5 Values recorded at GVMC
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Fig. 6 Values recorded at port area

Fig. 7 Values recorded at NAD

is switched off, the real-time clock do not stop as it is connected to an external backup
battery. This system is a low-cost and reliable systemwith diligent performance. The
system is useful in domestic and industrial applications.
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Temperature Impact on SIC Waveguide
for Investigation of Sensing

C. S. Mishra, K. P. Swain, M. R. Nayak, and G. Palai

1 Introduction

Silicon carbide (SiC) is a very popular material in different applications, for example,
the band gap [1, 2] of 6H–SiC is around 3 eV, which is around multiple times more
prominent in comparisonwith siliconbandgap. Furthermore, in this approach, silicon
carbide gadgets can encourage higher breakdown field, 3–5 MVcm−1. Its high soft-
ening temperature (around 3100 K) and also incredibly low inherent transporter
fixation permit it to work at raised temperatures. Sensors are the utmost elemen-
tary components in monitoring the activity of most building framework precisely.
They perform a significant job in the advancement of people to come innovation
(e.g., ignition and gas turbine frameworks for power age), information procure-
ment and governing frameworks. The performances of sensor in high temperature
are often questionable, off base and exorbitant. Sensor disappointment can prompt
costly framework upkeep and fix costs. Customary sensors dependent on silicon are
constrained to working temperatures underneath 3500 °C, because of their thin band
hole and poor warm stability. SiC is a hard and stable compound which can continue
its mechanical properties above 10,000 °C. Size of hardness comes behind precious
stone. Individuals appeared enthusiasm for SiC to supplant precious stone in cutting
and grating modern devices. The first electroluminescence has been accounted for
in 1907 when SiC light-emitting diode was made. This revelation prompted consid-
eration toward electronic and electrical properties of SiC. Though, Si and C inside
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the SiC precious stone cross section have diverse plan, each SiC poly-type shows a
particular type of optical and electrical properties. An examination of the absolute
most significant semiconductor electrical properties of the 3C, 4H, and 6H silicon
carbide poly-types with different semiconductors are prearranged. The natural bearer
centralization of SiC is low, and band hole is very more extensive in correlation with
Silicon. These properties permit SiC to keep up semiconductor conduct what is
more, gadget execution at a lot higher temperatures than silicon. Regularly Si band
semiconductor gadgets work in the temperature extend where inherent bearers are
irrelevant and conductivity is constrained by dopant-polluting influences which are
presented purposefully. Keeping the significance of SiC for the diverse application,
this original reproduction is considered with SiC waveguide at frequency 1550 nm
for assessment of temperature. The comparative sort of work is acted in the reference
[3–7].

2 Structure Analysis of SIC Waveguide

Here, we analyze temperature sensor utilizing SiC waveguide. SiC air grating
structure is appeared in Fig. 1.

Figure 1 shows SiC grating structure having thickness 490 nm, with the end goal
that SiC is set in the first, third, fifth, and seventh isolated via air at the second, fourth,
and sixth layer. The width of SiC and air are in use as 70 nm each one. The frequency
of 1550 nm light encroaches SiC grating structure, at that point transmission and
reflection happened between SiC and air face. Tr is transmittance from such consti-
tution which is created with the assistance of PWE procedure. Accounting reflection
and absorption loss, the transmitted energy is calculated by concerning transmittance
and absorption coefficient utilizing reference [8].

The mathematical formula will be

IT = IoTrae
−β(t1+t2+t3+t4+t5+t6+t7) (1)

where
IT = The impinged energy relating frequency 1550 nm.
Tra= Transmittance.
β = Absorption coefficient.
t1, t2, t3, t4, t5, t6, t7 are the thickness of different structure.

Fig. 1 SiC air grating structure
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3 Result and Discussion

Considering the above grating structure, the light having frequency 1550 nm is
arranged to fall on seven-layer waveguide configurations. Then, it is revealed that
some amount of light is transmitted through the structure and rest amount of light
is absorbed by the structure. The transmitted light energy which is passed through
SiC grating structure can be calculated by Eq. 1 by considering the value represented
in Table 1 (the values of refractive index at 1550 nm are considered from reference
[9]). It is seen that transmitted energy relies on absorption coefficient, the width of
layers, and transmittance.

The PWE simulations are performed for calculation of transmittance by consid-
ering the various temperature values of SiC. The simulation outcomes for 100 °C is
represented in Fig. 2 where the value of transmittance is found 0.7051. Likewise, the
simulations are made for other temperature (200, 300, 400, 500, 600, 700) which are
not indicated here.

In Fig. 2, it is seen that frequency (1550 nm) is appeared in x-axis, whereas
transmittance (Arbi unit) is appeared in vertical axis. From Fig. 1b, the transmittance
is found 0.7051 for the temperature of 100 °C at 1550 nm. Likewise, transmittance
for other temperatures are simulated. It is seen that transmittance decrements from
0.7051 (Arbi) to 0.674 with respect to the increasing values of temperature from 200
to 700 °C.

Table 1 Information of refractive indics of SiC with respect to the temperature

Temperature (T ) in C 100 200 300 400 500 600 700

Refractive index 2.42 2.43 2.44 2.45 2.455 2.46 2.47

Fig. 2 Deviation of reflectance as for temperature at 100 °C
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Fig. 3 Proposed configuration to ascertain transmitted energy all through SiC waveguide

Fig. 4 Deviation of transmitted energy with temperature SiC waveguide

Figure 3 represents an experimental proposal for the above discussion where a
light source of 1550 nm is taken as input source which is made to fall on the silicon
grating waveguide. As discussed earlier, the power of the transmitted light is catched
by a power meter for different temperature variations of temperature.

Fig. 4 represents the graph between the transmitted energy (eV) (in y-axix) and
the temperature (in x-axis). It is seen that transmitted energy diminishes directly
from 565.1604 to 540.2328 eV concerning the temperature. The linear pattern line
R2 (=0.981) indicates the precise estimation of temperature which prompts the great
result.

4 Conclusion

The temperature sensor using SiC waveguide is examined lucidly using the input
source of light wavelength 1550 nm. The transmitted energy is computed using
PWE simulation by including both transmittance and absorption. It is revealed that
light energy which is transmitted through the waveguide is linearly (R2 = 0.981)
varied with the temperature of silicon carbide.
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Practical Implementation of Flexible
Antenna for Hiper LAN Application

Janabeg Loni, Jaideep Dewangan, Vinod Kumar Singh,
and Anand Kumar Tripathi

1 Introduction

Antenna is such type of a transducer device which transmits or receives electromag-
netic waves. It is used for communication purpose. Also there are variety of medium
in communication that it can be wired or wireless. Now we concern most preferably
on which substrate antenna is designed. So today we are using textile material for
this that is flexible but some problems are also facing with it that it behaves a resis-
tive component and provide losses in transmission between body and antenna [1–3].
But in many cases, it provides great transmission between antennas. Also wearable
textile antenna has many applications especially in body related communications in
which antenna can be fitted with clothes or body etc. These type of antennas provide
enhanced form of communication and improved living quality of human life [4–10].

There will be three main types of wearable antenna which can be put under these
three categories. First, these type of systems can be worn directly on the body;
secondly the type of systems which can be directly integrated with clothing and
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thirdly which can be used as accessories. These smart clothing and devices are most
popular among the defense services. Huge and heavy devices may create hindrance
in mobility of soldiers and that can easily be targeted by the enemies. Hence, the
small and invisible, lightweight and integrated wearable electronics will be utilized
more to secure soldiers. E-textiles and smart clothing’s can have multiple scope in
various application like sports, health monitoring, astronauts, military, emergency
workers like bomb diffusing squad or fire fighters and in entertainment industry. It
will be simply accomplished by embracing and integrating required electronic parts
in the clothing. As compared to hand held devices these wearable devices are on
upper edge as they provide free hands and people can perform their tasks freely
[11–16].

2 Wearable Antenna Design

Here antenna is designed by using CST software. The proposed antenna is designed
on a substrate that is textile in nature. The anticipated antenna is designed using
slotting technique. The final design for required output is proposed by executing
many iteration steps. The substrate or dielectricmaterial plays a vital role in designing
process that affects outcomes. The proposed antenna design can be divided mainly
into three parts; antenna, matching network and rectifier circuit. Every antenna use
metal material for conduction or transmission. Here copper tape is used for that
purpose but its shape depends on antenna design. The design is fabricated on the
substrate material with partial ground structure. A microstrip feed line is also used
for giving input power. Figure 1 shows the geometry of anticipated antenna and
dimensions of parameters of are given in Table 1.

Fig. 1 Geometry of front view and back view of anticipated antenna
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Table 1 Dimension of
parameters of anticipated
antenna

Design parameters Value

Width of ground plane (Wg) 15.5 mm

Length of ground plane (Lg) 50 mm

Width of substrate (W s) 50 mm

Length of substrate (Ls) 50 mm

Substrate height (h) 1.0 mm

Outer circle radius 17 mm

Inner circle radius 10 mm

Line feed 2 × 16

3 Result and Discussion

The resonant frequencies 3.2 GHz and 4.8 GHz are shown in Fig. 2, which have
large bandwidth. The magnitude of reflection coefficients is shown in Fig. 2. The
bandwidth can be calculated by Eq. (1) and finally the received bandwidth of given
slotted antenna is 106.30%. Far field radiation pattern with phi= 90° at 3.2 GHz and
far field pattern with phi = 90° at 4.8 GHz of anticipated antenna is shown in Fig. 3
and the directivity is 3.609 dBi at 3.2GHz and 4.519 dBi at 4.8GHz is shown in Fig. 4.
The photograph of hardware is shown in Fig. 5. Figure 6 depicted the comparison
of reflection coefficient versus frequency of the measured and simulated outcomes
of the designed antenna. The Simulated and measured outcome of proposed textile
antenna is given in Table 2 and Performance comparison of existing and anticipated
antennas are shown in Table 3.

Bandwidth = f2 − f1(
f1 + f2

/
2

) × 100 (1)

Fig. 2 Reflection coefficient of anticipated antenna
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Fig. 3 2D radiation pattern of anticipated antenna

4 Conclusion

The proposed antenna is designed using Jeans substrate that is easily available and
flexible in nature. The anticipated antenna is simulated to get improved bandwidth
of 106.30%, and directivity is 3.609 dBi at 3.2 GHz and 4.519 dBi at 4.8 GHz. The
proposed antenna design is quite simple, light weighted and cost effective as less
copper will be needed to fabricate the patch and ground. As it is proposed from the
satisfied result, it has many such as in telecom industry, aircraft surveillance and
different wireless communication systems.



Practical Implementation of Flexible Antenna for Hiper … 471

Fig. 4 Far field pattern with directivity
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Fig. 5 Fabricated antenna using jeans substrate i front view ii back view

Fig. 6 Comparison of reflection coefficients of fabricated antenna

Table 2 Simulated and measured outcome of proposed textile antenna

Antenna designs Simulated bandwidth Measured bandwidth

Frequency range
(GHz)

Bandwidth (%) Frequency range
(GHz)

Bandwidth (%)

Proposed antenna 2.445–8.0 106.30 2.33–6.49 94.33
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Table 3 Performance comparison of existing and anticipated antenna

References Substrate Frequency
range (GHz)

Size (mm) Band width
(%)

Peak gain
(dB)

L. Xu [17] Felt εr = 2.4 2.4–2.5 70 × 40 × 3 2.40 2.7

5.725–5.875 6.40

Marcus Grilo
[18]

Denim εr =
1.77

2.45 43.3 × 38 ×
1.4

15.0 0.78

Rawat and
Sharma [13]

FR-4 εr = 4.4 4.04–7.28 30 × 30 ×
1.59

60.30 3.0

Proposed
antenna

Jes εr = 1.7 2.445–8.0 50 × 50 × 1.0 106.30 4.519
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Wearable Textile Antenna for C-Band
Application

Zakir Ali, Abhinab Shukla, Anurag Saxena, and Vinod Kumar Singh

1 Introduction

Nowadays, for wireless applications, wearable antennas have become first choice
for researchers. These types of antennas are generally mounted on the substrate.
The upper and lower part of the substrate are generally made by conducting mate-
rial like copper adhesive material whose conductivity is generally very high that is
very advantageous for radiation purpose. For making the antenna wearable, we use
substrate material such as jeans, cotton and polyester [1–4]. The near field and far
field propagation play a vital role in antenna designing and simulation. The near
field characterizes the power at different points. By the results, it can be understood
its communication. The far field also characterizes an important role in applications
between sensors and bigger units such as laptops, mobile phones and in applications
with long distance [4–8].

There are different types of antenna available in the industry prior that were
simple in design or complex. But the sizes and cost of antenna structure were
also increasing with respect to its applications. To overcome these drawbacks,
the microstrip patch antenna was introduced in the industry, these antennas are
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small in size, lightweighted, cost effective and also wearable in nature [9–13, 14].
The microstrip antennas are designed in different shapes. There are various appli-
cations of antennas in each and every field such as medical applications, satel-
lite communications, geographic navigation, telecom industry and in remote areas
[14–16].

There will be three main types of wearable antenna which can be put under these
three categories. First, these type of systems can be worn directly on the body;
secondly the type of systems which can be directly integrated with clothing and
thirdly which can be used as accessories. These smart clothing and devices are most
popular among the defense services. Huge and heavy devices may create hindrance
in mobility of soldiers and that can easily be targeted by the enemies. Hence, the
small and invisible, lightweight and integrated wearable electronics will be utilized
more to secure soldiers. E-textiles and smart clothing can have multiple scope in
various application like sports, health monitoring, astronauts, military, emergency
workers like bomb diffusing squad or fire fighters and in entertainment industry. It
will be simply accomplished by embracing and integrating required electronic parts
in the clothing. As compared to hand-held devices, these wearable devices are on
upper edge as they provide free hands, and people can perform their tasks freely.

2 Proposed Antenna Design

The proposed antenna design was designed with many iteration steps using CST
software. Here, only the final design has shown that fulfill the desired objectives.
The geometry of the design is shown in Fig. 1a, b with the help of its front and back
view. The dimension of the parameters of design is also represented by Table 1. The

Fig. 1 Geometry of antenna design a Front view and b back view
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Table 1 Dimension of geometry of antenna

S. No. Antenna parameter Values

1. Ground length (L) 18 mm

2. Ground breadth (B) 2 mm

3. Substrate dimension 20 mm × 20 mm

4. Substrate height 1 mm

5. Large circle diameter of patch (d9) 16 mm

6. Smaller inner circle diameter of patch (d2, d4, d6) 4 mm

7. Smaller outer circle diameter of patch (d1, d3, d5) 8 mm

8. Middle inner circle diameter 2 mm

9. Middle outer circle diameter 4 mm

10. Dimension of line feed 3 mm × 1 mm

design is prepared using substrate material of jeans which has dielectric constant
1.7 and thickness 1 mm. For patch and ground plane, copper tape as a conducting
material is used. A microstrip feed line is also connected for feeding the input to
antenna design.

3 Result Analysis

After designing the antenna, the next step is its simulation. Here, for simulation
purpose, CST software is used. After simulation, the various graphs are obtained
such as return loss versus frequency, radiation pattern, field energy per dB and lastly
the comparison result for return loss between simulated result versus measured result
in Figs. 2, 3, 4 and 6, respectively.

Fig. 2 Graph representing return loss (dB) versus frequency (GHz) of anticipated antenna
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Fig. 3 Radiation pattern of anticipated antenna at 6.13 GHz

Fig. 4 Field energy per dB of anticipated antenna

Firstly, in Fig. 2, the return loss graph represents the proposed antenna design
that has single band with a good bandwidth at resonant frequency 6.13 GHz. Then,
in next Fig. 3, the three-dimensional radiation pattern has shown that represents
the radiation efficiency approximately −0.0004350 dB and directivity of 2.606 dBi.
Other parameter field energy per dB is analyzed by usingCST simulation of proposed
antenna in Fig. 4 at resonant frequency. The hardware implementation of design is
also done for the justification of results that are shown in Fig. 5, and lastly, the
comparison is done between simulation and measured results for satisfaction of
results with respect to return loss (Fig. 6).
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Fig. 5 Front view of hardware implementation of anticipated antenna

Fig. 6 Comparison result between simulated and measured return loss (S11) of anticipated antenna

4 Conclusion

The anticipated antenna is simulated usingCST software. For designing, the substrate
material jeans are used formaking itwearable. The directivity of the designed antenna
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is 2.606 dBi at resonant frequency 6.13GHz. The presented proposed shaped antenna
has designed by using a textilematerial jeanswith a thickness of 1mm.The frequency
range of the designed antenna is 4.92–6.75 GHz for C-band applications. A great
compatibility between measured and simulated reflection coefficients is shown and
justified.
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Mechanoluminescence Induced in Rare
Earth Activated Cementatious Materials

R. K. Mishra, A. K. Beliya, Vikas Dubey, and Neha Dubey

1 Introduction

As we know that mechanoluminescence is a type of luminescence in which solid
samples are mechanically deformed. In our study, when phosphor is impulsively
deformed, fracture occurs in phosphor. It is called fracto ML (FML). In the FML
induced by impulsive deformation, a moving piston makes an impact on to a crystal
and the ML is produced during fracture of the crystal [1–6].

The presentmanuscript gives information aboutmechanoluminescence behaviour
of concrete crystal which is prepared by conventionalmethod using different cements
and different replacements of sand. The manuscript gives information regarding
formation of crack centres and responsible centre for luminescencemechanism.Also,
the variation of impact velocity with respect to intensity of ML increases linearly.
Effects of mass on the ML pattern and time dependence ML phenomenon explain in
details. In this study, we have found several applications such as formation of cracks
and durability of the prepared material in building blocks.
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Table 1 Mix proportions (with 50% slag and pond ash replacements)

Mix Type of
cement

Cement
(in KG)

Water Sand (in
KG)

GBFS (in
KG)

Pond ash
(in KG)

Coarse
aggregate
(in KG)

W/C ratio

M1 OPC 380 208 757 1028 0.55

M2 OPC 365 208 355 355 1026 0.55

M3 OPC 420 233 289 289 1035 0.55

2 Material Characterization

The cement used in this study was ordinary Portland cement (OPC), and specific
gravity of OPC cement was found 3.15. Initial setting time was found 2 h 48 min.

Fillers are natural river sand with specific gravity 2.56, which is replaced 50%
through granulated blast furnace slag (GBFS), and pond ash (PA) having specific
gravity 2.39 and 1.98, respectively.

Crushed lime stone with specific gravity of 2.73 was used as coarse aggregate.
The available coarse aggregate were used directly as required in the mix design. All
the aggregates were tested as per the provisions of IS: 383-1970 [7], IS: 2386 (Part
I–VII)-1963 and satisfying its requirement [8, 9].

3 Concrete Mix

Design mix concrete was prepared with w/c ratio 0.55 taking mix M1 as reference
mix in standard manner as directed in IS 516: 1959 with material quantity taken as
given in Table 1. And verifying the slump as directed in IS: 1199-1959 [10]. The
concrete specimen is prepared in cube form for sufficient in number to give various
exposer. 50% samples are kept in carbonation chamber to check the variation in
properties of concrete before testing in its surfacial material up to 5 mm depth to
observe ML pattern [10].

In this study, we used the sample M1 and sample M2 for the variation of ML
pattern with respect to time.

4 Experimental

Figure 1 shows the schematic diagram of experimental setup used for deforming
the sample and measuring the ML. When the 450 g load were dropped from 55 cm
height on sample, there was impulsive deformation of crystal occurs. Mechanolumi-
nescent intensity is sensed by photomultiplier tube and ML pattern traced by storage
oscilloscope, which is connected by photomultiplier tube.
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Fig. 1 Experimental
arrangements of ML
measuring device [1, 3]

5 Results and Discussion

See Figs. 2 and 3.
Mechanoluminescence characteristics of concrete crystal induced by the impact

of a moving piston of weight 500 g onto the crystal were measured (Fig. 4).
It is shown in Fig. 5 that initially ML intensity is increases with impact velocity

then attain amaximumvalue, then decreaseswith further increases in impact velocity.
In Fig. 6, peak ML intensity is increases linearly for different impact velocity.

Figure 6 shows that ML intensity increases linearly with t − tm. In Fig. 7, it is
shown that peak time tm decreases with increasing impact velocity because deforma-
tion occurs earlier at higher impact velocity. Linear response is shown in ln 1000/V0

versus tm plot (Fig. 8).
It is shown in Fig. 9 that peak ML intensity increases linearly with the mass

of crystals, because as the mass of crystal increases, rate of generation and rate of
recombination of electron–hole pair is increases.

Using OPC cement as a fine aggregate, theML pattern as shown in Figs. 10 and 11
for fixed impact velocity and parameters are calculated for the same. It has found that
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Fig. 2 XRD pattern of OPC

Fig. 3 The adhesion of aggregate to gel produced in OPC SA concrete is somewhat less than the
OPC PA Mix where less gap between interface of aggregate and paste

there are two different peaks in lower time and shoulder peak in higher time present
over here means that two luminescence centre formed for that. All ML parameters
are supported theory is reported for only intense peak which is found here for lower
time.
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6 Theory Supported for ML Pattern in the Present
Manuscript

6.1 Theory of Mechanoluminescence Induced by Impulsive
Deformation

As we know that mechanoluminescence is a type of luminescence in which solid
samples are mechanically deformed. In our study, when phosphor is impulsively
deformed, fracture occurs in phosphor. It is called fracto ML (FML). In the FML
induced by impulsive deformation, a moving piston makes an impact on to a crystal
and theML is produced during fracture of the crystal. Let dN be the number of cracks
produced during the change of strain from ε to (ε + dε), then dN may be written as

dN = M dε (1)

whereM is the correlation factor between the number of cracks and the strain of the
crystals [11–29].

7 Conclusion

From the present study, we have concluded that when concrete crystal is deformed
impulsively, deformation occurs. Single peak is observed in ML pattern of concrete
crystal. ML intensity increases with impact velocity attain a maximum value then
decreases with the further increase of impact velocity. peak time tm decreases with
increasing impact velocity because deformation occurs earlierwith increasing impact
velocity. There is a linear relation found between ln 1000/V0 and peak time tm. Peak
ML intensity increases linearly with the mass of crystals. ML study of concrete
crystal may be helpful for the study of crack propagation of in the crystals and
provide important information about mine failure and earthquake determination.
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Customer Stress Prediction in Telecom
Industries Using Machine Learning

K. N. R. Srinivas, K. S. S. Manikanta, T. Prem Jacob, G. Nagarajan,
and A. Pravin

1 Introduction

In the current era, the average person spends over four hours a day on their devices.
Most of the people spend a full quarter of their waking hours on their available
gadgets [1, 2]. It shows that humans depend more on current technology. To acquire
knowledge, we have books and newspapers, but they are not using professionally to
gain information. In human life, communication played a prominent role from the
ancient to the current period. Initially, people depended on the letters to communicate
with each other [3–5].

Running a telecom industry is not an easy matter. The telecom industries depend
on information and communication services, which provides in different ways like
phone services, Internet services, Television, etc. [6, 7]. By providing all services
to thousands of customers will cause stress among the services. The stress may be
caused by industry or some other changes in climate and so on [8]. The stress will
lose a customer by moving to another industry.
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The customer stress will lead to falling of the market and causes significant loss.
For this cause, the telecom industry must and should retain the existing customers
because the cost of acquiring a new customer is higher than retaining existing
customers [9, 10]. The machine learning algorithms will help to predict customer
stress and accurate percentagevalue [11].Atfirst,wemust collaboratewith customers
and collect data into an open dataset and start the process [12–14].

2 Related Work

In these days, many corporations are collaborating with customers and collecting
the information where the customer was stressed and launching the services with an
updated version to the last version, which was provided by the old telecom industry
and attracting customers by their advertisement, which leads to significant loss to
other telecom industries [15, 16]. By observing this problem, Reichheld and Sasser
in 1990 started customer relationship management, which can impact stress rates
overall telecom industry [17, 18]. Numerous studies fix several unusual types of
predictors to develop a customer stress model. This model can take demographic
characteristics, environmental changes, and other factors into account.

In the beginning, the customer stress prediction process started byAbbasKeramati
in 2014 featuring demographics, usage patterns, customer service using binomial
logistic and regression models [19].

Ismail Mohammad in 2016 predicted customer stress by featuring demographic
billing data, usage patterns, and customer relationships and using neural network and
regression models [20].

Chih Fong Tsai and YuHsin Lu in 2019 predicted customer stress by using hybrid
neural networks. In this paper, we mainly discuss the following.

3 Existing System

Earlier, the authors used hybrid neural networks which lead to back-propagation, the
accuracy value of the models was not much accuracy, the confusion matrix will lead
to error I and error II, and the clustering process was the main problem to missing
of data, so the accuracy was less.

4 Proposed System

In this paper, the customer stress was predicted by supervisedmachine learning algo-
rithms mainly using linear discriminant analysis (LDA) and support vector machine
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Fig. 1 LDA process

(SVM), and the accuracy value will take by comparing the best of each accuracy
values.

Linear Discriminant Analysis (LDA)
This algorithm mainly considers dimensionality reduction used for supervised
classification problem. It will convert from higher into lower dimension space
(Fig. 1).

Support Vector Machine (SVM)
In this algorithm, it will construct a hyperplane to classify the data and regression
analysis and leads to an optimal hyperplane in a nonlinear manner.

Random Forest
This algorithm is used for classification, regression, and decision trees at the training
period and gives the mean prediction of the individual trees. It picks an accurate
solution through voting (Fig. 2).

5 System Architecture

See Fig. 3.

6 Results and Discussion

See Figs. 4, 5, 6, 7, and 8.
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Fig. 2 Random forest process

Fig. 3 Overall system design
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Fig. 4 Data collected from the customers

Fig. 5 In the above image, the data are split into training and testing
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Fig. 6 In the above image, the datasets are trained and tested up to 100%

Fig. 7 Above image is the graphical representation of the accuracy scores
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Fig. 8 Above image shows the accuracy values of the three algorithms

7 Conclusion

In the paper, we considered the best of the three algorithms, namely support vector
machine, random forest, and linear discriminant analysis, according to the accuracy
values given by these algorithms.

The highest percentile among the three algorithms shows themaximum customers
affecting their respective services, in which they were in the long-lasting relationship
to the industry. Finally, the telecom industry must satisfy old customers without
interrupting the services using stress prediction.
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Intelligent Traffic Management
in Emergency Situations

J. Rajesh, I. Naveen, A. Pravin, T. Prem Jacob, and G. Nagarajan

1 Introduction

Survey taken during past decade has unveiled a tragic up rise of increasing moral
rate due to poor traffic management that acts as hindrance for rescue vehicle and
delaying them from reaching their respective destinations on time. Rescue vans have
a strict and important responsibility for maintaining a punctuality for arriving on
time for rescue. There are various factors that affect current discussed issue. One of
those factors is due to poor traffic management and insufficient personal that control
or assist during emergency situation. Figure 1 shows the traffic situation. India is a
developing country and contains many developing communities and administrative
personal. This increase in economic value of an individuals’ drives them to purchase
valuable cars. This increasing number of automobiles makes it difficult manage.
Recent reports suggest that there is decent reduce in administrative personal that
could provide better advice thus increase the efficiency. And also by making the
public come to know the present scenario, how the general problems the government
facing to control.
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Fig. 1 Traffic issues as
hindrance to rescue vehicles

To reduce this issue, many have introduced various devices that could provide
better advices and thereby increasing efficiency. In our proposed system, we are
going to add additional functionality that could help to clear traffic in other public
areas. For providing better passage through traffic, we are going to implement a
cloud-based application integrated to Arduino device that is connected to traffic
management cloud database. For this, we can make use of Google-based maps. Due
to improving technological parameters and demands, there are various inventions
emerging in the society. We can take advantage of artificial intelligence provided by
various map management applications to provide path that is chronologically better.
By using Arduino electronic component as main computing device that process the
information gathered. First, the input of dedicated path is fed into the driver’s device
providing most efficient path possible. The traffic management device present in the
path will be alerted about the emergency and respective security measures are added
to evade the risk situation. The main component will begin to execute the emergency
protocolwhenever the vehicle comes into the effective range.Toprovide a short-range
communication between sender and receiver, we are going to use Bluetooth-oriented
component like ZigBee. Using high aspect ratio camera, we can track the vehicle in
high traffic zones. Additional functionality is also added into this device that would
also alert other public areas like toll gates and hospitals to provide immediate aid to
the patient. Further modifications can be done to the current system like integrating
the system to a mobile device that would reduce device maintenance.

2 Related Works

The system for facing the traffic issues is proposed in a brilliant way [1]. Where the
way he invented is making all the signals to be turned red, whenever the emergency
vans went through the traffic area, then automatically the signals will be getting
turned to green. When the van enters the corresponding zone by all the way, when
the van is assigned a way in which makes all the traffic signals turns to green. So
by this way, we can even make the way to emergency vehicles like ambulance, fire
engines, and police vehicles, all belongs to emergency purpose vehicles [2–4]. There
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are many ways for the emergency vehicles to make the changes. We invited this
system to make the people know the problem, how hard to face the situation in the
hard times. So to make the things happen and make the situation to be favor to the
priority vehicles. Here, we invented the system not to change the system but canmake
at least a small change to the environment by helping them. This is one of the finest
way to clear the problem and the system invented to help them to even reduce the
small problem by this way. Even though we that there are ways to define many ways
to, but making the way finest in single one is not such easy we should consider every
single to be in and make the things to righteous way. The consideration is important
here, making the lights change to green is the change we invented for vehicles.

A system called auto-controlling mechanism is proposed [5]. The main purpose
in this mechanism is to make the things happen automatically without waiting for the
commands or condition from some one. Here, main objective is to make things to be
in a command-wise execution where it does not sit and wait for the command from
some one. It automatically take the decisions based on the situation. Where it has
some set conditions; when the condition’s met by that system, it automatically takes
the decision. It does not need any approvals and it checks for situations. Command
of situations are listed to make it crystal clear [6, 7]. The main objective is only
to make it user friendly and to help the environment. So this even helps in many
ways by which using this technique, we can achieve many problems possible, where
the mankind is not able to solve the problem or cannot enter the situations. There
are many situations where humans cannot solve the issues or humans are enough to
maintain the situations, so to make the things all happen even in the situations the
humans cannot solve them can also be cleared and solved by taking the automatic
decisions by it self is the best way to by setting the some sort of conditions to it [8,
9]. So that it can solve all of them.

A system on traffic management on which it works for managing the traffic [10].
Here, the objective of this system is to make some vehicles, van, cars, and some other
which belong to the family of emergency auto mobiles. Here, we used a sensor called
IR(Infra red) for this defining of vehicles. Which does senses the automobiles based
on their priority defined in the system [11]. Whenever it detects, it automatically
changes the light accordingly based on the situation present all over the surrounding;
if the traffic is very high, then it automatically changes them to green based on the
situation. For example, if we have a ambulance(or)fire engine in the way passing by,
then whenever it enters to zone or surrounding of that sensor, then it automatically
detects and changes the light to green. By making the light changing to green, there
is no way for problem to that type of situations met. So by this, we can except
some what change to those important automobiles. Another advantage is to the
important vehicles such as government vehicles [5, 12]. For example, if any important
government vehicles are passing by, we can manage the situation in an ample time
and we can even reduce the man power with out wasting the time of humans. We
can control the situation from a single standing position based on the situation and
the admin can react immediately by accessing the device from a single place.

Proposed systemM2M-based service coverage management [13, 14]. The impor-
tance of this system to make the signals and information and data from the devices or
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notifications is received and replied automatically. The meaning of M2M is machine
to machine, in which it works for sending the data from one end to another end
based on the importance. Here, the device is to decide and give the signal to end
user, who are sending the notifications then this device automatically gets connected
to it and starts sending the information based on the query they requested for sends
the related query which and where they are related for. It also have the quality of
high frequency communication with one another in a single communication channel.
Here, it establishes a separate channel secure the connect and makes the connection
to stronger and send the reply frequently until the situation get resolved and it has
also the option of checking the issue or incident is resolved or not. Proposed a system
a RFID technology [6, 15]. The technology works on the part of traffic in which it
was designed by keeping the standard methods, which are being normally faced by
the environment outside every where. The ongoing activity gives the verdict of traffic
police officer to be obliged. This device works for even multiple type of problems
which are generally faced by the public outside. The process of this to main the key
objective to be achieved. This system is invented for automatically things to happen.
RFID is to fix in the vehicles when they met the situation. The technology was
invented and developed by considering the general problems faced by, so to over-
come that issues we invented this to overcome situations [16–18]. Here, the activity
is to define and evaluate the particular thing has undergone in a excepted method or
not, if any automobile consisting this device or technology automatically identified
easily and getting the details of the particular vehicles does have all the information
about. Nowadays, this system is automatically predefined or affixed during themanu-
facturing of product. This device also being already used by many motives presently
in order to reduce the compatibility for present scenario outside.

3 Proposed System

Emergency reaction vehicles, for example, ambulances and fire engines, cannot wait
idly while looking out for signals. These types of vehicles need a separate secure
way to cross the signals immediately. That is why we are inventing this technology to
be in lime light to overcome the situations commonly faced at signals by important
vehicles. The device follows a technique to overcome the situations by checking the
following condition; they are: vehicles passing on the way the after route splitting
on three different ways the choosing the best way to be consider by calculation
all the considerations to be taken under it, for example time taken, distance, route
specifications, etc.Andowner registers their primary secondary details on application
which is connected to server which is a cloud-based technology and this is connected
to pc server and the toll gate contains of ZigBee with LED and the automatic amount
deduction from account.

The flowchart Fig. 2 consists of over all overview of this invented technology.
The proposed idea utilizes IR as sensor interface. Versatile application is utilized for
distinguishing proof of best course. Our proposed work is to actualize a similar idea
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Fig. 2 Overview of the proposed system

to maintain a strategic distance from time squandering in the signs for emergency
vehicle, however, utilizing ZigBee as the idea. The fundamental preferred position of
utilizing ZigBee in the long scope of correspondence. Sings can be moved to green
mode even the vehicle comes in the long range. IR is utilized for controlling the
signals. Aside from this work, we likewise send ZigBee-based cost door installment
robotization framework right now. Installment is taken naturally from the vehicle
proprietors record even the vehicle originates from the long range from the cost
door. Vehicle proprietor needs to give 2 records, sum would be consider, on the off
chance that there is no adequate equalization, and at that point, the sum would be
taken from the second record consequently. We likewise send android application
for best course just as for cost installment framework.

4 Device Components

Arduino
It is a single-board microcontroller device used for building digital devices. Here,
Fig. 3 explains the device. It takes its input from various sensors. Arduino will settle
on choices dependent on information given in the sensor. Arduino is a small-scale
controller to which sensors are associated. It tends to be bought either on the Web
or in any store. Arduino appears as though a Mastercard estimated board. There
are numerous forms of Arduino. They are available in various forms. For now, we
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Fig. 3 Arduino UNO

are going to use Uno master board. This circuit component acts as main computing
component in the proposed architecture.

It is a single-board microcontroller device used for building digital devices. Here,
Fig. 3 explains the device. It takes its input from various sensors. Arduino will settle
on choices dependent on information given in the sensor. Arduino is a small-scale
controller to which sensors are associated. It tends to be bought either on the Web
or in any store. Arduino appears as though a Mastercard estimated board. There
are numerous forms of Arduino. They are available in various forms. For now, we
are going to use Uno master board. This circuit component acts as main computing
component in the proposed architecture.

ZigBee
ZigBee is a Bluetooth-style-oriented device that provides short-range communi-
cation. Figure 4 component or device provides low data rate transfer suitable for
small-scale projects. They are used to create a personalized area network and device
maintenance. It is also called IEEE 802.15.4. In current project, we are going to use
ZigBee interface to provide a short-range communication between vehicle and traffic
checkpoint. This allows betterment in traffic flow in emergency situations. These
ZigBee components are less expensive than other communication modules. Appli-
cations of ZigBee are basic home automations, data collection device for medical
devices, and many others.
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Fig. 4 ZigBee component

5 Results and Discussion

• Better traffic management during emergency situations.
• Replaces the issue of insufficient administrative personal.
• Reduction of mortality rate.
• Increase in efficiency of various emergency service provider by removing the

traffic hindrance.
• Existing arrangements consideration of individuals by which they can facili-

tate and move according to the situations and help the important vehicles like
ambulance or fire engines.

• Emergency vehicles to be pass by easily during the traffic blockages is by making
the traffic clear by the way in which the important or emergency vehicles are
going on before it arrives to the exact traffics point.

• We can clear the way and automatically changing the traffic light to green and
remaining to red making the way to emergency automotive.

• Device components can be access and is open for cyber-attack; thus, decreases
the liability of the proposed architecture.

• Initially, the device maintenance is difficult. To resolve this issue, we can
implement this system protocol through mobile devices thereby increasing
accessibility.

6 Conclusion

Thus, we have implemented the proposed system using various individual electronic
components like Arduino, Zigbee, and sensors. Future work can be done to improve
the functionality of the current device by integrating it into various available plat-
forms. This version of system can be minimized to be implemented on any various
other situation. We can add urgency value to report the priority value of the situation
in other events and report it to respective department.
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Dengue Prediction Using Machine
Learning Techniques

O. Shireesha, P. Hema Sri, T. Prem Jacob, G. Nagarajan, and A. Pravin

1 Introduction

Dengue is a mosquito-borne affliction achieved by the dengue contamination spread
by the Aedes mosquito, and the disease is progressively fundamental in tropical
regions.

Simply female mosquitoes spread the disease, and it eats both outside and inside
homes during daytime. Dengue is, in any case, called the ‘breakbone fever’ as
the earnestness of the distress achieved by this devastating affliction resembles the
torment realized by breaking of a bone.

Protecting yourself from getting snacked by mosquitoes is the best well-being
measure you could take to save yourself from dengue. You can moreover prevent the
raising of the mosquitoes by discarding old oil drums, window boxes, and tires and
compartments.

Data mining is a computer science term. It is also sometimes used called knowl-
edge discovery in databases. Data mining consists of finding new ones in many, and

O. Shireesha (B) · P. H. Sri · T. Prem Jacob · G. Nagarajan · A. Pravin
Department of Computer Science and Engineering, Sathyabama Institute of Science and
Technology, Chennai, India
e-mail: reddyshireesha.23@gmail.com

P. H. Sri
e-mail: srihemaparvathaneni@gmail.com

T. Prem Jacob
e-mail: premjac@yahoo.com

G. Nagarajan
e-mail: nagarajanme@yahoo.co.in

A. Pravin
e-mail: pravin_ane@rediffmail.com

© Springer Nature Singapore Pte Ltd. 2021
K. S. Sherpa et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 691,
https://doi.org/10.1007/978-981-15-7511-2_50

509

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7511-2_50&domain=pdf
mailto:reddyshireesha.23@gmail.com
mailto:srihemaparvathaneni@gmail.com
mailto:premjac@yahoo.com
mailto:nagarajanme@yahoo.co.in
mailto:pravin_ane@rediffmail.com
https://doi.org/10.1007/978-981-15-7511-2_50


510 O. Shireesha et al.

the information obtained from data mining is expected to be new and useful. In many
cases, the data is archived so that it can be used later. The data is saved with a target.

A shop wants to save what has been purchased. They want to do it to know how
much they should buy, to have enough to sell later. Saving this information generates
a lot of data. For data, there are many different types of data mining to get new
information. Only female mosquitoes transmit the disease and tidbits both inside
and outside homes during the day.

Dengue is also known as ‘fracture fever’ since the severity of the torment caused
by this disease of disability is like the torment caused by the bone fracture. To avoid
dengue, you can also preventmosquito breeding by removing old bins, pots, tires, and
holders. The spread of dengue can eventually be controlled by improving cleanliness,
and the disease is transmitted when a mosquito bites the contaminated individual and
similar mosquito chews on a healthy person.

2 Related Work

Sathya et al. [1] dengue is an alarming illness realized by youngster mosquitoes. It is
regularly found in vast hot regions. From a long haul of time, experts are endeavoring
to find some of the characteristics of dengue malady with the objective that they can
properly arrange patients considering the way that different patients require different
sorts of treatment. Pakistan has been a focal point of dengue infection from the
latest couple of years. Dengue fever is used in gathering frameworks to evaluate
their exhibition. The dataset was aggregated from lotus and 24 thought crisis centers
[2, 3]. For suitably organizing our dataset, distinctive grouping strategies are used.
Assess the show of the significant number of procedures singular subject to tables
and diagrams depending on the dataset.

Kamran Shaukat et al. [4, 5] represent the extraction of dengue infection data
using the decision tree in which each dataset is composed. To carry out the informa-
tion disclosure task, we consider using the options tree as an information extraction
device. We offer many important qualities of transitional information. Our tests are
divided into four sections. The two initial test results demonstrate the valuable infor-
mation to characterize dengue disease from two separate datasets. Another goal of
this exploration is to recognize the day of fever defervescence, which is called day 0.
Toward the end, we acquire extremely low accuracy on day 4 when we discover that
the tree is too fit. The test results showed that the tree of choice approach is some-
times not up to this task in this way, we believe we should choose another grouping
approach later in the work.

Subitha et al. [6] represent the grouping procedures to decide the number of
inhabitants in cases contaminated by dengue fever in the city of Jhelum and the
territories they cover topographically. In this way, we can think of running distinctive
array systems. The goal of this survey also includes the correlation of numerous
grouping calculations with the help of graphs, given our dataset. We have updated
all the strategies using the weka device, and the whole execution system is inside
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it. Toward the end, after examining our dataset with each method, they eventually
resemble us. The moment we did the exam between each of them, we deduce that
Bayes’ innocent technique is most remarkable among all the others.

Mufli Muzakki et al. [7] In this article, they proposed the DHF conjecture in
Bandung Regency using K-means clustering as a method of preprocessing and esti-
mation of the support vector machine (SVM). The data used in the evaluation of the
Meteorological, Climate and Geophysical Agency in the Bandung Regency. Atmo-
sphere data can be used to predict DHF disease because there is an association
between the ownership of the atmosphere and DHF disease [8–11]. The technique
of the K-means clustering brand shows an accuracy of more than 86%.

3 Existing System

The machine can anticipate maladies however cannot foresee the subtypes of the
infections brought about by the event of one sickness. It neglects to foresee every
single imaginable state of the individuals. The current framework handles just orga-
nized information [12, 13]. The forecasting framework is wide and uncertain. In the
momentum past, endless sickness gauge characterizations have been progressed in
the method. The standing associations mastermind a mix of machine learning which
is reasonably definite in visualizing illnesses [14, 15]. Be that as it may, the restriction
with the overall frameworks is dotted. To beginwith, the predominant frameworks are
dearer just rich individuals could pay for to such figuring frameworks. Furthermore,
concerning people, it turns out to be much higher [16, 17]. Second, the supposition
frameworks are vague and inconclusive up until now. Along these lines, a machine
can visualize a positive infection however cannot expect the subtypes of the illnesses
and maladies brought about by the presence of one bug. For the event, if a gathering
of individuals is predicted with diabetes, without a doubt some of them may have
an intricate hazard for heart infections because of the reality of diabetes [18, 19].
The rest of the plans neglect to predict all conceivable environmental factors of the
tolerant.

4 Proposed System

In the proposed work, Naïve Bayes machine learning algorithm predicts the dengue
disease. It is implemented to increase operational efficiency. It reduces query retrieval
time. Accuracy is improved using a data mining algorithm. The proposed system
begins with the thought that was not executed by the ancestors. Therefore, this
research aimed to develop an accurate model that could better detect early signs
and symptoms of dengue fever and a practical system for self-notification of the
disease.
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User Module: This is the primary movement that opens the site. The client needs
to give the right contact number and a secret key, which the client enters while
enrolling, to log in to the application. On the off chance that the data furnished by the
client matches with the information in the database table, then the client effectively
log in into the application else message of login fizzled is shown and the client needs
to return the right data. A connection to the enlisted movement has additionally
accommodated the enrollment of new clients.

In this paper, the customer stress was predicted by supervised machine learning
algorithms mainly using linear discriminant analysis (LDA), support vector machine
(SVM), and the accuracy value will take by comparing the best of each accuracy
values.

Registration Module: Another client who needs to get to the site needs to enroll
first before login. By tapping on the register button in the loginmovement, the enlisted
action gets open. Another client enlists by entering the complete name, secret word,
and contact number. A client needs to enter the secret word again in affirm secret
phrase textbox for affirmation. At the point when the client enters the data in all
content boxes, on the snap of the register button, the information is moved to the
database, and the client is coordinated to log in action once more. The enrolled
client then needs to log in to get to the application. Approvals are applied to all the
textboxes for the correct working of the application. As the data in each textbox is
must that is each textbox, possibly it is of name, contact, secret key or affirms secret
key, will not be vacant while enlisting. On the off chance that any such textbox is the
void application will give a message of data is should in each textbox. Additionally,
information in the secret phrase and affirm secret word fields must counterpart for
fruitful enrollment. Another approval is contact number must be a legitimate one that
is of ten digits. If any such approval is damaged, at that point, enrollment will be
ineffective, and afterward, the client needs to enlist once more patient should login
into the app with some information when he miss the some fields it will show that
one of the field is vacant. On the off chance that all such data is the right client will
be coordinated to login action for login into the application.

Admin Module: In this module, the admin can add and view new doctor details,
disease details, and drug details. And then admin can view feedback provided by
various users.

5 Naïve Bayes Algorithm

It is a classification technique based on Bayes’ theorem with an assumption of inde-
pendence among predictors. In simple terms, a Naïve Bayes classifier assumes that
the presence of a particular feature in a class is unrelated to the presence of any other
feature. For example, a fruit may be considered to be an apple if it is red, round,
and about 3 in. in diameter. Even if these features depend on each other or upon the
existence of the other features, all of these properties independently contribute to the
probability that this fruit is an apple and that is why it is known as ‘Naïve’.
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Fig. 1 Posterior probability Likelihood Class Prior Probability 

P(x / c)P(c)P(c / x) =
P(x)

Posterior Probability 

Naïve Bayes model is easy to build and particularly useful for very large datasets.
Along with simplicity, Naïve Bayes is known to outperform even highly sophisti-
cated classification methods. Bayes’ theorem provides a way of calculating posterior
probability P(c|x) from P(c), P(x) and P(x|c). Look at the equation shown in Fig. 1:

• P(c|x) is the posterior probability of class (c, target) given predictor (x, attributes).
• P(c) is the prior probability of class.
• P(x|c) is the likelihood which is the probability of predictor given class.
• P(x) is the prior probability of predictor.

6 System Architecture

The datasets collected from customers by using different attributes along with
customer stress. The datasets will split into test and train data. 80% of datasets
will split to train, and 20% of datasets will split to test. First we have to train the
data and we have to test the machine after that we have to go for preprocessing that
means we have to remove the unwanted data. The data should be classified based
on the conditions. After the classification, the data is transferring to Naïve Bayes
algorithms. The algorithm will check different accuracy values. By comparing the
accuracy value of the algorithm, we come to know the patient results (Fig. 2).

7 Results and Discussion

See Figs. 3, 4, 5, 6 and 7.
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Fig. 2 Architecture

Fig. 3 Home page of the dengue prediction

8 Conclusion

The dataset is a collection of data or a single statistical data in which each data
attribute represents a variable and each instance has its description. For the predic-
tion of dengue disease, the dengue dataset is used for predicting and classifying
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Fig. 4 Screenshot describes the selection of customer

Fig. 5 Screenshot illustrates that the person can provide his/her information

algorithms to compare its accuracy using the data mining technique. The dengue
fever dataset contains the classification and accuracy of dengue disease. Apply clas-
sification algorithms using a datamining tool for analysis purposes. In this document,
we propose an approach to answer questions about medications to support prescrip-
tion drugs. Our focus is on how to obtain and classify responses based on incomplete
information and provide personalization. To handle incomplete and noisy data, we
allow exact and closematcheswhen answering questions.We also present an intuitive
approach to show responses to users, the goal of which is to help users understand
classified and possibly results refine your questions.
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Fig. 6 In this page, we can select symptoms regarding a patient’s condition

Fig. 7 Image shows the accuracy values of dengue fever
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Twitter Data Analysis for Live Streaming
by Using Flume Technology

Vissamsetti Mohan Manoj, Yalamandala Prasanth, T. Prem Jacob,
G. Nagarajan, and A. Pravin

1 Introduction

Twitter is among the largest social media sites, tweets in millions on different plat-
forms every day. Social media is quite popular as well as an exciting platform to
express your viewpoints as well as different kinds of ideas globally just by sitting at
one place [1, 2]. Being a passive application, we can follow the tweets of a person
and will reach us through a notification [3, 4]. Twitter will generate nearly 1 TB
of text data in the form of tweets [5]. There is an option on Twitter to follow the
tweets of persons that you admire [6]. It is being essential for business purposes
while clients, as well as customers, are recurrent Twitter users as well as expected to
follow the feeds [7–10]. Twitter is been one of the trending social media, and their
updates will be instantly posted to the Twitter feed [11, 12]. The facility to tweet
using mobile phones also permits to continue this real-time linking does not matter
where you are present [13]. The requirement is to have an account in a device that
has Internet connectivity [14]. All this process will be under the extraction module.
In the transformation module, the data which we extracted will be transformed into
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Fig. 1 System architecture

the normal text using hive which is constructed on the top of Hadoop [15, 16]. Based
on the analyzed data, it will be visualized using a Word Cloud based on repeated
words [17–19] (Fig. 1).

The most repeated word will be displayed in higher font size, and based on the
total number of times, the word is repeated in the analyzed data. Several times the
word recurs in tweets will have a higher font size. Least times the word has recurred
in tweets will have the lower font size. The most repeated words will be displayed
in the central position of the Word Cloud.

2 Related Work

Any process that has to be done continuously for the analysis of data has been
produced continuously. The process is to focus on how data generated from Twitter
can be mined and utilized by different companies to make targeted, real-time and
informed decisions about their product that can increase their market share or find
out the views of people on a specific topic of interest.

Barskar and Phulre [1]: Opinion mining of Twitter data using Hadoop and apache
pig: It is mainly used for knowing the opinions for a particular situation.

This method composed of an HDFS system based on Hadoop echo system and
MapReduce functions for sentimental analysis.

Pooja et al. [7]: Sentiment analysis onTwitterDataUsingApache Flume andHive:
The data which we extracted from Twitter will be stored in the Hadoop distributed
file system in the format of JSON. The data which we extracted from Twitter will be
stored in the Hadoop distributed file system. By using the user-defined functions, we
are going to convert the other format to a structured format, and analysis also was
done using that function.

Kavitha et al. [11]: Discovery Public Opinion by Execution of Sentimental Anal-
ysis on Real-Time Twitter Data: In this paper, they are visualizing the data through
a bar chart using Hadoop framework and corresponding its tools.
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3 Overview of Hadoop Framework

Hadoop gives the agenda for handling the large clusters of data, and it is also termed
as the ecosystem for all the open-source projects. The large data sets also processed
by the assistance of the Hadoop in distributed computing. Hadoop contains Hadoop
distributed file system (HDFS) as well as connected to handling huge data. MapRe-
duce as well as (HDFS) are the primary components of Hadoop. To handle more
amount of data, different computers connected as a single system. Such computer
clusters meant for Hadoop are known as Hadoop clusters. These clusters will execute
in low-cost commodity computers. The Hadoop architecture is composed of the huge
Hadoop clusters that are organized in various racks. In each record, there will be
master machines and slave machines. Job trackers are referred to as masters as well
as some machines work as name node. They are favoring with more RAM and CPU
and less storage. Task trackers and data node are mentioned as slaves, and these
slaves have huge storage at the local disk as well as modest totals of CPU along with
RAM. Job trackers will be under the map to reduce components. Secondary name,
as well as name node, will be under the HDFS component. The client neither plays
the role of a slave nor a master for loading the data within the cluster, acquiesce,
MapReduce jobs, retrieve the data to observe the response afterward the job is done.
The master is made up of three main parts name and secondary name node, job
tracker. Name node holds the metadata for HDFS like which part of the file is stored
in which portion of the cluster, block information and user permissions. When in
use all this information is stored in ram, but this information also stored in disk for
persistence storage (Fig. 2).

Hive is the infrastructure instrument of data warehouse for processing the orga-
nized data in Hadoop. It stores its data in his system. Hive stores its meta store in
one RDBMS database. It exists at the top of Hadoop to recapitulate the big data, as
well as generates queries as well as analyzes it effortlessly. In a database, the schema
is stored by the Hive as well as it also processes the data in HDFS. An SQL query
language is provided by Hive and is called as HQLor HIVEQL. It owns data in the
Hive table means it is called a Hive internal table.

It does not own the data. This means it is a part of Hive, HDFS only owns the
external Hive tables. To create the external table, it is required to use an external
keyword. An external table is a way to protect data against accidentally drop
commands. It provides a bucketing concept, another technique for decomposing
table sets into manageable parts. Joins can also be performed using it.

Apache Flume is a tool to collect, aggregate aswell as transport the huge quantities
of streaming data like events, log files from different sources to the centralized data
storage unit. It is a system utilized for transmitting huge amounts of streaming data
within theHDFS.Accumulating log data existing in the log files from theWeb servers
as well as combining it in HDFS for its analysis is the main usage of this system.
There are few Flume components lists event, client, agent, source, channel and sink.

An event is a fundamental unit of data transported like single log entry or a tweet
by a Flume from its originating points to the destination. The client produces data
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Fig. 2 Hadoop core component

in the form of events. The agent is referred to as a self-governing JVM process that
can host components of Flume like sinks, channels as well as sources.

Therefore, providedwith the capability of collecting, storing aswell as forwarding
events from one place to another. The source is an active component that receives
the event and places it in the channel. Channel is a passive component that buffers
the event and sends it to the sink. The method Flume agents use to transfer events
from their sources to destination. Sink removes the event from a channel as well
as move them to the upcoming agent to the event’s final destination or in the flow
Flume pushes data to the sink because of which writes to sink can overwhelm data
read from sinks.

Javascript Object Notation is a lightweight and data-interchange notation. It is
primarily utilized for transmitting data between the server as well as the web appli-
cation. JSON is used for storing as well as organizing the content generated with the
help of CMS at the site. It is a self-governing data format and is the best substitute
for XML.

Word Cloud is a visualization tool to act easily. The more exact a word seems in
the source of text, the bolder and bigger it looks in the cloud of words. It is the group
or cluster of the words shown in unique sizes. If the word appears in a bigger size as
well as bolder, the more frequently it is declared in the text provided. These are the
ideal methods to highlight the relevant portions of the data in the textual form from
blogs to databases. Significant textual data points can be highlighted using a Word
Cloud (Fig. 3).
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Fig. 3 Visualization of the
Word Cloud

Twitter Application Creation, extract the tweets, we have to make a Twitter
application. The creation of the Twitter application is as follows.

Step 1: Initially, we have to sign in to the Twitter account as well as do little work
with the Twitter application window in which we can manage, delete and create
Twitter apps by navigating to the following link https://apps.twitter.com.
Step 2: From the above link, click on the button written with create New App.
Then, you will be going to a window and has to fill your detail information to get
an application.
Step 3: A new appwill be createdwhich is used to create Consumer andConsumer
secret key, Access token and Access token secret used to edit in a Flume. conf.
file. To fetch Twitter data which is lively tweeting in the account, these above-
mentioned keys are used.
Step 4: In the details of the app, we can find the keys under keys and tokens. Out
of which, consumer keys will be shown, and access tokens will be generated for
every instance.
Step 5: Consumer Key, Consumer Secret, Access tokens are used to configure the
Flume agent (Fig. 4).

4 Proposed Analyzation Incentive in Twitter

The proposed framework we have seen in the earlier papers the analysis of Twitter
data has done to the log files. To overcome the drawbacks, we are using Hadoop as
well as its ecosystems. For getting raw data fromTwitter, we are usingApache Flume.
We have utilized the standard platform as Hadoop on a single node Ubuntu machine
for solving the problems related to the big data by the MapReduce framework. The
Flume has been utilized to fetch the real-time data on Twitter as well as store it in
HDFS. The condition for Flume as well as Hive is that Hadoop must be installed
before its use.The format used to transfer the data between server andWebapplication
is JSON. Hive is used to transform the data into text.

The workflow of the project is shown above, the data which is stored in sources
will be extracted using the Flume agent and will be stored in a Hadoop environment.
The extracted data will be in the format of JSON, as many tools have been developed

https://apps.twitter.com
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Fig. 4 Twitter keys and tokens

over the Hadoop to manage the data. Using the tools of Hadoop, we can manage the
data to transform from semi-structured format to structured format. Each technology
used in the above process is explained below.

The following procedure is used to achieve the purpose of the proposed system.
The steps that include are

1. Initially, we have to create a Twitter app that includes the Twitter tokens which
will be used for fetching real-time data.

2. The data will be extracted from Twitter using Flume technology, and it will
be stored in local HDFS. The Twitter data comes from the site will be in an
unstructured format known as JSON.

3. The analysis part will be done after storing Twitter data into HDFS, and the
analysis part will be done using Hive. We can transform into a structured format
using Hive.

4. The structured data will be in the form of text and will be visualized through
Word Cloud using Python.

5 Results and Discussion

These are the commands required to extract Twitter data from the server of live
streaming. The data extracted from Twitter will be in the format of JSON as shown
in Figs. 5 and 6.

The Twitter data will be stored in the browsed directory (UNIX) as shown in
Fig. 7.
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Fig. 5 Commands to extract Twitter data

Fig. 6 Twitter data in the format of JSON

6 Conclusion

Previously, the data of Twitter in which we analyzing was a log file. To achieve this,
we have to perform a code of lines coding to achieve this. To perform sentimental
analysis on stored data we have to perform complex operations. Here we can extract
Twitter data of live streaming by using Flume. The extracted Twitter data file has to
be transformed from JSON format to text format using Hive. From this approach,
we can perform a task in less time. Visualization can be done using a Word Cloud.
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Fig. 7 Data fetched from Twitter and sank into HDFS
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Blockchain Integration in House Voting
System

Hemanth Chebrolu, Saikumar Buragadda, A. Viji Amutha Mary, and Jancy

1 Introduction

Electronic democratic frameworks are an outcome of the existing research subject,
within a time limit length as a goal, point of limiting the cost of running a political
decision with assuring the honor of political race by agreeing to the necessities of
safety, defense, and compliance. By replacing the old paper-based and pen-based
plot with other appointive frameworks can improve in modifying the democratic
procedure more recognizable and undeniable. Will of the individuals is a very much
regarded wonder for the portrayal of sentiment in the arrangement of constituent
bodies. These discretionary bodies differ from the school associations to the parlia-
ments. Throughout the years, ‘vote’ has risen as an apparatus for speaking to the desire
of the individuals for their determination settlement among the accessible decisions.
The democratic [1, 2] instrument needs to bring faith over individuals for the choice
of their vote of lion’s share. This undoubtedly has become useful for democratizing
the democratic procedure and the benefit of casting a ballot framework to choose
the parliaments and governments. In 2018, there are 167 areas out of minimal more
than 200 who have a popular government: full, defective, or half breed and so forth
[3]. From then, the faith of individuals is expanding in majority rule governments
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and has become clear that while casting a ballot framework they will have faith over
it. By the righteousness of the developing trust on the vote-based foundations, the
democratic framework rose as a stage to help individuals to choose their delegates,
who therefore structure the legislatures [4–7]. The intensity of the portrayal enables
the individuals with a trust that the legislature will deal with the national security,
national issues like well-being and instruction approaches universal relations, and
tax collection to serve the individuals. To make the democratic procedure increas-
ingly successful, the establishments like ‘Political decision Commission’ appeared
in changed parliamentary majority rule governments. The organizations, alongside
setting up the procedure and enactment for leading the races, framed the democratic
areas, discretionary procedure, voting democratic frameworks for providing direc-
tion of straightforward, free, and reasonable rates. The idea of mystery casting a
ballot was presented since the start of the democratic framework. Since the trust in
law-based frameworks is expanding maintain that the trust in casting a ballot ought
not to diminish. In the ongoing past, there have been a few models where it was
noticed that the democratic procedure was not clean and confronted a few issues
including straightforwardness and decency, and the desire of individuals was not
seen to be adequately evaluated and interpreted as far as the development of the
legislatures.

Electronic democratic frameworks are the outcome of the dynamic research
subject, within a time limit length as a goal, point of limiting the cost of running
a political decision with assuring the honor of political race by agreeing to the
necessities of safety, defense, and compliance [1]. By replacing the old paper-
based and pen-based plot with other appointive frameworks can diminish extortion
while detectability and confirmation of the democratic procedure. Blockchain is an
open record dispersed, perpetual, incontrovertible. Modern innovation consists of 3
primary attributes: (I) Immutability: For any ‘new square’ in stored record is to allude
to its past adaptation of that record. The resultant is the unchanging chain named
blockchain takes its name and keeps it from changing the trustworthiness of the past
passages. (II) Verification: The record is decentralized, repeated, and conveyed over
different destinations. This guarantees more accuracy (by wiping out unnecessary
points) and confirms outsiders, are kept as records of agreement form in all hubs.
Disseminated Consensus: an accord convention conveyed to find out who will have
the option to add new data over to record for exchange [8, 9]. System hubs of the
greater part must agree before the new proposed section square turns into a lasting
piece of the book.

2 Related Work

Li et al. [1] hardware and programming framework structure utilizing RFID inno-
vation. It is a secure strategy for electronic democratic in a survey and region
setting. Contrasted with ‘polling form’ on direct account gear (DRE) and optical
checking, the e-voting form can be utilized for tallying. Voter check quick describes
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open bulletins and security issues are examined together with an endeavor to plan
equipment programming for secure remote PC casting a ballot at home.

Pan et al. [3] E-casting a ballot framework, known as enhanced NOTE (E-NOTE),
is enhanced by another convention structure and guard dog equipment to guarantee
privacy and casting a ballot precision. The Ballot Distribution Center (BDC) is intro-
duced to disseminate polling forms in our improved framework other than Elec-
tion Committee (EC) and Vote Counting Committee (VCC). BDC is an unbiased
outsider. At the point when the voters cast their votes, the votes and the names of the
competitors are isolated into two sections and they cast their votes when the voters.

Thomas [4] the procedure to make and oversee casting a ballot and political
decision subtleties, as all clients must log in by client name and secret key and snap
on their ideal contender to enlist casting a ballot. All the client needs to do is login
and snap on his contender to enlist his vote.

Olaniyi et al. [5] the creator has built up a strong cryptological model for secure
electronic democratic. The presentation examination was done as per the degree
to which the model meets the general and practical necessities of the protected e-
casting a ballot framework: confirmation, trustworthiness, classification, and check
to utilize exploratory factor investigation, different relationships, and nonparametric
inferential test measurements.

Woller [6] Reflecting looking into it of the Indonesian e-casting a ballot activity
to analyze the intentions behind e-government appropriation by the neighborhood
government. Subjective information was gathered from five government pioneers at
civil and town levels in a district that recently held e-casting ballot decisions in the
town.

van der Meer [7] votes are as yet being completed at casting ballot stalls truly.
This procedure does not ensure security, and control cases have been watched. The
creator utilized blockchain for security to take care of this issue. Blockchain utilizes
encryption and hashing to shield each cast a ballot. One vote is viewed as an exchange
right now. A distributed system is made to make a private blockchain which imparts
this disseminated book to a democratic exchange.

Schmid [10] the versatile democratic framework will empower the balloter
to enlist for web-based democratic by utilizing the Internet from anyplace and
make his/her choice and view the outcomes. This SRS covers the portable demo-
cratic framework with both programming and equipment prerequisites just as the
framework’s essential highlights.

3 Existing System

Casting a ballot, regardless of whether the conventional expressive dance-based or
electronic democratic (e-casting a ballot) is the thing that the cutting edge majority
rule governments are expanding upon [11–13]. As of late, voter lack of concern is
expanding particularly among the more youthful PC/technically knowledgeable age.
E-voting is pushed forward as a potential answer for the draw in youthful voters
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[14, 15]. For a hearty e-casting a ballot plot, various functional and security prereq-
uisites are determined including straightforwardness, exactness, suitability, frame-
work and information honesty, mystery/protection, accessibility, and conveyance of
power. The current framework depends on blockchain usage [16–18]. The current
framework works in a protected electronic democratic framework, which assures
the safety and decency of existing democratic, without compromising in straightfor-
wardness, and flexibility [19, 20]. This has only been a trial for current frameworks.
The current framework utilization of blockchain as assistance is to execute circulated
electronic democratic frameworks [21, 22]. From the customary democratic frame-
work, deceitful is going on consistently. There is some security executing; however,
in an equal manner fake is expanding [23, 24]. The biometric validated vote throwing
utilizing blockchain.

4 Proposed System

The proposed system is a blockchain-dependent e-casting ballot framework. This
electronic democratic framework is improved from the existing framework by using
blockchain structures. The portions of impediments are used to assess the enhance-
ment made from the existing system. In modifying that part of the undertaking, we
coordinate aadhar card connected versatile number for OTP age; at exactly that point
the voter canmake the choice, and this framework forestalls throwing and re-throwing
of intermediaries. Powerful hashing strategies are executed to guarantee the security
of the information. The idea of square creation and square fixing is presented right
now. The presentation of a square fixing idea resolves the issue of addressing the
surveying procedure by improving the blockchain movement more flexible. Voters
can make their own choice from their home itself (Fig. 1).

Fig. 1 Overview of the proposed system
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5 Module Description

5.1 User Registration

The enlistment eliminates will be conveyed by the appointive chairmen. At the point
when a political decision is made, the user needs to register themselves into the
application by creating a record for their own, and then they can log in into application
to access their record. In light of the client’s solicitation, the server will react to the
client. All the client subtleties are uploaded over to the server and stored in a database.
Clients and competitors need to enlist their subtleties alongside aadhar number.

5.2 Candidate Registration

Right now the competitor will enroll and register by utilizing their aadhar number.
Applicant enrollment will be made utilizing aadhar number and voting public of
that competitor. On the off chance that client competitor gives inappropriate data
framework that will dispose of that enlistment procedure.

5.3 Voting Server

The complete voter’s data and other information will be stored in the database at the
main server. The server can verify the voter with the previously uploaded data. The
applicant’s data, which is stored over the database, can be retrieved to confirm when-
ever necessary. The server will refresh each new voter’s refreshing in its database.
The server will validate every voter by aadhar before they get to the application. So
the client can get to the application.

5.4 Blockchain Formation

A block is a structural container for a lot of information. The memory mostly
consumed by block with data is up to 1 MB at maximum by all means. Every
block will be made up with client information, and a Hash code will be generated
for providing security to that block with information. Here each casting a ballot data
will be put away on the square chain. On the off chance that we store the data on the
blockchain, it is more verified and each square is made dependent on body electorate.
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5.5 Verification

Right now get OTP after they surveyed the vote. OTP is the reason for the affirmation
of vote. At the point when the client survey the vote OTP will be sent to the client
check; after that affirmation of OTP, system will refresh the vote on the database
(Figs. 2, 3, 4, 5, and 6).

Fig. 2 Home page

Fig. 3 Admin page
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Fig. 4 Candidate registration

Fig. 5 OTP verification

6 Conclusion

Right now, it presented a blockchain-based electronic democratic framework that
utilizes clever agreements to verify and financially savvy races while ensuring the
protection of voters. We have indicated that blockchain innovation offers another
chance to conquer the imperatives and hindrances to the appropriation of electronic
democratic frameworks that ensure the security and trustworthiness of decisions and
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Fig. 6 Casting window

establish the framework for straightforwardness. In this way, the task construes that
each individual can survey their vote through a portable application. Verifying the
vote of the voter. The voter can make their choice from home.
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Digital Art Using Machine Learning

Karri Yaswanth Teja Reddy, Karnati Madhava Sai Kumar, A. Pravin,
T. Prem Jacob, and G. Nagarajan

1 Introduction

(i) Digital Art:
Digital art is a moved UI that engages creating etymological characters in every
practical sense in three-dimensional open space through hand development
signals. Customers could create message as if on a whimsical board. Such inter-
faces are useful choices as opposed to the traditional instrument of forming on
the reassure or creating on the track pad/contact screen.

(ii) OpenCV:
Open Source Computer Vision Library (OpenCV) is an open source computer
and machine learning library. OpenCV was built to provide a common infras-
tructure for computer vision applications and to accelerate the use of machine
vision in commercial products. Being a BSD licensed product, OpenCV makes
it easy for businesses to use and modify the code for various purposes. The
library has over 2500 structured algorithms, including a comprehensive set of
computer and state-of-the-art computer andmachine learning algorithms. These
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algorithms can be used to find and recognize faces, to view objects, to segment
human actions in videos. It is highly beneficial to track camera movements of
objects as well as to extract 3D object models and generate 3D point clouds
from stereo cameras. It cluster all the images to produce high resolution picture
of the whole event, find similar pictures in the photo database, get the red eyes
out of the photos taken with flash, follow the eye movements, recognize the
beauty of the place and set up a marker to pinch undesirable facts, etc.

2 Related Works

Our work is the part to suggest in every way that really matters making semantic
characters with hand gestures in graphical space with few degrees of opportunity. At
the present time, customary camcorder subordinate convolutional neural framework-
based air-making structure has been proposed [1, 2]. Signs are performed using a
object of determined concealing before a customary camcorder next by concealing-
based division to mark the marker and track the header of the marker tip. The pre-
arranged network is then used to organize the identity. Confirmation accuracy is also
enhanced by the use of late data moving. Close to the end we guided a test to affirm
that Brisk making capacity moves to the support mode. In the earlier model (support
mode), the segmentation of data rate has been calculated according to the time limit
which was not sufficient. Anyhow by giving end to those problems, we created
a scribble. Then, the stylus mode was not at high speed, anyway we found Brisk
creating sensible for multi-contraption purpose. Scribble has continued proceeding
as a strategy for correspondence and recording information in regular daily exis-
tence even with the introduction of new advances. Given its inescapability in human
trades, machine affirmation of scribble has down to earth significance, as in exam-
ining physically composed notes in a PDA, in postal areas on envelopes, in entireties
in bank checks, in translated fields in structures, etc. Both the online case (which
identifies with the openness of course data during making) and the separated case
(which identifies with checked pictures) are considered. Computations for prepro-
cessing, character and word affirmation and execution with down to earth systems
are illustrated [3]. Various fields of utilization, like mark affirmation, writer authen-
tication and scribble learning gadgets are moreover considered. An activity-based
full system was proposed, and it gains a better visibility [4, 5]. The planning and 6D
was proposed, and it really helps in developing movements [6]. The work focuses
on processing using the pen and extracts a better outcome [7]. The proposed work
provides a better writting experience, and it will be easy for the user to handle and
perform the corresponding task [8, 9]. The procedure based on the content was
devised, and it will inturn decrease the time [10]. The process is performed by using
a controller for game, and it will show an better performance [11, 12]. The new
proposed model can be extended for various purposes in future by adding varieties
of features to it especially for children [13]. Techniques are proposed for cursive
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handwriting, and it will affirmation online [12, 14]. Provides information about the
hop development and swipe [15, 16].

Existing System
We have many handwriting recognition techniques which have been existing for
years. These techniques require excessive devices for giving various gestures an
input require. In the past, the development of depth sensors such as LeapMotion and
Microsoft Connect provided the opportunity to develop frameworks for collaboration
and systems.Thedevices are capable of 3Dpoint cloud computing andhavebeenused
successfully in many human–computer-interaction programs, including 3D hand-
writing recognition and character recognition. Leap Motion Device is designed to
track finger and hand movements in 3D space with the help of 3D LED infrared and
two infrared sensors. This method for signal matching is built with 3D histogram
oriental optical flow (HOOF) and histogram oriental trajectories (HOT).

Disadvantage

• It is time consuming, because of which needs hand-held devices.
• Cost is very high
• It is very difficult to handle the device.

3 Proposed System

The issue of digital art acknowledgment could be drawn nearer dynamically.
Detached air-composing conveys the suspicion hand movement of issuing a letter
is generally restricted. Movement distance can be planted using a tracker, which
can be turned active or not properly to indicate the start and end of a continuous
process. One level up, a development letter is surrounded by partner development
characters with multicolor digital art developments in the digital art. When there is
no touchpad or display device analysis, the standard left-to-right creating design is
hard to keep upwithout spread or shapemutilation. In our key examination, we found
that customers will all in all clinician and spread the last relatively few characters.
If the data which are exhibited are scattered or having gaps, then the customers will
immediately go demand to display a data with no spaces or gaps. Right now, demand
that the customer makes each character out of a characters in a layer-by-layer way,
covering all characters of the characters in the equal visualization, a making style
we term “secured multi color digital art,” which replaces the average related forming
design and has every one of the reserves of being logically proper for air-creating.

Advantage

• Easy to adopt in all environment.
• It is easy to handle.
• Easy to integrate with design.
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3.1 Module Description

Module 1: Sensing
Distinguishing hand signal affirmation structure is to make a trademark interaction
among human and PC which could restrict the apparent movements or passing the
significant information between the user and the interface. It came about hand signs
to be specified in a clear way and very much deciphered with the personal computer
regarded as the issue for the movement association like PC of human correspondence
furthermore changed as man–machine collaboration (MMC).

Module 2: Spotting of Scribble
The visual platform is used to play two exposures of the data stream to locations that
contain certain inbound components. The so-called parts of writing development are
given a kind acknowledgment. The purpose of the visit phase is to separate these parts
from the list work. To allow consistent usage and mobility in trusted data streams,
we use a smoother Windows system. Separate cover windows are requested, and the
merger results of all cover windows are compiled and promptly provided for approval
type.

Module 3: Scribble Storing and Displaying
Content composed perceptible all around is portrayedwith the help of the air bearing.
Enhancement in hand is the circumstance for two-dimensional multicolored-based
scribble. By then, the made substance could be saved as picture similarly as pdf
gathering with more efficient features.

System Implementation
In the initial implementation, we have to capture video through the webcam using
a hand-held recognition system to create a natural connection between the human
computer and the touch-sensitive device to control or transfer sensitive informa-
tion. The effect of hand gestures to be understood and interpreted correctly by the
computer has been considered to be a problem of body communication. Second, it
recognizes the handwriting of the data. The virtual platform is used to perform binary
partitioning of the data stream into potentially compositional and inbound categories.
Parts classified as a handwriting step are referred to the recognition phase.

The purpose of the visualization phase is to detect the discrimination of these parts
of the background function. To allow real-time use and functionality in continuous
data streams, we use the Windows operating system. The overlapping windows are
separated by the split results of all overlapping windows and then transferred to
the recognition phase immediately. Finally, at the end of this phase, the storage
and display are done. The text in the air is defined by the patental trajectory of the
movement of the hand as it is by the handwriting method based on the two letters.
Subsequently, the text can also be saved as an image and in a pdf format.
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4 Algorithm

Step 1: In the first step, we set in the environment for running the project.
Step 2: Now after running, we get two windows on screen, one for sensing the
gestures and the other for spotting and displaying pattern.
Step 3: We give in some movements so that our camera could detect the gestures
and display the pattern.
Step 4:We can also specify some background and add colors through our gestures.
Step 5: We can save and modify the colored images in various formats.

5 System Architecture

The system architecture is given in Fig. 1 depends up on the input that is given by the
user the next set of process such as detect and tracking of the hand. The next process
is it will segment the input, and then finally, the features are extracted. Depends upon
the features extracted, there will be both static and the dynamic gesture. In static, it
will normalize and classify the instance, and the classification process is performed.
The other process will be in terms of dynamic labeling, translation and classification
is performed. The models are loaded based on the request that is given.

Fig. 1 Architecture diagram
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Fig. 2 Recognizing of the pattern

6 Results and Discussions

The patterns are recognized, and the process is explained in Fig. 2. The recognition
process is based on the selection process. The next step is to fill the color for the
design and is described in Fig. 3. The color filling is tested by us, and it gives more
accurate and correct form.

7 Conclusion

Digital art of digital art with multicolor strokes is produced. Depending upon the
signals which we have made through sensors, there is a chance of recognizing all
those characters which have been spotted and predicted. The proposed structure
can complete as a data port for wearable PCs, allowing for object commitments in a
humaneway andwithout the need toworkwithmultiple devices. The results could be
moved to various territories of sign affirmation tasks where unequivocal movements
are worked from a smaller course of action of locals. None of the used techniques
is altered to the issue of scribble affirmation. The proposed plan and systems license
the execution of a structure working continuously on diligent data.
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Fig. 3 Filling the colors for design
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Twitter Topic Analysis Using Multi-tweet
Sequential Summarization
for Sentimental Data

B. Melanshiya, P. Mirium Swarna, and Ramya G. Franklin

1 Introduction

From a couple of years, online networking is quickly growing up now heaps of
administrations existing, for example, Facebook, Twitter, and so on. Today billions
of individuals utilize Facebook and Twitter; thus, the colossal information is created
[1, 2]. These information comprise the images, videos, text messages, and events.
On consistently, number of occasions made and shared over the world through Face-
book and Twitter. Identifying and observing the occasions are one of the most testing
errands [3, 4]. Twitter is one of the most generally utilized administrations in only
780 days, and it crosses the 10 million clients [5, 6]. As indicated by this thousand
of occasions made and shared over the world in only minutes [7]. With the goal that
distinguishing an occasion isn’t simple for the conventional technique in light of the
fact that these methods depend on human intercession and the exactness is likewise
less [8]. As indicated by Statista in India, Twitter has in excess of 30 million dynamic
clients until December 2018. In the field of information investigation, occasion loca-
tion assumes a significant job in checking the top hot occasions [9]. Because of the
more established techniques, web watch official cannot follow the hot occasions in
an auspicious way [10]. To address this issue, we use a three-advance model based
on Hypertext-induced [11], theme scan, and latent Dirichlet allocation.We propose a
HITS-based subject choice strategy [12]. This methodology makes a littler top-notch
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preparing dataset by choosing excellent posts and compelling clients from among
an assortment of clients and posts, which to a great extent diminishes the effect of
superfluous posts and normal clients, and improves the productivity and exactness of
occasion location contrasted [13, 14]. Therefore, the proposed methodology would
automatically identify the quantity of points and discern main occasion related posts
from a huge number of posts, further improving the efficacy and precision of the posi-
tion of the opportunity and beating existing methods [15]. We propose a LDA-based
three-advance model that recognizes basic occasions dependent on the quantity of
subjects and distinguishes powerful spreaders engagedwith sharing these basic occa-
sions [16, 17]. The test results on a Twitter dataset demonstrate the knowledge and
accuracy of our models during related work occasional exploration and the detection
of strong spreaders.

2 Related Work

Lately, occasion location has been the focal point of a wide scope of research, partic-
ularly from the web-based life viewpoint, because of its receptiveness and informa-
tion accessibility [18]. Existing web-based life recognition models are ordered either
as highlight pivot or as pivot report models. A recognized occasions by gathering
bursty words [2, 19]. Be that as it may, this technique does not have a vigorous
probabilistic establishment and concentrates just on occasion discovery; it neglects
to distinguish key occasion related posts or the powerful spreaders engaged with
these basic occurrences [20]. Micro-blogs is furthermore called get-togethers; get-
togethers may hold essential materials that depict the conditions during a crisis [21].
Recognizing a target occasion in social frameworks reliant on a single source needs
to analyze the composite occasions contributed by different social clients [22]. Up
until this point, the issue of fusing unclear viewpoints from different clients isn’t all
around investigated [23]. To address this issue, we propose a novel framework to
recognize composite get-togethers over streams, which totally abuses the informa-
tion of social data over different estimations [24]. Micro-blogs, for instance, Twitter
reflect the general populace’s reactions to genuine occasions. Bursty subjects from
micro-blogs reveal what occasions have pulled in the most online thought. In spite
of the way that bursty occasion identification from content streams has been consid-
ered beforehand, past work may not be proper for micro-blogs considering the way
that differentiated and other substance streams, for instance, reports and intelligent
disseminations, micro-blog posts are particularly various and uproarious. To find
points that have bursty plans on micro-blogs, we propose a subject model that at
the same time gets two observations: posts circulated around a comparable time
will undoubtedly have a comparable theme, and posts conveyed by a comparable
customer will undoubtedly have a comparable subject. Wavelet [25] analysis was
applied to the recurrence-based crude signs of words in constructing signals for
singular terms, and channels trifling words by looking at their auto-relationships in
comparing signals. This strategy distinguishes occasions utilizing a seclusion based
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chart parceling system. Notwithstanding, it likewise concentrates just on occasion
location and does not consider key posts or compelling spreaders, which expands the
complexities engaged with instantly following and controlling occasions. Archive
rotate models distinguish occasions by bunching records as per the semantic sepa-
rations between them. The use of LDA point models for viewing the subjects in
content streams. The creators additionally utilized a development lattice to record
the assortments of themes, which accomplished great execution. A proposed subject
model for the bursty event detection (BEE) which, by demonstrating these opportu-
nities, distinguishes new bursty occasions. Anyway all of these periodic exploration
techniques expose flaws in the programmed recognition of the number of trends and
the recognizable evidence of related key posts and convincing spreaders associated
with these specific occasions. TDT frameworks give general layouts and basics with
respect to occasion identification.Be that as itmay, boisterous posts and the extraordi-
nary quantities of common clients make these strategies inadmissible for either basic
occasion recognition or the recognizable proof of persuasive spreaders for enormous
amounts of online networking information. In outline, the above models do not will
in general perform well in occasion location in the accompanying regards: First, the
attributes of micro-blogging, for example, the connections among clients and their
posts, cannot successfully address the impact of clients and the significance of posts.
These methods are centered uniquely around occasion discovery by the gathering of
words. Second, existing methods think about just occasion identification and are not
worried about the revelation of key posts.

3 Methodology

We also suggest a three-step model based on the latent Dirichlet allocation, which
can identify the most persuasive hot occasional spreaders depending on both post
and client data. Using a Twitter dataset for our investigation, our test results show
the adequacy of our proposed techniques for both the recognition of occasions and
the distinctive evidence of persuasive spreaders. The proposed framework through
foreground dynamic topic modeling. This empowers an end client to totally inves-
tigation a slanting theme to a more prominent degree of detail. Pre-preparing stage
the proposed framework additionally handles non-English tweet interpretation that
is fundamental to forestall disposing of general feeling about the inclining subject.
It is called as stream-based methodology and semantic-based methodology. Repe-
tition check is performed to expel copies from the chose tweets followed by an
edge check to guarantee reasonable blend of client’s assessments. Trending topic
collection inclining subjects will be removed utilizing the locale’s “WOEID” which
particularly recognizes any district on the planet. Twitter API will empower the
extraction of area astute patterns. Extricated pattern will be dissected to affirm to
the necessity that the theme includes a few sub-points covered up in it. Inclining
subjects will be put away in the database. While putting away the slanting themes
into the database, they will be labeled with the month run during which it drifted.
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This will empower client to pick a theme to examine dependent on the month run.
Tweets ordinarily include numerous loud substances and not well-framed words on
the grounds that the clients are permitted to tweet just inside restricted characters. In
this way, cleaning and setting up the significant information is basic for any sort of
examination to be performed on the information. Tweet pre-preparing includes the
accompanying errand: URL Removal-URL and connections will be expelled from
the tweet content. SlangWord Replacement: Slangwords like LOL andOMGwill be
supplanted its proper English words, for example, Roar with laughter, Oh My God,
and so on. Non-English word channel through tweets could be separated utilizing
explicit language, some loud terms and words degenerate the objective information.
Non-English words will be separated with the assistance of a lexicon. Stemmer and
Stop word evacuation English words will be stemmed and just the root words will
be held. Stop words in the tweet substance will be evacuated. Highlight extraction
associated with this framework makes a critical effect in the presentation of the
supposition characterization task. Tweets have an uncommon nature not at all like
typical English sentences like @ image used to allude to a client, emojis commu-
nicated in the tweets, and so forth. Consolidating such highlights while performing
highlight extraction improves the general procedure. Content highlights are a blend
of common sentiment words and theme assumption words which will be utilized
to prepare the classifier. With POS labeling for tweets on a subject and evacuating
the basic assessment words, the proposed system chooses the continuous descrip-
tors, action words, things, and qualifiers as applicants of theme versatile. On-content
highlights incorporate the @-organize highlights, client supposition highlights, and
emojis. These highlights catch the exceptional idea of tweets as highlights. In twitter,
@ image in a tweet is utilized to allude to a client whom an individual would tweet to,
for example, @abc implies that the tweet is alluding the client abc. In conventional
framework, outlines may content clashing substance that decreases the comprehensi-
bility and the general effect of synopses produced. Mostly like, this framework plans
to perform estimation order and afterward utilizing subject savvy supposition named
information continues to the rundownmodule. Assumption order is a delicate subject
errand, i.e., a classifier prepared from one topic would perform more unfortunate on
another. In comparison with the item survey, Twitter also requires details naming and
a rating system to receive conclusion points. Incredibly meager tweet content even
cuts off a supposition classifier display. Propose a flexible estimation order model
for the semi-regulated subject right now, beginning with a classifier focused on usual
highlights and blended marked details from different themes (Fig. 1).

4 Experimental Results

Social media is an integral part of the world and will only continue to build its impact
in the future. This humongous dataset could be analyzed to boost other networks and
industries. We used one method of analysis called an analysis of sentiments. Many
innovative compressor and filter algorithms can play an important role in bridging
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Fig. 1 System architecture

the language barrier and coping with noisy material and unformed words. Twitter’s
sentiment analysis using big data has helped us to analyze large amounts of data sets.
We concentrate on a study of general sentiment. In the field of sentiment analysis,
there is scope for research with a partly defined background (Figs. 2 and 3).

5 Conclusion

In this proposed model, by hash labels, we can give a basic mechanized strategy to
what individuals think. Subsequently, gathering data from systems and dissecting
it utilizing big data methods has behind the conventional database approach. Slant
examination of Twitter utilizing huge information helped us to investigate immense
measure of datasets.We can additionally think about the different suppliers and judge
which one is the best. So as to quantify the presentationwith the current frameworkwe
at first actualizewithMap lessen design. In the following stage, wewill actualizewith
Spark outline with and the exhibition will be analyzed. Our exploratory outcomes the
adequacy of our suggested approaches in occasion identification, key post discovery,
and identifiable proof of convincing spreaders for a Twitter dataset is demonstrated.
We intend to additionally examine the practices of persuasive spreaders and build up
a powerful network location model that can advance after some time.
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Fig. 2 Negative analysis

Fig. 3 Positive and neutral analysis
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Content-Based Image Retrieval in Cloud
Image Repositories

Vishnu Vardhan Kathika, K. S. G. Jagadeesh Babu, A. Pravin,
T. Prem Jacob, and G. Nagarajan

1 Introduction

BOEW is one of the highest rising area of research work in the cloud computing field
as the chances of getting it are drastically increased when compared to recent years.
Image retrieval is considered that has seen a drastic growth in the era of digitization
and has also been an initiative for several new applications and techniques that are
used globally by numerous people [1, 2], which is also considered as one of the most
significant areas of research that used various techniques. Content-based image could
be stated as a type of learning that is done without using any human intervention. The
performance of any task by making use of this technique is improved by continuous
learning. When it comes to learning, it is of two areas [3, 4]. The first area is content-
based where the features of the dataset are given and are used for training purposes.
The second area is image based where the encryption takes place without having
any feature set [5–8]. Most commonly, images are used for extracting the features
from the dataset and then using them for further classification purposes [9, 10]. We
have projected a model that makes use of various schemes for classification and AES
and RSA algorithm for retrieval that particularly for content-based image areas. The
rest of the paper consists of some related works proposed by various researchers, the
methodologies and algorithms used in the proposed technique, and the results and
discussions [11].
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2 Related Works

Many scientist for segmenting or classifying a specific object or a certain area from an
image [12, 13]. A semi-automatic retrieval method is proposed for cloud computing
[14]. In [15, 16], most of the system will have unique identifications on getting the
image and more classification will not have accurate value as we expected. In that
cases, we have to use segmentation and machine learning schemes for detecting the
perfect area inside the image.[17, 18], this paper have proposed the unique system for
retrieval inside the database in image based and vision based. In [19], by integrating
the content with the Bayesian model. Weighted aggregation algorithm was used for
the detection of image. The performance evaluation was done on a larger dataset
where stochastic models were used to extract the features [20]. The model could be
enhanced by providing an accurate boundary of the images. Simultaneous image and
bias correction were performed by some researchers [21, 22], where minimization of
energy was performed by an efficient encryption approach. The technique stated that
the experimental results were performed on a real dataset of images and produced an
accurate intensity of homogeneity [23, 24] classified lung cancer images from random
scans using the BOEW technique yielding a good accuracy of 96.67%. Encryption
approach used in [25] described the retrieval technique producing an accuracy of
92%.

3 Proposed System Approach

Numerous methods and classification techniques are enhanced and efficient model
designed in the current paper first retries the sequence of content from the scanner
database. The images are then preprocessed where all the features of the images are
extracted using various techniques.

The retrieval scheme is initially done by random image analysis where all the
images are processed in such a way that it generates new content-based images. The
validation of the dataset is done step by step for a particular time period. As the
proposed model is an iterative process, the model tends to produce a more accurate
result when compared with other existing techniques.

Advantage

• Provides high accuracy results.
• It is fast and easy to handle.
• Easy to integrate with design.
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3.1 Module Description

Create Repository and Upload Images
Repository is storage space of collection of data. Each repository is created by single
user. He is the owner of that repository. Then, he generates a key for that repository
by using RSA algorithm and shared with the users who are all have an account to
access it. Now, repository can be accessed by multiple users with the permission of
an owner. Then, owner uploads huge amount of image datasets as zip file into the
cloud.

Codebook and Index Generation
The admin of cloud has responsibility to create documents based on images which
are useful for searching of images by users. So, he extracts zip file and applies
CBIR encryption technique. It encrypts images based on color values and texture
features and shuffling the pixels in column-wise as well as row-wise. Then, he creates
codebook, index, and image key for those encrypted images. These files are used
to improve the searching efficiency of cloud and manage the time properly while
retrieving answer.

Add Image/Query to Cloud
Now, users can access the cloud to add their own images into the repository. So, if
that cloud has ‘n’ number of users, then repository has chance to increase rapidly.
Now, the repository has collection of ‘n’ number of images in different domains. All
the images are stored in encrypted format for security. Then, user must ask query
to cloud. Its take query in the format of encrypted image using CBIR encryption
technique.

Content-Based Searching and Retrieval
After receiving encrypted image query, the cloud extracts the features of an original
image. Now applying content-based searching on the codebook and image index by
using that extracted features. Obviously, now searching results will be an encrypted
image. This resulted answer will be send to that corresponding user. Now, user can
apply CBIR decryption technique to decrypt the retrieved images. So, the answer
will be very fine and delicious due to huge dataset.

System Implementation
In the system implementation, the repository is storage space of collection of data.
Each repository is created by single user. He is the owner of that repository. Then, he
generates a key for that repository by using RSA algorithm and shared with the users
who are all have an account to access it. Now, repository can be accessed by multiple
users with the permission of an owner. Then, owner uploads huge amount of image
datasets as zip file into the cloud. The admin of cloud has responsibility to create
documents based on images which is useful for searching of images by users. So,
he extracts zip file and applies CBIR encryption technique. It encrypts images based
on color values and texture features and shuffling the pixels in column-wise as well



558 V. V. Kathika et al.

as row-wise. Then, he creates codebook, index, and image key for those encrypted
images. These files are used to improve the searching efficiency of cloud andmanage
the time properly while retrieving answer. Now, users can access the cloud to add
their own images into the repository. So, if that cloud has ‘n’ number of users, then
repository has chance to increase rapidly. Now, the repository has collection of ‘n’
number of images in different domains. All the images are stored in encrypted format
for security. Then, user must ask query to cloud. Its take query is in the format of
encrypted image using CBIR encryption technique. After receiving encrypted image
query, the cloud extracts the features of an original image. Now applying content-
based searching on the codebook and image index by using that extracted features.
Obviously, now searching results will be an encrypted image. This resulted answer
will send to that corresponding user. Now, user can apply CBIR decryption technique
to decrypt the retrieved images. So, the answer will be very fine and delicious due to
huge dataset.

4 Algorithm

Step 1: Initially, to set the environment.
Step 2: Now, after running, we have to create a registration for admin, owner, and
user. The owner adds all the images into the repository.
Step 3: The admin maintains all the data inside the repository by maintaining the
codebook.
Step 4: Similarly, an account creation should be made based on the same user
data so that the bank account is directly linked to the Web site and to access or
purchase of items.
Step 5: The user logins into the Web site and when given an image as a query the
image through object detection technique shows all the related images as product
and the can directly purchase them.

5 System Architecture

The architecture is given in Fig. 1. Where the owner is going to share the key with
the users who are connected. The role of the owner is to upload the image and create
the repository. The owner will also provide the key which will be in turn used by the
users. The user will add image and the query will be in the form of encrypted image.
The final image will be passed to the user from the cloud.
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Fig. 1 Architecture diagram

6 Results and Discussions

Figure 2 is a page where the admin maintains the repository. He can do various
operations like create repository, create repository key, share repository key, and
upload the zip file. Here, the admin shares the key to all its registered users so
that the registered users can access the data. The admin also uploads the zip which
contains the various images to encrypted data and store in the form of code book.
Figure 3 depicts how to generate the codebook and index from the given zip file.

Fig. 2 Content-based image retrieval
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Fig. 3 Generation of codebook and index

7 Conclusion

We have proposed an efficient method of producing an image using content-based
retrieval scheme, and these give more comfort to the cloud users as well as backend
management team. These areas come under data analytics. The images obtained from
random scanners are used for fusion in such a way that they generate high image
quality. Classification of the images is done using BOEW. These images are then
used for further classification. Process is done using the RSA and AES algorithm.
The techniques can be extensively used for detecting images using content and has
obtained an accuracy level of about 99.69%.
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Feature Selection Using Multiple Kernel
Learning Methods

K. Siva Sandeep Reddy, K. Gunavardhan Reddy, A. Pravin, G. Nagarajan,
and T. Prem Jacob

1 Introduction

Kernal-based bunching calculations, for example, k-mean part, can catch the char-
acteristic nonlinear structure in numerous genuine world datasets and consequently
by and large perform preferred in bunch execution over direct parcel techniques [1].
In genuine applications, we can assemble a few centers and apply a few principle
capacities. Be that as it may gathering execution to a great extent relies upon the
decision of grains [2]. Sadly, it is as yet a test to decide a reasonable among a wide
scope of potential centers for information gave and undertakings ahead of time. It is
increasingly troublesome, particularly in solo learning exercises, for example, gath-
ering, because of the nonattendance of labels. To conquer this trouble, numerous
solo different portion learning strategies are accessible proposed [2, 3], which plan
to become familiar with a center of agreement of a gathering of client character-
ized centers. Customary multi-center learning strategies without supervision gain
proficiency with an accord center by directly joining a set of applicant beans. For
instance, [4] gave a strategy for otherworldly gathering of numerous perspectives
in a direct manner joined phantom embeddings to get the last bunching. The tech-
nique proposed a restricted various parts k-implies strategy for malignant growth
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science applications [5]. A different piece learning technique is learning the ideal
neighborhood for the bunching [3].

The above strategies focus on consolidating all up-and-comer bits, while overlook
the vigor of the techniques. In any case, in certifiable applications, the bits are regu-
larly tainted by clamors. For instance, since the first informationmay contain clamors
and exceptions, the piece built with these information will likewise be defiled. What
is more, despite the fact that the information is spotless, ill-advised piece capacities
may likewise present clamors.

2 Related Works

To ease the exertion of commotions, as of late, some strong different piece learning
strategies [6, 7] are proposed. These techniques center around the commotions
brought about by the defiled occurrences, though cannot catch the commotions initi-
ated by piece works well. Note that, some different part learning techniques dole out
bigger load on the more suitable parts can catch the commotion incited by bit capac-
ities to a few degree. Be that as it may, in these techniques, the weight is forced on all
components of the piece lattice, and it is a piece excessively harsh. For model, some
wrong pieces may have a low weight in these techniques, which implies all compo-
nents including the helpful parts in the piece lattice will have a similar lowweight and
won’t be useful to the kernel-based learning. To deal with commotions all the more
extensively, right now, we propose a novel local and global de-noising multiple bit
learning technique. We see that the piece grid may contain two sorts of clamors: one
is brought about by debased occurrences, and the other is brought about by unseemly
portion capacities. Primary proposed by Yohai (1988), MM-estimators have become
increasingly popular and perhaps now in themost commonly employed robust regres-
sion technique. They combine a heavy breakdown point (50%) with good efficiency
(approximately 95%). The “MM” in the name refers to the fact that more than one
M-estimation procedure is used to calculate the final estimates. It has both the high
breakdown property and a higher statistical efficiency than S estimation.

3 Proposed Work

Multiple portion learning has been effectively examined [3, 5, 8]. In view of the
accessibility of classmarks, different piece learning can be classified into two classes:
directed calculations and unaided strategies. In supervised learning, names of occa-
sions are accessible, which can be useful to take in an agreement portion from
different parts. For instance, Liu et al. coordinated range data into numerous part
learning to improve the bit learning execution; stretched out extraordinary learning
machine to various portion picking up prompting a numerous bit outrageous learning
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Fig. 1 Architectural view

machine. Albeit administered various portion learning has been broadly contem-
plated, solo calculation is all the more testing because of the nonappearance of class
names. In unaided learning, a few techniques broaden single piece-based bunching
strategy into various bit setting. For instance, proposed a different part fluffy grouping
techniques by presenting a network initiated regularization and gave a self-weighted
different part learning calculation and applied it to a diagram-based bunching tech-
nique. Since part k-implies is a well-known bunching strategy, numerous unaided
different piece learning techniques have P. Zhou et al.: Unsupervised robust multiple
kernel Learning by means of extracting local and global noises been created in
its system. They likewise proposed two co-regularization-based methodologies for
multi-see ghostly grouping by upholding the bunching theories on various perspec-
tives to concur with one another collected pieces with various loads into a brought
together one for ghastly grouping. By falling back on the otherworldly technique,
additionally proposed to unravel a different part k-implies related with two-layer
loads [5]. Like [5, 6] first introduced a various bit k-implies strategy which consid-
ered the portion connections, and afterward relying upon the outcomes in [1], they
move the part k-intends to phantom strategies furthermore, get the grouping results
from eigenvalue decay.

Figure 1 gives the architectural view of the system. The datasets that are collected
are grouped, and it will be given for the next stage. The next process will be the
data preprocessing. The output will be the extraction of the special feature and the
elevation feature, and finally, the feature selection is performed.

4 Results and Discussion

We provide in the reference color scene in Fig. 2 and after the computation we get
noisy low-resolution depth map and after that we get reconstructed high-resolution
depth map.

We provide the black and white image in Fig. 3 containing some noise and specify
the user required colors and after the execution we obtain the desired outcome.
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Fig. 2 Reference color scene

Fig. 3 Original BW image to automatically image
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5 Conclusion

Contrasted and the isotropic dispersion model and the absolute variety model, the
new model inferred right now dependent on PDEs. It conquers the staircase impact,
which is inalienable in the idea of the picture denoising by the isotropic dissemina-
tion in the level area, while secures the limit highlights; it defeats the square impact,
which is innate in the idea of the picture denoising by the all-out variety model, while
holds the neighborhood subtleties and qualities. From the presentation of the reen-
actments, the newmodel has more denoise capacity regarding PSNR contrasted with
the isotropic dispersion model and the absolute variety model. Note that numerical
estimations do not consider other proficient counts and progressively appropriate
weight capacities. On the off chance that different techniques for comprehending the
halfway differential conditions are applied to the new model, the intermingling rate
might be improved. Furthermore, because of the absence of the earlier information
on the picture and the investigation of the general structure of the picture, the exhi-
bition of denoising of the new model should be improved, and these are inspired us
for future research.

References

1. K.Dabov,A. Foi,V.Katkovnik, Image denoising by sparse 3-D transform-domain collaborative
filtering. IEEE Trans. Image Process. 16(8), 2080–2095 (2007)

2. Y.J. Li, J. Zhang, J. Wang, Improved BM3D denoising method. IET Image Process. 11(12),
1197–1204 (2017)

3. L. Du et al., Robust multiple kernel k-means using 2,1-norm, in Proceedings of the 4th
International Joint Conference on Artificial Intelligence, Jun 2015, pp. 3476–3482

4. X. Liu, Y. Dou, J. Yin, L. Wang, E. Zhu, Multiple kernel k-means clustering with matrix-
induced regularization, in Proceedings of the 30th AAAI Conference on Artificial Intelligence,
Feb 2016, pp. 1888–1894

5. X. Liu, M. Li, L. Wang, Y. Dou, J. Yin, E. Zhu, Multiple kernel k-means with incomplete
kernels, in Proceedings of the 31st AAAI Conference on Artificial Intelligence, Feb. 2017,
pp. 2259–2265

6. M. Gönen, A.A.Margolin, Localized data fusion for kernel k-means clusteringwith application
to cancer biology. Proc. NIPS 2, 1305–1313 (2014)

7. V.R. Sarma Dhulipala, P. Devadas, P.H.S. Tejo Murthy, Mobile phone sensing mechanism for
stress relaxation using sensor networks: a survey.Wirel. Pers. Commun. 86, 1013–1022 (2016).
https://doi.org/10.1007/s11277-015-2969-y

8. X.J.Mao,C. Shen,Y.B.Yang, Image restorationusingverydeep convolutional encoder-decoder
networks with symmetric skip connections (2016). arXiv preprint arXiv:1603.09056

9. J. Xie, L. Xu, E. Chen, Image denoising and inpainting with deep neural networks, in Advances
in Neural Information Processing Systems (Nevada, USA, 2012), pp. 341–349

10. F. Zhang, N. Cai, J. Wu, G. Cen, H. Wang, X. Chen, Image denoising method based on a deep
convolution neural network. IET Image Processing, 12(4), 485–493 (2018)

https://doi.org/10.1007/s11277-015-2969-y


Detection of Ransomware Based
on Recurrent Neural Network (RNN)

Saketh Kanumuri, Vinay Teja Kantipudi, A. Viji Amutha Mary,
and Mercy Paul Selvan

1 Introduction

With the expanded utilization of PC frameworks and the development of the Internet,
cybercrime has additionally expanded [1]. In the created world, processing and
Web use is imbued in the public eye, the economy and foundation. This perplexing
blend has made a rewarding situation of potential unfortunate casualties, which can
be gone after by cybercriminals [2]. Digital assaults are expanding day by day,
regularly powered by advancing innovation [3, 4]. Ransomware has developed as
a significant danger to people and organizations the same. Given the pervasive
idea of figuring, ransomware is regularly profoundly computerized, consequently
empowering lawbreakers to focus on a wide scope of exploited people like ventures,
administrative organizations and people [5].

Ransomware is getting progressively hazardous, causing critical harm around
the world. Ransomware—a compound expression of payoff and programming—
is utilized to encode and incapacitate a client’s important information, expecting
instalment to recuperate it. The high identification exactness of grouping learning
models is for the most part fuelled by the capacity of repetitive neural systems,
for example, a Long Short-Term Memory (LSTM) [6], to tie between relatedness
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between occasions happening in a specific consecutive request. While such request
can be caught correspondingly in ransomware successions, we accept that these
arrangements display certain extra properties.

The ransomware scrambles the documents surprisingly fast once it begins activity
making the records out of reach [7, 8]. A strategy that investigations the executables
even before they start is to be created [9]. The proposed work does an itemized
investigation of API calls as it tends to be utilized to perform malignant exercises.
Since API calls are the essential square of a program, its examination can be utilized
for seeing how a record acts. The work done right now is as follows:

• Dealing with class awkwardness as the quantity of ransomware tests are a lot
higher than kind examples

• Applying different AI classifiers to distinguish the best model for identifying
ransomware

• Analysis of a colossal corpus of ransomware and generous documents to recognize
the most distinctive API calls among ransomware and amiable records.

2 Relatedwork

The present assemblage of writing contains some work concentrating on the inves-
tigation and discovery of ransomware assaults dependent on arrange traffic. Cabaj
et al. [10] dissected Crypto ransomware powerfully in a devoted domain utilizing
a honeypot and programmed run-time malware systematic framework. They recog-
nized a portion of the systemexercises ofCrypto and introduced functional outcomes,
i.e. distinguishing some intermediary servers, the conventions utilized and the hard-
coded addresses of certain servers. It does not remove anynonexclusive social compo-
nent that can be applied to the recognition of different sorts of Crypto ransomware.
Ahmadian et al. [11] proposed the Connection Monitor and Connection Breaker
(CM&CB) system to recognize ‘high survivable ransomwares’ which utilize Domain
Generation Algorithm (DGA). The proposed strategy examines the mentioned area
names against a recently prepared English languageMarkov chain model. This work
is assembled exclusively upon a solitary system highlight. Further, the viability of
utilizing a Markov chain model against short messages, i.e. an area name, is faulty
and may cause high bogus positive rates. This technique requires the structure and
support of Markov chain models for some non-English dialects, which would be
a costly procedure. Ramya et al. proposed a technique for restricting mischievous
users in anonymous networks [12].

Kharraz et al. [13] examined ransomware having a place with different clas-
sifications like work area locking and those utilizing encryption procedures for
locking the client documents. They arrived at the determination that there are various
ransomware which show comparative examples and they can be separated from ordi-
nary amiable processes. They recommended procedures dependent on observing of
record framework exercises; however, these techniques were not assessed by the
creators Kharraz et al. has recommended strategies which check for the similitude
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of screen captures that are taken before executing a ransomware and subsequent
to executing a ransomware which has a place with the storage family. Their tech-
niques do not proactively recognize ransomware when it enters the framework and
starts its activity. An elective reinforcement office is likewise excluded from their
investigation.

2.1 Network Traffic Analysis

Rt = MATRIX(St)

Mt = DENSE(Wd ∗ Rt) (1)

αt = SoftMax(ωTMt)

rt = Rt αTt. (2)

3 Proposedsystem

The approach for the investigation and arrangement of the different kinds of record in
our work is talked about underneath.When an executable is gotten by the framework,
our model ought to have the option to mark it as (a) Ransomware, i.e. malevolent
programming that scrambles the client records. Benign applications are not perni-
cious. The fundamental plan to accomplish this objective is by a static investigation
of the executable and utilizing API calls utilized as the most separating highlight to
recognize ransomware and amiable documents. The various advances done to land
at this are (1) Feature extraction and investigation: We remove out the API calls
utilized in the different kinds of executables, and a point by point examination is
done to recognize the most separating sets of highlights to be utilized for arrange-
ment. (2) Dealing with class unevenness: Class awkwardness happens when there
are extensively a larger number of instances of one objective class than another. We
have an imbalanced dataset as the ransomware class is the dominant part. This is a
significant issue looked by numerous malware location frameworks [13, 14]. Class
lop-sidedness may influence the working of the classifier, and there is an inclina-
tion towards the greater part class. We have managed this issue by applying Smote
method by chawla et al. [3]. (3) Classification: The information removed from the
component extractor is sent to an essential classifier like choice tree or troupe of
classifiers like an irregular woodland for preparing. At the point when another st of
test information is given, the classifier yields the forecast whether the given record
is ransomware or not. The proposed model is appeared in Fig. 1. The executable
document which might be a ransomware or an amiable record initially experiences a
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Fig. 1 Architecture

pre-processing stage where the static code of the executable is broken down to extri-
cate all the API calls that are habitually found. Programming interface calls that are
huge are recognized, and its essence in the executable is meant as a parallel vector.
The quantity of ordinary/kind-hearted documents that are accessible is far less in
number than the quantity of ransomware accessible through different sources. This
prompts the issue of class lop-sidedness which may influence the presentation of the
order model. This issue is managed, and the decent preparing information is nour-
ished to the characterization model which can foresee whether the an inconspicuous
document is a ransomware ornot.

We can decide if a record might be pernicious by its API calls, some of which are
regular for particular kinds for ransomware. Programming interface capacities and
framework calls are connected with administrations given by working frameworks.
Programming interface capacities and framework calls bolster different key activities
given by working frameworks, for example, arrange, security, framework adminis-
trations, document the board, etc. Moreover, they incorporate different capacities
for using framework assets, for example, memory, document framework, system,
or illustrations. The examples of API work calls can give key data that can be
utilized to identify the development of programming and to speak to practices of
the product. Examination on API capacities and framework is considered an import
job in conducting investigation of ransomware. In an investigation done by Kharazz
et al., the significant level I/O of ransomware is illustrated in Fig. 2. In the different
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Fig. 2 Graphical
representation of instructions

cases appeared in the figure, the Attacker overwrites the clients document with an
encoded form or the assailant peruses, scrambles and erases records without cleaning
them from capacity. On the off chance the aggressor peruses, makes another encoded
variant, and safely erases the first records by overwriting the content. On examina-
tion, it is seen that the API calls comparing to these exercises are utilized vigorously
in ransomware documents as opposed to in kind-hearted documents. On dismantling
the different ransomware and generous records, it is seen that there are sure API
calls that are available just in ransomware [15] documents. This incorporates certain
based APIs calls and a few API calls that are Crypto calls. On analysing the different
API calls all the more intently, we found that specific API calls are available in both
ransomware and kind records; however, how they are utilized and the recurrence of
their utilization fluctuated among ransomware and favourable. These API calls are
available in a bigger number of ransomware records.

4 Architecture

See Fig. 1.

5 Result Analysis

See Figs. 2 and 3.
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Fig. 3 Graph depicts
prediction of ransomware

6 Conclusion

Right now, identification of ransomware has been finished by extricating theAPI calls
utilized by the ransomware and benevolent documents. Methods to keep away from
that destroyed was applied on the preparation set and the presentation has essen-
tially improved. It is seen that arbitrary backwoods applied on the fair preparing
set subsequent to applying destroyed gives the best execution. Ransomware is a
malware that catches the clients’ PC, encodes the information, keeps the getting
to of the documents from the PC and requests cash to get to those information
and ordinary working of the framework. The paper began with clarifying session
ransomware, assaults of ransomware and the impact of this on India. Ransomware
examination and CryptoLocker are likewise clarified. This paper additionally clari-
fies the ransomware procedure and associations between various strides right now.
The hazard from ransomware is genuine, and the hazard is enormous. Obviously,
ransomware is a major risk and powerful measure, and method must be produced
for counteraction.
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A Unique Adaptive Framework
for Predicting Lane Changing Intention
Based on CNN

K. Pavan, M. Dhanaveera Teja, A. Pravin, T. Prem Jacob, and G. Nagarajan

1 Introduction

Driver wellbeing has consistently been a territory important to car examine. With the
progression of semiconductor plan, ground- breaking electronic gadgets with little
impressions are beginning to show up in numerous vehicles. These gadgets are fit
for performing different assignments to help the driver of a car preparing for Driver
Assistance frameworks. One sort of Driver Assistance framework is Lane Departure
Warning which helps the driver in lane changes. LDW depends on lane recogni-
tion which can be portrayed as an issue of distinguishing painted white or yellow
markings out and about surface with practically no earlier information out and about
geometry. Vision based lane discovery is performed with the assistance of a camera
that mounted is under the back view mirror and takes a gander at the street ahead.
Utilizing highlight extraction calculations, pictures caught by the camera framework
are deciphered to extricate important data like lane marker positions and limits [1,
2].Traffic lane detection is one of the theoretically simplest applications in automatic
driving technologies: however, given the need for a very robust solution to ensure
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the safety of travelers under any route, weather and light conditions, even a simple
application poses challenges that need to be addressed [3, 4]. In the demo below,
we see an example of a lane detection system that recognizes concrete boundaries
and uses them to determine when the car moves from its location in a lane to one of
the lines that delimit it [5]. Lane lines are clearly identified and the machine knows
with completed certainty when the car approaches one of them, when it passes it
and when it drives on a different lane then the one from which it originates.; finally,
detect the position of a line even when another vehicle or any other obstacles prevent
the camera from seeing it, in full or impetrate system desires to be flawlessly cali-
brated in order in no way to loose touch with the ideal directly strains delimitating
each sides of the lane, no matter climate or visitors conditions. There is not any
need for multiple camera, if you want to make this digicam calibration gadget robust
sufficient. The set of rules takes into account the perspective given by means of the
incoming photographs and exploits the properties of vanishing factors, computed
through identifying the 2 parallel lines [6]. Knowing at every unmarried moment
the width of the lane leaves the developer with a extraordinarily simple geometric
problem to resolve. As a result, the system is aware of whilst the auto (both driving
force or driverless) is deviating from its lane, voluntarily or not: this systemmastering
based totally answer may be very sturdy, as obviously required through protection
standards. RSIP Vision works on several ADAS-associated projects, generally more
complex than visitors lanes detection Modern technology allows the vehicle to have
internet connection [7, 8].This helps the vehicle to know heavy traffic areas ahead of
time and also decrease the time complexity. Some companies include a voice assist
to help user to navigate or alert him incoming object behind the vehicle [9, 10].

2 Related Works

So J. H. Jung, Y. Shin and Y. Kwon, “Extension of Convolutional Neural Network
with General Image Processing Kernels,” in 2018. This paper introduced increased
efficiency of Lane management system through by adding CNN(Convolutional
Neural Network) which refines the video inputs though repeated frame max pool
and thereby increasing clarity of the image which can be used to detect faint edges
of smaller object [11, 12].

Lucas Has introduced “Optical character recognition with Hough transform based
neural networks” which was published on 1993 introduced various computer vision
based of the proposed system [13–16].

S. Changand Chen-Ju Chou, “Rear-end collision warning system with a rear-end
surveillance camera” published in 2009 introduced safety mechanism to alert driver
of incoming obstacle from rear of the vehicle. This module Increases the safety of
the driver and also increases the awareness of the driver [17, 18]. This Module is
integrated into proposed system to 360 degree view awareness to the vehicle.
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2.1 Core Concepts

2.1.1 Edge Detection

Edges are important changes in intensity in a picture at the local level. Edges typically
occur in a picture at the border between two distinct regions [14, 15]. The noticeable
edge in the photo is the vertical line between the white paper and the black paper.
There is a relatively sudden change between the black pixels and the white pixels to
our eyes. But the transformation is really that sudden on a pixel-by-pixel basis [19].

2.1.2 Prediction

A family of algorithms where they all share a common definition, i.e. each pair of
characteristics to be classified is independent of each other [16, 20]. The Naive Bayes
classifiers are a group of classification algorithms based on Bayes’ Theorem. Bayes’
formula gives relation to P(A) and P(B).

3 Proposed Work

Keep Examine Most of the lanes are planned to be relatively straightforward not
only to promote orderliness but also to make steering vehicles with consistent speed
easier for human drivers. Our natural arrangementmay hence be to initially recognize
conspicuous straight lines in the camera that feed through edge recognition and
extraction systems. We are going be utilizing OpenCV, an open source library of pc
vision calculations for usage.

We will feed in our sample video for lane detection as a series of continuous
frames (images) by intervals of 10 ms. We canal so quit the program anytime by
pressing the ‘q’ key.

The Canny Detector is a multi-stage algorithm optimized for fast real-time edge
detection. The fundamental goal of the algorithm is to detect sharp changes in lumi-
nosity (large gradients), such as a shift from white to black, and defines them as
edges, given a set of thresholds. The Canny algorithm has four main stages: As with
all algorithms for edge detection, noise is a crucial issue which often leads to false
detection. To convert (smooth) the signal, a 5× 5 Gauussian filter is applied to lower
the sensitivity of the detector to noise. This is achieved by using a kernel of normally
distributed numbers (in this case a 5 × 5 kernel) to run through the entire image,
setting each pixel value.

Initial Module used for lane detection was derived from paper published on 2018.
In this paper they make use of monocular camera to get the image as grey scale and
use Canny edge detection along with Hough Transform to find lane and also help
System to align the vehicle along the centre of the lane. This paper also Introduced
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Fig. 1 Function descriptions

various Formulas to detect the curvature of thein the end map of edges after non-
maximum suppression. Weak curved lane and manoeuvring accordingly. Using two
predefined minVal and maxVal threshold values, we set that any pixels with gradient
intensity higher than maxVal are edges and any pixels with gradient intensity lower
than minVal are not edges and discarded. Pixels with an intensity gradient between
minVal, and maxVal are called edges only when related to a pixel above maxVal,
with an intensity gradient (Fig. 1).

3.1 Architecture

After the examination, lane change information were extricated physically, in view
of controlling wheel point and vehicle’s sidelong position information. As appeared
in Fig. 3, during an ordinary lane change, driver modified directing wheel edge as an
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Fig. 2 System architecture

estimated sine bend. Consequently, in the present examination, the beginning of lane
change t0 was characterized toward the start of controlling wheel edge sine bend. The
directing wheel speed was determined as the pace of changes in controlling wheel
edges. Hypothetically, controlling wheel speed goes before directing wheel edge in
a quarter stage (LA stage in Fig. 3). Subsequently, three stages: LK (t0 up to 13 s
earlier), LA, and ALC (t0 to the primary pinnacle of controlling wheel point t1) were
broke down in the accompanying areas. Inside subject structure was applied in the
present investigation. Examination of change and combined examples t-test strategy
were utilized to investigation the information, with p esteem under 0.05 as factual
importance.

Since we can show a picture to a client, we may likewise need to permit the client
to collaborate with the picture we have made. Since we are working in a window
situation and since we previously figured out how to catch single keystrokes with
cv::wait Key(), the following legitimate interesting point is the manner by which to
“tune in to” and react to mouse occasions. In contrast to console occasions, mouse
occasions are dealt with by an increasingly customary callback system. This implies,
to empower reaction tomouse clicks,we should initially compose a callback schedule
that OpenCV can call at whatever point a mouse occasion happens. When we have
done that, we should enroll the callbackwithOpenCV, accordingly advisingOpenCV
this is the right capacity to utilize atwhatever point the client accomplishes something
with the mouse over a specific window (Fig. 2).

3.2 Advantages

• Prediction for the future
• Useful for taking business decision
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• Deeper understanding of employee requirements which, in turn, builds better
business relationships.

3.3 Results

See Figs. 3 and 4.

Fig. 3 Lane detection I

Fig. 4 Lane detection II
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4 Conclusion

The Perception paper contains a summarized, version of various aspects involved in
Autonomous Vehicle. This Proposed architecture of the program is used to evaluate
lane management concepts using computer vision. We make use of Canny edge
detection along with Hough Transform. The proposed was initially introduced to
autonomous vehicle where a system is used to drive the vehicle, but this can also be
used as semi autonomous, which can help driver to be aware of incoming vehicles
from side and rear better than normal mirrors. In order to further increase awareness
in the system we can add various lane detection constraints like detection of traffic
signals and incoming object detections. For future works we can include connection
to the internet so that the proposed system can take the latest updates of traffic and
suggest various alternatives for the destination. This Models can be used in various
Vehicle management system and also advanced robotics for development of a better
AI.
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A Novel Biometric Inspired Robust
Security Framework for Medical Images

D. Vishnu Vardhan, D. Gopeeswar, and A. Viji Amutha Mary

1 Introduction

In the quick advancement of computerized information trade, security of any data
gets imperative in information stockpiling and transmission [1]. Because of the
expanding utilization of pictures in different fields, it is important to secretly protect
against unapproved images. Remedial imaging was one of the amazing picture-
ready technology areas [2]. Various security methods like cryptographing, water-
marking, steganographics, etc., are essential to guarantee the secrecy of restorative
photographs sent over remote networks. In restorative picture encryption, the first
picture is changed over into figure picture by changing the pixel esteems so that the
first picture becomes evidently good for nothing with the end goal that it ought not
uncover the significant data contained in the first medicinal picture. In any case, an
approved individual can replicate the first picture utilizing the decoding procedure
for various purposes. As of late, different encryption methods have been proposed in
the writing. In any case, these systems are missing the mark to cook the necessities
having helplessness to various pernicious assaults and give a lower level of security.
To build the security, therapeutic picture encryption strategies have been introduced
dependent on the tumult hypothesis in [3–5]. In any case, these methods are not
totally verified because of poor key administration system [6, 7]. By and large, the
security of an encryption procedure is essentially relying upon the related keys with
the end goal that on the off chance that these keys are replicated or taken, at that
point unapproved substance can get to the information. Then again, in the event that
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these keys are devastated or ruined, at that point getting to the information would
not be conceivable and subsequently the key administration related with security
system must be secure and untraceable [8, 9]. These issues can be tended to by
utilizing an ideal key administration framework which is basic, remarkable, untrace-
able and non-revocation. One approach to accomplish this is to utilize the biometrics
of the patients/proprietors. Biometrics alludes to organic or conduct attributes that
exceptionally distinguishes a people. A portion of the well-known attributes is facial
structure, unique mark, irises, palm prints, voice, and step. Be that as it may, social
attributes cannot be utilized for the recognizable proof purposes as they can be
imitated. In this way, the natural attributes acquired in the biometrics can be utilized
in the key administration to reinforce the security of the encryption strategy.

Unique finger impression hasmagnificent factual properties among all biometrics.
The unique mark basically speak to the example comprising of dull lines of edges
and valley alongside white lines over the finger. Because of variety in edges design,
it is one of a kind of everybody and there are no fingers having same edge design
throughout the entire existence of fingerprinting. Indeed, even hereditarily indistin-
guishable people do not have a similar edge designs nor are it is shared by two fingers
of a similar individual. • Each unique finger impression can be perceived utilizing
a lot of exceptional point generally called particulars, which basically portrays the
unmistakable component as area and bearing. • Fingerprints are thought to be ever-
enduring. The edges aremade before birth and stays considerably after death, until the
skin rots. The edges designs are hearty and are not influenced by maladies. Maladies
may just change skin shading and surface however edges are strikingly steady and
invulnerable. The general nature of edges stays unaltered for the duration of the
existence makes fingerprints an honorable biometric. • The collectivity and quantifi-
ability of biometric have essentially significant job in a few applications. The unique
mark is effectively quantifiable biometric when contrasted with different biometrics
and along these lines is perfect for a few application. By the by, different biometrics,
for example, palm-print, iris, face, marks can likewise be utilized in the proposed
picture encryption strategy. The center thought is to catch the unique mark of the
patient and utilized it to create a key age, the executives framework, which basically
give the keys to be utilized. These keys are the parameter associated with PR-APBST
and the underlying incentive for the disorganized guide. The biometric picture is first
changed into PR-APBST coefficients followed by solitary worth disintegration and
QR decay to scramble the restorative picture. The medicinal picture is then scram-
bled utilizing PR-APBST, QR and solitary worth deterioration and is prepared for
secure transmission or a security examination. Finally, a strong unraveling process
is used to reproduce the main helpful picture from the mixed picture. The authen-
ticity and reasonableness of the proposed framework have been shown using a wide
examination on various remedial. The principle point of this undertaking is to secure
the touchy and private restorative information, which contains the significant data of
the patients. The proposed strategy uses the biometrics of the patient/proprietor to
create a key administration framework to acquire the parameters engaged with the
proposed method.
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2 Related Work

Ojha et al. [10, 11] recommended a confirmed remediation over a crowded plat-
form utilizing codebase encryption. McEliece key cryptography has been used for
encryption for safe communication. Sequitter pressure was then used to make use of
the moving limit of data like the river and the canal [12–14]. The receiver viewed
the picture on the hand. This system has been used to easily encrypt and uncheck.
Nevertheless, the sizes of the keys were that, rendering it a clumsy process [15,
16]. The online progressive learning calculation for one protected layer feeding
forward frames (SLPFs), including secret centerpoints, has been drawn up byGuang-
Container Huang et al. [17]. Here, the preparation period has reduced with high
precision performance. Its equation can be easily used with a minimal database and
data can be combined if appropriate. The responsibility of knowledge and the pref-
erences was arbitrary and the yield loads were picked regularly. Over time, other
control parameters needed OSELM to be adjusted mostly required the number of
center points protected. Ismail et al. [13] proposed that the pixels be combined with
iterative analysis based on the figure module and data-based reference frames for
the late encoding of existing encryption parameters. The riddle key was changed
after each pixel of the image was encrypted to render the figure increasingly spec-
tacular against any embossment. If the hidden key was changed, the primary picture
as sent was difficult to unscrew. A Face Acquiring, Gender and Age Arrangement
(FEBFRGAC) calculation suggested in Ramesha et al. [18, 19]. Presently, the proce-
dure has been conducted with respect to the morphology of human faces and the
variety of dull stages, head, nose and mouth, and organized through the operation of
theManager of Vigilant’s tip. The sexual advicewas arranged based on the likelihood
of post-grade and the age was obtained using the shape and surface details of the
falsified neural system. The list had a smile the company scale is 100%, the number
of sexual participants 95%, and the age of 90%. In the case of the Multi-Righthead
Fragment Analysis (MPCA) and Field Shielding projection (LPP), Shermina [20]
indicated the face-report framework. Presently, preprocessing of the facial picture
is carried out using MPCA and decreased dimensionality. The characteristics were
isolated by LPP in low-dimensional space which provided a neighboring search.
Affirmation was performed by calculation of the L2 similarity section, described
between the image of a collection and the request image. Both the MPCA and the
LPP were merged to achieve a high acceptance score Shermina [21]. The Discrete
Cosine (DCT) and the PCA Face Affirmation System were proposed by b. Small
recurrent DCT components are used now in the illuminated picture standardization.
64 lighting elements are listed. This paper had 94.2% accuracy and assumed that
DCT mix with some other recognition strategies provided a remarkable explanation
of invariant recognition accuracy.

Thamizharasi [22] suggested a research paper on the confirmation of face by
mixingmulti-scale structures with the Fluffy-k nearest neighbor-classifier homomor-
phic interface. The two multi-scale techniques used are currently and independent
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wavelet transition (DWT). For institutionalizing illumination, homomorphic chan-
nels were used. K shows that the cluster count is used to build up the pixels in the
pre-processed image based on the gray side. In order to represent the image in the
test database, the Euchlidinean partition processed was used in the train database
with the closest neighbor-classifier Cushionk. DCT given an acknowledgement rate
of 89.5% when DWT gave the Homorphic Web, K Infers Selection and Fuzzy K
closest neighbor classification rate to 90%, respectively. The system was technically
unstable in view of the fact that there was no more approaches and more processing
resources.

Khriji et al. [23] addressed updated AES camera encryption estimates. This form
is still used as a private key encryption system. AES has been combined with a
main stream generator to improve the functionality introduction. TheW7 key stream
generator was used to provide a prevalent protection for the safety requirements of
quantifiable test ambushes [24].

3 Existing System

In the current framework, different systems have been created to ensure the clinical
pictures, for example, encryption, hashing, stenography, and watermarking. Among
these, encryption is themost appropriate system to ensure the uprightness of the infor-
mation. As standard, for instance, propelled Encryption Standard (AES), Informa-
tion Encryption Standard (DES), the common methods for encryption and Universal
Information Encryption Standard (IDES) [25] are not appropriate for the encryp-
tion of clinical pictures because of the essential highlights of the clinical pictures, for
example, high relationship between’s neighboring pixels and excess.Medical images
may be exposed to the serious threats like illegal manipulation, privacy leakage and
data integrity [26]. The main problem arises during the storage and communication
of these images for various purposes. The security of clinical pictures is a urgent
issue and should be tended to.

4 Proposed System

In the proposed framework, a high efficiency and strong encryption system to secure
clinical pictures is proposed. The patient will enroll and login and gets a token with
which they have to visit emergency clinic. The doctor will register and login to see
the patient details. Then, the doctor will check the patient and gives the report and
asks them to visit the laboratory for test. The medical images taken in the laboratory
will get encrypted using the fingerprint biometrics of the particular patient. The status
of test results will be sent to patient through mail and they will decrypt the images
by using the fingerprint by visiting the hospital. By using this technique, the medical
images will be secured with robust security (Fig. 1).
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Fig. 1 Overview of the proposed system

5 Module Description

5.1 Patient Registration

When the patient makes a record, they are permitted to login into their record to get
to the application. In view of the patient’s solicitation, the server will react to the
patient. All the client subtleties will be put away in the database of the server. Patient
can apply for appointment of the specialist and separate token will be produced.

5.2 Doctor Registration

In this module, doctor will register using their mail ID. The doctor also adds his
specializationwith experience.After the registration, doctor login into the application
by using their credentials.
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5.3 Report Module

In this module, after the appointment has accepted by the doctor, the doctor will
add the reports to respective patient. The patient will check their reports and goes to
laboratory for the further testing. The test results will be sent to the patient mail.

5.4 Verification

In this module, the medical images taken in the laboratory will get encrypted using
the finger print biometric of particular patient. Using the fingerprint, the patient can
access their reports. By using this technique, the medical images will be secured with
robust security.

6 Conclusion

Right now, high-proficiency and vigorous encryption system to secure clinical
pictures are proposed. It is furnished with a proficient key administration framework
consolidating the biometrics of the patient. The biometrics improve the security of
clinical information because of its one of a kind and characteristic highlights. It basi-
cally gives another instrument of entering themystery key in the framework. Another
finding in themeaning of all stage symmetrical change in particular parameterized all
stage symmetrical change has beenmadewhere the change is parameterized utilizing
higher request revolution lattice. PR-APBST is then combined with QR and partic-
ular worth decay to proposed a rich encryption system. A point-by-part check review,
perceptual health, key space inspection, key affectability, edge twisting, and empir-
ical analysis were carried out for the approval of the system proposed to show high
heartbeat and protection of clinical picture details.

7 Result

See Figs. 2, 3 and 4.
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Fig. 2 Finger print encrypt

Fig. 3 Finger verification
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Fig. 4 Medical image
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Agricultural Analysis Using Machine
Learning Techniques

S. Dhanush Sai, S. Satyanand, A. Pravin, G. Nagarajan, and T. Prem Jacob

1 Introduction

The three fundamental needs of a man are nourishment, fabric, and safe house.
Out of these, nourishment remains the preeminent [1, 2]. This is so on the grounds
that nourishment frames some portion of the qualities of any living thing. The trick
states the need for nourishment creation [3, 4]. Since everybody around the world
needs to amplify the advantage collecting from the cutting-edge technology, this
paper attempts to take a gander at how information and communication technology
(ICT) assists with improving nourishment creation in Nigeria as well as the world
on the loose. As indicated by a well-known Malthusian hypothesis on the pattern
of nourishment, creation against the populace development cautioned that exertion
ought to bemultiplied if man needs to continue nourishment security. The hypothesis
expressed that while nourishment creation is developing numerically, the populace
propels geometrically [5, 6]. Despite the fact that the perception was right as at that
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point, particularly with the pace of populace development, the instance of nourish-
ment creation has accepted an alternate example and the same number of elements
have impacted the creation rate. One of such factors is the progression in technology.

Computer-based intelligence is a champion among the most propelling advances
close by gigantic data developments and snappy figuring devices. They are creating in
each part to make new opportunities to understand the diverse data structures related
to the biological limits. Computer-based intelligence can be portrayed as coherent
technique that will empower the machines to see each issue and to disentangle it
without the help of programming contraptions. The enthusiasm for sharp advances,
for instance, big data, cloud-based organizations, and GPS, and the machine learning
is getting pace in the agribusiness business [7, 8]. All of these progressions can
enable the cultivation to part to help the things by getting together the data from
the field which will improve high precision crop examination, motorized developing
techniques, right now and Japan, wide-scale utilization of cell phones, and web of
things (IOT) frameworks have prompted increment in the development of accuracy
farming arrangements. The fundamental assortments of a few nations have addition-
ally comprehended the requirement for smart frameworks, and the benefits of these
technologies, and accordingly, their drives to advance brilliant cultivating methods
are to drive the development of the market further. Sharp farming applications do
not will by and large objective simply broad, customary developing, anyway could
in like manner to update other ordinary or creating designs in provincial territories,
for instance, family developing normal developing [9, 10].

Splendid farming can moreover give unimaginable results with respect to char-
acteristic stress, for example, min water use, or give contamination free reaps.
Sharp developing systems furnished with dataset exactness agribusiness will engage
farmers to diminish crop costs similarly as enhanced crop age and advantages. For
preliminary explanation, the quantifiable data or datasets related to agriculture are
accumulated. Various estimations, for instance, SVM and random boondocks count
can be used. Reinforce vector machine (SVM) is a kind of helper danger minimiza-
tion computations. As a pervasive AI algorithm, SVM has been commonly used in
various fields for information gathering. Self-assertive, a mind boggling result is a
general rule. Sporadic timberland chooses decision trees that outlines various yields
and combines them to shape an exact and stable estimate.

2 Related Works

Atmosphere smart agribusiness framework is a strategy to check the climate of the
zone and to develop fundamental items as the atmosphere of that region. This will
assist ranchers with growing right measure of harvests in the necessary land and to
know the precipitation max temp and min temp of that area. The forecast of the most
beneficial yield can be developed in the horticultural land utilizing AI strategies [1,
11]. This paper incorporates the utilization of an android framework that will give
the continuous yield investigation utilizing different climate station reports and soil
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quality. In this way, ranchers can develop the most productive harvest in the best
appropriate months. Sensor networking is an advancement which is new to India
where it will, in general, be used in agricultural field in India for extending crop yield
by giving conjecture of plant diseases and bug [5, 12]. This should be conceivable
by venturing through assessment data with reasonable AI figurings for this data to
get foreseen yield. It gives us the chance for the correct examination using WSN
frameworks and to keep from the irritations and to use pesticides that would not hurt
the yields well-being.

Proposed an item instrument named ‘Gather Advisor Tool’ has been used as a
site page for foreseeing the principal climatic parameters on the yields [13]. C4.5
computation is used, i.e., made by Ross quinoa to find the fundamental climatic
characteristics on the yields consequences of picked crops in picked areas of MP.
These items offer us the hint of various climate changes that can affect the crop
improvement in a territory.

Internet of Things (IoT), one of the new time of calculation, is utilized to propel the
need of agribusiness division [14, 15].Using the IOT highlights shrewd cultivating
can be chronicle in these paper, and we are utilizing a Bluetooth gadget and a wide
region system to get the subtleties of the encompassing, for example, soil water
level, pesticide location, and so forth. These will give ranchers computerization in
the field of cultivating as all the subtleties will be associated with a gadget use by
the ranchers. Every subtleties of the homestead can be refreshed in the application
utilizing the IOT modules [16, 17]. Information about the agriculture product and
food is described [18, 19]. List of tools which can be used and their importance is
given [20]. The mobile and other categories of agriculture ideas are proposed [21,
22]. Data giving information about certain infections are collected and processed
[23, 24].

3 Proposed System

The proposed framework likewise causes the ranchers to locate the present interest
of yield developed in their own property, which bring about mindfulness about
the harvest revolution and rancher’s development. Application permits to rapidly
observing what is going on in the ranch and what necessities to occur straightaway.
Figure 1 describes the view of system.Here the point of the venture is to give ranchers
a powerful and dependable device or data for overseeing farming and permits clients
to design exercises, sort out staff, screen agribusiness inputs and rural apparatuses use,
attempt monetary and money-related investigation of exercises pesticide, and time to
do specific cultivating activities. In light of planting date of harvest, rancher will get
updates about utilization of manure according to plan and conditional development
plan which is structured by crop master.
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Fig. 1 Proposed system

3.1 Advantages of Proposed System

• Cost insightful low.
• Complexity is less.
• Automatically controlled.
• Minimize work cost

One of the reason is that it logically performs better.
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4 Module Explanation

4.1 Admin Module

4.1.1 Login

Themain opens when client introduces the application. Clients need to give a contact
numerical and a secret word format, in which client enters during registration time,
so as to signing into the application. There was a chance that data provided by
client relate the information in the table and then client enters into application else
message of sign in fizzled as shown and client needs to merge correspondent data.
This is connected to the register action likewise given to enlistment of new clients.

4.1.2 Add Crops Data

In this module, administrator can check the harvests and afterward include a few
yields data about horticulture for utilizing rancher. Harvest included will be given at
regular intervals all through the developing season.

4.1.3 Update Crops Data

In this module, administrator can check the harvests and update a few yields data
about horticulture for utilization of rancher. Yield updates will be given at regular
intervals all through the developing season.

4.1.4 View Criticism

In this module, administrator can see the criticism about agribusiness application
from client.

4.2 User Module

4.2.1 Registration

Client who needs to get the application needs to enlist first before login. By tapping
on register button in login movement, the register action gets open. Enlisted client
then needs to login inorder to interact with the application. Approval is done through
the 10 digit contact number. On the off chance that any such approval is disregarded,
at that point enrolmentwill be fruitless and afterward client needs to enlist oncemore.
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Fig. 2 Login credentials

Message is that application will show when one of the fields is vacant. There is the
chance on off that all such data in client will be coordinated by signing movement
for signing into personal instance.

4.2.2 Login

This is a movement which opens client introduces the application. The detail is
explained in Fig. 2. Client need to provide their contact number and a secret code
inorder to interact with the application. The off chance is that data furnished by the
clientmatcheswith the data in the database table, and then signing into the application
or messaging of login fizzled is shown and clients need to reappear data. The connect
to register targeting is additionally given to enrolment of clients data or information.
Affirmation structure is to make a trademark interaction between human and PC
where the apparent movements could be used for controlling or passing information.
It came about hand signs to be understood and very much deciphered by the PC
considered as the issue of movement association like human PC correspondence
(HCI) furthermore named man–machine collaboration (MMI).

4.2.3 View Yields

In this module, client can see the refreshed yield data about horticulture.
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4.2.4 Feedback

In thismodule, client canviewand refresh the criticismabout horticulture application.

4.3 Monitoring

4.3.1 Weather

Climatic conditions play a major role in horticultural. Climatic changes affect crop
yield and also damage the water resources which is the major component of agri-
culture. Due to this, the productivity of a crop in that particular season decreases.
These climatic changes not only affect the present growth but also affect the future
crop by decreasing the fertility of soil. Based upon the weather, we need to cultivate
the crops which helps to give more profits. Proper weather conditions help in good
yield.

4.3.2 Soil Testing

Soil testing is to be done in agricultural lands in order to know the pH level, how
much amount of nitrogen, etc., is present in the soil. This helps us to knowwhich kind
of crop should be cultivated in that particular land to give more yield. Soil testing is
done by the local laboratories who are familiar with the soil. Soil testing also helps
to find the nutrient deficiencies in the soil. Testing the soil often checks for nutrients
such as phosphorus, sulphur, calcium, iron, copper, and zinc.

4.3.3 Fertilizer

A compost is a characteristic or engineered, synthetic-based substance that is utilized
to upgrade plant development and fruitfulness. Composts may likewise upgrade
water maintenance and channel any abundance fluid, thus improving soil viability.
Manures normally enhance the fertility of the soil. There are various sorts of composts
that can be utilized on explicit plants to advance their development. For instance,
espresso beans are ordinarily utilized for plants that flourish with acidic substances,
for example, azaleas, blueberries, roses, and tomatoes. When working with espresso
beans, it is critical to water the dirt subsequently to advance assimilation. Since they
have a high level of calcium, eggshells are likewise utilized as preparing specialists
for produce like peppers and tomatoes. The calcium can help forestall decay while
boosting the plant’s development. Matured excrement and manure are by a long shot
themostwell-known composts utilizedwith prettymuch any sort of plant. Contingent
upon your plant andweeds can likewise be utilized as compost. Chickweed, horsetail,



602 S. D. Sai et al.

burdock, yellow dock, comfrey, and weeds are regularly utilized on account of their
high nitrogen content.

4.3.4 Pesticides

Pesticides are concoction substances that are intended to slaughter bugs. It represents
a natural specialist such as virus, bacterium, pests, and antimicrobials. This utilization
of pesticides is normal to the point. It is usually used to dispense with or control an
assortment of agrarian vermin that can harm harvests and animals and diminish ranch
profitability. The most ordinarily applied pesticides are bug sprays to slaughter bugs,
herbicides tomurderweeds, rodenticides to execute rodents, and fungicides to control
parasites, form, and build-up.

4.4 Virtual Assistant

Nowadays, we are seeing most of the people using voice assistants instead of typing
the information they require. Virtual assistant is that kind of thing commonly known
as ‘Chatbot’ helps the farmer to ask the doubts they have and real-time solutions for
the problem. The virtual helping agent is given in Fig. 3. This reduces the work of
farmer.

Fig. 3 Virtual helping agent
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5 Conclusion

• Data and communication technology in agriculture otherwise called e-horticulture
is creating and applying the imaginative.

• Approaches to utilize ICT in the provincial area.
• Existing systems are of high complexity, and they involve in high-cost mainte-

nance.
• To overcome this, we are proposing one framework which helps us to break down

the dirt parameters with the help of sensors and information mining methods.
• The soil test is done to all the agricultural lands, and data are stores in the database

so that it will be used by all. Existing system is a static use system which is useful
in single way only.

• Virtual assistant is that kind of thing commonly known as ‘Chatbot’ helps the
farmer to ask the doubts they have and real-time solutions for the problem.

• Matured excrement and manure are by a long shot the most well-known composts
utilized with pretty much any sort of plant
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Multi-strategy Sentiment Analysis
of Banking Reviews Based on Semantic
Fuzziness

R. Rahul, K. Mohana Prasad, and J. Refonaa

1 Introduction

The Internet is as of now a significant wellspring of data, yet in addition a foundation
of communicating perspectives and sharing encounters. Right now, canwithoutmuch
of a stretch gather audits about items or administrations. Assessment examination is
helpful in business insight application condition and recommender frameworks [1,
2] on the grounds that it is an advantageous channel for the two parts of the bargains
to impart. In the conclusion investigation, numerous methodologies and strategies
were utilized, for example, AI [3], extremity vocabularies [4, 5], regular language
preparing, and psychometric scales, which decide various sorts of estimation exami-
nation, for example, presumptions made, strategy uncovers, and approval datasets[6,
7]. At present, feeling examination ismade at three levels: word, sentence, and report,
of which the sentence and the record are generally utilized in most current investi-
gations[8, 9]. The word level, the crucial, and thus the more critical and additionally
testing level, be that as it may, is only from time to time examined. Sentiment exam-
ination has increased a lot of consideration as of late. Feeling grouping is utilized to
analyze the item remarks to extricate the survey from it. Feeling investigation is a
sort of content grouping AI approach dependent on sentimental orientation (SO) of
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assessment they contain. For the investigation of conclusion and surveys, assump-
tion examination in which the machines assess and classify the human supposition,
feeling, and so forth.

The item surveys are communicated by utilizing literary structure, star rating,
and emoticon. With the notion investigation method, it is conceivable to assess the
colossal measure of accessible information and acquire a supposition from them that
can help the specialist organizations and item maker to accomplish their objective
[10]. As the interest of Web expands, the client survey is additionally developing
at an incredible rate, for example, some client audit in single word, for example,
“astonishing,” “great,” or “awful” though others talk about the issues happen when
they utilize the items. A few people referenced the issues about the conveyance, awful
bundling, showed up after the expected time or trade the item, and so forth, which is
actually not identified with the item quality. Be that as it may, a few people clarified
the item quality precisely by giving component shrewd subtleties of the items. In this
way, we ought to distinguish the sentiment and highlights exclusively and register
the extremity score of each element[11, 12].

2 Related Work

They originally decided the slant propensity of words or expresses and evaluated
them as a proportion of genuine qualities, Rain et al. [13], which can be additionally
used to decide the supposition inclination of sentences and passages. They examined
the estimation propensity of content through AI techniques or strategies dependent
on extremity dictionary. Past work indicated that conventional slant investigation
approaches can be very viable. To computerize the investigation of assessment mate-
rials, various methodologies were utilized for the forecast for the slants of words,
articulations, and furthermore documents, Trupthi et al. [14], which incorporate
natural language processing (NLP) and example-based Nasukawa et al. [15], AI
calculations, for instance NB, ME, SVM [16], and solo learning He et al. [17]. Ku
in [18] first contemplated the characters about the feeling phrases in the NTUSD
extremity word bank to get their polarities and qualities dependent on their char-
acters. Cambria in [19] embraced human-PC association, data recovery, and multi-
modular sign handling advancements to extricate individuals’ opinions among the
ever-developing on the Web social database. Since every one of the above investi-
gations had restricted inclusion and inadequacies in expectation, we should think
about semantic fluffiness when building feeling vocabulary. This paper proposed
another methodology, for example, multi-strategy notion investigation dependent
on semantic fluffiness, which is a blend of AI and assumption dictionaries-based
methodology.

Xing Fang and Zhan et al. [2] contemplated the emotional substance that handled
a central issue of estimation extremity order dependent on sentence level and review
level. The trial results for the two degrees of classifications are uncovered promising
results. In an examination article, Hussein et al. [3] portrayed the past work, the



Multi-strategy Sentiment Analysis of Banking Reviews Based … 607

objective is to locate the greatest considerable. Find how to acquire great exact
outcomes that are pertinent to the pre-owned techniques and challenges in opinion
investigation. In the article, Khairnar et al. [4] proposed a framework utilizing
support vector machine (SVM). The SVM, an administered AI strategy has been
utilized for feeling mining. In Rajeev et al. [20], a framework has been created
to remove the client surveys by utilizing AI systems with Python instruments and
the information were broke down dependent on that item recommended. In [13],
another strategy was proposed to acquire the extremity of surveys by utilizing the
natural language processing (NLP) procedure and AdaBoost classifier is utilized
for improved execution and handling audits structure from various E-commerce
destinations.

In Trupthi et al. [14], an intelligent programmed framework has been proposed
by utilizing Hadoop strategy which predicts opinion extremity that assists with
improving showcasing strategies and furthermoremanage the difficulties that happen
during the time spent anticipating assessment extremity and perform constant notion
examination and convey time sensitive investigation to the client. The writing
reasoned that E-business applications or deals proprietors are a lot of inquisitive
about the surveys of their items from clients and needs to improve it as much as
they can. Conclusion analysis or opinion mining is a rising exploration field of study
that looks at individuals’ mentalities, notions, or feelings toward specific substances,
we acquired audits from the Amazon.com about excellence items and instruments
for our underlying slant investigation testing utilizing the AI strategy SVM. We
proposed the constant conclusion investigation framework for E-commerce appli-
cations that help clients to spare time to break down items from surveys and for
specialist organizations too [21–24].

3 Existing System

Internet business surveys uncover the clients’ perspectives on the items, which are
useful for clients to know others’ assessments on intrigued items. In the meantime,
makers can become familiar with the open opinion on their items being sold in E-
trade stages. For the most part, E-trade surveys include numerous parts of items, e.g.,
appearance, quality, value, coordination, etc., in this way, assumption investigation
on E-business audits needs to adapt to those various perspectives. The issue with
open closeout is that the interest of the overall population is constrained.

4 Disadvantages of the Existing System

• Digital bullying
• Higher risk of fraud and wholesale fraud
• Protection issues.
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5 Proposed System

Recommender system (RS): Special sort of data sifting framework that gives a fore-
cast that helps the client in assessing things from a huge assortment that the client
is probably going to discover fascinating or valuable. Announcement (micro-post):
Short message, partook in an online social stage, communicating an action, perspec-
tive, or feeling. Folksonomy:Whole arrangement of labels that comprises an unstruc-
tured community-oriented information characterization conspire in a social labeling
framework. This progression includes distinguishing and extricating those particular
item includes and the sentiments on them. The point of the venture is to mingle the
closeout so individuals from far and wide and even over the mainland can partake in
it.

6 Advantages of the Proposed System

• Communitarian filtering
• Content-based filtering
• Bunching
• Arrangement.

7 Modules Description

7.1 Collection of User’s Reviews

Audits are important for doing the sentiment analysis task. For the collection of
audits, there are various methods which are utilized right now. The audits can be
an organized, semi-organized, and unstructured sort. Assessment analysis explore,
there are open-source systemwhere specialist can get their information for the explo-
ration reason. R is one of the programming languages and programming condi-
tions for factual processing and designs upheld by the R foundation for statistical
computing. By introducing the required bundles and validation procedure of social
site, to creep the surveys from that site is simple undertaking. When we have our
content information with us, then we can utilize that information for pre-handling
reason.
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7.2 Pre-Processing

In pre-handling following are a few assignments: Removing URLs, special charac-
ters, numbers, punctuations, and so forth. Removing stop words, removal of retweets
(if there should arise an occurrence of Twitter dataset), stemming, and tokenization.

7.3 Feature Extraction

Highlight determination from preprepared content is the troublesome undertaking
in estimation investigation. The principle objective of the element determination is
to diminish the dimensionality of the component space and hence computational
expense. Highlight determination will decrease the over fitting of the learning plan
to the preparation information. In various AI, calculations were dissected on a news
survey dataset with various element determination strategies highlights are typically
unigrams, bigrams, and grams. POS labeling is utilized in include choice procedures.

7.4 Sentiment Word Identification

Feeling word recognizable proof is a central work in various uses of assess-
ment investigation and conclusion mining, for example, survey mining, supposition
holder finding, and audit arrangement. Opinion words can be arranged into positive,
negative, and nonpartisan words.

7.5 Sentiment Polarity Identification

The fundamental undertaking in SA is characterizing the extremity of a given book
at the record, sentence, or highlight. The extremity is in three classes, for example,
positive, negative, and neutral. Extremity recognizable proof is finished by utilizing
various vocabularies which help to compute opinion score, supposition quality, and
so on.

7.6 Sentiment Classification

Slant order of news survey dataset and itemaudit dataset is finished utilizing regulated
AI approaches like guileless Bayes, SVM, maximum entropy, and so on. Precision
is relying upon which dataset is utilized for which characterization strategies. On
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account of supervised AI approaches, the training dataset is utilized to prepare the
characterization model which at that point help to group the test information.

7.7 Analysis of Reviews

At long last analysis of result is critical to settle on choice to individual and industry. If
there should arise an occurrence of news surveys on the off chance that more outcome
is certain, at that point client can choose to go that news occasion. Examination is
utilized in business insight.

8 Result and Discussion

1. The final output shows which bank is the based on customer reviews.
2. It also displays the rating in a graph format.
3. Users can also give their reviews in the Web site.
4. Only admin can add and remove banks.
5. So, the results are based on real-time customer reviews (Figs. 1, 2 and 3).

Fig. 1 Home page
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Fig. 2 Rating graph

Fig. 3 Analysis process
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9 Conclusion

Right now, we utilized Twitter API utilizing R device which is open source. Tweets
from Twitter have been gathered and provide for pre-preparing task in that appa-
ratus. R open-source device is utilized in content mining and furthermore to slither
gushing information from online networking like Twitter, Facebook, and so on. Film
surveys information likewise preprepared in R apparatus for estimation examination
and sentimentmining. There are diverse directed and solomethodologies and various
vocabularies, word references, and corpus-based strategies which are exceptionally
useful in sentiment analysis. Diverse dataset is accessible for film audit, item survey,
opinions dataset, and so forth. Right now, the score has been determined and tallied
number of positive, negative, and impartial tweets for given Hash tag and can antic-
ipate the general assessment of specific occasion. According to above investigation
of various #Hash tags tweets for supposition examination, individual and industry
can locate the popular assessment behind that occasion.
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Effective Gene Mapping System
with Disease Prediction and Corrective
Measures

Sathi Lakshmi Samhitha, Sanku Shravani, and T. Sasikala

1 Introduction

Atomic controllers and their objective qualities have complex associations in cells,
bringing about quality administrative systems [1]. Quality administrative systems
are not static, yet frequently experience changes between various obsessive states
[2]. Along these lines, investigating the reworking example of quality administrative
systems from quality articulation information is vital in computational science.

Gaussian graphical models (GGMs) are broadly used to display quality systems
[3–5]. By accepting that the quality articulation estimations pursue a multivariate
Gaussian dispersion, the restrictive relationships between qualities can be resolved
straightforwardly by the comparing exactness framework (or opposite covariance
grid) [6]. Two qualities are restrictively free given different qualities if and just if the
comparing component of the exactness grid is zero. The differential system between
two state-explicit quality systems can be displayed as the contrast between these two
by comparing state-explicit exactness frameworks [7].

In light of GGMs, there are two principle sorts of techniques to evaluate the
differential system. The clear sort of strategies is to initially assess the state-explicit
exactness frameworks and afterward process their distinction (called roundabout
estimation techniques) [2, 8–12]. The second sort of techniques is to legitimately
gauge the distinction between state-specific accuracy networkswithout evaluating the
individual exactness grids (called direct estimation strategies) [7, 13–17]. Since the
quantity of parameters which should be evaluated in aberrant estimation strategies is
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twice of that in heading estimation techniques, the immediate estimation techniques
regularly outflank the circuitous estimation techniques as far as the precision of
coming about differential systems [14]. Subsequently, we focus on direct estimation
techniques in thiswork [14] proposed anothermisfortunework in theirmodel to legit-
imately assess the differential system. In light of theD-followmisfortuneworkwhich
was created to appraise the exactness grid [13, 18] built up a comparable misfortune
work (called D-follow). In spite of the fact that the above techniques have effectively
applied to address some significant organic issues, they have constrained execution
since they just use quality articulation information (Fig. 1). With the improvement
of high-throughput advancements and computational science techniques, countless
static quality administrative connections have been given in open databases (e.g.,
Transcriptional Regulatory Relationships Unraveled by Sentence-based Text-mining
(TRRUST) database [19]). These static quality administrative systems can give valu-
able data to recognize quality system revamping. It is settled that a differential edge
can be molded just if there is in any event one edge in the two state-explicit quality
systems. New computational strategies that can utilize the constructive outcome and
decrease the negative impact of static quality system through joining static quality
system information with quality articulation information are required.

In the proposed work, another differential system induction model recognizes
quality system overhauling by joining quality articulation and quality transformation
information. Similitudes and contrasts between various information types are found
out by means of a gathering span punishment work. In the modification procedure,
venture is to prescribe diet design and regular medications which can be prescribed
to those individuals who may get into the ailment in a course of time by confirming
the transformed genes. What is more, our work going to remove the patient’s quality

Fig. 1 Architecture of the proposed system
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arrangement coding (exons) from the given dataset and contrast and the institu-
tionalized amino corrosive succession. Quality sequence contains rehashed of four
nucleotides to be specific adenine (A), thymine (T), guanine (G), and cytosine (C).
This shaped protein is contrasted and derived as the anticipated protein. In an event
that both are same, at that point it is proclaimed as should be expected, if the protein
frame changed, at that point sickness is analyzed.

2 Related Work

In paper [1, 20], the authors presented a two-dimensional joint graphical rope
(TDJGL) model which can obtain quality crosswise over various patient gatherings
and information stages to improve the exactness of assessed systems. Reproduction
contemplates exhibit that TDJGL gives increasingly precise evaluations of quality
systems and differential systems than past contending approaches. Ou-Yang et al.
[2] developed a hub-based multi-see differential system examination model to all
the while gauge various quality administrative systems and their disparities from
multi-stage quality articulation information. In [3], authors described about graph-
ical models that have been utilized to appraise GRN. Most existing strategies gauge
GRN for a particular cell or tissue type or in a tissue-innocentway, or do not explicitly
concentrate on arrange overhauling between various tissues.Here,we portray another
strategy called latent differential graphical model (LDGM). Zhang et al. and Maran
et al. [4, 21] determined how these systems change crosswise over two conditions,
a significant undertaking in genomics and build up a hub-based differential system
investigation (N-DNA) model to legitimately evaluate the differential system that is
driven by certain center point hubs. Differential systems can likewise be surmised
from quality change information utilizing Ising models [5, 22]. By accepting that the
quality change estimations pursue a Bernoulli circulation, the contingent conditions
among qualities can be perused from the communication parameters related with the
structure of the Markov arrange. Gaussian Markov systems [6] gathering differen-
tial system utilizing Ising models can be diminished to learn the contrast between
the two state-explicit cooperation parameters. The techniques can be isolated into
backhanded estimation strategies and direct estimation strategies also [7, 23]. The
immediate estimation strategies are famous since they do not force specific suspi-
cion on the state-explicit collaboration parameters using Markov networks [8]. The
authors [9, 24] said that the inspiration of their technique is to appraise the differen-
tial system between two tissue types, for cancer genome which resulted in obtaining
the expression for cancer. Authors [10–15] developed a strategy that involves the
combination of gene expression with gene mutation. This may yield results for the
prediction of disease in a very accurate manner [25, 26].

We inferred from the above study that many authors approached various tech-
niques for observing the gene mutations, and they have done only for cancer [16].
Some of the techniques discussed above are only to find the mutation [17]. Majority
of them have predicted for ovarian cancer which is very limited [18, 19]. Some
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have explained the detailed variation in genes. None of them have done for other
genetic diseases or some precautions. Thus, we propose a gene mapping system
which predicts the disease by observing gene patterns from the understanding of
above studies and provides precautions of food and drugs for some number of genetic
diseases.

3 Proposed System

The distinguishing proof of illness qualities is a fundamental issue to unravel the
systems of complex sicknesses. In any case, the greater part of past strategies just
spot light on quality articulation information. Consequently, how to consolidate
static quality administrative and quality articulation information to recognize quality
system reworking is an intriguing issue. In this paper, we propose another strategy to
address this issue. The aggressive presentation of our technique is exhibited utilizing
both reproduction and genuine information. The usage of the task is to remove the
patient’s quality grouping coding (exons) from the given dataset and contrast and
the institutionalized amino corrosive succession. The quality succession is chiefly
arranged into two orders to be specific introns and exons. Introns are the non-coding
grouping which is trailed by exons.

Quality sequence contains rehashed of four nucleotides to be specific adenine (A),
thymine (T), guanine (G), and cytosine (C). Aminoacids will frame a protein as yield.
On the off chance that both are same, at that point it is proclaimed as expected, in
the event that the protein framed is transformed, at that point illness is analyzed. The
undertaking is to prescribe diet design or whatever other normal medications which
can be prescribed to those individuals who is relied upon to get into the malady
in a course of time by checking the transformed genes. This paper gathers that
distinguishing ailment is dependent on quality utilizing SVM calculation. Through
this framework separated frommalady distinguishing proof, we additionally propose
the medication dependent on the problem occurred for the individual.

3.1 Procedure

In the system which we are designing, the procedure is given as follows:

• User can login through a login page.
• Details of the patient are filled accordingly.
• Patient id will be generated and data will be stored in database table.
• Through this id, processing is done in the database.
• The gene pattern of particular patient is compared with the dataset which is fed

to the program already.
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• The changes will be observed and the disease would be predicted with respect to
the change observed as in the dataset.

• Prediction is done using SVM algorithm.
• Food and drug details for corresponding disease are stored in another table and

retrieved as output and the flow of this process is shown below (Fig. 2).

SVM, a machine learning algorithm, develops a hyperplane which is used in clas-
sification and prediction process of the disease [18]. It has been applied vigorously in
biological and molecular sciences. The classification performed on proteins is very

Fig. 2 Flow of the proposed system
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accurate than by any other methods present. Therefore, we have opted for SVM algo-
rithm. The classification and prediction process in the system arewhere the algorithm
comes into use.

3.2 Advantages of the Proposed System

• Identifying the disease
• Suggest food and drugs to prolong the occurrence of the disease.

4 Modules Description

4.1 User Interface Design

UI plan is the appearance of the system. To build up our project, we use netbeans as
an IDE and MSQL as a back end. The way it looks which includes login page, user
details would be designed in this module programmed in Java.

4.2 Dataset Maintenance

There is a quality grouping of a in A, G, C, T positions for various ailments. It will
contain close by 2000 quality succession as unique. There is a need to maintain the
dataset safe for comparison which is a major part of the process.

4.3 Outlayer Removal

A quality transformation is a perpetual adjustment in the DNA arrangement that
makes up a quality, with the end goal that the succession contrasts based on what is
found in the vast majority. Changes go in size; they can influence anyplace from a
solitary DNA building square (base pair) to a huge fragment of a chromosome that
incorporates numerous qualities. The transformed quality is considered as equivalent
to typical quality and it will be expelled from the datasets. The quality change will
made here as thyracine into uracil. All quality grouping will separate into formats
like UUU, UUG, UGU, and so on, and this is the transformation of AGCT to AGCU.
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4.4 Disease Classification

An illness is a specific unusual condition that contrarily influences the structure or
capacity of part or the entirety of a creature [1, 2]. Diseases are understood as ailments
that are related with explicit manifestations and signs [1]. For instance, interior
dysfunctions of the resistant framework can deliver a wide range of sicknesses,
including different types of immune deficiency, extreme touchiness, sensitivities,
and immune system issue. In our module, we characterize ailment by parent quality
ailment and ordinary-based quality illness (Fig. 3) depicts the modules of the system.

Fig. 3 Modules of the
proposed system
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4.5 Disease Prediction

In this module, we distinguish the malady by actualizing SVM calculation. We will
distinguish the sickness type that implies, the quality which will be given as an
information, that will be sent to the dataset for examination and to recognize the
ailment type whether it is quality-based ailment or contamination-based malady. The
disease would be predicted based on the changes on the gene pattern, and framework
will foresee ailment name.

4.6 Drug Suggestion

In this module, after illness discovery, framework will inform the potential outcomes
and propose the medication to that tainted individual. The disease predicted would
be checked for the respective drugs. The data would contain the general drugs and
food to be taken as preventive measures. This will help in ailment occurrence to be
prolonged.

5 Result and Discussion

As of existing system, it does the gene mapping and finds the mutation in the genes
which is abnormal. If the base work is considered, it deals with a single disease
cancer.When proposed system is observed, it understands the base work, the concept
of finding themutation is extracted from the existing system and developed to predict
more than one genetic disease with food and drug suggestion to prevent or prolong its
occurrence. So, the comparison of efficiency is quite difficult because of the variation
in the existing system and proposed system. But the features are high in proposed
than existing one as it predicts more diseases, which is taken into consideration and
proposed system resulted as a little more efficient than existing system (Fig. 4).

6 Conclusion

Open storehouses of quality administrative system information keep on developing.
The static quality administrative information can give significant earlier data to
gather differential systems between two unique states. In any case, a large portion
of past techniques just spotlight on quality articulation information. In this way,
how to consolidate static quality administrative and quality articulation informa-
tion to distinguish quality system reworking is a fascinating issue. In this paper, we
propose another strategy to address this issue. The focused exhibition of our strategy
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Fig. 4 Comparison graph
with existing system

is shown utilizing both reenactment and genuine information. This paper construes
that recognizing malady dependent on quality utilizing SVM calculation. Through
this framework separated from illness recognizable proof, we additionally propose
the medication dependent on the infection.
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Face Recognition Based Attendance
System and Emotion Classification

Vallu Sri Satya Kala, Vanka Bhavyasri, and S. Vigneshwari

1 Introduction

Currently, the automation, numerous logical progressions, and new inventions have
transpired to Lagniappe method, in order to augment the correctness and to amplify
the lives. Maintaining attendance in all institutions is compulsory and important for
knowing the performance of students. Attendance is crucial for students because they
get their final grade by the end of their semester on the basis of their attendance. So
considering these, students attend their classes without fail [1, 2]. And attendance
should be marked accurately. Mechanized attendance systems mainly consist of
biometric-based, acute card-based, and network-based system. These configuration
schemes are broadly deployed in miscellaneous alliance. The innovation points in
bestowing gigantic information arranged specialized advancements nowadays [3, 4].

Profound learning is one among the fascinating area that empowers the machine
to prepare itself by giving some datasets as info and gives a proper yield during
testing by applying distinctive learning algorithms. As a consequence, the computer
distinguishes the participation execution of the understudies with the advance of the
profound learning invention and keeps a record of those gathered information [5].
This computerized attendance-based system is done without lecturer intervention
or the employee. Participation is the prime significance for both the educator and
understudy of an instructive association [6, 7]. The issue emerges when we consider
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the customary procedure of gauging participation in the study hall [8, 9]. Calling
name or number of the understudy for participation sits around idle, yet in addition it
requires vitality. So, an establishment of a programmed participation framework will
look after these issues [10–12]. There are some programmed participation taking
frameworks which are at present being utilized by different establishments. Case
of one such framework is the utilization of biometric procedure. Even though the
reality that it is programmed and a stage in front of the customary technique, it
neglects to converge the time imperative. The understudy needs to sit tight in line for
giving participation, which is time taking. This undertaking presents an automatic
participation checking framework, without any sort of obstruction with the typical
instructing strategy. This framework can likewise be executed during test sessions
or in other instructing exercises where participation is profoundly basic. This frame-
work disposes of old style understudy recognizable proof, which can meddle with
the continuous training process as well as be unpleasant for understudies during
assessment sessions. A programmed participation framework by facial recognition
utilizing AI is a shrewd and sorted out route for any association which requests the
normal upkeep of the participation of the representatives, specialist or understudies.
This methodology will set aside the cash of association, spare time and extra you
with the dissatisfaction of the manual contribution of participation, which is being
followed since ages. The programmed approach of participation will expand profi-
ciency, by the usage of the electronic, coordinated time, and participation framework
bringing about benefit in each angle [13, 14].

2 Related Work

Mohamed andRaghu [15] have proposed a versatile unique finger impression gadget.
This framework ensures an idiot proof technique for denoting the participation. The
issue with this methodology is that going of the gadget during the talk time may
occupy the consideration of the understudies.

Lim et al. [16] proposed RFID based framework where RFID is placed per user’s
ID card to record their participation. This framework may offer ascent to the issue
of deceitful access. An unapproved individual may utilize approved ID card and go
into the association.

Kadry and Smaili [17] have proposed Daugman’s algorithm-based iris recogni-
tion system. This framework uses the iris recognition framework for executives that
captures the picture of iris recognition, extraction, putting away, and coordination.
As a result, the trouble lays the transmission rays in the spots where the geology is
appalling.

Shehu and Dika [18] presented a continuous PC vision algorithm in programmed
participation, the executives framework. This framework additionally utilized AI
algorithm which is normally utilized in PC vision. Additionally, Haar classifiers are
used to prepare the pictures from the camera catching.
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Nithya et al. [19] have proposed the planetary mapping that enables high
determination images with few megapixels.

Vijai et al. [20] haveput forwarded the system that catches the red-handed intruders
in real time. With the help of Raspberry Pi chipset, the surveillance camera is made
precisely constructed.

Sankari and Vigneshwari [21] used deeper CNN architectures for brain tumor
segmentation performance that can be ameliorate.

Singh et al. [22] have presented the crime face recognition for fraud detection
using pattern recognition, neural networks, and content-based video processing.

Barnouti et al. [23] have proposed face recognition usingmobile device orwebcam
by PCA, BPNN, and RBF. The system is evaluated to achieve high recognition
values. Research on Machine Learning for prediction and pattern recognition have
been carried out [24, 25]

3 Materials and Methods

3.1 Problem Description

Automated attendance system by utilizing face recognition suggests that the frame-
work depends on face detection and recognition algorithms, which is utilized conse-
quently to distinguish the understudy face. When he/she enters the class, the frame-
work is able to mark the participation by detecting and matching the person with
the database pictures. And we proposed emotion recognition framework by utilizing
various strategies. Commonly a mechanized face appearance recognition frame-
work is used that cooperates with camera for catching the facial picture. This is
pre-prepared in such a way that it limits the ecological and different varieties in
the picture. This incorporates the activities of picture scaling and splendor alter-
ation. After detection of face, mouth, and eye locale, Viola–Jones algorithm has
been utilized for extracting the facial features and classifying emotions.

The recognition of emotions depends on the count of separations between different
highlights. Right now separations between testing picture and nonpartisan picture
are done and furthermore it chooses the most ideal match of testing picture from
trained envelope. It additionally arranges or perceives the emotions on the premise
from different separations determined. What is more, the conclusive outcomes are
shown. In conclusive outcomes, best match from preparing pictures is additionally
appeared and a book record Result.txt is shown in MATLAB window that contains
the information of people present (time and date).

Proposed framework

Figure 1 depicts the overview of the proposed system.
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Fig. 1 Overview of the proposed system

4 Algorithms

4.1 Viola–Jones Detection

The classification of emotions is done by using Viola–Jones algorithm. This involves
five stages preprocessing, edge detection, feature extraction, face detection, and
emotion classification. After the emotion is classified, it gives the data in the excel
sheet whether they are interested or uninterested.
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4.2 Eigenface Algorithm

Eigenface algorithm is utilized for face recognition. Eigenface algorithm requires
different attributes of the face pictures all together for productive recognition such
as mean, normal, and eigenfaces. We figure the covariance network from which we
get the eigenworth and eigenvector.

4.3 Classification

The identified countenances are contrasted, and the parameters are prepared from
database. At the point when face of an understudy matches with dataset, it denotes
the understudy as present and afterward at long last it will send the SMS to the
portable which understudies is missing through hardware. In emotion recognition,
after classifying, it loads the data in excel sheet.

5 Hardware

5.1 Arduino UNO

The Arduino UNO is a board based on the ATmega1280 (datasheet) microcontroller.
It has 54 digital input/output pins (of which 14 can be used as PWM outputs), 16
analog inputs, 4 UARTs (serial hardware ports), a 16 MHz crystal oscillator, a USB
connection, a power jack, an ICSP header, and a reset key. It contains everything
necessary to support the microcontroller; simply connect it to a computer with a
USB cable, or power it to get started with an AC-to-DC adapter or battery. The Uno
is compatible with most Arduino Duemilanove or Diecimila designed shields. In this
project, by using Arduino and GSM model SMS is sent (Fig. 2).

Fig. 2 Arduino UNO
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Fig. 3 GSM/GPRS module

5.2 GSM/GPRS Module

A GSM/GPRS module manufactures a GSM/GPRS modem with reliable connec-
tivity to work effectively with a device or microprocessor interfacing and a
microcontroller-based system.Also, the power supply circuit is built into themodule,
which can be activated using an appropriate adaptor. A sim card slot ismade available
in order to place a sim card that sends sms to the parents of absentees (Fig. 3).

6 Results and Discussions

When the project is made to run, a login page is opened, then an admin should
enter the password to launch the system. First input images should be added to
the database with appropriate names. The dataset should be trained. Finally, start
matching by opening the live webcam. It detects the face in the live cam and checks
for the matching in the database. If matched it displays both input and output images
with a message “hello, xxx your attendance is marked” or else “you are an invalid
person.” The log of present people is maintained and stored in a file with their name,
date and time. At last, hardware part is made to run, to send SMS to the parent of
absentees (Figs. 4 and 5).

Emotions are classified by passing through various stages. First it detects the
image and trains the image with normalized training dataset and extracts features.
It calculates the mean value, eigenvector, and PCA values and classifies whether
interesting or not interesting. It gives the information of no. of students interesting
and uninsteresting in the excel sheet (Figs. 6 and 7).
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Fig. 4 Detecting and classifying

Fig. 5 Log details

7 Conclusion

It spares time and effort of undertaking, specifically on the fluke that means it is a talk
with vast quantity of understudies. Mechanized attendance system has been imag-
ined to decrease the downsides in the conventional framework. This participation
framework shows the utilization of picture preparing systems. This framework can
just assist the participation framework, yet in addition improve the generosity of an
organization. The recognition of emotions depends on the computation of separations
between different highlights focuses.

The significant commitment of this paper is that the proposed technique can
recognize edges of the pictures and from that edges separation between different
highlights is determined by utilizing Euclidean separation formulae. This separation
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Fig. 6 Feature extraction and selection

Fig. 7 Emotion status

is distinctive for each picture presenting various emotions. Based on this separation,
emotions are characterized. Viola–Jones algorithm has been utilized for face iden-
tification which identifies human face utilizing course classifier and PCA algorithm
for highlight choice and afterward at long last it will send the SMS to the versatile
which understudies are missing. At the point where it is contrasted with customary
participation denoting this framework spares time and also helps to have an accurate
check of the understudies in addition.
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Classification and Prediction of Text Data
by Using a Natural Language Processing
Algorithm

Kakarlapudi Lavadhan Varma, Kaipa Subhash Reddy, S. Jancy,
and Mercy Paul Selvan

1 Introduction

Machine studying is one present-day innovation that has helped man decorate not
first-rate many commercial and expert processes; [1–3] however, it additionally
advances healthy living. But what is device mastering? It is a subset of AI, which
makes a specialty of using statistical techniques to create intelligent laptop struc-
tures so you can find out from databases available to it [4–6]. Currently, machine
studying has it is completing in multiple fields and industries [24], for example,
diagnosis, photo processing, prediction, classification, [7, 8] studying association,
regression, etc. The intelligent systems constructed on gadget mastering algorithms
can discover from experience or historical data [21, 22, 26]. Machine reading appli-
cations provide results on the concept of preceding revel [23, 25]. In this article, we’ll
speak ten real-existence samples of how devices getting to know permits in creating
a better era to strengthen today’s ideas. Neural networks are machine learning mech-
anism which includes itself similar to intellect of human brain [15, 16]. An artificial
neural network can be created by adopted the information in computer system. A
computer with neural network is to do job using training of datasets [17, 18].
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2 Existing System

Given current limit on proposal of the existing system, which has become a reality
in all areas of outsourcing work is increasingly clear that it is necessary to get
the students to computer science and skills development to cope with global IT
outsourcing [9, 10]. This article describes the learning of English for its shortage in
terms of global outsourcing of PC software environments [11, 13].

And according to these three aspects for they be persuaded, this requires inves-
tigation report of outsourcing conference on IT and combining the characteristics
of the education of a new computer system consists of English courses and the
other half ITO [12–14]. The primary mode of transmission is included under the bus
compensated for the adoption of a new hybrid combining the teaching of foreign
languages and computer skills, introducing interactive teaching which is seen to
improve English [19, 20].

3 Proposed System

TRIFOLIUM is presented to explain the reason for us to predict the supplication
so ever be made by any in the classifier. Two of the ratios provided by BEEF main
features are: (1) the nature of the language and are supplied with (2) to assess the
possibilities for other reasons may include the declaration of the truth, or another
explanation for the prediction opposite—to provide users with the features and they
can make a more informed decision about the aforesaid more information. And
although we ought also killed a variety of beef, the quality of which, however, from
what is explained above, according to the objective and subjective dimension. The
best is first conducted extensive statistical tests will have to sense what an impor-
tant role and will feature a selection technique cloak the grouping procedure for
completely statistically important effect happening complete excellence of clarifi-
cations found. This young man provision has been made for us to have statistically
significant results is to say that he would rather that the reasons for them, away
from human affairs, are generally the care of by a competitor was provided by the
algorithm is the crane logbook (). Upcoming effort trendy this streak of investiga-
tion includes work in areas such as the method toward the multiclasses size then the
metal intersection heuristics to avoid being traced back to the current intensive than
useless.

4 Existing System

A set of rules is designed to get to the bottom of a drag at some stage in a quicker
and higher optimizemanner than out-of-date approaches via surrendering optimality,
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Fig. 1 Overlap reduction

Input: Two hyper rectangles Cz,Cw, stepη
Output: New hyper rectanglesCz Cz,Cw CwbestSol Cz,Cw 

1. charge=C(0,|Ow| + |Oz|,1); 

2. for C [1,N] do 
3. p=1; 
4. whilep>= 0 do 
5. charge=decerease two; ecaxtsol Cz,Cw 
6. end if. 

Fig. 2 Procedure for existing algorithm

precision, precision, or fullness for speed [15–19]. Empirical algorithms’ frequent
periods will not resolve NP-entire difficulties, a category of choice difficulties. In
these difficulties, there may be no regarded effective way to discover an answer
speedily and correctly even though responses are regularly verified while given.
Heuristics can yield a explanation in my view or be used to offer a high zero and
are accompanied with optimization procedures. Experiential algorithms are most
usually active while rough solutions are enough, and genuine keys are essentially
computationally luxurious (Fig. 1).

Existing Procedure

See Fig. 2.

5 Proposed System

It is machine learning technology used to computers to understand the humans rela-
tively language. Understanding normal languages to machines is not an easy task.
NLP is a process deals with interaction between computers and humans. NLP is used
for convert unstructured data to structured data.NLP is used for translating languages,
grammatically messages used for personal assistant applications. It is high level and
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Input: Dualistic seperate-colour groups of 
1. C ,C R(C ,C ,k, ρ ,k ); 
2. Over excited squaresC0, C1, then the 

3. if Cw==CwCz==CzthenCw,Cz R(Cw,Cz,C,1−p ,czw); 

4. outw= |Ow| − |Ow|; outz= |Oz| −|Oz|;5.  

5. Reduce Both=C(outw+outz,|Ow| + 

6. |Oz|,0); 
7. if charge>decrease two before 
8. amount of magnitudes n to be stimulated  

Fig. 3 Procedure for proposed algorithm

Output: DynamiclengthbackgroundB m ; 
1. while |m|<|C0 C1| do 
2. k ; 
3. for ck C0\MAX do k selectFeaturesk,C1, MAX C1; k k, {k}; 
4. end for 
5. for c C1\MAX do 
6. k selectFeatures c,C0, MAX C0; 
7. K K {k}; 
8. end for 

Fig. 4 Procedure for proposed system

abstract ML process. The main techniques used in NLP are syntax and semantics.
In syntax, we have passing sentence, breaking and word segmentation, in semantics
we have natural language generation and named entity recognition.

6 Proposed Algorithm Procedure

See Figs. 3, 4, 5 and 6; Table 1.

7 Conclusion

The two core features are a composed sense that they can comprise other backup
motives why the forecast would remain true, or an another clarification for the oppo-
site guess—these appearances deliver users with more material linked to the estimate
so that they can type a more well-versed conclusion. To done thorough arithmetic
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Fig. 5 Basic system architecture

Fig. 6 Trained dataset

Table 1 Classification and prediction of text data

Age Job Marital Education Default Balance Housing

59 Admin Married Secondary No 2343 Yes

56 Admin Married Secondary No 45 No

41 Technician Married Secondary No 2476 Yes

55 Admin Married Secondary No 1270 Yes

54 Admin Married Tertiary No 184 No

43 Technician Married Tertiary No 1356 Yes

51 Admin Married Secondary No 2341 Yes
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exams viewing that the high quality of bulk sailed at the eminence meaning, chin
variety system, and grouping procedure entirely take statistical substantial properties
on the complete excellence of the descriptions.
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Automatic Optimization and Allocation
of Data Using Q-Learning Technique

K. Pavan Kalyan, K. Gangadhar, S. Jancy, and Mercy Paul Selvan

1 Introduction

1. Machine learning: Machines learning is the process which uses sequence of
commands to solve the drag in the execution of process [1, 2]. An algorithm is
developed by programmers to solve advanced complications in digital world [3,
4]. Machine learning is used to analyze huge amount of data both structured
and unstructured into validated information [5, 6]. It reduces the amount of
complexity in the data of several gigabytes by using unsupervised techniques
[7, 8]. Example for the data regarding transaction of bank null values is not
required, so they can be neglected [9, 10]. In our paper, we use techniques of
machine learning like data pre-processing, data extraction to reduce dimensions
of huge datasets of CPU and GPU [11].

2. Neural networks: It is a machine learning mechanismwhich models itself similar
to intellect of human brain [12, 13]. An artificial neural network can be created
by adopting the information in computer system [14, 15]. It predicts datasets
of CPU and GPU using complex neural classifiers [16, 17]. The computer with
neural network can do the job using analysis and training of datasets [18, 19].
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Table 1 Comparison of various optimization and allocation techniques

Paper title Author Year Description

Societies 5.0: A Paradigm for
Computational Social Systems
Research

Fei-Yue Wang 2018 Smart network prepared with
bi-directional message flow is
anticipated to provide more
sophisticated exploitation
monitoring and energy transaction

Zone-based load balancing in
LTE self-optimizing networks

Min Sheng 2016 Mobility load balancing (MLB) is
a significant use case in
long-standing assessment (LTE)
self-optimizing networks (SONs)

On-chip communication network
for efficient training of deep
convolution network on
jeterogeneous many core systems

Ryan Gary Kim 2017 It considers the problem of
designing specify CPU-GPU
based on heterogeneous many core
systems for energy-efficient
training of CNNs

Hybrid wireless NoC with
sandboxed sub-networks for
CPU/GPU architecture

Sujay Deb 2014 Varied system architecture that
integrates cores of different
architecture on a unique chip is
acquisition consequence for many
classes of requests to achieve high
presentation

2 Related Work

See Table 1.

3 Existing System

The existing system provides adaptability and programmability by developing
compilation method [20]. It converts high-level agendas to appliance codes and
constructs equivalent graphs and LLVM [21]. Existing system comes up with hard-
ware efficiency to reduce reusability and optimization time [21]. The task pool
consists of diverset asks with diverse meting out component attractions [22]. Tasks
favoured to execute on GPU are recognized using neural network, whereas commu-
nity detection identifies tasks to be executed on CPUs [23, 8]. The learning based
are designed to simply.

Drawbacks of existing system

• Impractical for a huge number of calculation tasks.
• More energy utilization.
• Flop to meet the specified potential restraints.
• It is not the energy-efficient collaborative computation.
• Higher resource utilization.
• Lower scalability.
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Fig. 1 Basic system architecture

4 System Architecture

See Fig. 1.

5 Proposed System

By using automatic optimization and allocation of data in system provides:

• Efficient power management
• Fewer storage requirement
• Higher application performance
• Better adaptively.

6 Working Methodology of Proposed System

The proposed system is a cooperative calculation distribution and source distribution
system. The design of disseminated calculation divesting using resource sharing
arrangement attains the ideal solution. The proposed system investigates the problem
of energy, time drop and obtains the ideal memory required for execution of task. By
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calculating the mean of the attribute datasets, the model is trained in a way to predict
the amount of memory utilized in the upcoming future.

7 Existing Algorithm

Algorithm Used.

Step 1: In the first step, we load the datasets of both CPU and GPU data for
optimization purpose.

Step 2: Then we have to remove non-valued attributes from object data type by data
pre-processing.

Step 3: Now by taking two particular attributes of CPU dataset, compare the better
one.

Step 4: By reducing the dimensions of attributes of CPU, the resultant graph is
generated

Step 5: Similarly, by taking GPU datasets, compare most contributing attributes for
a reduced cost.

Step 6: Now calculate the mean of the data generated by which model is trained.
Step 7: Then finally the amount of memory GPU uses in future is predicted (Fig. 2).

8 Proposed Algorithm

See Fig. 3.

9 Results

See Figs. 4 and 5.

10 Conclusion

• This system formulates as a restrained optimization for reducing the system cost.
• This system can precisely arrest the features that causes a interruption in the

calculation allocating technique. It also significantly reduces the control overhead
related to the legacy methods.

• By comparing the attributes of the dataset, the amount of memory utilized by
GPU is predicted.

• The result shows the predicted GPU memory used in the future.
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Input: Task queues in agents and the architectural graph (NOC)Initialize Q 
Parallel for each agent j do 

Initialize time ti=0 and states sti,0 Repeat 

1. Task=pop (InputTaskQueue[i]) 

2. /*greedy algorithm*/ Rand=random(0,1) 

3. If(rand<€) do randomly chose a PE Else choose PE based on Q values Endif

4. /*local search*/ 

5. If(busyPE==1) 

6. Search a nearby PE with the least number of flits 

7. Endif Sti,t+1=mapping(task,PE) 

8. Calculate r using the equation(2) Critical section do 

9. Q(Sti,,ti,ai,ti)=Q(Sti,ti,ai,ti)+α[¥+¥max

10. Q(Sti,ti+1,a’)-Q(Sti,ti,ai,ti)] End ti=ti+1

11. Until Q values converge Endfor 

Fig. 2 Existing algorithm procedure

1. Input: Datasets of CPU &GPU Initialize attributes as A
2. Parallel if (A==null) Remove A from dataset
3. Compare 
4. (Ai,Ai+1) for better For all dataset
5. Reduce Ai attributes 
6. Compare (Ai,Ai+1) for better
7. Select better optimized cost Attribute among CPU and GPU.
8. Predicts amount of CPU memory in future
9. End

Fig. 3 Proposed algorithm procedure
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Fig. 4 Graph depicts GPU release year vs physical memory

Fig. 5 Graph depicts predicted amount of GPU memory used versus year
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Choosing an Ephemeris for Low Earth
Orbit (LEO) Satellite Application

T. Omkara Chari, T. Manikanta, G. Nagarajan, T. Prem Jacob,
and A. Pravin

1 Introduction

As the key improvement of inner planet remote compact frameworks, satellite frame-
works can comprehend overall predictable incorporation. GEO circle satellite frame-
works and Low Earth Orbit (LEO) satellite frameworks have various focal points,
including modestly flat transmit power, short slow transmission, high range utiliza-
tion, etc. [1, 2]. In any case, considering the quick advancement of LEO satellites
and decently little help cells and the handoffs beginning with single cell then onto the
following will unbelievably lessen the Quality Of Service (QoS) [3, 4]. As raised in
[5], if there is no spared resource for handoff which acquires the accompanying cell
(moreover called objective cell), the handoff calls will be dropped. From the view-
point of customers’ QOS, dropping a handoff call is more forbidden than preventing
another call. To assure the customers’ QoS in LEO satellite frameworks, it is funda-
mental that a capable and strong resource reservation procedure and CAC calcula-
tion should be arranged. The limit of CAC is that when another call tries to access
to current framework, CAC chooses on the off chance that it should be recognized
subject to the traffic characteristics, the essential of QoS, and the framework resource
conditions. The goal of CAC is to assure the customers’ QOS at the affiliation level,
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even though surrender huge customers. As of not long ago, various CAC calculations
have been shown to handle the QOS issue in media satellite frameworks [6–9].

2 Related Work

Ourwork complements load-aware server provisioning or power-proportional design
[1–3, 5, 6]. Such works focus on server or resource provisioning based on load
of Internet requests, with service level agreement (SLA) or other QoS metrics
assured. For example, in [1, 10], the authors propose server provisioning and dynamic
speed/voltge scaling schemes for a data center, through load prediction and feedback
control. Load prediction-based server provisioning and load dispatch is proposed in
[2] for connection-intensive Microsoft datacenter. In [3, 11], the authors propose an
online server provisioning scheme, where a relative large time interval is consid-
ered such that current load of requests can be estimated. Server-state transition
cost is also considered. Furthermore, the authors also consider the impact of trough
filling on energy saving by the proposed scheme though simulations. Queue-based
server provisioning and Lyaponuv optimization-based performance establishment
are proposed in [6, 12]. Although the Lyaponuv optimization technique is also used
to show performance of the queue-based scheme, our problem is different, i.e., we
consider trough filling, with cross-datacenter load shifting and capacity provisioning.
Dynamic speed/voltage scaling is widely considered, e.g., in [7–9, 13, 14]. The basic
idea is to dynamically adjust the frequency based on the instantaneous load demand,
which leverages the nonlinear relation between power consumption and server speed
to save energy. Researchers have extended dynamic speed scaling to a datacenter or
even cross-IDC level, e.g., in [14, 15]. In this paper,we also use dynamic speed scaling
as a part of control mechanism for trough filling in IDCs. Most recently, cross-IDC
power and cost optimization that exploits geographic diversity has received signifi-
cant attention, e.g., in [15–18]. The key idea is to shift requests to IDCs with lower
electricity prices to reduce cost [19, 20]. Our work can also leverage price diversity,
i.e., by filling cheap troughs of IDCs. The difference is that since background jobs
are delay tolerant, our capacity provisioning and load shifting schemes also exploit
the temporal price diversity, in addition to geographic diversity. In a recent work [21,
22], the authors use energy storage systems to leverage the temporal price dynamics
to cut the energy cost, but for a single data center.

3 Existing System

The current system is a novel enhancement issue dependent on this application
that is figured. At that point, a Web-based planning system is created using the
Lyapunov enhancement strategy. The main commitments of that paper are depicted
as follows. The current system is a data online information gathering issue for the
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geo-appropriated IOT systems using the LEO systems. A peculiarity is that issue
depends on thought of the time-changing uplinks because of the relative movement
between LEO satellites and IOT passages. Together that limit vitality utilization and
amplify, in general, information transferred, they organize a data information algo-
rithm for geo-data information transferring, which can stay away from the cradle
flood issue during information collecting to the geo-appropriated IOT arranges also.
The conceptual qualities of the online algorithm is having an example, i.e., optimal
hole and the steadiness of passage lines are not selected thoroughly. And finally,
in view of genuine hints of LEO body, the recreation answers that the current net
using data accomplishes a higher productivity of vitality utilization for small line
over abundances than a covetous that the algorithm called “Huge Backlog-First.”

4 Proposed System

In the proposed system, update strategy applied when perusing Earth’s nutation
and precession data from the planetary powers document (e.g., DE430). A positive
worth will make the nutation and precession be refreshed to the closest indicated
seconds. This is the quantitized mode. An estimation of zero will make the nutation
and precession be refreshed to the full precision provided. This is the momentary
mode. This is the hysteresis mode. The ephemeris is separated into 30-day lumps,
and inside every 30-day piece, a recipe is given to figure the situation of every planet.
These formulae appear as Chebyshev polynomials, whose coefficients are recorded
in the ephemeris information documents. Expository arrangement speaking to the
kissing orbital components of the external planets is acquired through the recurrence
examination of numerical qualities for the components organized over quite a while
interim. The proposed system is to get new systematic arrangement speaking to the
kissing orbital components of the external planets. The new arrangement ought to
be conservative and hold the high precision of current explanatory hypotheses of
planetary movement over any longer time interims, up to a few a huge number of
years (Fig. 1).

The conclusive outcome is the mix by casting a ballot of the individual action-
based confirmation results. In pragmatic life, as smartphones are commonly utilized
by a solitary individual, client’s distinctive movement-based models can be put
away for enrollment, validation should be possible with various action-based sensors
information, and last acknowledgment can be chosen dependent on their blends.
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Fig. 1 Overview of the proposed system

5 Module Description

5.1 Data Evaluation

Exploratory data analysis (EDA) is themost basic introductory advance for green data
collection from geo-dispersed to break down another dataset. EDA is the way toward
performing starting examinations on information in order to: Uncover fundamental
structure and examples in the information.

Identify significant factors, identify oddities, test a speculation, check presump-
tions, and set the phase for model improvement. Exploratory data analysis resembles
tuning into what the green data collection from geo-distributed information can let
us know before we start the genuine demonstrating process for a headstart. The
result of this investigation is a few experiences displayed by condensed insights and
graphical portrayals. Additionally, it is a decent practice, however, to utilize various
exploratory systems to have more trust in the ends that came about the information.
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5.2 Clustering

Bunching is one of the most widely recognized exploratory information examination
procedure used to get an instinct about the structure of the green data collection from
geo-disseminated information. It tends to be characterized as the errand of distin-
guishing subgroups in the information with the end goal that information focuses
in a similar subgroup (bunch) are fundamentally the same as while information
focuses in various groups are altogether different. At the end of the day, we attempt
to discover homogeneous subgroups inside the information with the end goal that
information focuses in each group are as comparable as conceivable as indicated by
a closeness measure, for example, euclidean-based separation or relationship-based
separation. The choice of which similitude measure to utilize is application-explicit.
Bunching examination should be possible based on highlights where we attempt
to discover subgroups of tests dependent on highlights or based on tests where we
attempt to discover subgroups of highlights dependent on tests. We will cover here
grouping dependent on highlights. Grouping is utilized in green data collection from
geo-disseminated division, where we attempt to fined clients that are like each other
whether as far as practices or traits, picture division/pressure; where we attempt to
bunch comparative locales, report grouping dependent on subjects, and so forth.

5.3 Time Series Analysis

The serial correlation of the comparability between perceptions as a component of the
time slack between them. Regularity suggests to occasional variances. Stationary is
a significant trait of time arrangement. A period arrangement is said to be stationary.
If its measurable, properties do not change after some time. As such, it has consistent
mean and change, and covariance is free of time. A moving examination of a period
arrangement model is frequently used to evaluate the green data collection from
geo-disseminated model’s security after some time. While breaking down monetary
time arrangement information utilizing a factual model, a key supposition will be
that the parameters of the model are consistent after some time. Notwithstanding,
the financial condition regularly changes significantly, and it may not be sensible to
accept that a model’s parameters are consistent.

5.4 Prediction

Mechanized anticipation can be firm in fusing an investigators green data collection
from geo-dispersed information. Estimating is troublesome on the grounds that there
are numerous models and parameters to browse. Prophet starts by demonstrating a
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period arrangement utilizing the experts indicated parameters, delivering conjec-
tures, and afterward assessing them. At the point when an issue happens or terrible
showing is identified, Prophet surfaces these issues to the expert to enable them to
comprehend what turned out badly and how to alter the model dependent on the crit-
icism. It naturally assesses estimate execution, and banners give that warrant manual
intercession. One of the most straightforward assessment strategies is to set a pattern
with some basic gaging techniques (e.g., regular credulous, example mean, float, and
so on.). It is helpful to contrast shortsighted and propelled anticipating techniques
which decide if extra execution can be picked up by utilizing an increasingly mind
boggling model like green data collection from geo-dispersed.

6 Conclusion

Right now, contemplated how to assemble IoT information from geo-conveyed orga-
nizes in a vitality effectivemanner, in light of theLEObased correspondence systems.
Computerization of the key elements’ tasks for Low Earth Orbit satellite strategy
have been planned and actualized. Day by day, activity of circle assurance and circle
forecast was effectively completed at pre-characterized times and interims for the
satellite strategy. Mechanization of the other flight elements capacities, for example,
occasion forecast were explained in this paper. The circle forecast for the low Earth
circle satellite is acted in every day basis, utilizing the latest circle assurance results.
Reception apparatus pointing information, satellite ground track information, and
satellite information are additionally produced during circle forecast process.
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An Integrated & Robust User
Authentication Framework Based
on Gait Smart Devices

V. Harsha Vardhan, V. Sri Dileep Kumar, G. Nagarajan, T. Prem Jacob,
and A. Pravin

1 Introduction

Smartphones are ubiquitous and becoming complex in their processing, and systems
administration. Presently, 68% of the total populace possess a smartphone. Statistical
surveying [1] on the offer of smartphone indicates that the quantity of smartphones
sold has outperformed the quantity of PCs sold overall [2]. The smartphones with
detecting abilities incorporated has changed the usage as well as the perception of the
users’ even in day-to-day existence. Smartphones have become the security guard
for the vast majority of our own data, ex: restorative data, ledger subtleties, and
individual qualifications for various administrations and requests. With the growing
technological advanced features of smartphones, clients have started to insist on
safeguarding the secrecy of their information and data. As smartphones are used for
fast and intermittent access, they prompt bargained protection of information and data
[3]. It is important to keep up the protection of touchy information and data accessible
through these gadgets utilizing non-nosy yet feasible validation instruments. The
commonly utilized verification techniques for smartphones including passwords,
PINs, design bolts, and unique mark filters offer constrained care [3]. They are
helpless against numerous assaults including speculating [4], caricaturing [5] if there
should be an occurrence of unique mark checks, and the side channel assaults, for
example, video catch assaults or smear assaults. Numerous smartphones give PINs
as options in contrast to passwords. PINs have the advantage of having the option
to be entered rapidly, yet they give far less care than passwords, as they might be
speculated [3, 6, 7]. Example locks give assurance by permitting clients to pick a
group of focuses during enlistment and afterward rehash it during validation. It is
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presented to side channel the assaults and the client’s fingertips leave a distinct trace
on the screen, which can show the pattern that was utilized to get to the gadget [3].
In addition, these confirmation strategies require a client to manage the smartphone
effectively and put in a couple of valuable seconds for contributing some substantial
snippets of data, or drawing advanced patterns on touchscreen, which has become
a disappointment for the a large number of smartphone clients around the world.
Accordingly, numerous users like to utilize less security hindrances each time they
choose to get access to their gadget [8], which is decreasing the adequacy of such
validation plans. Despite going through all the stringent processes, the smartphones
are still vulnerable to information burglary. These techniques employed for validation
fail to distinguish and perceive a foe once he/she has passed the purpose of section
[9], which makes these methodologies pointless for consistent and non-nosy latent
confirmation.

2 Related Work

As smartphone processing and detection capabilities have progressed, analysts have
begun to use the various types of tangible information from these gadgets for a
wide range of purposes. Portable location information has been misused to publicly
support, set awareness and recognition of movements. The existing work shows that
the use of various sensors on the body placed in various positions (eg. Abdomen,
knees, arms and legs) can decide the physical exercises being performed by a client.
In the pre-preparation and highlighting information, calculations were applied to
recognize the action using an accelerometer. Shoaib et al. [1], recognized complex
human exercises [10–16], such as smoking, eating and drinking, using smartphone
sensors along with wrist-mounted motion sensors. Movement recognition has been
used for various purposes, such as visualizing human conduct, Miluzzo et al. [2, 3].
Mun et al. [4] have appliedmovement recognition procedures to recognize patterns of
negative behavior in an individual by combining smartphone sensors withwrist-worn
smartwatch sensors. In a couple of years, exploration on the validation of smartphone
clients would have seen decisive work and numerous agreements would have been
proposed for the confirmation of smartphone clients. A thorough check of the best in
the class for smartphone client validation has been devised [9, 17–21], which high-
lights seven distinctive approaches to biometric conduct for customer confirmation.
These methodologies include step, touchscreen communication, shaking hands, key
sequence design, voice, signature and social profile. Trojahn et al. [22] proposed a
plan that combined investigations on typing and handwriting on smartphones with
the ultimate goal of customer confirmation. While recording the information, the
creators requested that various subjects enter a secret phrase or phrase a number
of times. Shahzad et al. [23] proposed a plan for the on-gadget confirmation of
smartphone clients by assessing their movement that depend on two fundamental
segments: the extraction of time-sensitive elements using deep neuronal systems and
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order through a probabilistic regenerative model. Shahzad et al. [23] introduced a
signal-based confirmation.

Customers enter their explicit movements on their portable touchscreen. They
are distinguished from the way passwords were entered into gadgets. To record the
information, they created an Android application and a Windows internship. They
recorded the information of each touchpoint on the screen, the accelerometer, and
the timestamps. They found that different signals determine various normal grouping
correctness. For the characterization, they used the Support Vector Distribution Esti-
mate (SVDE) with the Radial Base Function part (RBF) and obtained a false positive
rate for each movement of less than 5%.

3 Existing System

In this control system, a customer himself must confirm by forming a secretive word
or provide biometric measurements. Towards the end of the day, the current affir-
mation system requires direct collaboration with the customer, which can disrupt an
unreliable approval. Regardless, when enabled to normally review customer sensor
data assembled in real time through wearable IoT gadgets, it can confirm customers
without requiring their quick or dynamic affiliation. Focusing on such predictable
approval, we propose a phase-based control framework for wearable IoT devices
that thus confirms customers by looking at their sensor data. Group of data to
assemble social facts after customers have created 2 Android applications. Chip
away at gorgeous watches and cell phones, exclusively. Since the sharp watches
used in our evaluation are equipped with Bluetooth accessibility, we pair a mobile
phone and a right with each other so that the mobile phone passes as an input to the
data flow of the hand-assembled sensor to the remote server.

4 Proposed System

The proposed system for client validation is proposed in which the movement
acknowledgment is done from multimodal smartphone sensor information from
different people in the initial step and in the second step, client verification is done
with single action-based movement information. The proposed framework is a two-
stage client authentication system dependent on stride-related exercises. Smartphone
sensor information (accelerometer and gyrator) that chooses exercises for every client
is gathered during enrollment process as preparing tests to manufacture movement-
based client models for future validation. The movement-based client models are put
away in the information base for imminent clients. During validation process, sensor
informations of the individual (to be confirmed) are gathered and action acknowl-
edgment is done in the initial step. Contingent upon the action, in the subsequent
advance, the information is coordinated with the particular client’s movement-based
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Fig. 1 Overview of the proposed system

clientmodel for check. On the off chance that it crosses the predefined limit, the client
is acknowledged for the specific movement. For expanded precision, the confirma-
tion procedure is rehashed for a few exercises, each time the movement information
of the client is coordinated with the put away action-based model of the client for
the check (Fig. 1).

The conclusive outcome is the mix by casting a ballot of the individual action-
based confirmation results. In pragmatic life, as smartphones are commonly utilized
by a solitary individual, client’s distinctive movement-based models can be put away
for enrollment and validation should be possible with various action-based sensors
information and last acknowledgment can be chosen dependent on their blends.
Presently, right now, best movement for confirmation reason and furthermore the
impact of mix of a few action-based validations.
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5 Module Description

5.1 App Module

Respond Native permits one to manufacture portable applications that look, feel,
and perform substantially more like local applications. It utilizes a similar basic
UI building hinders as normal iOS and Android you walk we confirm applications.
Those structure squares utilizing JavaScript and React are simply set up.

Respond utilizes a virtual Document Object Model (DOM) which goes as a
shadow to genuine DOM is accessible. At the point when a component changes
that change is thought about the genuine DOM by Virtual DOM utilizing a hub that
relates to every component. In Respond Native, there is no DOM as opposed to
Native Components which are given by stages in you walk we verify. There are no
Web sees here. Respond Native has an occurrence of JavaScript Core to execute JS
code when you walk we verify application begins. Respond Native uses RCT Bridge
Module to make an association between local code and JavaScript code. This CLI
device is utilized to framework a starter for you walk we verify venture containing
all that has to assemble and run a React Native application.

5.2 Sensing the Data from Senor

Smartphones and other portable innovations recognize their direction by using an
acceleration agent, a small gadget consisting of pivot-basedmotion detection.Motion
sensors in accelerometers can also be used to identify your walk, we verify its devel-
opment and can be used in medicinal gadgets, such as bionic appendages and other
parts of the fake body. In somegadgets,when apart of personal development assessed,
use accelerometers. Accelerometers in smartphones are used to recognize the direc-
tion of the phone. An accelerometer is an electromechanical device used to measure
acceleration powers. These powers could be static, similar to the persistent power of
gravity or, just like in the case of many smartphones, dynamic to detect development
or vibrations. Acceleration is the estimate of the speed regulation, or of the speed
isolated over time, which is used by the walk that we validate the application.

The spinner, or gyroscope for short, adds an additional measure to the data
provided by the accelerometer following the pin or the rotation. An accelerometer
estimates the growing speed of development, while a gyroscope measures the speed
of irregular rotation again. The two sensors measure the pace of progress.
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5.3 View Display

At the point, when components have to be wrapped up inside the compartment, view
as a holder component is utilized in you walk we confirm application. At the point
when there is a need to settle more components inside the parent component, both
parent and kid can view. At the point when there is need to style various components,
they can be put inside view since it bolsters style property, flexbox, and so forth.

View likewise bolsters manufactured touch occasions in you walk we validate
application, which can be valuable for various purposes. The View is the key part of
React Native for building a User Interface (UI). It is a compartment that underpins
design with flexbox, style, contact taking care of, and availability controls. It maps
straightforwardly to the local view like whatever stage on React Native application
is running on. It shows the parts in any case with UI view, <div>, and roid view, and
so forth.

In you walk, we verify application and view segment can be settled as it contains
different perspectives inside it. It can contain 0 to numerous offspring of any sort.

6 Conclusion

The proposed framework is a structure for stride-related movement-based client
character check, utilizing smartphone sensors information. Stride-based verification
is unobtrusive and is made possible with no weight to client. As assortment of smart-
phone inertial sensors information is simple and is effectively utilized as an extra
security layer in smartphones notwithstanding the currently utilized pin or swipe
design. An examination has been conducted with various freely available informa-
tion to discover the best action for good verification. It confirms that strolling-related
exercises, for example, strolling straight, strolling left or right, strolling upstairs, or
down stairs are acceptable possibility for client confirmation than static exercises
like sitting, standing, or resting. We are sure that the proposed structure can give
consistent confirmation and can be promptly coordinated with different frameworks
to give multifaceted validation.
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Predicting Bike Rental Based
on Environment and Seasons

Nettem Gopi, Nare Thoshan Kumar Reddy, and T. Sasikala

1 Introduction

Predicting bike rental may be a real-life application project which is used to train the
machine to understand the data that are available from the previous records, and it
has to predict the count of the requirement that is going to register in the future work
or the input that has given to predict [1, 2]. Here we use some regression algorithms
and make the machine to understand those data [3]. The data which we provide to
the machine is the cleaned data, the cleaned is the thing which we processed the
given raw by using some processing methods which include missing value analysis,
duplicate values, etc. The reason why we are providing only the cleaned data is just
because the machine cannot understand the human readable format, so to understand
that we converted the data to machine understandable or machine readable [4].

So after the machine has been trained, then it has to be tested with different inputs
with the same number of columns that are provided in the train dataset. So this will
provide the result in the form of a graphical representation which is one among the
regression algorithm [5]. Also we consider score which is nothing but the accuracy
of the prediction percentage that has been predicted. We need to provide the input
in such a way that it should have all the columns that are provided in the train data
and that has been included in an array form just because to make sure that it should
provide an accurate prediction values or the outcome, the accuracy score will tell
that at what level of percentage it has been predicting [6, 7].

(1) In odd times, the need of consumers will vary from their fulfilling. (2) While
sometimes there will be a very less count that customers are going to register, this
leads to loss of the time, and they have invested on it. (3) Or else in times there will

N. Gopi (B) · N. T. K. Reddy · T. Sasikala
Department of Computer Science and Engineering, Sathyabama Institute of Science and
Technology, Chennai, India
e-mail: gopinathnettem@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
K. S. Sherpa et al. (eds.), Advances in Smart Grid and Renewable Energy,
Lecture Notes in Electrical Engineering 691,
https://doi.org/10.1007/978-981-15-7511-2_68

667

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-7511-2_68&domain=pdf
mailto:gopinathnettem@gmail.com
https://doi.org/10.1007/978-981-15-7511-2_68


668 N. Gopi et al.

be a huge number who is going to register but the count of resources are very less, all
this is happened just because we do not have any idea how and when the requirement
of resources are high and when it will be low [8]. So to overcome this issue, we came
up with this real-life application. So the data which we collected from the previous
records is the raw data which we need to clean them and make sure that it should
not contain any unwanted data in them [9]. So to achieve this, we need to perform
certain techniques to clean the raw data and they are called preprocessing steps [10].

2 Related Work

The related work is defined as the thing that it briefly explains the construction of
the project along with the modules that are required to implement those techniques;
this is an extension of that has been discussed in the introduction part [11, 12]. As
discussed above that data from different resources which includes the data from
geographical locations, based on environment and seasons, casual and the registered
ones and some other columns that are required to perform as a part of the project, all
this data has been merged or grouped into one component; then the content available
is the raw data which nothing but the data that contains missing values, duplicate
values, and various other kinds of data that are not required as a part of this, so
to overcome this, we need to implement some data cleaning method or the data
processing techniques which will completely change the unwanted data, and if there
are multiple records contain the same data, then that duplication of data has been
removed, also the boundary missing values which is nothing but some of the records
contain empty values and that have been filled up with some random data values
that are related to it, and finally the categorial variables and this contains two more
divisions: firstly the label encoding and secondly the one-hot encoder [13, 14].

The prediction module or method involves two divisions: One is the unsupervised
learning algorithms and the other one is the regressions. Similarly, the classification
methods also contain the supervised learning algorithms and the classifiers [15, 16].

3 Proposed System

This paper helps the way to solve the important problem behind the prediction
technique and uses the machine learning algorithms which unravel the real-life
application (Fig. 1).

This bike rental prediction system will present us a general diagram which is
shown in the below figure that will be the system architecture of the bike rental
predicting model; this architecture shows us that we have used different types of
agents which are used to the collect different types of data. The agents collect the
data fromdifferent resources they are: registered resources,weather and environment,
geographical data, data processor, data workflow. The data workflow will be the
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Fig. 1 General proposed multiagent system architecture

subpart in the data processor; these are the four different types of data that we collect
the information from and five regression techniques that have been used in this
model. This is implemented in machine learning techniques (Anaconda Spyder) and
executed in it.

3.1 Registered Resources

The registered resources are the thing which tell us that how many users are going
to use that product or the units that are available there. This registered resource or
registered data is broadly classified into two categories: One is the casual that is the
frequently visited or used customers and secondly is the registered ones who visited
after registering, and these are briefly explained in the below way.

Casual: The term casual indicates that the customers are visited just randomly to
use their product without any registration or simply we can say that they are casually
visited ones just like that. They use the product based on the availability of their time
and some other issues.

Registered: In this, the term registered itself indicates that the customer has regis-
tered their visit and use of the product previously itself and the product is reserved
for them; they are the ones who regularly comes and uses their product. Sometimes
the casual count will be high, and in general, sometimes the registered count will
be high, but the only advantage of the registered count is that their visit will contin-
uously increase without any fail. And the drawback of the casual ones is that their
count will vary from time to time and person to person.
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3.2 Weather and Environment

Weather and environment data consists of the weather data of different dates and
months. we can get the data of a particular date and time from this weather report;
then we will merge the weather data with the trip data to get the prediction. This
data will be collected by an agent. The weather data collected from them will be
the wind speed, temperature, maximum and minimum speeds of the wind, and the
rain forecast will also be present in that the minimum and maximum pressures in
which direction the wind is moving, and also the humidity of the environment at a
particular location. This collected data set may contain some duplicate values which
have been taken care during the preprocessing techniques.

3.3 Geographic Information Data

Thegeographical informationwill have thegeographical data fromdifferent locations
and places what is the altitude at a particular place whether it is a mountain region
or a plain surface. It will contain the maps of roads, and it will be updating as day to
day the roads are increasing in the real life; with this we can analyze the map data
and the location data; these data are also merged with the environment data and the
trip data to get the results and the accurate score.

3.4 Data Processor

The data processing is the thing which processes all the data that has been collected
from various resources like the data from the geographical location, weather condi-
tions, and also based on the seasons. Then, the collected data has been merged as
a group and needs to clean those raw data by implementing or apply some tech-
niques which include the missing value analysis the purpose of this is to fill those
missing data with some random data; then, the duplicate data is required to make
sure that none of the data record is available in multiple times, those records has been
eliminated, then the boundary value analysis and the handling categorial variables
and the final dataset has been applied to the machine to train it. So this is how the
data processing has been done that is mandatory for the application to perform its
operations and calculate the accurate result.
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3.5 Data Workflow

This is a subpart in the data processor; in this data work flow, we will describe how
the data will be flowing and merged from one direction to another direction the trip
data, geographical data, weather data all this is collected and merged, and this will
be in one direction flow the above diagram the work flow of the data processor in a
step by step manner. The data processor will request the weather report and it will
eliminate the duplicate and the null data the whole record of the data will be analyzed
and then a new future of data set will be added. These datasets consist of different
days; these days may be split into years, months, weeks, weekdays, and weekends.
These all will be arranged in a workflow; first we will take the data from the agents,
and then, the trip data will be taken; then the data will be cleaned and merged with
weather report; then the calendar information will be added after that data will be
split into different locations, and we need the data at only one location that we are
going to predict; then we will get the information of that particular location; we will
train the machine with that previous data which we have, and then we can get a score
of the registered users we have now we can predict the accurate score.

4 Results and Discussion

The results of the ratio of actual and predicted values of the bike rental data are taken,
and the raw data is collected from the previous records; this raw data is cleaned and
we applied five different regression algorithms to get the accurate score, and in this
model, we performed all the those techniques, so that we will get the score of each
regression and comparedwith other results, andwe consider the regression technique
that is predicting more accurately (Fig. 2).

The x-axis represents the predicting data, and the y-axis represents the data points,
as the data size increases the more accurately we will get the predicted score if we
have smaller amount of data, we will get the predicting score but that will not be
much accurate if we have more data then we can perform all the regression models
or techniques that we have and then we will get the best one that means which will
show more prediction value then that will be our accurate score (Fig. 3).

The above is the input conditions that have been assigned to the model to test the
data, till then the regression algorithms have been used to train the model, and now
it’s the thing to test, so input the conditions based on how the geographical data,
based in seasons, based on weekday or weekend, temp, wind speed, etc., all those
conditions have been applied and it is going to predict how many users are going to
register or how many count of requirements has to be needed, it is going to predict
in either +ve values or − negative values in the prediction values dataset (Fig. 4).

The above is the prediction values that have been evaluated based on the input
conditions that have been assigned for the model to analyse and predict the output
count with an accuracy score; all this has been generated by following all the above
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Fig. 2 Graph showing data size with respect to prediction line

Fig. 3 Input data conditions assigned to model

Fig. 4 Prediction values
based on input conditions
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conditions and the steps that have been assigned to it either to train the model or to
test the model with the unique set of data conditions available for it. So thus all the
prediction values of registered count have been predicted.

5 Conclusion and Future Work

In this, we will conclude that the accurate score of the users is going to be registered,
taking the raw data and the regression techniques made the word easier to get the
prediction of the bike rental system.Moreover, the datawhich has been collected from
the previous records has allowed us to clean the data easily; by using this knowledge,
we can train the machine in well manner so that will give us more accurate results.
By this, we can conclude how many bikes we need for the upcoming days and we
can keep the required amount of bikes the unwanted bikes can be shifted to any other
docking stations. In the future works, we will analyze and say how many number of
users are going to be registered.
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Automatic Recognition of Medicinal
Plants

P. Krishna Vinesha, P. Lakshmi Priyanka, and L. Lakshmanan

1 Introduction

Plant ID has a significant job in current logical issues, for example, biodiversity,
environment and pharmacology among others. In biology, plant distinguishing proof
includes breaking down numerous organs, for example, blossoms, seeds, leaves and
woody parts [1, 2]. This methodology renders the errand troublesome as blossoms
and seeds, which are occasional and subject to the plant’s age and condition, are
difficult to discover. In exceptional circumstances, for example, discovering fossils or
uncommon plants, the material accessible to distinguish a plant is only the leaves [3].
To comprehend these circumstances, a leaf morphological scientific categorization
method is proposed, which considers just the leaves to play out the distinguishing
proof errands [4]. This methodology joins different highlights of leaves, for example,
shape, vein structure, surface and some histological data. Recognizing plants is a
troublesome and complex undertaking because of the idea of the leaves. Although
the leaves present some major highlights, they additionally present a wide example
of the variety. This variety may happen in various leaves from a similar plant, where
attributes, for example, development and presentation to the sun produce varieties in
the size, shading, surface and state of the leaves [5]. These varieties are additionally
present in leaves from similar species, however, from various plants. Right now, it
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is an outcome of soil impact, atmosphere or even condition when the leaf is being
shaped.

The frames have grown so far using programmed order procedures; however,
the procedures are very comparative. These means include the configuration of
the collected leaves, the realization of some previous management to distinguish
their particular characteristics, the arrangement of the leaves, the compilation of the
database, the preparation for the recognition and evaluation of the results [6–10]. The
world has a more number of plant species, a significant amount of which have reme-
dial qualities, close to elimination and others are destructive to humans. The recog-
nition of dark plants depends very much on the intrinsic information of a specialized
botanist. The best technique for distinguishing plants effectively and effectively is
a manual processing strategy based on morphological qualities. In this way, a large
number of procedures relating to the organization of these plant species “depend
on the accumulation of information and the skills of individuals” [11]. Be that as
it may, this procedure of manual acknowledgment is regularly relentless and time-
consuming [12, 13]. Henceforth, numerous scientists have directed examinations to
help the programmed grouping of plants dependent on their physical qualities.

The frames have grown so far using programmed order procedures, however,
the procedures are very comparative. These means include the configuration of
the collected leaves, the realization of some previous management to distinguish
their particular characteristics, the arrangement of the leaves, the compilation of
the database, the preparation for the recognition and evaluation of the results. A
computerized plant distinguishing proof framework can be utilized by non-botanical
specialists to rapidly recognize plant species easily [14].

Normally, the customary individuals are doled outwith the activity of gathering the
plants from the timberlands. Once in a while, they could not perceive the uncommon
and significant plants due to human blunder. These uncommon sorts of plants are
critical to spare the life of a patient. Additionally, here and there these individuals
could get off base species which might be hurtful plants. In such cases, it is important
to utilize the programmed plant acknowledgment framework. This framework helps
a conventional people or any layman to perceive the diverse plant species. These sorts
of frameworks are likewise extremely accommodating for the trekking individuals
if they are intrigued to gather the plant species while trekking the mountains [15].

2 Related Work

Some tests have been performed to create tools for distinctive tests on plants in
the past 10 years. Wu et al. they completed the most definitive works in the plant
field disposal [16]. From five fundamental graphic aspects, twelve structural aspects
are deduced and, therefore, the analysis of the main components (PCA) is used to
reduce the measurement in order to send fewer sources of information to a feasibility
neural system (PNN). They achieved normal accuracy of 90.3% with the Flavia set
of data, which is its creation. Using an alternative data set but a similar algorithm,
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Hossain et al. [17] have achieved a degree of accuracy comparable to the comparative
highlights [18].

The image was in the size of 256 * 256 pixels. Du et al. [19] proposed a method-
ology that depends on the measurement of the fractal highlighted on the basis of
the shape of the leaf and the designs of the veins for the recognition and order of
the leaves of the plant [19]. By using a closer k-classifier with 20 highlights, they
achieved the high identification rate of 85.1%. Using a form of volumetric fractal
measurement to try to create a surface mark by a sheet and calculating the linear
discriminant analysis (LDA), Backes et al. [20] had the opportunity to overcome the
conventional methodologies that depended on the Gabor channels and the Fourier
test achieved 87.3% accuracy in a data set of 640 leaves from 32 distinctive plant
species [21]. They used to model and combine data as it were. Sixteen sources of
information (6 geometric aspects, 8 surfaces and 2 morphological highlights) were
sent to a counterfeit neuronal system (ANN) with 60 centers in the covered layer
and a learning frequency of over 0.100 pages. Using the equivalent data set, Chaki
et al. [22] obtained an accuracy of 97.6% using a neuro-fuzzy (NFC) algorithm with
a 44-component surface vector and a 3-component shape vector [23]. Use of the
module only includes the Flavia and Pattern Net data set (a type of neural system).
His neuronal advancement system consists of two-hidden layers with twenty-six
neurons each and was prepared for more than 100 pages.

Fascinating work has been done. They performed the calculation of the scale
curvature histogram (HCoS) to extract the shape data and the modification of the
almost corresponding example (LBPV) to eliminate the surface data. In the best case,
the clean data set exceeded the 7.3% data set. This recommends that legitimately
acquired images using a mobile phone can create good levels of proven accuracy
and images that are physically prepared in a laboratory and then grouped together.
Previously, Amin et al. [1] used an appropriate neuronal level diagram (DHGN) to
acquire fold data using 64 element vectors and the closest k-classifier with Canberra
separation to acquire 71.5% accuracy [24].

3 System Architecture

The initial step is to delete the RGB channel data from the information image to
distinguish the implant data from the anterior area. To do this, data is extracted from
the excess green (ExG) and excess red (Exp) channels. Then, the red overabundance
data is removed from the abundance of green data to progressively contain the green
channel data in Fig. 1. When the double limit is applied in the improved vegetative
archive, the ExGExR data, a double intrigue district is divided into plants. The next
advance is to use the first double image shadow pixel as a cover that separates
the leaves as secondary images. The division of the test sheet images into the data
set using the vegetative record mentioned above. The important component in the
representation of an image is shading. The shading minutes are obtained through
the highlighted facts, for example, the average and the standard deviation evaluated
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Fig. 1 Overall system design

in the three RGB channels (red, green, blue). The main measures for requesting an
image are acquired from the standard deviation and the average.

The surface of the image canbe estimated using the concurrencypane, the different
shading elements or the gray scale estimates of the image. The highlights that are
created using this strategy are known as Haralick highlights. A calculated regres-
sion classifier is used to distinguish the restoration plan. Since our proposed strategy
consists of the characterization of numerous classes, the relapse model calculated in
parallel has been extended to the calculatedmultinomial relapse. Through a combina-
tion of relapses calculated in pairs, the multinomial log it thinks of different encoun-
ters. This allows you to compare each brand class with a reference classification in
the data set.

4 Algorithm Used

A convolutional neural network (CNN) is a deep friendly neural network designed
from biologically controlled modules. They are applied most frequently used for
image processing. CNN’s work differently in that they treat data as spatial. Instead
of being connected to all the neurons in the previous layer, the neurons are connected
only to neighboring neurons and all have the same weight. This simplification in
connections means that the network maintains the spatial aspect of the data set. The
word convolution refers to the filtering process that occurs in this type of network. If
an image is complex, the convolutional neural network simplifies it, so it can be better
elaborated and understood. Like a normal neural network, CNN is also composed
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Fig. 2 Steps in CNN

of several levels. There are a couple of levels that make the convolutional level and
the grouping level unique. However, like other neural networks, it will also have a
rectified linear unit layer and a fully connected layer as shown in Fig. 2. The ReLU
level acts as an activation function, ensuring nonlinearity as the data moves through
each level of the network.

Without it, the data entered in each level would lose the dimensionality that we
want to maintain. Meanwhile, the fully connected layer allows you to classify the
data set.

5 Results and Discussion

The obtained results of training accuracy and validation accuracy values are shown in
Fig. 3.Where there has less number of epochs (up to 13), we can know that validation
accuracy is same as the training accuracy. In case if we need more number of epochs
the training accuracy and validation accuracy values are almost comparable (Figs. 4,
5, 6 and 7).

6 Conclusion

Another set of data on therapeutic plants in Mauritius has been made openly acces-
sible at the entrance of the AI store. At this time, vision strategies have been used
to extract some reflexes based on the shape of the leaves of the therapeutic plants.
AI calculations were used to group the leaves of 25 distinctive plant types into their
suitable classifications. The most remarkable precision of 98.3% was obtained by
the irregular forest classifier. Normally, the conventional individuals are doled out
with the activity of gathering the plants from the timberlands. Once in a while, they
could not perceive the uncommon and significant plants in light of human blunder.
These uncommon sorts of plants are essential to spare the life of a patient. Likewise,
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Fig. 3 Training accuracy versus validation accuracy graph

Fig. 4 Images before conversion into gray scale

here and there these individuals could get erroneous species which might be hurtful
plants. In such cases, it is important to utilize the programmed plant acknowledg-
ment framework. These sorts of frameworks are likewise helpful for the trekking
individuals.
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Fig. 5 Images after gray scale conversion

Fig. 6 Recognition of medicinal plants

7 Future Work

It is necessary to study about medicinal plants that find place in folklore. As a
result, such plants should be investigated to understand their physical and chemical
properties as well as safety and efficacy. The medicinal plants find applications in
many industries. The use of medicinal plants for curing diseases has been increased.
In order to identify the medicinal or non-medicinal, it will take more time. So that
we can create an application by using this project. Then, it will be easy to identify
the medicinal plants. It is easy to use and also takes less time.
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Fig. 7 Recognition of non-medicinal plants
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Number Plate Detection Using Support
Vector Machine

Bodla Sai, B. Rama Brahmam, and T. Sasikala

1 Introduction

Intelligent transport is growing sector in India, traffic management, traffic crime
detection, toll collection and management, automatic parking solutions, road and
accident monitoring are real-world applications, where license plate detection and
recognition is needed [1]. This is under research area in recent decades, many
researchers are providing with various solutions, still is considered to be highly
researchable area to focus and bring a best solutions [2].

Artificial intelligence, machine learning, and deep learning are emerging tech-
nologies, which is widely used license plate recognition [3]. Nowadays, living stan-
dards among people in urban cities are developing, due to which number of vehicles
also increasing leads to traffic problem becomes more prominent [4]. The increased
vehicles due to improvement in technology has paved the way for finding efficient
solution for license plate detection [5]. Existing vehicle or traffic management is not
effective due to high labor, less technology use, and increase in number of vehicles
[6, 7]. The recent evolvement in technology has given better solution for this, which
reduces time in taking entry in toll gates in National Highways in India [8].

License plate detection finds the exact location of the plate in the whole image.
The plate is detected and segmented using image processing to get the characters
[9, 10]. The accurate detection of number directly depends on positioning of the
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Fig. 1 Overview of number plate detection

plate. License plate detection can be done effectively when the input image clarity
is high [11, 12]. This paper studies the license plate detection through connected
component analysis, after identifying the plate, the numbers are segmented. Through
SVM, learning numbers and alphabets in the segmented image are identified [13].
The further chapters describe the existing systems, proposed solution, algorithm
details, and results and discussion [14, 15]. The overall architecture of number plate
recognition is shown in Fig. 1, this handles image input from high resolution camera
is given pre-processing steps. Generally, pre-processing may evolve with one or
more steps including gray scale conversion, edge detection, and re-size the image,
etc. Once character segmentation is done, the characters are matched with trained
pickle from SVM algorithm, which classifies the best matching character and bring
the output [16].

2 Related Work

Many existing techniques have been studied by the researchers on license plate
recognition and related applications and similarly attendance monitoring system,
few of them are discussed below.

In [1], the author studied vehicle plate detection using AdaBoost algorithm. They
trained the algorithm with adaptive threshold for identifying plate, they used 10,000
samples of dataset in which 2000 positive and 8000 negative samples. The author’s
aim is to eventually detect the plate with or without cover in plate. This study helps
for identifying fraud taxi and take necessary action.

The authors in paper [3] defined thework onmultiple licenses plate detection from
images. The author used Spanish and Indian number plates for detection. The images
are taken from infrared camera, they went some of the pre-processing techniques like
gray scale conversion and Sobel filter is applied. For character recognition, they used
SVM algorithm. However, through they used high resolution images from infrared
camera, the accuracy is less.
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The author in [6] proposed plate recognition based on multilayer perceptron from
convolutional neural network (CNN) algorithm. The author discussed the region of
interest (ROI) extraction from still images and pre-processing with binary iteration
process for removing excessive noise around and character like elements from the
segmented image. In this paper, the author achieved around 90% accuracy.

In [11], the author discussed license plate recognitionwith optical character recog-
nition techniques. They extracted the license plate and did verifications such as over-
lapping of characters, angle to the fit line and center of segment, deviation of line
from fit, and total number of symbols. These verification processes make the iden-
tification of number plate more accurate. However, this work not represented the
character verification from the number plate.

In [14], the author discussed license plate detection for Chinese plates, they
used backpropagation neural network (BPNN) for character recognition. The author
specifically designed the Chinese plate detection with specific length and width
parameter. For identifying characters, they used BPNN, which is trained with 50
epoch. However, their model is good, but applicable only to Chinese number plates.

3 Proposed System

This paper studies the license plate recognition using connected component anal-
ysis and character recognition using SVM algorithm. There were number of pre-
processing handled to make effective for identification. Connected component is
used for structure and shape analysis, which detects the license plate area from the
input image. SVM training model is important in character recognition.

The work is handled in two phases, one is license plate detection and character
recognition. Both of these phases are studied detail in the following.

• License plate detection—connected component analysis (CCA)
• Character recognition—support Vector machine (SVM).

Connected Component Analysis
CCA analysis is done for plate detection where the input given to this model is
minimum and maximum height and width parameters. The region in the image is
labeled using this property. Then, we define a threshold to identify the matching
property, for this, we used 50 as threshold. If the area region is less than 50, then it is
considered to be license plate. The region which satisfies the condition is extracted
and identified as number plate (Fig. 2).

Support Vector Machine
Support vector machine is one ofmost common used supervised learning techniques,
which is commonly used for both classification and regression problems. The algo-
rithm works in such a way that each data is plotted as point in n-dimensional space
with the feature values represents the values of each co-ordinate, SVM used for
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Fig. 2 License plate extraction

character recognition, which works in such a way that it constructs n-dimensional
hyperplane. It is assumed that there are set of pints on the plane and every points
belong to the class value.

4 Implementation Procedure

The architecture of proposed system is shown in Fig. 3. The implementation is done
is two phases, the first phase is plate detection and second phase is plate number
recognition. In the plate detection phase, connected component analysis is used,
from which we give input of height and width parameters.

The architecture of proposed system is shown in Fig. 3. The implementation is
done is two phase, the first phase is plate detection and second phase is plate number
recognition.

In this paper, we proposed to improve the detection of number plate accurately
using CCA analysis. Existing studies mostly perform through feature and texture
classification andRGBcolor-basedmodels. These are static techniques,which cannot
be adopted for most of scenarios, whereas our proposed approach can be made
dynamic by changing the plate parameters for detection.

Figure 4 shows the pre-processed input video. The input video is taken and is
converted/split to many frames, the output frames are stored in folder for further
processing. This is given for the next module input, where image pre-processing is
done.

The below figure shows the pre-processed input image. The input image is taken
and gray scale conversion is done, and the image is converted to gray scale image as
shows below. This is given for the next module input, where plate detection is done.

Plate_dimension = (0.03 ∗ width, 0.08 ∗ width, 0.15 ∗ height, 0.3 ∗ height)
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Fig. 3 System architecture

Fig. 4 Converting video to image frames

If the region property is satisfied the threshold, then bounding boxes is drawn on
the detected area as license plate as shown in Fig. 5.

Then, it shows plate detection in gray scale image. The bounding box is drawn
using CCA technique and this ensures highly accurate detection of license plate
on car image. Then, we follow the procedure of segmentation technique. The CCA
property is also applied in segmenting character. The region property is extracted
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Fig. 5 Pre-processed input image

from image and character like image is drawn a red colored bounding boxes. The
each segmented characters are resized to 20*20 size for the next process.

Number Recognition
The license plate number is recognized by using support vector machine (SVM)
algorithm. The input dataset is total 36 classes and each of 10 samples is taken. Total
360 images of 36 different classes are taken as input. We ensure that image input
shape should be 20 × 20.

The execution is carried out with the following steps.

a. Pre-processing dataset
b. Splitting dataset into train and test
c. Learning model using decision tree and linear regression
d. Give fourfold set cross validate
e. Plot the prediction values.

The dataset considered is split into train set and test set. We have considered 70%
of data as training input for our machine learning algorithmmodel to train the model.
The remaining 30% of data is considered as test for result prediction.

We exploited SVM algorithm to predict the character dataset. We performed
fourfold validation of dataset and we achieved 88% accuracy on validation. The
trained SVM model generates an output of statistical file in.sav format. This file is
loaded for character prediction and classifies the character.

5 Result and Discussion

The implementation is done using Python 3 with a graphical user interface (GUI)
designed in TKINTER. In the user interface, we designed to train the SVMalgorithm.
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It is also designed to load the image and video input and perform prediction. MySQL
database is created for storing the number and detection time in table. This is used
for tracking vehicles in tolls and other surveillance systems. The proposed system is
more suitable for plate recognition as we detect plate with more accuracy. The CCA
technique works in such a way that every pixel and its adjacent pixel are checked
and grouped together to create the detection area.

Figure 6, shows the character training output. We considered letter from A to Z
and numbers 0–9 in a 20 × 20 input shape and fourfold validation is done. The
results are plotted as above, it clearly depicts that the accuracy of learning increase
with number of folds. The last fold has achieved more than 96% accuracy on cross
validation.

Figure 7 shows the output of segmentation. Connected component is extracted
from image, which is identified by the pixel value and adjacent pixel value, we draw

Fig. 6 Validation accuracy for fourfold using SVM

Fig. 7 Report of student
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the bounding boxes when the image property, which is the pixel values are same.
Each red colored box shows the segmented characters.

6 Conclusion

Traffic management and surveillance are growing demand in highly populated coun-
tries like India. As the number of vehicles increase, the traffic maintenance is a
problem. Thus, to manage and provide effective solutions, many researchers are
working in this filed. In this paper, we tried to provide an efficient solution for
license plate detection and character recognition. For this, the implementation is
done in two phases, first phase we conducted the plate detection problem using CCA
and segmentation is done. In the second phase, we used SVM algorithm and four-
fold cross validation to achieve high accuracy on learning to recognize the character.
The experimental evolution is done. In the future, we are interested to develop the
object detection model for plate detection and deep learning approach on character
recognition.
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AWeighted Frequent Itemsets Mining
Algorithm for Intelligent Decision
in Smart Systems

P. Gopinath Reddy, P. Avinash, and A. Velmurugan

1 Introduction

The key innovation is the keen buyer counsel Mining frameworks in data innovation
plays an undeniably a significant job in the activities and dynamic [1, 2]. The weight
judgment descending conclusion property for weighted successive items and the
presence belongings of weighted regular subgroups are presented and illustrate first.
In light of these two properties, the WD-FIM (Weight judgment Downward conclu-
sion property-based Frequent ItemsMining) measure is suggested to limit the glance
through space of weighted incessant datasets and enhance the time productivity [3,
4]. Information mining is a rising procedure that tends to the issue of rebuilding the
information into the helpful data [5]. The age skills are used in the area of instruction
mining to declare the connectivity between different things [6, 7]. The Association
Rule Mining is more utilized for creating information designs that uncovers the
mix of occasions happening all the while dependent on the relationship among an
enormous arrangement of information things [8, 9]. The Apriori calculation [3] is a
well-known calculation for separating high regular itemsets from a database utilizing
the predefined limit estimates, for example, least help and least confidence [10, 11].
In this paper, based on the weight judgment descending conclusion property, the E-
FWARM (Enhanced Fuzzy-Based Weighted Association Rule Mining Algorithm)
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algorithm is proposed to yields greatest continuous things, affiliation rules, exactness
and least execution time[12–14].

The primary commitments of this paper are recorded as follows.

1. The weight discernment descending conclusion property and the presence
belongings of weighted continuous subsets for unsure databases are presented
and illustrated. The weight judgment descending conclusion property can be
utilized to limit the glance through space of weighted continuous datasets. The
presence property of weighted continuous subsets can guarantee all the weighted
regular datasets be found.

2. The E-FWARM calculation is proposed to yield most extreme regular things,
affiliation rules, exactness and least execution time.

3. A lot of investigations are led on both reality and manufactured datasets to assess
the exhibition of the proposed E-FWARMcalculation regarding runtime, number
of examples and memory utilization.

2 Literature Survey

2.1 Introduction

When these things are completed, at that point of similar stage is to design out
which working design and language can be used for building up the instrument [15,
16]. When the software engineers begin constructing the instrument, the inaugurator
wants part of outer help [11, 17]. Some help can be taken from seniors [18]. The
sort of working designing the undertaking has required, and what are on the whole
the essential programming are expected to continue with the following stage, for
example, building up the instruments, and the related tasks.

Title 1: IWFPM: Interested Weighted Frequent Pattern Mining with Multiple
Supports.

Creator: Xuyang Wei1*, Zhongliang Li1, Tengfei Zhou1, Haoran Zhang1, Guocai
Yang1.

Affiliation rules mining has been under incredible consideration and considered as
one of ground-breaking territory in information mining. Old-style affiliation rules
mining approaches make verifiable presumption that items importance is the equiv-
alent and set a solitary help for all things. This paper introduces an effective method-
ology formining clients advantageweighted successive examples from a value-based
database. Our worldview is to dole out proper least help (mins up) and weight for
everything, which diminishes the quantity of superfluous examples. Besides, we
additionally expand the help certainty system and characterize an intrigue measure
to the digging calculation for exhuming clients’ intrigued designs adequately. At last,
it investigates both manufactured and genuine world datasets which show that the
proposed calculation can create progressively intrigued designs.
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Title 2: Discovery of Infrequent Weighted Itemset with High Utility.

Creator: Kalyani Tukaram Bhandwalkar1, Mansi Bhonsle2.

Information disclosure has been a fascinating region of research because of its
different applications. Generally, visit design mining assumes a significant job. By
and large, inconsistent things inside the dataset are disregarded. Rare dataset mining
is a different continuous dataset mining where infrequently happening designs are
found. Additionally, high-utility datasets are found spending growth calculation.
Proposed framework considers the recurrence of the itemsets as well as considers
the utility related with the itemsets.

Title 3: AnUnreliability-locate address: Repeated ItemsetMining fromUnreliability
Data with dissimilar Item Importance.

Creator: Gangin Lee, Unil Yun1 and HeungmoRyang.

Since itemset mining was proposed, different methodologies have been concocted,
extending from handling simple item-based databases to managing progressively
complex databases including arrangement, utility, or chart data. Particularly, as
opposed to the mining approaches that procedure such databases containing careful
nearness or nonattendance data of things, unsure example mining finds important
examples from dubious databases with things’ existential likelihood data. Nonethe-
less, customary questionable mining strategies have an issue in that it cannot make
a difference significance of everything acquired from this present reality into the
mining procedure. Right now, take care of such an issue and perform dubious itemset
mining activities all the more proficiently, and we propose another unsure itemset
mining calculation moreover considering significance of things, for example, weight
imperatives. In our calculation, the two things’ existential probabilities and weight
factors are considered; thus, we can specifically acquire progressively significant
itemsets with high significance and existential probabilities. Likewise, the calcula-
tion can work all the more rapidly with less memory by proficiently decreasing the
quantity of estimations causing pointless itemset ages. Trial brings about this paper
which shows that the proposed calculation is more proficient and adaptable than
best-in-class strategies.

Title 4: Valency Based Weighted Association Rule Mining.

Creator: Yun Sing Koh, Russel Pears, and Wai Yeap.

Affiliation rule mining is a significant information mining task that finds connections
among things in an exchange database. Most ways to deal with affiliation decide
mining accept that all things inside a dataset have a uniform dissemination as for
help. In this manner, weighted affiliation rule mining (WARM) was acquainted with
give a thought of significance to singular things. Past ways to deal with the weighted
affiliation rule mining issue expect clients to allot loads to things. This is infeasible
when a large number of things are available in a dataset. Right now proposed a
technique that depends on a novel valency model that consequently induces thing
loads dependent on collaborations between things. Our experimentation shows that
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the weighting plan brings about guidelines that better catch the regular variety that
happens in a dataset when contrasted with an excavator that does not utilize such a
weighting plan.

Title 5: Mining Weighted Frequent Itemsets without Candidate Generation in
Uncertain Databases.

Creator: Jerry Chun-Wei Lin, Wensheng Gan, Philippe Fournier-Viger, Tzung-Pei
Hong and Han-Chieh Chao.

Visit dataset mining is a key arrangement of procedures used to find helpful and
important connections between things in exchange databases. In late decades,
expansions of FIM, for example, weighted regular dataset mining.

3 System Architecture

3.1 Introduction

Arrangement is a different stage that represents around details design programming
engineering, procedure details, measuring and so on…and an area betweenmodules.
The plan follow supplementary makes an expounding of the necessities; best inves-
tigation and fringe understanding move along. Programming configuration is at rela-
tively inception time in its upset. In this way, programming plan strategy comes up
short on the profundity, adaptability and quantitative nature that are regularly affix
with progressively traditional building regulation. Anyway strategies for program-
ming structures do leave, strategy to make element are adoptable and structure
declaration can be applied.

4 Architecture Diagram

See Fig. 1.

5 Existing System

A hyperlinked structure-based calculation called UH-mine to mine successive
examples from dubious information.

A tree-basedmining calculation calledUF-developmentwhich additionally builds
a tree structure to store the substance of the questionable datasets, similar to its
partner—the FP-development calculation for mining exact information.
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Fig. 1 Flow off the E-FWARM algorithm

AT-Mine is another tree-based productive methodology proposed to conquer the
deadly issues of CUFP-Mine tree.

5.1 Disadvantages of Existing System

In the WDFIM strategy to utilizing to get low measure of mining itemsets.

• Low mining effectiveness and inclusion

5.2 Proposed System

We present an Enhanced Fuzzy-based Weighted Association Rule Mining (E-
FWARM) calculation for effectivemining of the successive itemsets. The prefiltering
technique is applied to the info dataset to evacuate the thing having low difference.

Data discretization is performed, and E-FWARM is applied for mining the
successive itemsets.

The proposed E-FWARM calculation yields greatest incessant things, affiliation
rules, precision and least execution time than the current calculations.
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5.3 Advantages of Proposed System

• Prediction accuracy is improved by using the association rules.
• Effective generation of the frequent itemsets and association rules is ensured by

maintaining the feasibility of the neural network.

6 Module Description

6.1 Project Modules

• Registration module
• Sign-in module
• User module
• Admin module
• Frequent dataset module.

Register Module
This module is utilized for the client to enroll their login id by giving the negligible
data. So they can login to the site.

Sign-in Module
Right now, login to the site by enrolled login id and a substantial secret key. Just the
verified client can login and utilize the site.

Client module
Right now, separates itemsets which are every now and again united with a general
rating better than expected.

Administrator Module
Right now, checks the thing list, include the things and evacuate the undesirable
things.

Visit Dataset Module
We present an Enhanced Fuzzy-based Weighted Association Rule Mining (E-
FWARM) calculation for effective mining of the incessant itemsets. The prefiltering
technique is applied to the information dataset to evacuate the thing having low
fluctuation.
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7 Conclusion

So as to acknowledge keen dynamic in brilliant frameworks, a weight judgment
descending conclusion property-based continuous itemset mining calculation is
proposed right now tight the glance by space of weighted recurrent itemsets and
enhance the time efficiency. The weight judgment descending conclusion property
forweighted successive itemsets and illustrated first. In view of these two belongings,
the WD-FIM calculation is portrayed in detail. Besides, the fulfillment and time.
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Activity-Based Attribute Selection
for Effective Advertising Using Pattern
Mining

R. B. Sarooraj and S. Prayla Shyry

1 Introduction

Advertisements are part of everyone’s everyday life. Starting from ads in televisions
to the ones in social websites, each one of the ads try and convince the user to start or
continue using the product they are trying to sell [1, 2]. The products are of almost all
varieties and price ranges [3, 4]. They try to attract all sections of society into using
them. Technological growth in terms of Internet, computer sciences etc. has been
vast over the past decade [5]. These evolutions have played a major role in almost
all the industries [6]. It’s no different in the advertising industry. With the growing
use of Internet, the advertising industry had its breakthrough with the “sticky ads”
[7]. With its help marketers could advertise their products not only in print media
but also in websites that are frequently visited by customers [8, 9]. With customer
viewability being a major question, the eye tracking technology helped in another
breakthrough. The eye tracking technology uses infrared light source to predict the
direction of gaze [10]. The centre of the eye, pupil centre, is tracked on relation to
the corneal reflection [11]. The relative distance between the two areas allows the
calculation of the direction of the gaze. With its speed accuracy and effectiveness,
digital ads could now be classified as viewable and non-viewable ads [12]. Of all the
digital ads, 50% are viewable. Of the 50%, many ads are not seen by people at all
[13]. For an ad to be considered “viewed”, at least half the creative of the ad must be
viewed for “one second” as constituted by the Internet Adverting Bureau[14].
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The amount of effort to be put in combined with the viewability of ads, make the
success of an advertisement imperative and its failure could be the loss of millions
of dollars [15]. To ensure the success of an advertisement, all the attributes of any
ad like, “Seen Rate”, “Ad Brand”, “Tenure”, “Position”, “Usability”, must be taken
into comparison and the most influential attributes must be filtered out [16]. These
attributes then can be referred to while creating an ad to ensure high probability for
the success of an ad, thus making the marketing of a product successful [17]. In this
paper, we have used Data Analysis and its various types like Exploratory, Predictive
and Linear Regression analysis to filter out the most influential attributes of an ad
to make the ad a success. We have done Linear Regression on a Sticky Ad Data Set
and we compared and evaluated various ads using them.

2 Related Work

Nowadays many marketers are trying to improve the efficiency of the advertise-
ments they are creating. Thus, a lot of research has been done in the past few years
on improving the sticky ads and their success rate. The financial aspect has also
attracted potential research institutions to develop an efficient method in forecasting
the behaviour of an advertisement based on its attributes and its values [18].

Earlier systems used standard excel sheet and its functions to represent a pictorial
form of any data set in the form of pie chart, bar graphs etc. But this and any similar
software are not intuitive enough to what the user wants to understand and don’t
provide an accurate reading of the data set.Moreover, software like excel sheet, could
not possibly perform analyses by learning from its previous work, learning contin-
uously, or in other words by applying machine learning algorithms [19]. Various
time-series analyses have also been done in the past and various other fields like
stock market prediction, energy saving systems have benefited from the same [20].
But they are quite complicated to reproduce and understand for any layman with
limited knowledge about Data Science. Time-series analyses also uses extrapolation
of data unlike regression which has interpolation of data. Time-series refers to an
ordered series of data. Time-series models usually forecast what comes next in the
series. But Regression can also be applied to non-ordered series where a target vari-
able is dependent on values taken by other variables. These other variables are called
as Features. When making a prediction, new values of Features are provided and
Regression provides an answer for the Target variable. Thus, essentially, we can say
that, Regression is a kind of interpolation technique [21]. Many predictive analyses
like fraud analysis, client behaviour analysis also have been done in the past and in
present on data sets of wide range and providedwith results of extreme accuracy. One
of the major challenges that is faced in predictive analysis is the multicollinearity.
Multicollinearity is the inter-relation between any two or more attributes. Multi-
collinearity results in inaccuracy of the values which lead to wrong analyses results.
There are various treatments that can be done to reduce the multicollinearity in any
data set [22].
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This may involve removing the data with any null attribute or using some method
like Laplace smoothing. With more and more advertisements to be created in the
coming years, more emphasis will be given to making the ads successful. This brings
the analysed ads into more value since these ads provide the template to a perfect
ad barring external physical condition. The eye tracking technology used by Sticky
allows for collection of the perfect data set with emotions being recorded when the
eyes see any and every part of various ads displayed on the screen. The related work
exclusively on Sticky Ads is quite less though [23, 24].

3 Contribution

This paper provides an efficient method to predict the success of any Sticky Ad by
using the data set collected from sticky.ai. With over 500 ads and 25+ attributes for
each ad, the data set is quite vast and provides a deep insight to anyone interested on
what makes a Sticky Ad success or a failure. With such Big Dataset, understanding
them for any non-professional data scientist is very difficult. The paper provides a
method to analyse such data sets and arrive at 4 or 5 of the most influential attributes
of any advertisement. These attributes can then be taken care of while making a
sticky ad by the client.

All the different types of analyses have sort of limitations and assumptions
made for them to work. Linear Regression has few of them as well. They include
homoscedascity, multicollinearity, goodness of fit, normality of dataset, etc.

There are certain plots or graphs available that tell the programmer about the
goodness of fit and normality of dataset. They are scatter plot pp plot qq plot or
histogram over normal curve. RStudio is used for most of the analysis done. Lot
of libraries are available in RStudio for the specific purpose of analysing data. The
output results can then be viewed in a R shiny application, which is an inbuilt code
in RStudio. The R shiny application helps anybody to view the analysis done on the
data set and come to conclusions they like.

The problem of multicollinearity is also easily solved by using the RStudio. Beta-
coefficients, r-square and adjusted r-squared values are found between the variables
themselves and the multicollinearity is checked between the variables. If its value is
below 3, there is no need to do data cleaning.

R Shiny Application is an interactive tool provided by the RStudio. It helps the
users to easily describe any analysis to clients and for their better understanding.
Sticky Ad analysis is a very important task as it involves repercussions in the adver-
tisement industry and thus has deep roots in the country’s development. Software
used for analysis in this paper is RStudio and for the interface an application, called
R Shiny Application (Fig. 1).

RStudio:
See Fig. 2.
RStudio is a free open source software used for data modelling, graphical repre-

sentation and data analysis. It has many libraries like cars, ggplot2 etc. In this paper



706 R. B. Sarooraj and S. P. Shyry

Fig. 1 R Shiny application

Fig. 2 R studio
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Fig. 3 X–Y plot

RStudio has been extensively used in all the analysis. It is very easy to use and for
viewers it is very easy as an interface. It has many packages and inbuilt software like
R Shiny Application, tidyverse, sparklyr etc. The RStudio has been preferred over
Python or any other appropriate software due to the libraries and packages provided
by R that are for the sole purpose of data analytics.

4 Mathematical Model

The X–Y plot is the main type of graph used to depict the regression analysis pp plot.
The standard straight-line graph has the same equation Y = mX + C (Fig. 3).

For any graph there must be a dependent variable and an independent variable.
Similarly, for a pp plot, one of the axes must be independent variable. Any non-linear
relationship cannot be described by linear regression.

5 Implementation

This paper has been developed from a series of codes written in RStudio for the data
set of sticky ads and their attributes for its analysis. The data set contains over 500
different ads ranging over 10–15 different brands and categories. There are over 25
attributes for each advertisement. Once the data set was acquired, the first step was
ordering the data set in terms of alphabetical order of ad category. In the RStudio the
code for finding the beta-coefficients, the F-statistics value and the r-squared value
are executed. Upon finding the r-squared value, the adjusted r-squared is also found
(Fig. 4).

The adjusted r-squared value is a very important statistic. The r-squaredmeasures
the proportion of the variation in your dependent variable (Y ) explained by your
independent variables (X) for a linear regressionmodel.Adjusted rsquared adjusts the
statistic based on the number of independent variables in the model. With increasing
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Fig. 4 F-statistics

number of independent variables, r-squared value tends to increase above 1, which is
not desired. Thus, the adjusted r-squared value keeps its value constant with minimal
variation. The r-squared value of the model is: 0.2668462 The adjusted r-squared
value of the model is: 0.260169 There are 6 attributes among the 29 that influence the
analytics of the data set the mot. These are: ‘Seen’, ‘Tenure’, ‘Ad Location X’, ‘Ad
Location Y ’, ‘Usable rate’ and ‘Time To’. Once the important attributes are found,
multicollinearity must be checked within these variables.

Seen:
See Fig. 5.
Time To:
See Fig. 6.

Fig. 5 Seen

Fig. 6 Time to
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Fig. 7 Usable rate

Fig. 8 Tenure

Usable Rate:
See Fig. 7.
Tenure:
See Fig. 8.
Ad Location X:
See Figs. 9 and 10.
From the abovemulticollinearity comparison tables of attributeswithin each other,

it is evident that none of the collinear statistics is more than 3. Thus, we can conclude
that, the data set has no multicollinear attributes with each other, no data cleaning
needs to be done. Since there is no multicollinearity among the data set, we can

Fig. 9 Ad Location X
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Fig. 10 Ad location Y

proceed with the pp plot. The pp plot is the linear graph between expected probability
and observed probability. The red line is the expected graph, and the dotted black
line is the actual graph. Since there are no major variations between the two, we can
conclude that the data set agrees with the expected output. This can be shown in the R
Shiny application for the results. We can conclude from the implementation that, this
paper has proposed a system, in which the comparison provides a very appreciable
and an accurate result for the big data set of sticky ad analysis. Linear Regression
model has been shown to be better than polynomial or RBF regression. It obviously
follows due to Linear Regression’s simplicity in understanding that it is better than
time-series analysis or any primitive Excel sheet analysis (Figs. 11, 12 and 13).

Fig. 11 PP plot
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Fig. 12 QQ plot (histogram over normal curve)

Fig. 13 QQ plot (histogram over normal curve)

6 Conclusion

Advertisements play an important role in everyone’s everyday life. The sticky ads are
the new generation of ads in the Internet era. For any corporation, success of an ad
means profits hitherto undreamt of. But for a sticky ad requires skill and precision. So,
the success of an ad is imperative and for that success a template for a successful ad
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will help any corporation in selling their products better. Linear regression analysis,
using beta-coefficients, adjusted r-squared values, pp plot and histogramwith normal
curve has been done in this paper on the sticky ad data set.Multicollinearity issues has
also been sorted in a simplistic way. The variation inflation factor or VIF values for
the independent variables were found to be of acceptable range and thus correlation
between the attributes was concluded to be little to nothing We can conclude that
this paper has proposed a system at par with all the available analysis which uses
linear regression and predictive, exploratory analysis. The results were of expected
accuracy and the pp plot showed that expected and observed probability were quite
similar. Future enhancements can be made to this analysis with the help of other
futuristic machine learning algorithms that could further improve the efficiency.
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An Efficient Implementation
of a Proposed Food Quality Ensuring
Architecture Using Blockchain
Technologies

P. Shiva Sujan, R. Ashok, Suja Cherukullapurath Mana,
B. Keerthi Samhitha, and Jithina Jose

1 Introduction

In the late two decades, with the quick advancement of the economy and the constant
improvement of individuals’ expectations for everyday comforts, sanitation has
progressively become the focal point of consideration and has been formed into
an overall issue. Many disease outbreaks caused individuals to feel stressed. A few
people even expected that all creature nourishment may have hormone and all plant
nourishment may have poisons and colorant. This dread might be overcompensated;
however, it likewise reflected numerous issues in the present nourishment generation,
store network, and handling condition. Blockchain gives a useful answer for address
a considerable lot of the confinements of customary IoT applications. Blockchain can
guarantee IoT information trustworthiness without an outsider, while sparing trans-
mission capacity and computational intensity of IoT devices. Besides, blockchain
can give a protected and adaptable system for an IoT organization. Furnished with
recognizable proof and confirmation capacities, blockchain can follow sensor infor-
mation estimation and move information among IoT peers without a focal server.
Moreover, blockchain can diminish the operational expense through the Internet of
things. As, blockchain is risen as a regionalized open accord framework which keeps
up the exchanged occasions which can be changeless, can’t be distorted. Blockchain
innovation is stood out past digital currency because of its capacity to give straight-
forward, secure, and dependable information in both private and open areas. The
innovation depends on a disseminated record, which isn’t possessed or constrained
by a solitary substance. Information in the open record is noticeable freely and any
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approved elements can present an exchange, which is added to the blockchain upon
approval.

The benefit of blockchain innovation now is used in the food supply chain
(FSC) for the improvement of computerized information trustworthiness that can be
acquired as the product goes over various implementations of Food Safety Consor-
tium and total nourishment item and perceptibility across various substances of
the inventory network are being turned as the certainty through combination of
BARCODE innovation infused with the blockchain built information the execu-
tives frameworks [1, 2]. Crucial advantages of infusing the information through
blockchain involvement in FSC are: (1) ongoing following, detection nourishment
items all through the FSC, and permitting distinguishing proof of key bottlenecks;
(2) demoralizing contaminated of nourishment items and recognizing feeble connec-
tions on occurrence; (3) deciding the timeframe of realistic usability of nourishment
items prompting diminishedwaste; (4) giving start to finish data to the purchaser; and
(5) permitting explicit and focused on reviews. A test model of the BARCODE coor-
dinated sensor is shown tentatively right now. The BARCODE coordinated sensor
can be joined to a nourishment bundle to separate data with respect to the bundle
along FSC.

Ongoing checking and nourishment value through and perceptibility of that high
performing file, forestall flare-up and sustenance of ailments, financially propelled
defilement, tainting, nourishmentwastage because ofmisinterpretation of themarked
expiry dates, andmisfortunes because of deterioration,which impacts affect the nour-
ishment security [3, 4]. So as to improve security and forestall wastage, present-day
Internet of things built advances being used to screen the nourishment value then
incrimination of perceptibility levels for obtained checked information. Now, we
have various foundations of electronic observations (EAS), radio recurrence recog-
nizable proof (BARCODE), and the code that is principally focused in programmed
bundle. Be that as it may, the job of these advancements is restricted in distinguishing
the nourishment bundle and does not give any data relating to the condition of the
nourishment value. This restriction forestalls speedy expulsion of a blemished item
from arriving at more elevated maximum values in FSC. Using the example, situ-
ation of value control slip can be recognized besides with FSC and organization
to be compelled for the review of the nourishment items within a specific period of
time, prompting the colossal financial misfortune that will be alleviated, accessibility
nourishment bundle for individual value data coming through forthcoming focused
reviews [5].

Bywriting, various detectingmethods goodwith existing following and following
foundation are proposed for checking nourishment items. BARCODEs may be
obtrusive for checking the substantial assets in the nourishment [6].

In general, these sensors are expected to keep flawed items from arriving at the
customers. Besides, BARCODEs can be useful for recognizing the ambiguity and
improvements in FSC to achieve the maximum general proficiency [7]. Presently,
efforts are being made to incorporate the BARCODEs to possible attributes. In addi-
tion, the gathered following just as detecting information is progressively unified
and specifically utilized by explicit essentials used in Food Safety Consortium [8].
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Purchasers should believe the behavior and nature of specific item through given
date of expiry, with no extra information on its present value [9]. To move past
a “pay-driven” to an “esteem-driven” production network, an increasingly decen-
tralized methodology is required regarding information sharing [10]. In any case, a
tradeoff exists between giving adequate data to the buyer about an individual item
and simultaneously and following the fundamentals of the FSC.

2 Related Works

In numerous new inventions of the IoT, BARCODEs are being used prior because of
its ease and little size to guarantee sanitation meeting the standards of the FSC [11].
As indicated by Food Safety Consortium, nourishment items that possess diminished
time spans of usability show up out of the blue at a retailer, need ought to be given to
offer those things to lessen the measure of nourishment wastage. In [12, 13], a point-
by-point audit has been performed to talk about the capability of BARCODE inno-
vation in calculated improvement of various parts for the FSC [14]. Be that as it may,
the perceptibility of the nourishment items is constrained usingmeasurement derived
data distributed in between different production network level to the upcoming levels
[15, 16]. Execution of blockchain innovations is giving non-modifiable advanced hint
of the nourishment items in there specified living time along these lines matching
through FSC unmistakable with everybody [17, 18]. The blockchain is introduced to
build up the information board design to IoT gadgets. A deliberate review was acted
in [19] to discover a computationally more affordable verification of work (PoW)
for computationally lightweight IoT gadgets, for example, ease BARCODE labels.
Be that as it may, bargaining the PoW would expand the weakness of the system
design to noxious assaults [20]. For the discourse of this problem, a shrewd sharing
and replacing contact controller framework are introduced in the gadget executives
tending to problem of versatility [21, 22]. These gadgets do not connect with the
blockchain organize legitimately yet through an administration center point, and
hence, the information stockpiling and calculation undertakings are utilized to those
administration center points [23].

This innovation is here to progress for a nourishment item in additionwith produc-
tion network utilizing diverse IoT-based innovation, for example, remote sensor orga-
nize (WSN),GPS, andBARCODE.Be that as itmay, expansion of a solitary square in
existing blockchain needs to experience broad calculation expending part of power.
For instance, just Bitcoin’s yearly vitality utilization was tantamount to Ireland’s
power utilization in 2014 [24]. Thus, executing the prevailing technology innova-
tion to the standards of FSC is going to build working expense as well as the end
nourishment item expense. The study of [25–27] don’t talk about how on keeping
up the expense of nourishment items while executing the blockchain for FSC. The
idea driving crypto technology reflects the shared faith dependent with the crypto-
graphic Proof of Work procedure. A cryptographic proof for computing the PoW
which is portrayed in [23] utilizing valuing capacities for controlled admission for
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a mutual asset. This version with PoW is been enlarged using advanced marks with
the record so as to maintain the chronicled reading morally sound using noxious
onscreen characters in the system. The blockchain has numerous potential favor-
able circumstances, which made Bitcoin an effective electronic money or digital
money. The essential preferences can be recorded as: (1) decentralized control and
agreement; (2) exchange straightforwardness; (3) conveyed data; and (4) carefully
designed as referenced in. A standard blockchain arrangement requires an accord
calculation among the taking interest hubs to change over another data into a square
and remember it for the current chain. There are various types of accord calculations
separated from PoW, for example, evidence of-stake (PoS), assigned PoS (dPoS),
verification of capacity among others. PoS utilizes accord dependent on the portion
of partners instead of agreement of all hubs as in PoW.

3 Existing System

In existing framework, the nourishment bundles do not contain the best possible
subtleties like nourishment fixings, packers subtleties, bundle date, expiry date, and so
forth. In this way, the end client or client does not have any familiarity with those item
subtleties. That item has item id and shop data as it were. Ongoing observing of the
nourishment value and perceptibility of that value record would forestall flare-up of
nourishment-borne diseases, financially inspired debasement, pollution, nourishment
wastage because of misguided judgment of the named expiry dates, and misfortunes
because of decay, which affects the nourishment security.

4 Proposed System

So as to improve security and forestall wastage, present-day advanced IoT inno-
vations must be screened to the nourishment value and increasing of perceptibility
range of observed information. Detecting methods good with the existing following
and the following foundation are proposed for observing nourishment items. These
sensors can be obtrusive or non-intrusive in observing the physical or compound
properties of nourishment, for example, pH, conductivity, and permittivity or the
bundling condition, for example, temperature, stickiness, dampness or smell. By and
large, these sensors are planned to keep flawed items from arriving at the customers.
We should include all subtleties in blockchain like item purchasing spot and date,
item fixings purchasing date, item bundling date, and so on. Blockchain innovation
was proposed to improve the recognizability of a nourishment item. What is more,
most significant we should utilize QR code scanner remote sensor for check the item
andmake sensor ID. Each bundled nourishment itemwith an installed sensor ID goes
through various phases of exchanges at various terminals beginning from bundling
through transportation, stockpiling lastly to a buyer for procurement. Information
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Fig. 1 Overview of
proposed system

square is made containing the data about the bundle at each substantial exchange.
When the exchange is checked, the exchange of the sensor ID is changed over into
a square of data and affixed to its prior information squares in this way shaping a
chain of data squares and along these lines a blockchain (Fig. 1).

5 Functionality Descriptions

In the first module for every item, it contains the scanner tag number and its number
will be going through nourishment API, and then fixings will be taken out by
utilizing standardized identification number. First enrollment: The enrollment struc-
ture contains provider subtleties. At that point login, provider offers the items to all
makes what the produce.

The maker at first makes the record. They will break down the crude materials
and the maker will demand the amount of crude materials to the provider. At that
point, providers will acknowledge the solicitation from producer and crude material
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will be added to the maker stock. The assembling will send the item ID, expiry date,
number of parcels, and so on, to the square chain, and afterward, the made item will
be added to make shipment. From the square chain, the producer will recover the
item.

In the distributor purchasing module, the enrollment part contains distributer
subtleties. The distributer will be seeing the item in the producer truck and after-
ward purchasing item by the distributer will be added to the square chain. In the QR
code verification and banking interface module the enrollment structure contains
client subtleties. Buyer purchases the item from distributer. The shopper filter the
QR examines by utilizing the portable application and afterward see the item in the
versatile, for example, fabricating date, pressing date, etc. The buyer will check the
item, and they will purchase the item by utilizing on the web exchange. At long last
client exchange ID, item name and cost will be added to the square chain.

6 Results

This section shows some of the screen capture of actual implementation (Figs. 2 and
3).

Fig. 2 Home page
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Fig. 3 Blockchain encrypted data

7 Conclusion

Blockchain innovation has been broadly applied in various administrations. The
Internet of things (IoT) is getting universal in present-day life. Blockchain has
given a down to earth answer for addressing huge numbers of the confinements
of conventional IoT applications. The combination of the IoT and blockchain makes
an undeniable and secure network. Thus, the primary point is to keep away from the
nourishment debasement and make straightforward nourishment inventory network
was accomplished effectively. An IoT-based FSC checking engineering has been
proposed right now. Detecting methodology was incorporated with ID with a little
impression for the following and value checking of the nourishment bundles. At the
pointwhen the nourishment bundles are examined at various retailers, co-ordinations,
or capacity arrange inside the inventory network, the constant sensor information is
refreshed in a blockchain giving a sealed advanced history. The security investiga-
tion demonstrated that the approval of a phony square is being reduced with a high
range of hub cooperation with the system as well as different agreement phases. In
any case, the security highlights will additionally be incremented with reinforcing
of equipment security.
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Fake Profile Detection in Facebook

S. Ranjana, Reshma Sathian, and Murari Devakannan Kamalesh

1 Introduction

In the present modern culture, web-based social networking assumes an essential
job in everybody’s life. The universally useful of web-based social networking is to
stay in contact with companions, sharing news, and so on. The quantity of clients
in online life is expanding exponentially. Instagram has as of late increased colossal
prominence among online networking clients. With more than 1 billion dynamic
clients, Instagram has gotten one of the most utilized online networking destinations
[1]. After the development of Instagram to theweb-based life situation, there has been
gradual increase in the number of social media influencers. These Internet-based life
influencers promote their business and products through social media [2]. Due to the
broad utilization of Internet, it has become both an advantage and disadvantage for
the public. Using socialmedia for harming or bullying individuals, creating fake news
is expanding rapidly. Counterfeit records are the significant wellspring of bogus data
via web-based networking media. Business associations that put away immense sum
of cash via web-based influencers must knowwhether the picked-up record is natural
[3]. Thus, there is an across the broad requirement for a phony record recognition
apparatus, which can precisely say whether the record is phony or not. Right now,
use order calculations in AI to distinguish counterfeit records [4]. The way toward
finding a phony record chiefly relies upon variables, for example, commitment rate
and fake action.

These OSNs have rolled out an exceptional improvement in the manner, and we
seek after our public activity [5].Making newcompanions, staying in touchwith them
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and realizing their updates have gotten simpler. In any case, with the quick devel-
opment of web-based life numerous issues like phony profiles, online pantomime
has additionally grown [6]. There are no practical arrangements existing to control
these issues. Fake records can be either human-produced, computer-generated (also
alluded as “bots”), or cyborgs [7]. A cyborg is half-human, half-bot account [8].
Such a record is physically opened by a human; however, from that point onwards
the activities are mechanized by a bot. To become individual from the OSN, the
client needs to make his profile by entering data like name, photograph, date of
birth, Email ID, graduation subtleties, work environment, old neighborhood, and
interests. [9, 10]. A portion of the fields are required, and some are discretionary
and it shifts from one OSN to the another. These sites are famous due to individ-
uals’ enthusiasm for discovering companions, sharing pictures, labeling individuals
in bunch photographs, sharing their thoughts and perspectives on normal themes,
keep up great business relationship and general enthusiasm with others. Right now,
thought of a structure in which programmed recognition of phony profiles is conceiv-
able and is effective [11, 12]. This structure utilizes grouping strategies like support
vector machine, random forest, and deep neural networks to characterize the profiles
into phony or real classes [13]. As it is a programmed discovery strategy, it very
well may be applied effectively by OSN which has a huge number of profile where
profiles cannot be inspected physically [14]. We assess whether promptly accessible
and designed highlights that are utilized for the fruitful identification, utilizing AI
models.

2 Related Work

Informal organizations are getting increasingly famous in nowadays, and an ever-
increasing number of individuals are speaking with companions, associates and
family members. Individuals sharing their private data has been the reason for secu-
rity and protection in social networks [15, 16]. Assailants and programmers are
attempting in various manners to take and get the client’s qualifications and indi-
vidual subtleties [17]. Intruders create fake accounts in order to illegally steal the
users’ data, such accounts appear to be genuine. That is the principle perspective
numerous analysts and associations are structuring various methods to shield the
client from the assailants and spammers. Along these lines, Puttaswamy et al. [18]
clarified the assaults of social crossing point were a productive and less exorbitant
to get personal data of the any client [19]. Besides, Halim et al. [1] portrayed the
technique to distinguish individuals those are engaged with malevolent exercises on
Facebook. This method had two phases: In the first stage, semantic examination was
performed to order the malevolent posts. In second stage, spatiotemporal examina-
tion was finished [20, 21]. At that point, the examination was done between the first
companion diagram and the spatiotemporal chart [6, 22, 23]. In another examination,
different social network stages like Facebook which give diverse protection settings
to verify client’s close to home data in organize.
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3 Problem Definition

Despite the fact that themajority of the interpersonal organizations have just included
protection setting highlights for each post, notwithstanding, but any secured data can
be stolen. Suppose a social media user has set e-security for an image to be viewed
only by a set of selected companions and believe it to be secured. In any case,
there is no assurance that the users’ companion would not impart the image to any
sort of group or individual without the knowledge of the user. The clients couldn’t
care less much about what they are sharing on interpersonal organizations and the
security of their post, it tends to be very inconvenient for them. Overall advantages of
online interpersonal organizations, there are numerous disservices data fraud which
is probably the greatest worry of online informal communities. There are a great
many phony profiles, which perniciously control or mischief others and the purpose
behind this issue is that it is exceptionally basic and very quick to make and shape a
phony profile by utilizing other’s data or picture and utilize social designing methods
to take data.

4 Existing System

The current system utilizes extremely less factors to choose whether a record is
phony or not. The components to a great extent influence the manner in which
dynamic happens. At the point when the quantity of components is low, the exact-
ness of the dynamic is decreased altogether. There is an extraordinary improvement
in counterfeit record creation, which is unrivaled by the product or application used
to distinguish the phony record. Because of the progression in the production of
phony record, existing techniques have turned out of date. The most widely recog-
nized calculation utilized by counterfeit record recognition applications which is
the random timberland calculation. The calculation has scarcely any drawbacks,
for example, wastefulness to deal with the downright factors which have diverse
number of levels. Likewise, when there is an expansion in the quantity of trees, the
calculation’s time proficiency endures a shot.

5 Proposed System

The proposed fake profile detection framework expects to locate the phony profiles
in OSN dependent on information mining innovations that are exceptionally utilized.
Here we can discover the phony profiles before we or anybody endure by the suspi-
cious record. The application domain of the accompanying venture was commu-
nity detection. Network recognition is vital to understand the structure of complex
systems, and eventually extricating helpful data from them. Right now, thought of a
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Fig. 1 Overview of the
proposed system

structure through which we can recognize a phony profile utilizing AI calculations
with the goal that the public activity of individuals becomes verified (Fig. 1).

6 Module Description

6.1 Data Collection and Preprocessing

Information assortment is the social event of assignment related data dependent on
some focused on factors to break down and produce some important result. However,
a portion of the information might be boisterous, for example, may contain off base
qualities, inadequate qualities, or erroneous values. Hence, it is must to process the
information before dissecting it and going to the results. Data pre-preparing should
be possible by information cleaning, information change, information choice.

6.2 Data Cleaning, Transformation, and Selection

Data cleaning is the process offilling in themissingqualities, smoothboisterous infor-
mation, distinguish or evacuate exceptions, and resolve inconsistencies. Data change
may incorporate smoothing, conglomeration, speculation, change which improves
the nature of the data. Data determination incorporates a few strategies or capacities
which permit us to choose the valuable information for our framework.

6.3 Data Input

After finding the best algorithm, use that to predict the rate of fake profiles. Implement
the algorithm and find the output.
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7 Algorithm Implementation

7.1 Random Forest

Random forest is versatilemethod performing both classification and regression tasks
[13]. It has nearly same hyperparameters as a decision tree or a bagging classifier.
It creates multiple decision trees. The outcome with the highest vote will be used
to predict identity deception. Each outcome from the classifier represents different
section of a tree. The prediction which has higher number of votes is considered.

8 Results and Discussions

The algorithm is fedwith a combination of fake user profiles and genuine user profiles
for training. Then, a friend list is given as test data. The accuracy of the algorithm
is calculated, and finally, the output is in the form of a heat map with the number of
fake and genuine profiles in the given dataset (Figs. 2, 3, 4 and 5).

Fig. 2 Uploading the training dataset

Fig. 3 Selecting attributes and uploading test dataset
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Fig. 4 Finding the accuracy of the algorithm

Fig. 5 Final output

9 Conclusion

In this research,wehavepresented amachine learningpipeline to detect fake accounts
on online social networks by using random forest algorithm. Each profile in social
network contains lot of information such as gender, friends, comments, education,
work. The proposed fake profile detection system aims to find the fake profiles in
Facebook based on data mining technologies that are highly employed. Random
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forest algorithm is used to predict the fake profile rate in the given dataset. Based on
that dataset, we can get the result using random forest algorithm to predict the result.
Here we can also find out the accuracy rate of the prediction. It will be helpful for
finding the fake profile rate.
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Intrusion Detection System Based
on Secure Hashing Techniques

Obilineni Aparna, Padma Priyanka Kuncham, and A. Christy

1 Introduction

The sequence comparison rule of the algorithm that works to produce a convincing
metric to demonstrate the degree of similarity between sequences of characters (i.e.,
strings) is currently thought in themain operations of written information of essential
and very important strings. In recent decades, there are new technological advances
in relation to the Internet business and distributed storage, which lead to large-scale
information sets [1, 2]. Numerous cryptographic techniques, have the potential to
preserve the key of the data, and therefore, the usability of the data is the only
ones immediately different to obtain a secure outsourcing of the comparison of the
sequences [3]. Character sequences are encrypted before outsourcing to the cloud
service provider, and so on [4]. The comparison results are deciphered once sent
by the cloud service provider. In an extremely fashionable period, companies and
companies have already designed several encryption schemes, which constitute three
categories: homomorphic coding, scattered circuits, and unconscious transfer [5].
The complicated machines of homomorphic coding techniques are prohibitively
high, while the others simply divide a sequence of characters into two parts, so that
they are sent individually to two servers within the cloud [6]. Presumably, these
servers do not conspire with each other, and two-part secure PC protocols become
transfer techniques in the other party’s abuse. Security in an extremely multiserver
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model remains limited by the liability of the cloud service provider. A cloud server is
working for the first time to produce a countable outsourcing service that preserves
privacy to effectively resist collusion attacks from the cloud. With the preprocessing
modules for artifacts, partitions, and extensions, it is not necessary to rewrite the
subcontracted information throughout the comparison part of the non-interactive
sequences [7]. The trusted authority sends the file to the type of cloud service provider
for cloud storage. Subsequent key sets have been shown to have a range of fascinating
properties that ensure the confidentiality of communication sessions against collusion
attacks from different network nodes [8]. The nodes admitted to the universal public
cloud outsourcing model, we tend to propose a general project for E-SC. This style
is done by the superior user and, therefore, within the unqualified CSP. Its general
system model, which has been indisputable for its security below the threat model,
is simple and straightforward to implement [9].

2 Motivational Survey

Feng et al. [10] explained the reduction of the communication overload in the central
trustee of the linear order of a series of users in the network who guarantee infor-
mation, improve efficiency. They solved the problem of verifiable calculation of the
outsourcing of sequence comparisons by integrating the confusion technique. Homo-
morphic cryptography circuit. He presented the formal analysis for the proposed
construction [11, 12] a new secure outsourcing algorithm for modular exponential
in first place in the single malevolent model. Compared to the latest generation algo-
rithm, the proposed algorithm is fantastic both in terms of efficiency and verification
capacity. Then, use this algorithm as a subroutine to obtain secure subcontracting
encryption and signatures [13]. [14, 15] the development of applications that can
only work on mobile devices without downloading calculations. The results show
that applications based on Clone Clouds achieved a 21.2% improvement in perfor-
mance over time. Wi-Fi-based connections offer high bandwidth and fewer delays
than 3G. If both networks are available, the user uses Wi-Fi [16, 17]. Calculations
distributed on a voluntary basis use additional processor cycles of Internet-connected
personal computers. The resulting platforms provide computational power that is
available only through the use of expensive clusters or supercomputers. They modi-
fied an algorithm that provides reasonable performance, most of the characteristics
and, in many cases, all pairs of sequences that show statistically significant similarity
according to the unmodified algorithm with reasonable levels of false positives [18].

Christy et al. [19] have proposed a keyword weighting function for document
clustering. Each keyword in the sample is clustered based on the keyword weighting
function. Experimental results were conducted with BBC news collection related
to 5 domains and compared with K-means clustering and hierarchical clustering
algorithms. It is shown that clustering followed by keyword weighting function has
improved accuracy. Gandhi et al. described an interactive application analysis symp-
toms to diagnose, predict medical conditions, generate treatments and suggestions
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based on the inputs provided by the user. In addition to that, the application tracks
user’s health activities like their step counts, sleep tracking, heart rate sensing, and
other parameters and displays users their periodic health reports. It incorporates
various fitness activities tracked and other factors like their age, gender, location, past
medical records, and calories intake to perform a more accurate analysis [20, 21].

Themicroservice is a one of the service-oriented architecture that splits themono-
lithic architecture into small different services [22]. Prayla has come with novel
monolithic architecture to design a pattern for biometric service. Here a biometric-
based passport authentication system is generated wherein the physiological and
biometric issues are collected andvalidated.All these services are treated asmicroser-
vice and are interfaced with API [23]. Jesudoss et al. proposed an authentication
model which protects against various number of security attacks. The main aim of
the work is to provide unique authentication while satisfying security requirements
[24]. Joseph Manoj et al. [25] proposed an access control model which provides the
user with an effective means of preventing malicious users by calculating each user’s
trust value based on their behavior such as success rate, failure rate, access frequency,
and transaction timeout. In web application, Roobini and Lakshmi [26] proposed a
method by using algorithm such as ANN, naïve Bayes, KNN for the classification
of Diabetes Mellitus.

3 System Architecture

The basic principle of this formula is the reallocation of characters compatible with
the key auto-mutation. The useful life of a key is capable of the length of the key. This
implies that any key state can only be responsible for encrypting a plaintext location
equal to the length of that version of the key before the key is auto-mutated into
a replacement version. This new edition may subsequently record a portion of the
unencrypted text. The key entered by the user is divided into four separate “threads” of
several perpetually mutant keys. These four totally different and completely different
square keys are at the same time responsible for changing the plaintext letters one
letter at a time to encrypted text in two different ways, for example, reallocation of
the matrix and a form of “dynamic replacement encryption.” This whole method
is an eternity and, again, re-encodes a variety of times before the encrypted text is
finished. TheMD5operation could be a cryptographic algorithm formula that accepts
a discretionary length entry and produces a message of 128-bit long summary. The
summary is also commonly known as the “hash” or “fingerprint” of theMD5 entry. It
is used in various things wherever a doubtlessly long message needs to be processed
and/or compared quickly. The common application is the creation and verification
of digital signatures. The system architecture is depicted in Fig. 1.
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Fig. 1 System architecture

4 Modules

• Login Module
• Registration Module
• File Upload Module
• Intrusion Detection Module
• Detect Intruder Module.

LoginModule This is the first activity, and the user must provide a correct contact
number and password, which the user enters when registering, to access the applica-
tion. If the information provided by the user matches the data in the database table,
the user successfully accesses the application; otherwise, the login failed message is
displayed and the user must reenter the correct information. It also provides a link
to the registration activity for registering new users.

Registration Module A new user who wishes to approach the application must
register before logging in. When you click the register button in the login activity,
the registration activity opens. A new user registers by entering their full name,
password, and contact number. A user must reenter the password in the password
confirmation text box to confirm. When the user enters the information in all the text
boxes, by clicking on the register button, the data is transferred to the database and
the user is asked to log in again.

File Upload Module The owner of the data has no control over the data after
uploading it to the cloud. In this form, the original data is encrypted in two different
values. The data in each segment can be encrypted using theM3 encryption algorithm
and the encryption key before storing it in the cloud.

IntrusionDetectionModule In thismodule, receiver can find intrusion occurring
or not using calculating a distance.

Detect IntruderModule In this module, the receiver can also detect the intruder.
Intruder refers to another company that makes software for the original vendor’s
product.
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Fig. 2 Comparison between SHA and MD5 algorithm

5 Results and Discussion

Their experimental results using automatic learning of intrusion detection in the data
show that the unlabelled samples belonging to low and high turbidity groups cause
the main contributions to improve the accuracy of the intrusion detection system
compared to the traditional one. The resulting key sets have been shown to have a set
of preferable properties that ensure the confidentiality of communication sessions
against collusion attacks from other nodes. The results are depicted in Fig. 2.

It is difficult to extend the work in our document to definite applications with
multiple data sources. First, the two character sequences of different origins must
be encoded with different keys, respectively. Second, three cost matrices need to be
encoded together after being built by arbitration between the two parties. The goal
of security is to accomplish the compare of sequences on an individual computer in
the cloud to preserve privateness and assure that data written by the end user on both
sides is not arbitrarily stolen by the other user or the CSP.

6 Conclusion

Through the above summary, due to trouble related to widespread collusion attacks
in the secure outsourcing of sequential comparing algorithms, this document will
present the reliable authority to authenticate users who have access to information



738 O. Aparna et al.

in the cloud. The trusted authority uses the SHA algorithm to generate the key and
this key will be shared with the individual and the owner. The trusted authority
module receives the file encrypted using the AES encryption algorithm from the
data owner and calculates the hash value using the MD-5 algorithm. Stores the key
in its database will be used during dynamic operations and to find out the part of
the deception in the system. The trusted authority sends the file to the cloud service
provider’s form for cloud storage. The resulting key sets have been shown to have
a set of desired properties that ensure the confidentiality of communication sessions
against collusion attacks from other nodes in the network.
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Leveraging Affective Hashtags
for Ranking Music Recommendations

M. Devi Priyanka, P. Renuka, and A. Christy

1 Introduction

The developing ubiquity of informal communities builds the accessibility of client
conclusions, which has become a huge effect factor on purchasing choices, brand
notorieties, and general suppositions [1]. Besides, prescribing relevant reports,
records, and clients to follow has for quite some time been a most loved
space for recommender frameworks inquire about [2]. A few new methodologies
bridle ongoing small-scale blogging movement from administrations, for example,
Twitter1, as the reason for recognizing client inclinations and separating signifi-
cant substance to explicit individuals [3]. As of late, Twitter has become a fasci-
nating wellspring of research movement because of the enormous measure of acces-
sible client-created information [4]. Specifically Twitter licenses clients to share a
sentence—called tweet—to the adherents, with a greatest length of 140 characters
[5].

The awkward hushes, social attachment and correspondence, feeling guideline,
and so forth [6]. From a full of feeling registering perspective, it is fascinating
to examine the connection between a client’s melodic inclination and the client’s
passionate state [7]. There have been numerous mental investigations on the job of
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music in feeling guideline [8]. The passionate condition of an audience has addi-
tionally been considered as significant logical data in building recommender frame-
works. A potential application is to manufacture a framework that screens individ-
uals’ feeling and predicts how to subliminally affect them by prescribing diverse
music pieces [9]. However, as the enthusiastic condition of a client is difficult to
catch in a huge scope study, most existing examinations are directed in a laboratory
setting [10]. It stays hazy to which degree such discoveries can be summed up to
the genuine use of music. Seeing the ubiquity of social smaller scale blogging sites,
for example, opportunities to consider certifiable music listening conduct at scale
[11]. Most curiously for our investigation, Twitter takes into consideration assem-
bling purported now playing tweets, which tweets are portraying the track a client
is presently tuning in to. One such model tweet is “now playing Crazy for You by
Adele Happy.” Right now, client not just distributes the music track and craftsman
he/she is tuning in to, yet additionally includes a hashtag [12].

Seeing the notoriety of social microblogging sites, for example, Twitter1, we
have new chances to consider real-world music listening conduct at scale. Most curi-
ously for our investigation, Twitter takes into consideration assembling supposed
#now playing tweets [13, 14], which are tweets portraying the track a client is right
now tuning in to. One such model tweet is “#now playing Crazy For You by Adele
#Happy” [15]. Right now, client not just distributes the music track and craftsman
he/she is tuning in to, yet in addition includes a hashtag (i.e., watchwords or expres-
sions beginning with the image depicting his/her simultaneous enthusiastic state.
First, we propose to utilize, and look at the aftereffect of, two assessment errands to
feature the significance of relevant data. For a given client and a unique situation,
the principal task requires positioning the pertinence of a lot of tracks that are picked
indiscriminately, while the subsequent errand requires positioning a lot of tracks that
are known (from the preparation set) to be related with the client. While the principal
task is chiefly about the general inclination of a client (i.e., which tracks a client
might want), the subsequent assignment requires demonstrating the setting explicit
inclination of a client for we definitely realize that all the up-and-comer tracks are
enjoyed by the client yet just one of them can be positioned at top given that particular
listening setting [16, 17]. A calculation cannot perform well on the off chance that
it does not have the foggiest idea how a client’s passionate setting influences their
melodic inclination [14]. In correlation, existingwork on settingmindful proposal for
the most part centers around the calculations and essentially takes the full inventory
of information in their assessment. Such an assessment technique does not recognize
tracks that have been known to or not by clients, making it difficult to survey whether
a calculation learns the general inclination or setting explicit inclination [18].

At long last, despite the fact that feeling-based music proposal is not new, existing
work generally depends on client information gathered in a controlled situation and
the scale is typically little [19]. Interestingly, our investigation depends on a huge
assortment of Twitter information (around 560 K) that contain certifiable music
listening data.
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2 Related Work

Park et al. [20] By and enormous Web records, for instance, Google and Yahoo!
Request, file significance for the given inquiry and thing master are two critical frag-
ments of the situating system. Regardless, various information look for mechanical
assemblies in Web business goals disregard thing expert in their situating systems.
Somewhat, this may originate from the general difficulty of creating thing specialists
due to the various characteristics of documents (or things) between Web business
regions and the Web. Associations between reports in an online business site page
routinely address relationship rather than proposition. For example, two chronicles
(things) are related since both are made by a comparable association. We propose
another situating procedure, which joins recommender systems with information
check mechanical assemblies for better chase and scrutinizing. Our method uses a
communitarian isolating count to deliver singular thing specialists for each customer
and solidifies them with thing regions for better situating. To show our technique,
we develop a model film Web crawler called MAD6 (Movies, Actors and Directors;
6 degrees of division).

Gediminas et al. [21] the importance of sensible information has been seen by
researchers and experts in various requests, including Web business personalization,
information recuperation, widespread and compact figuring, datamining, promoting,
and the officials. While a noteworthy proportion of research has quite recently been
acted in the region of recommender structures, most existing procedures revolve
around endorsing the most appropriate things to customers without thinking about
any extra sensible information, for instance, time, territory, or the association of
others (e.g., for watching films or eating out). Right now, fight that material signif-
icant information makes a distinction in recommender systems and that it is imper-
ative to think about this information while giving proposals. We look at the general
thought of setting and how it might be exhibited in recommender systems. Besides,
we present three particular algorithmic perfect models—important profiteering, post
separating, and illustrating—for joining legitimate information into the recommen-
dation system, inspect the possible results of combining a couple of setting careful
proposition methodologies into a singular restricting together procedure, and give
a logical examination of one such joined approach. Finally, we present additional
capacities for setting careful recommenders and inspect indispensable and promising
heading for future research.

Alena et al. [22] the essential drawback of any jargon-based idea examination
system is the nonattendance of flexibility. Subsequently, right now, will depict proce-
dures to normally make and score another end word reference, called Senti Ful, and
develop it throughdirect synonymy relations andmorphologic alterationswith known
lexical units. We propose to perceive four sorts of joins (used to decide new words)
dependent upon the activity they play concerning feeling features: multiplying,
exchanging, increasing, and crippling.

Adomavicius and Kwon [23] Recommender structures are twisting up dynami-
cally crucial to particular customers and associations for giving redid proposals. In
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any case, while the greater part of figurings proposed in recommender structures
composing has focused on improving recommendation precision (as exemplified by
the progressing Netflix Prize test), other indispensable pieces of proposition quality,
for instance, the various assortment of proposition, have routinely been ignored.Right
now, display and examine different thing situating techniques that can make recom-
mendations that have altogether higher all out better than average assortment over all
customers while keeping up comparative elements of proposition precision. Broad
observational appraisal dependably shows the different assortment increments of the
proposedmethodologyusing a couple of genuine assessingdatasets andunmistakable
rating figure figurings.

Han et al. [24] Setting-based music recommendation is one of rapidly creating
applications in the happening to ubiquitous time and requires multidisciplinary tries
including low measurement feature extraction and music gathering, human incli-
nation depiction and desire, cosmology-based depiction and proposition, and the
establishment of relationship among them. Right now, contributed in three indis-
putable ways to deal with think about setting care in the music proposition field.
Directly off the bat, we propose a novel inclination state progress appear to show
human eager states and their advances by music. ESTM acts like an augmentation
between customer condition information close by his/her inclination and low-level
music features.

According toChristy et al. [25], feature selection plays an important role in knowl-
edge discovery. Topic modeling plays a vital role in clustering documents. Clustering
can be done by selecting good features obtained through Latent Dirichlet Alloca-
tion [14, 25]. Meeragandhi andMuruganantham proposed to estimate the influencers
in a social media site using multi-criteria decision-making (MCDM) methods and
compared the results. The proposed approach is more dynamic and capable of iden-
tifying the potential influencers preciously than using standard centrality measures,
which are incapable to be applied in large-scale networks due to the computational
complexity [19, 26]. Prayla et al. [27] have made an attempt to mitigate the botnet
attacks by detecting the same in early stage. The real network is captured and they
have used botminer algorithm with k-means and c-means clustering to detect the
attacks. Their results have shown a remarkable result in the early detection [27, 28].
Jesudoss et al. proposed an image-basedOTP for applications deployed in distributed
environment. It protectsWeb applications against number of security attacks [29, 30].

3 Existing System

Existing framework utilizes manual intercession and utilization-based proposal. The
suggestion of any assistance depends on the quantity of clients who previously
mentioned comparable administrations on a similar segment. The outcomes were
not constantly precise, as they are not considering the individual clients need on
necessity. This framework expects that the mainstream music played by dominant
part of individuals were useful for proposal.
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4 Proposed Methodology

We propose a framework where the logical information of the client is considered
for the suggestion. At the point when a client tweets about his intrigued music, as
hashtag, he additionally expounds on his view. We attempt to dissect the estimation
of the substance relating to the client. The opinion esteem and the melody the client
is intrigued are viewed as together. The music is positioned dependent on the clients
see and their assessment with architecture depicted in Fig. 1.

4.1 Data Collection and Preprocessing

We use Python language since it has tremendous assortment of AI libraries. First
to peruse live tweet from Twitter, we have to utilize Twitter API for Python. To get
to the Twitter server, we will utilize OAuth for verification. When we produce keys
from Twitter server, we can utilize these keys to validate of program to get to Twitter
server. We use search API to look through tweets dependent on relevant content.

4.2 Tweet Sentiment

We attempt to get the slant of the tweet. The tweets were cleaned for not English
content and pictures. The hashtags were held in light of the fact that it will have some

Fig. 1 System architecture
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data. However, the hashtag might be a blend of more than single word. To part the
words in the hashtag, we use word net as a lexicon and attempt to part the words part
by part and examine with the word reference. When the hash labels were isolated,
the conclusion examination is performed.

4.3 Ranking

The primary reason for positioning is to list the most appropriate tracks for the client
on top. The primary structure hinders for figuring a positioning for a lot of suggestion
up-and-comers are clients, tracks, and hashtags that are removed from the chart. We
execute diverse positioning, like client-based positioning, track-based positioning,
and Twitter labels-based positioning.

5 Conclusion

We have proposed another knowledge into music suggestion through an alternate
methodology utilizing a clients feeling quanta.What we proposed depends on assess-
ment scores dependent on the tracks, clients feeling through full of feeling hashtags
like #nowplaying and the partner hashtags. We have proposed another knowledge
into music suggestion through an alternate methodology utilizing a clients feeling
quanta.What we proposed depends on feeling scores dependent on the tracks, clients
feeling through emotional hashtags like #nowplaying and the buddy hashtags. Our
technique is a novel strategywherewe just utilize idle highlights from these hashtags.
The fundamental procedure is positioning the tracks that are new to the client and
furthermore doing likewise for the ones the client has tuned in to. For arbitrary tracks,
we have discovered that looking at the idle highlights of the clients and errands has
been fruitful. This is the general strategy that we propose. Also, our theory has been
confirmed. For the last strategy, we have discovered that setting-based positioning,
utilizing the outcomes widely prepared from the hashtags is all the more impressive
and exact. Likewise, we have installed techniques for suggestions as per class. This
generally builds the versatility of the procedure.
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Awareness and Acceptability
of Renewable Energy Products Across
Demographic Factors

Rachana Rai, Neeta Dhusia, and Ajeya Jha

1 Introduction

Sikkim has been in news for being the first state in India to have officially announced
adoption of organic farming [1] in the year 2003, where vegetables and fruits are
grown without using pesticides. Globally, talks on healthy food, healthy air and
healthy lifestyle have been taking rounds for the past years in a war-foot. Global
citizens who are environmentally friendly have adopted altruism as a part of their
lifestyle to make the world a better place to live. The need to adopt renewable energy
pan globe is observed in the last few decades and Sikkim, which is the 22nd state of
India with 610,577 [2] population; as of 2011, census has been adopting products of
renewable energy. Various solar power plants are installed in government institutions
in and around Sikkim, under the Jawaharlal National Solar Mission 2011–2012 [3].

Hence, researcher was keen on studying the current scenario surrounding the
adoption of renewable energy in Sikkim even though its adoption in Sikkim is at
nascent stage.Demographic factors are commonly used popular bases for segmenting
people/groups while conducting research. Variables considered under demographic
factors are age, gender, income, occupation, education, gender, nationality, race,
religion and social class. It is believed that preferences of choice of product(s) differ
with demographic factors.
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1.1 Literature Review

Any form of product awareness starts with effective promotional strategies adopted
by companies. If the deciding factor of energy is not cost, then people may switch
to renewable energy [4]. Variables such as image of the company and reliving child-
hood memories, consumption patterns of people and product characteristics may
influence positive purchase attitude [5]. Young female(s) having high education and
income were found to be more inclined towards green consumption and which, the
researchers assumes, can be a new customer segment to sell green products [6].
Coming to adoption of environmental initiatives by tour operators, it was found that
large tour operators were more willing to consider it as compared to self-catering
tour operators [7]. Spreading information about products through word of mouth
increases confidence while choosing product [8]. The literature review further helped
the researcher to refine the study.

2 Methodology

Data for analysis were collected using structured questionnaire. Closed ended tech-
nique was used to remove errors from respondents. Collection of data took about
6months. 600 filled and complete questionnaireswere chosen for analysis. For segre-
gating the data, Microsoft Excel Sheet was used, and for analysis, SPSS software
version 20 was used.

2.1 Problem Definition

Awareness and acceptability related to renewable energy are negligible in the context
of Sikkim. Though studies related to technical aspects of renewable energy have
been consistent, awareness and reasons as to why people are not accepting are still
at premature stage. Thus, researcher was motivated to find out the current state
of awareness and acceptability of renewable energy in Sikkim which might further
assistmanufacturers andmarketers to understand the underlying problems andmaybe
frame appropriate marketing strategies to enable its wide acceptance.

2.2 Objective

The main objective of the research is to find the current awareness level and
acceptability related to solar water heater and solar lanterns in Sikkim.
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2.3 Hypothesis

Based on the objective of the study, null hypothesis was generated.
H01: There are no significant differences across demographic factors vis-à-vis

product awareness and acceptability.
A belief that people of Sikkim are aware and have accepted RE encouraged the

researcher to find the actual scenario of the current period. Subsequently, to gain
profound understanding and test the null hypotheses, subsidiary null hypothesis is
generated.

H01a: There are no significant differences in awareness of solar water heater
across demographic factors.

H01b: There are no significant differences in price awareness of solar water heater
across demographic factors.

H01c: There are no significant differences in rebuy intentions of solar water heater
across demographic factors.

H01d: There are no significant differences across demographic factors vis-à-vis
product awareness of solar lantern.

H01e: There are no significant differences across demographic factors in price
range awareness of solar lantern.

H01f: There are no significant differences across demographic factors in rebuy
intentions of solar lantern.

3 Result and Discussions

Figure 1 shows that 531 respondents are aware of solar water heater, 159 respondents
are interested to rebuy it, 47 respondents are aware of its price range and 17 respon-
dents are aware of the brand name. Similarly, Fig. 2 shows that 501 respondents are
aware of solar lanterns, 192 would rebuy it, 19 know where it is sold and the price
range and only 6 are aware of the brand name. Brand names recalled by respondents
are SigmaSolar, Rashmi, JugnuSolar Lamps andMisotech. The following subsidiary
null hypothesis discusses awareness of solar water heater across five demographic
factors.

According to the data from Table 1, null hypothesis is rejected by demographic
variables, such as marital status, area of residence, age of respondents and education
level of respondents, whereas only monthly income of respondents as a demographic
variable has accepted the null hypothesis.

Interpretation from Table 1 shows that respondents are aware of RE products
which may be due to initiatives undertaken by the concerned state government as
earlier solar water heater was distributed at subsidized rate. Awareness need not
necessarily be very high as given by [9], stating that only 20% respondents were
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Fig. 1 Related to solar water heater

Fig. 2 Related to solar lanterns

aware of green building idea and 50%were aware of green building concepts. Result
also shows that location influences product awareness; thus,manufacturers andpolicy
makers may focus on both rural and urban sectors equally. Respondents from urban
area are less aware of the product as compared to respondents from rural area as
they may be comfortable using conventional energy due to easy availability. Results
indicate that prospective buyers belong to age group of 15–45 years. Likewise, study
based on Bhopal [9] inferred that potential buyers belonged to 18–35 years of age
group. Hence, during product promotion and market segmentation, this age group
may be considered. Subsequently, higher education is linked with higher health
valuation [10]. But the result indicates that the income level has no association
with respondents’ awareness level. It is of utmost importance to spread awareness
regarding the said products in order to convert potential users into actual users.
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Table 1 Demographic factors and awareness level of solar water heater

Factors Aware of SWH Pearson
chi-square

Asymp.
sig

Null
hypothesisAware Unaware Total

Marital
status

Unmarried 157 106 263 12.59 0 Reject

60% 40% 100%

Married 152 185 337

45% 55% 100%

Area Rural 71 104 175 16.21 0 Reject

41% 59% 100%

Sub-urban 144 94 238

61% 39% 100%

Urban 94 93 187

50% 50% 100%

Age 15–25 year 95 78 173 18.41 0.001 Reject

55% 45% 100%

26–35 year 110 88 198

56% 44% 100%

36–45 year 54 49 103

52% 48% 100%

46–55 year 37 35 72

51% 49% 100%

Above 56 years 13 41 54

24% 76% 100%

Education School level 91 73 164 15.63 0.001 Reject

55% 45% 100%

Graduate 87 94 181

48% 52% 100%

Postgraduate 79 46 125

63% 37% 100%

Others 52 78 130

40% 60% 100%

Monthly
income

Below |25,000 226 207 433 2.09 0.553 Accept

52% 48% 100%

|25,001–|50,000 61 64 125

49% 51% 100%

|50,001–|75,000 15 17 32

47% 53% 100%

|75,001 and
above

7 3 10

70% 30% 100%
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Null hypothesis is rejected by demographic variables, such as area of residence,
age of respondents, education level of respondents and monthly income of respon-
dents, whereas marital status as a demographic variable has accepted the null hypoth-
esis. Solar water heater has merely captured domestic market in Sikkim, irrespective
of subsidies provided by nodal agencies due to the cost being high. Thus, result
based on Table 2 shows that there are no significant differences across marital status
of respondents with being aware of price range of SWH. Researcher assumes that if
nodal offices provide list of contingencies encountered while distributing renewable
energy products, solutions may be suggested. Respondents believed that commu-
nity must adopt more renewable energy sources. Diffusion of various benefits and
incentives to customers might increase product acceptability of renewable energy.
Researcher opines that convincing young people might be a challenging task, yet it
might be workable with the help of appropriate policies. With a gradual technical
advancement of such products, even urban population may be encouraged to use it;

Table 2 Demographic factors and awareness of price range of the product

Factors Know price
range of
SWH

Total Pearson
chi-square

Asymp.sig Null
hypothesis

Yes No

Marital
status

Unmarried 26 237 263 2.73 0.098 Accept

10% 90% 100%

Married 21 316 337

6% 94% 100%

Area Rural 10 165 175 14.03 0.001 Reject

6% 94% 100%

Sub-urban 11 227 238

5% 95% 100%

Urban 26 161 187

14% 86% 100%

Age 15–25 year 5 168 173 16.45 0.002 Reject

3% 97% 100%

26–35 year 27 171 198

14% 86% 100%

36–45 year 8 95 103

8% 92% 100%

46–55 year 5 67 72

7% 93% 100%

Above 56 year 2 52 54

4% 96% 100%

(continued)
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Table 2 (continued)

Factors Know price
range of
SWH

Total Pearson
chi-square

Asymp.sig Null
hypothesis

Yes No

Education School level 7 157 164 21.25 0 Reject

4% 96% 100%

Graduate 10 171 181

6% 94% 100%

Postgraduate 22 103 125

18% 82% 100%

Others 8 122 130

6% 94% 100%

Monthly
income

Below |25,000 28 405 433 28.51 0 Reject

6% 94% 100%

|25,001–|50,000 9 116 125

7% 93% 100%

|50,001–|75,000 5 27 32

16% 84% 100%

|75,001 and
above

5 5 10

50% 50% 100%

thus, awareness of price may gradually increase. However, these products have not
yet created a niche in Sikkim (Table 3).

Null hypothesis is rejected by demographic variables, such as marital status, area
of residence, education level of respondents and monthly income of respondence,
whereas only age of respondents as a demographic variable has accepted the null
hypothesis. Respondent’s marital status has significant association with willingness
to rebuy the product. The interest in buying the product needs to be supported by
awareness of product benefits and place of purchase. Incentives, such as free trials,
may be experimented in Sikkim in order to accelerate the acceptance of renewable
energy technologies. The result shows that respondents from urban areas are more
willing to buy RE products, whereas respondents from rural areas would prefer
government subsidy. Respondents were not aware of the benefits of SWH as they
preferred electric geysers and other sources of hot water. Focus must be on both users
and non-users. Respondents, irrespective of their age, have no difference in repur-
chase of the products, which may be due to the ease of using conventional energy
coupled with lack of interest in alternative clean sources of energy. Researcher found
that more respondents were graduates, and result too indicated that their educa-
tional qualification had significant influence in repurchase decision. Researcher also
assumes that similar economic and financial constraints are faced by respondents
from Sikkim. 159 respondents were willing to rebuy SWH which is 26.5% of the
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Table 3 Demographic factors and being interested to rebuy the product

Factors Interested to
rebuy

Total Pearson
Chi-Square

Asymp.
sig

Null
hypo
thesisyes No

Marital
status

Unmarried 83 180 263 6.15 0.013 Reject

32% 68% 100%

Married 76 261 337

23% 77% 100%

Area Rural 36 139 175 74.81 0 Reject

21% 79% 100%

Sub-urban 31 207 238

13% 87% 100%

Urban 92 95 187

49% 51% 100%

Age 15–25 year 51 122 173 9.46 0.051 Accept

29% 71% 100%

26–35 year 53 145 198

27% 73% 100%

36–45 year 30 73 100

30% 73% 100%

46–55 year 20 52 72

28% 72% 100%

Above 56 year 5 49 54

9% 91% 100%

Education School level 16 148 164 70.31 0 Reject

10% 90% 100%

Graduate 50 131 181

28% 72% 100%

Postgraduate 66 59 125

53% 47% 100%

Others 27 103 130

21% 79% 100%

Monthly
income

Below |25,000 100 333 433 12.85 0.005 Reject

23% 77% 100%

|25,001–|50,000 42 83 125

34% 66% 100%

|50,001–|75,000 15 17 32

47% 53% 100%

(continued)
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Table 3 (continued)

Factors Interested to
rebuy

Total Pearson
Chi-Square

Asymp.
sig

Null
hypo
thesisyes No

|75,001 and
above

2 8 10

20% 80% 100%

total respondents. Considering the fact about lack of active promotional schemes,
the number of rebuy still gives a promising figure for its acceptability.

Null hypothesis is rejected by demographic variables, such as marital status, area
of residence, age of respondents and education level of respondents, whereasmonthly
income of respondents as a demographic variable has accepted the null hypoth-
esis. Table 4 shows relation between respondent’s marital status and them being
aware of solar lanterns, indicating that respondents are atleast aware of its existence.
Researcher opines that being aware itself is a big leap towards the possible accep-
tance of RE. Solar lanterns may also be used in agricultural fields where farmers can
cultivate vegetables early morning in order to sell it in the market as the demand for

Table 4 Demographic factor and being aware of solar lantern

Factors Aware of solar
lanterns

Total Pearson
chi-square

Asymp.
sig

Null
hypothesis

Aware Unaware

Marital
status

Unmarried 88 175 263 5.65 0.017 Reject

33% 67% 100%

Married 83 254 337

25% 75% 100%

Area Rural 36 139 175 31.14 0 Reject

21% 79% 100%

Sub-urban 98 140 238

41% 59% 100%

Urban 37 150 187

20% 80% 100%

Age 15–25 year 51 122 173 31.64 0 Reject

29% 71% 100%

26–35 year 75 123 198

38% 62% 100%

36–45 year 33 70 103

32% 68% 100%

46–55 year 6 66 72

(continued)
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Table 4 (continued)

Factors Aware of solar
lanterns

Total Pearson
chi-square

Asymp.
sig

Null
hypothesis

Aware Unaware

8% 92% 100%

Above 56 year 6 48 54

11% 89% 100%

Education School level 24 140 164 22.21 0 Reject

15% 85% 100%

Graduate 64 117 181

35% 65% 100%

Postgraduate 38 87 125

30% 70% 100%

Others 45 85 130

35% 65% 100%

Monthly
income

Below |25,000 124 309 433 0.76 0.859 Accept

29% 71% 100%

|25,001–|50,000 34 91 125

27% 73% 100%

|50,001–|75,000 9 23 32

28% 72% 100%

|75,001 and
above

4 6 10

40% 60% 100%

fresh vegetables are rising. Area of residence maybe considered as a possible market
segmentation by marketers. If charging stations are set up, then it might attract
people of Sikkim and may also provide the community with employment avenues,
thereby instilling a desire to contribute in clean energy. Also, to further facilitate, if
webinar and technical programmes are held periodically in Sikkim than the chances
of spreading awareness may increase along with wide adoption of products of RE.
Researcher infers that there is no significant difference across income of respondents
and being aware of SL. But the result may vary with time and place of research.

Null hypothesis is rejected by demographic variables, such as age of respondents
and education level of respondents, whereas marital status, area of residence and
monthly income of respondence have accepted the null hypothesis. Products related
to this sector must keep evolving with different pricing strategies which may be
feasible in domestic market. Result from Table 5 shows no significant difference
between area of residence with price awareness of SL and solar water heater. This
is because solar lanterns have not yet set a firm ground in Sikkim, which makes it
a less priority as there are other alternative products available. Involving all stake-
holders is required. Respondents from Sikkim have significant difference between
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Table 5 Demographic factor and being aware of price range of solar lantern

Factors Know price range
of SL

Total Pearson
chi-square

Asymp.
Sig

Null
hypothesis

Aware Unaware

Marital
status

Unmarried 7 256 263 0.39 0.533 Accept

3% 97% 100%

Married 12 325 337

4% 96% 100%

Area Rural 7 168 175 3.91 0.142 Accept

4% 96% 100%

Sub-urban 10 228 238

4% 96% 100%

Urban 2 185 187

1% 99% 100%

Age 15–25 year 0 173 173 29.25 0 Reject

0% 100% 100%

26–35 year 17 181 198

9% 91% 100%

36–45 year 2 101 103

2% 98% 100%

46–55 year 0 72 72

0% 100% 100%

Above 56 year 0 54 54

0% 100% 100%

Education School level 1 163 164 8.96 0.030 Reject

1% 99% 100%

Graduate 9 172 181

5% 95% 100%

Postgraduate 7 118 125

6% 94% 100%

Others 2 128 130

2% 98% 100%

Monthly
income

Below |25,000 15 418 433 0.69 0.875 Accept

3% 97% 100%

|25,001–|50,000 3 122 125

2% 98% 100%

|50,001–|75,000 1 31 32

3% 97% 100%

(continued)
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Table 5 (continued)

Factors Know price range
of SL

Total Pearson
chi-square

Asymp.
Sig

Null
hypothesis

Aware Unaware

|75,001 and
above

0 10 10

0% 100% 100%

price awareness and education level as shown in Table 5. Some of the respondents
might have gained knowledge while they were pursuing their studies. Result shows
that income level alone does not influence price awareness.

Null hypothesis is rejected by demographic variables, such as area of residence,
age of respondents and education level of respondents, whereas monthly income
and marital status of respondents as a demographic variable have accepted null
hypotheses. Marital status of respondents has no significant difference with respon-
dent’s willingness to buy the product based on the result shown in Table 6. This
enables researcher to assume that products of renewable energy might not be a
priority for the respondents. Hence, promotion of this product can be done focusing
on married couple assuming that they would eventually want a better and sustainable
life for their family in future. The personwho supports the idea ofwindpower opposes
the construction of wind farm, thereby creating a ‘gap’ between public support and
private behaviour. Similarly, irrespective of where respondents are residing, they
have significant difference with the purchase intention of SL. As mentioned in the
previous discussions, involving local community in the projects since inception may
trigger the need of the product. It is recommended to have such projects in the
areas where consumers reside. This may lead to greater acceptance of such prod-
ucts. Similar result from Table 6 shows that age of respondents affects their choice
of buying products of renewable energy. This finding may help manufacturers and
marketers to include young individuals as a protagonist in advertisements and entice
potential customers to buy and use the product. Researcher assumes that the more
educated an individual is, their perspective graduallywidens in terms of adopting new
lifestyle (adopting new products). Referring to Table 6, it is found that income level
has no significant difference with purchase decision of respondents. Respondents
earning between |50,001–|75,000 have high mean value for not being interested
in purchasing SL. Researcher during data collection observed that respondents do
not associate any need for buying SL which requires in-depth reasons for future
study. Respondents were upright ready to rebuy the product which directly shows
the acceptability regarding solar lantern.
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Table 6 Demographic factors and being interested to rebuy solar lantern

Factors Interested to
rebuy SL

Total Pearson
chi-square

Asymp.sig Null
hypothesis

Yes No

Marital
status

Unmarried 43 220 263 1.04 0.308 Accept

16% 84% 100%

Married 66 271 337

20% 80% 100%

Area Rural 71 104 175 16.21 0 Reject

41% 59% 100%

Sub-urban 144 94 238

61% 39% 100%

Urban 94 93 187

50% 50% 100%

Age 15–25 year 95 78 173 18.41 0.001 Reject

55% 45% 100%

26–35 year 110 88 198

56% 44% 100%

36–45 year 54 49 103

52% 48% 100%

46–55 year 37 35 72

51% 49% 100%

Above 56 year 13 41 54

24% 76% 100%

Education School level 91 73 164 15.63 0.001 Reject

55% 45% 100%

Graduate 87 94 181

48% 52% 100%

Postgraduate 79 46 125

63% 37% 100%

Others 52 78 130

40% 60% 100%

Monthly
income

Below |25,000 226 207 433 2.09 0.553 Accept

52% 48% 100%

|25,001–|50,000 61 64 125

49% 51% 100%

|50,001–|75,000 15 17 32

47% 53% 100%

(continued)
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Table 6 (continued)

Factors Interested to
rebuy SL

Total Pearson
chi-square

Asymp.sig Null
hypothesis

Yes No

|75,001 and
above

7 3 10

70% 30% 100%

4 Implications and Recommendations

i. Manufacturers along with policy makers and promoters may propose an
attractive incentive to potential customers and choosing appropriate market
intermediaries in selling renewable energy products.

ii. The focus on demographic variablesmust be noted as it facilitates facts regarding
possible adoption of products of renewable energy. Some result shows a positive
purchase intention of respondents, which may be considered as battle half won
by policy makers and manufacturers.

iii. Concerned government needs to play an active role in sales promotion in order
to convert potential customers into the existing customers. Researcher assumes
that if testimony of satisfied customers is aired on television and on radio, then
it may trigger curiosity and likeliness to adopt products of renewable energy.

iv. Initial cost of RE products and banks providing financing schemes for the same
may be taken seriously as this was pointed out even in other research as well,
such as feed-in-tariffs and soft loans. Policy makers and manufacturers may
work together with banks (private and public sector) by providing incentives to
banks providing soft loan.

5 Conclusion

Understanding the problems and prospects of RE products might enable manu-
facturers, policy makers and marketers to attack on the root cause and further
enhance the probability of converting prospective customers to present customers in
Sikkim. When every household consciously starts using solar water heater and solar
lantern, then the consumption of conventional energy might be under control. Demo-
graphic factorsmight enablemanufacturers and policymakers to identify prospective
customers and adequately frame an effective marketing strategy whichmight convert
their awareness level into acceptance and adoption of solar water heater and solar
lanterns. Awareness of the price might make respondents mentally ready to invest
certain amount of their disposable income in RE products. Though product accep-
tance is at its nascent stage in Sikkim, there seems to be a wide scope for renew-
able energy. However, keeping in mind the erratic weather condition of Sikkim,
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a hybrid connection of conventional and solar energy may contribute in reducing
carbon emission, thereby using solar energy effectively and efficiently.
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Trusted and Preferred Sources
of Receiving Information Related
to Renewable Energy

Rachana Rai, Neeta Dhusia, and Ajeya Jha

1 Introduction

Renewable energy is defined as an energy which is naturally abundant, such as
sunlight, wind, rain, tides, waves and geothermal heat. Sikkim has an autonomous
agency named Sikkim Renewable Energy Development Agency (SREDA) which
was constituted in 1999 by the State Government for endorsing and propagating
renewable energy through various energy programmes and projects [1]. Though
Sikkim is the second smallest State of India, but it has witnessed successful ventures
related to renewable energy, such as Solar Power Plant at State Assembly Premises
and Under Special Area Demonstration Programme (SADP). Solar water heating
systems have been installed at Raj Bhawan Complex, Rongey Central Prison and
biogas plant installations exist at various districts in Sikkim [2]. However, social
acceptance of products of renewable energy needs more in-depth research, specially
when it is related to Sikkim. Understanding peoples’ needs and wants are always
a challenge as taste and preferences of people keeps changing. Reasons may vary
from time to time and from place to place and from situation to situation. Hence, this
research is focused on understanding factors that people prefer and trust in relation
to renewable energy.
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1.1 Literature Review

Salkin [3] stated that Government initiatives, such as Residential Renewable Tax
Credit in 2005 provided up to 31% tax credit to owners for installing solar elec-
tric, small wind, solar water heating, fuel cell or geothermal heat pump generation
system. Likewise, in South Africa, Renewable Energy Independent Power Producer
Procurement Programme as mentioned by Lüdemann [4] that bidders had to meet
minimum criteria and were also evaluated on the proposed bid price along with their
objectives on economic development. Similarly, eco-taxes are levied in EU countries
on electricity produced using non-renewable sources, CO2 emissions and removal
of subsidies on fossil and nuclear energy generation as stated by Haas et.al. [5].
Khare et.al. [6] mentioned that by installing solar applications in schools, malls and
hospitals, Government is pursuing its use for social reasons. Lyon and Yin [7] stated
that the US State Government has adopted Renewable Portfolio Standards (RPSs)
to endorse generation of electricity along with ensuring its inclusion as one of the
resources in the state’s portfolio of electricity generation. In Sikkim, the installa-
tion of solar water heating system is done at Raj Bhawan Complex, Rongey Central
prison and installation of biogas plant at various places in all districts of Sikkim [8].
Manufacturers must focus on the design of renewable energy products for ease of
use and installations with minimal maintenance cost, additionally, various service
centres must be operational with adequate spare parts for after sales services [9].
Thus, the role of Government and policymakers acts as a foundation for adoption of
renewable energies.

How important is the trust on source on information source particularly in the
case of renewable energy products and other green products? This question has
invited attention of scholars across the world. Before discussing literature review in
this respect it needs to be highlighted that information search is a critical step in
purchase behaviour. Decision obviously needs to be made on the basis of perceived
trustworthiness. This is true for purchase of any product. Renewable energy prod-
ucts are also expected to be approached in a similar manner. Kaenzig et al. [9]
inferred that municipal utilities and public energy information centres appear to be
by far the most trusted sources. This trustworthiness is in the context of green energy
consumers. McDonald et al. [10] while comparing sustainable consumption patterns
across product sectors also explored the trusted source of information for purchase.
Momsen et al. [11] while exploring if nudges help consumers to choose renewable
energy products concluded they do not all but some specific ones. Nudges, it may be
emphasized, are change in information set that an individual faceswhen taking a deci-
sion and which can help people align intention and action. Wüstenhagen et al. [12]
while investigating social acceptance of renewable energy innovation studied if the
local community trust the information and the intentions of the investors and actors
fromoutside the community?Moezzi et al. [13] concluded that themost trusted infor-
mation sources were friends, family and neighbours. Implying that encouragement to
purchase may be possible through such sources. Steg et al. [14] while exploring the
factors motivating renewable energy found that consumers information on costs and
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benefits will be particularly effective when such information is from a trusted source
and offered at a time and place close to decisions. Testa et al. [15] while identifying
factors that encourage/discourage energy consumers emphasized the role of trust in
information as a contextual factor that influences the adoption of a pro-environmental
behaviour. Wolske et al. [16] explored the role of consumer behaviour for limiting
climate change and surmised that the information that consumers rely upon may
also be influenced by the trustworthiness of the source. O’Shaughnessy et al. [17]
and O’Reilly et al. [18] while ascertaining factors for bioenergy market development
suggested that friends were the principal information source followed by family
members. Trust on family and friends may be the driver in his study. Palm et al. [1]
while studying residential solar electricity adoption established that the consumers
wanted single-dimensional advice from a trusted independent source.

It may be summarized from the literature review that the trustworthiness of infor-
mation source is a key factor in purchase of renewable energy product. The question
that we answer through this study is that what is the hierarchy of the sources of
information on trustworthiness in the context of purchase of renewable energy home
products?

Methodology
Data for analysis were used from responses using structured questionnaire which

included closed ended technique in order to remove respondents’ error. Data collec-
tion from respondents was undertaken across 6 months. For analysis, 600 filled and
complete questionnaires were selected. Friedman test was conducted as the proce-
dure are based on mean rank of variables and it compares ranked values. Products
of renewable energy undertaken for the study is solar water heater and solar lantern.

1.2 Problem Definition

Researcher desired to identify trusted sources and preferred sources of receiving
information about products of renewable energy by the respondents from Sikkim.
During data collection, it was observed that respondents were aware of products of
renewable energy but adoption of it was questionable due to various factors. The
main objective of this research is to identify various trusted and preferred sources of
receiving information about renewable energy.

2 Result and Discussions

For the study, three factors were considered, namely initiative from the Government,
friends’ referral and advertisements on television and radio about renewable energy.
Based on the data collected, these three factors were ranked accordingly as preferred
sources of receiving information, which is shown in Table 1.
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Table 1 Preferred sources of receiving information on products of renewable energy

Prefer to receive information about RE products Total score Ranking

1. Government promotional initiative 2396 1

2. Friends referral 2199 2

3. Advertisement on TV or radio 2045 3

From Table 1, researcher found that respondents preferred to receive information
through Government followed by their friends’ referrals. Advertisements shown
in television and aired on radio were also preferred. Hence, through this result,
researcher finds the role of concernedGovernment on a priority basis while providing
information related to products of renewable energy.

Friedman test was further conducted to verify the ranking given at Table 1.
Based on the statistics from Fig. 1, the chi-square value is 401.39 and significance

level is 0.000, thereby showing that the ranking based on Table 1 matches with
Friedman test ranking. Ranking based on trusted sources of information was also
carried out and are identified in Table 2.

It was again found in Table 2 that respondents have trust and faith in Government
promotional initiatives followed by friends’ referral and advertisements aired on
television and radio. Thus, further strengthening the role that Government needs to

Fig. 1 Ranking of
preference based on
Friedman test

Table 2 Trusted sources of receiving information

Trust the most in order to receive information Total score Ranking

1. Government promotional initiative 2374 1

2. Friends referral 2231 2

3. Advertisement on television and radio 1961 3
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Fig. 2 Ranking of trusted
sources based on Friedman
test

actively play in disseminating desired information related to products of renewable
energy.

Friedman test was further conducted to verify the ranking given at Table 2.
Based on the statistics fromFig. 2, the chi-square value is 369.024 and significance

level is 0.000, thereby showing that the ranking based on Table 2 matches with
Friedman test ranking.

Additional correlation test was conducted based on the three factors mentioned
in Tables 1 and 2 and the result revealed 0.789, 0.784 and 0.778, respectively, which
are relatively high. This encouraged researcher to predict preference on the basis of
trust. Thus, the regression analysis was conducted, and Table 3 depicts the result.

R (Table 3) represents simple correlation with value 0.855 and which indicates a
high degree of correlation. AccordinglyR2 is 0.731 andwhich implies that thismodel
Explains 73.1% of the variations of this relationship between preference (dependent
variable) and trust (independent variable).

ANOVA test was further conducted to find whether the model is fit or not.
Table 4 indicates that the regression model predicts the dependent variable signif-

icantly as significance level is 0.000, which is less than 0.05, thus indicating that the
regression model statistically predicts the outcome variable, it is a good fit for the
data.

Coefficient table from Table 5 provides information to predict preference from
trust. Significance value is 0.000 which is less than 0.05, thus, trust contributes

Table 3 Regression analysis
on trust versus preference

Model summary

R R Square Durbin-Watson

0.855 0.731 1.925
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Table 4 ANOVA test: Predicting dependent variable, that is, preference

ANOVA

model Sum of squares df Mean square F Sig

Regression 4656.807 1 4656.80 1623.100 0.000

Residual 1715.711 598 2.869

Total 6372.518 599

Table 5 Coefficient table: To determine whether trust contributes to the preference of respondents

Coefficients

model Unstandardized coefficients t Sig

B Std. error

(Constant) trust 4.186 0.334 12.525 0.000

0.765 0.019 40.288 0.000

significantly to the model. The regression equation is as follows:

Preference = 4.186+ 0.765(trust)

This model may or may not be generalizable but further research may determine
the extent of generalizability.

1. Conclusion and implications: The study was undertaken to identify the trust-
worthiness of various sources of information for purchase of renewable energy
products. Results and discussion bring out the following conclusions

The following points were identified in this research:

a. Preferred sources of receiving information about RE products are government
initiative (2396), friends’ referral (2199) and advertisement on TV or radio
(2045).

b. Trusted sources of receiving information about RE products are government
initiative (2374), friends’ referral (2231) and advertisement on TV or radio
(1961).

c. Active role of Government is required in sales promotion to attract poten-
tial customers and turn them into existing customers. Testimonies of satisfied
customers on television and on radio may attract more customers.

d. Policymakers and manufacturers may work with banks in order to plan attractive
incentive to buyers of renewable energy.

These three factors identified in the studymay be usedwith caution as it may differ
from place to place and may change from time to time, as taste and preferences of
people keeps changing.
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